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Preface to the second edition

It is some 14 years since the first edition of this book appeared. Much
has happened to biotechnology in these intervening years. Recombi-
nant DNA technology, which was just beginning in the mid 1980s, is
now one of the major cornerstones of modern biotechnology. Devel-
opments in this area have radically altered our concepts of health-
care with the arrival of numerous products that were unthinkable
20 years ago. Such is the pace of biotechnology that it can be antici-
pated in the next 14 years that even greater developments will occur
thanks to such programmes as the Human Genome Project which
will open up opportunities for treatment of diseases at the individ-
ual level. All such advances though rely on the application of basic
knowledge and the appreciation of how to translate that knowledge
into products that can be produced safely and as cheaply as possible.
The fundamentals of biotechnology remain, as always, production of
goods and services that are needed and can be provided with safety
and reasonable cost.

Biotechnology is not just about recombinant DNA, of cloning and
genetics; it is equally about producing more prosaic materials, like
citric acid, beer, wine, bread, fermented foods such as cheese and
yoghurts, antibiotics and the like. It is also about providing clean
technology for a new millennium; of providing means of waste dis-
posal, of dealing with environmental problems. It is, in short, one of
the two major technologies of the twenty-first century that will sus-
tain growth and development in countries throughout the world for
several decades to come. It will continue to improve the standard of
all our lives, from improved medical treatments, through its effects
on foods and food supply and into the environment. No aspect of our
lives will be unaffected by biotechnology.

This book has been written to provide an overview of many of
the fundamental aspects that underpin all biotechnology and to pro-
vide examples of how these principles are put into operation: from the
starting substrate or feedstock through to the final product. Because
biotechnology is now such a huge, multi-everything activity we have
not been able to include every single topic, every single product or
process: for that an encyclopedia would have been needed. Instead
we have attempted to provide a mainstream account of the cur-
rent state of biotechnology that, we hope, will provide the reader
with insight, inspiration and instruction in the skills and arts of the
subject.

Since the first edition of this book, we sadly have to record the
death of our colleague and friend, John Bu'Lock, whose perspicacity
had led to the first edition of this book being written. John, at the
time of his death in 1996, was already beginning to plan this second
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edition and it has been a privilege for us to have been able to continue
in his footsteps to see it through into print. John was an inspiring
figure in biotechnology for many of us and it is to the memory of a
fine scientist, dedicated biotechnologist and a remarkable man that
we dedicate this book to JDB.



Preface to the third edition

From antibiotics and production of other health-care products to
waste treatment and disposal, biotechnology continues to hold our
attention. The breadth and scope of biotechnology continues to
increase: each decade sees significant new advances across a wide
range of topics. From the first edition of this book to the second edi-
tion took 14 years; from the second edition to this one has taken only
five. The rapid pace of developments in molecular biology and genet-
ics, and in their applications to biotechnology, ensures that progress
in microbiology, animal and plant cell technology for the further-
ance of our well-being never slackens. Biotechnology continues to be
a world-driving force for the production of a whole range of prod-
ucts as well as being vitally important as a process technology for the
care of the environment. The expectations are that biotechnology
will remain as one of the leading scientific and industrially linked
endeavours for at least the first half of this present century. Its con-
tribution to our health, welfare, food and drink will, in fact, con-
tinue for as long as civilisation continues, such is the importance of
biotechnology.

This new edition of Basic Biotechnology reflects these key develop-
ments in our subject but, at the same time, this new edition consoli-
dates our knowledge of those fundamental principles of science and
engineering that are vital to an understanding of the subject at its
basic level. New chapters have been included on several topics both
in the fundamentals and principles section as well as in the practical
applications section; most of the other chapters have been extensively
revised and all have been up-dated.

All our authors are internationally known for their contributions
to biotechnology; all are exceptionally busy people and we therefore
thank them most sincerely for taking time out to write their various
chapters - both new and revised. Our task as editors has therefore
been a rather easy one: curtailing a little too much detail here, or
asking for clarification of a point, is about all we have had to do.
Equally important is the enthusiasm of the publishers for this new
edition. Their input in helping to produce a highly improved for-
mat, for what is already a highly regarded and popular book, is to
be applauded. Obviously our publishers, like the purchasers of this
book, know a good book when they see one.

We trust that this new edition adequately reflects the current sta-
tus and trends in mainstream biotechnology. Given the diversity of
biotechnology it will be an impossible task to cover every aspect of
the field in one volume. Nevertheless, we feel that the major aspects
of the subject are covered herein.
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Chapter |

Public perception of

biotechnology
J. E. Smith

University of Strathclyde, UK

1.1 Introduction

1.2 Public awareness of genetic engineering
1.3 Regulatory requirements

1.4 Policy making

1.5 Areas of significant public concern

1.6 Conclusions

1.7 Further reading

Public perception of new technologies can have pronounced effects
on the timing and direction of innovation, and on rates of uptake
or discrimination of the technology, its products and services. Public
perception can be area- or region-specific (e.g. North America, South-
east Asia, etc.) and will be dependent on several variables, namely

economic affluence,

level of education,

cultural and religious values and traditions, and
social and institutional ways of participation.

At the present time, public perception of biotechnology is gener-
ating much debate, especially in the EU.

Before entering into an examination of how the general public are
believed to perceive modern biotechnology, especially genomics and
proteomics, it is pertinent to highlight how biotechnology evolved his-
torically to its present-day profound and positive impact on industry,
medicine, agriculture, commerce and the environment. Historically,
the microbial aspects of biotechnology evolved over many centuries

Basic Biotechnology, third edition, eds. Colin Ratledge and Bjgrn Kristiansen.
Published by Cambridge University Press. © Cambridge University Press 2006.
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as an artisan skill rather than as a science exemplified in the ancient
manufacturing of beer, wine, cheese, yoghurts, fermented meats,
such as salami, etc., where the methods of production were well
understood but the actual microbial and biochemical mechanisms
went unknown. Indeed, it was well into the seventeenth and eigh-
teenth centuries before the causal microorganisms could be identified
and their positive role confirmed. Consequently, with the advances
in microbiology and biochemistry, all of the previously empirically
driven processes became better understood and controlled. To these
traditional and long-established products were added, more recently,
antibiotics, vaccines, therapeutic proteins and countless others. In all
of these product examples, the industries involved with their manufacture con-
tribute to national prosperity and the well-being of the population.

Why, then, has there been such public awareness and concern for
biotechnology in recent years? Without doubt, the main reasons can
be attributed to the rapid advances in molecular biology, in particu-
lar recombinant DNA (rDNA) technology (gene technology), which is
now allowing bioscientists a remarkable insight, understanding and
control of biological processes. Using gene technologies, it is now
increasingly possible to manipulate the heritable components of par-
ticular cells directly (that is, sections of DNA in which the desired
gene is located) between different types of organisms (that is, between
microbe and plant or animal, or from plant to animal, animal to
microbe, etc.).

Developments in the domain of genomics and, more recently, pro-
teomics, can be expected (and indeed have already been applied in
some instances) to make important scientific advances in the field of
human health, namely

the use of genetically modified organisms for the production of
biopharmaceuticals (i.e. insulin) and vaccines;

elucidation of the molecular basis of many diseases;

genome sequence obtention of more human pathogens, allowing
better treatment for diseases;

development of more successful gene therapy techniques for genetic
diseases and cancer;

more rapid and easily used disease diagnosis making use of molec-
ular, biological and immunological techniques;

improved nutrition by selected application of GM technology of food
plants;

the development of biosensors, such as DNA probes, for monitoring
metabolites in the body.

Plant gene technology involves manipulating the genetic consti-
tution of the plant (that is, by modifying a very small part of its
DNA) so that it now has a more useful or better property; for exam-
ple, a plant may now be resistant to insect or fungal attack; be more
resistant to drought, or can produce higher quantities of a useful pro-
tein or compound (see Table 1.1). In some cases, an unwanted activity
can be removed; for example, the enzyme responsible for tomatoes
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Table I.l ' Important crop characteristics undergoing genetic
modification

Pest resistance

Resistance to viral, bacterial and fungal diseases

Oil, starch and protein modification to provide sustainable supplies of
raw materials for biodegradable plastics, detergents, lubricants,
paper making and packaging; also, improvements in baking and
brewing qualities

Herbicide tolerance to enable certain crop varieties to tolerate
specific herbicides and, in many instances, reduce the number of
herbicide applications to achieve effective weed control

Plant architecture and flowering, including plant height, flowering time
and flower colour

Reduction in seed losses through shedding at harvest time

Modifications in fruit and tuber ripening and storage; research on
potatoes is likely to reduce dependence on the use of
antisprouting compounds applied to stored tubers

Increased tolerance to environmental stresses, including cold, heat,
water and saline soils

Increase in the ability of certain plants to remove toxic metals from
soils (bioremediation), e.g. from mining wastes

The elimination of allergens from certain crops, e.g. rice

The enhancement of vitamins, minerals and anticancer substances

The production of pharmaceutical substances, e.g. anticoagulant
compounds, edible vaccines

Source: Dale, P. J. (2000). The GM debate: science or scaremongering? Biologist
47: 7-10. Reproduced with permission.

overripening and splitting can be silenced so that tomatoes stay firm
and in good condition for several weeks. All such plants are then
known as ‘genetically modified’ or GM plants. The technology being
used involves the direct application of molecular biology techniques
and is, therefore, completely different from plant breeding, which
seeks to improve the characteristics of plants by just using selective
interbreeding between plants to bring out the desirable traits. GM
techniques, because they are precise and are carried out in labora-
tories, can be a 100 times faster than plant breeding and their out-
come is more certain (for an extended current report on GM crops
see www.apec.umn.edu/faculty/frunge/globalbiotech04.pdf).

The focus of agriculture must be to use all scientific approaches, including
GM technology, to improve human and animal nutrition so that it becomes
possible to feed the growing world population at a time of decreasing avail-
ability of arable land. Worldwide acceptance and use of plant GM tech-
nology is clearly progressing rapidly in the Americas and Asia but is
experiencing organised opposition in Europe!

The release of live GM microorganisms into various ecosystems
when used as biopesticides or in bioremediation has raised con-
cerns in some quarters. DNA probe analysis is now widely used
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in microorganism identification in complex ecosystems, while GM
microorganisms are now increasingly used in pollution control for
specific targeted compounds. While most innovations in modern
biotechnology have not caused any noticeable public concern, three
areas continue to generate levels of dissension, namely the potential,
or imagined, health risks of GM foods and biopharmaceuticals; the
advances in molecular genetics that relate to human reproduction;
and ethical and moral issues arising from compiling human genetic
information (relating to individuals).

Public perception of biotechnology is not only important, but also
complex. In recent years, public policy makers on biotechnology have
strived to balance the concerted interests of governments, industries,
academia and environmental groups, often in a climate of tension
and conflicting agenda. In gene technology, the central most impor-
tant issue revolves around the question ‘should regulation be depen-
dent on the characteristics of the products produced by rDNA technology
or on the use of YtDNA technology per se?” The ‘product versus process’
debate has lasted for many years and exposed conflicting views on
what should represent public policies on new technology develop-
ment. Should these important decisions be left to the scientists and
technologists alone to decide or should the public also become part
of the decision-making process? It is now apparent that many aspects
of new biotechnology are matters for public deliberation and argu-
ment. When arriving at important policy advice and moral judgements, there
should be clearly defined reasons, criticisms, rebuttals, qualifications and care-
ful analysis of scientific facts. Social policy making should always be in
the public, political realm and, in democratic countries, science pol-
icy must always be a matter for the people even though just a small
minority of the population will understand the relevant science.

It is now well documented that gene technology provokes a variety
of views within the general public that have not been so apparent
with most other new technologies. In societies that include many
different cultural, religious and political traditions, there will be a
plurality of views that must be accommodated if democratic decisions
are to be made. Public education in such complex areas of science as
gene technology is paramount. Furthermore, for many people there is an
increasing concern about the ever-growing influence of technology, in general,
in their lives and, in some instances, an unjustified mistrust of scientists.

Over the last decade there have been many efforts made to gauge
the public awareness of modern biotechnology by questionnaires,
Eurobarometers and consensus conferences. Early EU studies high-
lighted public attitudes to the application of genetic engineering to
a wide range of scenarios (Table 1.2). What then must be done to
advance public understanding of genetic technology in the context
of biotechnology? What does the public need to know and how can
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Table 1.2 ' Public attitudes to applications of genetic manipulation

Comfortable (%) Neutral (%) Uncomfortable (%)

Microbial production of bioplastics 91 6 3
Cell fusion to improve crops 8l 10 10
Curing diseases such as cancer 71 |7 9.5
Extension of the shelf life of tomatoes 71 Il 19
Cleaning up oil slicks 65 20 13
Detoxifying industrial waste 65 20 13
Use of antiblood clotting enzymes 65 4 22
produced by rats
Medical research 59 23 I5
Making medicines 57 26 13
Making crops to grow in the Third World 54 25 19
Developing mastitis-resistant cows by 52 16 31
genetic modification
Producing disease-resistant crops 46 29 23
Chymosin production by microorganisms 43 30 27
Improving crop yields 39 31 29
Using viruses to attack crop pests 23 26 49
Improving milk yields 22 30 47
Cloning prize cattle 72 18 72
Changing human physical appearance 4.5 9.5 84
Producing hybrid animals 4.5 12 82
Biological warfare 1.9 2.7 95

this be achieved to ensure that the many undoubted benefits that
this technology can bring to humankind do not suffer the same fate
as the food irradiation debacle in the UK in the early 1990s? While
gamma irradiation of foods was demonstrated to be a safe and effi-
cient method to kill pathogenic bacteria, it was not accepted by the
lay public following the Chernobyl disaster, since most were unable
to differentiate between the process of irradiation and radioactivity.
Effective communication about the benefits and risks of genetic engi-
neering will depend on understanding the underlying concerns of
the public together with any foreseeable technical risks.
Eurobarometer surveys revealed a broad spectrum of opinions that
were influenced by nationality, religion, knowledge of the subject
and how the technology will be applied (Box 1.1). A major contributory
factor is the plurality of beliefs and viewpoints that are held explicitly or
implicitly about the moral and religious status of Nature and what our rela-
tionship with it should be. Do we view Nature, in the context of human’s
dependency on plants and animals, as perfect and complete derived
by natural means of reproduction and therefore should not be tam-
pered with by ‘unnatural’ methods, or do we see it as a source of raw
material for the benefit of humankind? For centuries now, humans
have been indirectly manipulating the genomes of plants and ani-
mals by guided matings primarily to enhance desired characteristics
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Box I.1 = Eurobarometer (1997) on Public Perception
of Biotechnology

The majority of Europeans consider the various applications of modern biotech-
nology useful for society. The development of detection methods and the pro-
duction of medicines are seen to be most useful and considered the least
dangerous.

The use of modern biotechnology in the production of foodstuffs and the inser-
tion of human genes into animals to obtain organs for humans were judged least
useful and potentially dangerous.

Europeans believe that it is unlikely that biotechnology will lead to a significant
reduction of hunger in the developing world.

The vast majority of Europeans feel genetically modified products should be
clearly labelled.

The majority of Europeans tend to believe that we should continue with tradi-
tional breeding methods rather than changing the hereditary characteristics of
plants and animals through modern biotechnology.

Less than one in four Europeans think that current regulations are sufficient to
protect people from any risk linked to modern biotechnology.

Only two out of ten Europeans think that regulations of modern biotechnology
should be primarily left to industry.

A third of Europeans think that international organisations such as the United
Nations and the World Health Organisation are better placed to regulate mod-
ern biotechnology, followed by scientific organisations.

or minimise unwanted traits. In this way, present-day food plants and
animals bear little resemblance to their predecessors. In essence, such
changes have been driven by the needs and demands of the public or
consumer, and have readily been accepted by them; almost invariably
this has led to food becoming progressively less expensive. Indeed,
the highest price ever paid for wheat was in the thirteenth century
and the cheapest price was in 2005. In the traditional methods used, the
changes are made at the level of the whole organism, selection is made for
a desired phenotype and the genetic changes are often poorly characterised
and occur, together with othet, possibly undesired, genetic changes. The new
methods, in contrast, enable genetic material to be modified at the cellular
and molecular level, are more precise and accurate, and consequently produce
better characteristics and more predictable results while still retaining the
aims of the classical breeder. A great number of such changes can and
will be done within species giving better and faster results than by
traditional breeding methods.

Public responses must be properly gauged because the public itself
is not a single entity and, consequently, cannot be considered as
a homogeneous collection of attitudes, interests, values and level
of education. A 2003 UK government-based public consultation has
found that a majority of the 35 000 interviewees were opposed to
genetically modified (GM) crops and distrusted both the agri-biotech
industry and the government’s ability to regulate such products. This
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Table 1.3 ' Questions to be considered during safety assessment

What is the function of the gene in the donor organism?

What is the effect of the introduced gene(s) in the modified plant?
Is there evidence of a change in allergenicity or toxicity?

Will there be non-target effects on friendly organisms within the
environment?

Is there a change in the plant’s ability to persist in agricultural
habitat (weediness) or to invade natural habitats?

Can the introduced gene be transferred to other plants (e.g. by
pollination) or organisms, and what would be the likely
consequences?

Source: Dale, P. J. (2000). The GM debate: science or scaremongering? Biologist
47: 7-10. Reproduced with permission.

consultation ‘GM Nation Public Debate’ was designed as a comprehen-
sive empirical study of public attitudes towards GM food and crops
and of general public levels of awareness, understanding and per-
ceived value of public debate on the commercialisation of agricul-
tural biotechnology. The report has produced an interesting data set
that will allow for a detailed exploration of public attitudes to this
controversial issue. In reply, the pro-industry Agricultural Biotechnol-
ogy Council (London) expressed some scepticism towards the find-
ings claiming that the interviewees were unrepresentative and fur-
ther implying that many responses had been orchestrated by anti-GM
campaigning groups. A worrying feature of public perception of genetic engi-
neering is the extraordinary low and naive public understanding of the genetic
basis of life systems. As a consequence various organisations have sought
to generate public alarm and fear, especially of GM foods, while fail-
ing to set out a single piece of scientific data to support their claims.
So-called Friends of the Earth activists trample and destroy legitimate
field crop experiments that are designed to yield controlled scientific
research into the safety and potential of GM plants. Such activists
and provocative press articles (usually written by non-scientists) are,
to a large extent, responsible for the wholly artificial sense of risk
that has been ascribed, in particular, to GM foods. In the USA, the
public acceptance of GM technology has continued with only minor
disturbances and there is increased utilisation on farm of several GM
crops. It is increasingly apparent that the worldwide acceptance and
use of GM technology is progressing rapidly.

There is now worldwide debate on the safety aspects of GM crop plants
and derived products destined for public consumption. Some of the
main questions on safety are presented in Table 1.3.
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The Organisation for Economic Cooperation and Development
(OECD), Paris, has included in its definition of food safety the pas-
sage ‘reasonable certainty that no harm will result from intended
uses under anticipated conditions of consumption’. When foods or
food ingredients are derived from GM plants they must be seen
to be as safe as, or safer than, their traditional counterparts. The
concept of substantial equivalence is widely applied in the science-
based determination of safety by comparing GM foods with analogous
conventional food products, together with intended use and expo-
sure. The concept of substantial equivalence can also be utilised as
the premise for work based on the Codex Alimentarius Commusion
(www.codexalimentarius.net/web/index_en.jsp or www.who.int/entity/
foodsafety/codex/an. elaborate food standards and codes of practice for
questions related to food), which has become the seminal global ref-
erence point for consumers, food producers and processors, national
food control agencies and international food trade. The data used
in establishing substantial equivalence will be largely derived from
molecular and protein characterisation, which would involve tests to
determine:

gene expression patterns,

protein profiling,

changes in protein expression,
differences in metabolite capabilities.

Such sophisticated testing protocols could make it difficult for
many developing countries to comply with international food safety
regulations. When novel products are moving into the marketplace,
the consumer must be assured of their quality and safety. Thus, there
must be toxicological and nutritional guidance in the evolution of
novel foods and ingredients to highlight any potential risks which
can then be dealt with appropriately. The approach should be in
line with accepted scientific considerations, the results of the safety
assessment must be reproducible and acceptable to the responsible
health authorities, and the outcome must satisfy and convince the
consumer!

A comprehensive regulatory framework is now in place within
the EU with the aim of protecting human health and the environ-
ment from adverse activities involving genetically modified organisms
(GMOs). There are two directives providing horizontal controls, i.e:

contained use,
deliberate release of GMOs.

The contained use of GMOs is regulated in Europe under the
Health and Safety at Work Act through the Genetically Modified
Organisms (Contained Use) Regulations, which are administered by
the Health and Safety Executive (HSE) in the UK. The HSE receive
advice from the Advisory Committee on Genetic Modification. These
Regulations (which implement Directive 90/219/EEC), cover the use of
all GMOs in containment and will incorporate GMOs used to produce
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food additives or processing aids. All programmes must carry out
detailed risk assessments with special emphasis on the organism that
is being modified and the effect of the modification.

Any deliberate release of GMOs into the environment is regulated
in the UK by the Genetically Modified Organisms (Deliberate Release)
Regulations, which are made under the Environmental Protection Act
(and implement EC Directive 90/220/EC). Such regulations will cover
the release into the environment of GMOs for experimental purposes
(i.e. field trials) and the marketing of GMOs. Current examples could
include the growing of GM food crop plants or the marketing of GM
soya beans for food processing.

All experimental release trials must have government approval
and the applicant must provide detailed assessment of the risk of
harm to human health and/or the environment. All applications and
the risk assessments are scrutinised by the Advisory Committee on
Releases into the Environment, which is largely made up of indepen-
dent experts who then advise the ministers.

The EC Novel Foods Regulation (258/97) came into effect on May
1997 and represents a mandatory EU-wide pre-market approval pro-
cess for all novel foods. The regulation defines a novel food as one that
has not previously been consumed to a significant degree within the
EU. A part of their regulations will include food containing or con-
sisting of GMOs as defined in Directive 90/220/EEC and food produced
by GMOs but not containing GMOs in the final product.

In the UK the safety of all novel foods including genetically mod-
ified foods is assessed by the independent Advisory Committee on
Novel Foods and Processes (ACNFP: now advises the UK, Food Stan-
dards Agency, www.foodstandards.gov.uk), which has largely followed
the approach developed by the WHO and OECD in assessing the safety
of novel foods. The ACNFP has encouraged openness in all of its deal-
ings, publishing agenda, reports of assessments and annual reports, a
newsletter and a committee website. By such means it hopes to dispel
any misgivings that may be harboured by members of the public. The
ultimate decisions are not influenced by industrial pressure and are
based entirely on safety factors.

In all of the foregoing, the risk assessments of GMO products, etc.,
have been made by experts and judged on the basis of safety to the
consumer. However, it must be recognised that subject experts define
risk in a narrow technical way, whereas the public or consumer with-
out sufficient knowledge generally displays a wider, more complex,
view of risk that incorporates value-laden considerations such as unfa-
miliarity, catastrophic potential and controllability. Furthermore, the
public, in general, will almost always overestimate risks associated
with technological hazards such as genetic engineering and under-
estimate risks associated with ‘lifestyle’ hazards such as driving cars,
smoking, drinking, fatty foods, etc. Perception of the risks inherent
in genetic engineering may be moderated by recognition of the tan-
gible benefits of specific products of genetic engineering that could
be shown to have health or environmental benefits.
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How do you achieve effective communication with the public
about benefits and risks of genetic engineering? Trust in the infor-
mation source is of major importance in communication about risk
and this is associated with perceptions of accuracy, responsibility and
concern with public welfare. In contrast, distrust may be generated
when it is assumed that the facts are distorted or the information
misused or biased.

Perhaps the most conscientious issue related to foods derived from
genetic engineering is to what extent should they be labelled. The
purpose of labelling a food product is to provide sufficient informa-
tion and advice, accurately and clearly, to allow consumers to select
products according to their needs, to store and prepare them cor-
rectly, and to consume them with safety. Labelling of a product will only
be relevant if the consumer is able to understand the information printed
on the labels. The US Food and Drug Administration (FDA) consider
that labelling should not be based on the way a particular product
is obtained. Their assumption is that this is, or should be, a part
of normal approval for agricultural practice or industrial processes
and, if approved, then labelling should be unnecessary, which is the
common practice for most food products. It can be argued that cer-
tain consumers are, in principle, against a certain technique (such
as genetic engineering) and such consumers should have the right
to know if this technology has been used to produce the particular
product.

At least within the EU there is considerable evidence that there
is strong support for the clear labelling of genetically engineered
foods. It can be argued that labelling is all about consumer choice
and has nothing to do with health and safety. Where there is con-
cern about the specific safety of products labelling will not solve the
problem (note tobacco products are already labelled as injurious to
health but are still bought by the public). The novel food regulations
in the EU introduced specific labelling requirements over and above
those already required for food. These stated that labelling would be
required where there are special ethical concerns such as copies of
animal or human genes or if the food product contained live GMOs.
However, the EU has pressed for all foods that contain genetically
modified material to be labelled clearly to enable consumers to have a
real choice. Plant breeders are increasingly turning to the new genetic
technologies to improve their plants and animals in order to produce
the cheap food now demanded by the consumer. If consumers insist that
they want to choose whether ot not to buy GM or non-GM products then there
must be an adequate supply of non-GM foodstuffs.

For over five years the EU banned GM foods on the specious
grounds that they were unsafe. This has now been amended and GM
foods will be allowed as long as the amount of GM material is labelled.
The new EU labelling legislations will cover all foods and ingredi-
ents produced from GMOs, including animal feed and pet foods,
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irrespective of whether they contain detectable GM material. Since
over 70% of processed foods, between them containing over 30 ingre-
dients derived from maize and soya (current main GM food plants in
the USA), will be required to be labelled unless manufacturers and
suppliers take the necessary, but highly expensive and difficult, steps
to avoid their use. While this legislation appears reasonable, it is, in
reality, impractible. The financial consequences of these regulations
will be vast, not only to industry but also to the consumer, with an
anticipated 3-5% increase in the cost of processed foods. The EU is
now clearly out of step with most other developed countries purely
to satisfy the ‘precautionary principle’ propagated by the anti-GM
lobby. The Royal Society of Canada concluded in 2002 that manda-
tory labelling of GM products cannot be justified on a scientific basis
unless ‘there are clear, scientifically-established health risks or significant
nutritional changes posed by the product itself’. There is no such evidence
at this time! The Royal Society (UK) concluded also that there is no
evidence to imply GM foods are a health risk. GM modified foods have
undergone more rigorous testing than any other foods and are safe. Why, then,
the continued EU obstruction to their meaningful role in world food supply?
GM technology has predominantly been developed in North American
and commercially marketed by North-America-located companies.
Most European countries have been slow to develop this cutting-edge
technology for agriculture and it has been strongly promulgated in
the USA and Canada that these mandatory labelling requirements
by the EU are simply old-fashioned trade protectionism. The USA
and Canada have already filed legal challenges at the World Trade
Organisation alleging unfair trade practices. Many European govern-
ments are projecting ‘consumer protection’ considerations purely for
vote-gaining reasons. Many believe that these new regulations are ill-
thought out, have serious practical limitations, will involve increased
bureaucratic involvement and will be costly to industry and the
consumer.

The whole aspect of labelling of GMO-derived foods is undergo-
ing a fierce and often bitter and ill-informed debate. It can only be
expected that in the near future all major food organisms, especially
plants, will have had some level of genetic engineering in their breed-
ing programmes. This will be necessitated by the need to produce food
for an ever-increasing world population. Let us not delude ourselves; with-
out the addition of this technology to the armoury of the plant breeder there
will be serious and indeed calamitous food shortages, especially in the devel-
oping world.

If all aspects of genetic modification must be recognised and
recorded, it can only lead to unacceptably complex labelling criteria.

Consumer rights, now recognised by all member states in the EU,
involve a right to information and, its corollary, a duty to inform. As
a consequence, labelling should be meaningful, but appropriate.

A recent US Institute of Food Technologists’ Expert Panel con-
cluded that continued development and use of food rDNA biotech-
nology could provide many important benefits to society:
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a more abundant and economical food supply for the world;
continued improvements in nutritional quality, including foods
of unique composition, for populations whose diets lack essential
nutrients;

fresh fruit and vegetables with improved shelflife;

further improvements in production agriculture through more effi-
cient production practices and increased yields;

the conversion of non-productive toxic soils, in developing coun-
tries, to productive arable land;

more environmentally friendly agricultural practices through
improved pesticides and pesticide-usage practices, less hazardous
animal wastes, improved utilisation of land and reduced need for
ecologically sensitive areas such as rainforests.

With respect to a range of environmental and economic con-
cerns about rDNA-biotechnology-derived food products, the panel also
reached the following conclusions:

new rDNA-derived foods and food products do not inherently
present any more serious environmental concerns or unintended
toxic properties than those already present by conventional breed-
ing practices;

appropriate testing by technology developers, producers and proces-
sors, regulatory agencies and others should be continued for new
foods and food products derived from all technologies, including
rDNA technology;

programmes should be developed to provide the benefits of safe
and economical rDNA-technology-derived food products worldwide,
including less-developed countries.

Policy making on genetic engineering throughout the industrial
world is strongly influenced by the interests of governments, indus-
try, academics and environmental groups. After almost two decades of
discussions, the dominant issue still is whether government regulations should
depend on the characteristics of the products modified by rDNA technique or
on the technique of rDNA employed. As with other techniques, the genetic
engineering debate could also prove to be a critical testing ground for
efforts to insert into governmental policies, socio-economic and socio-
cultural measures - the so-called ‘fourth criterion’. The advocates of
this approach consider that measures of efficacy, quality and safety
are, alone, insufficient to judge the potential risks associated with
such new techniques and their products, and to these they would
add social and moral considerations.

These new approaches are having a significant impact on the pace
of agricultural and environmental applications of genetic engineer-
ing. In contrast, biomedical applications have progressed relatively
rapidly. Millions of people throughout the world have accepted and bene-
fited from medical diagnostics and drugs provided by the new biotechnology
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companies. Examples include the GM products erthropoietin, for kid-
ney dialysis patients, and insulin, for diabetics, while diagnostics
developed by genetic engineering, in particular, keep dangerous
pathogens, such as HIV and hepatitis viruses, out of the blood sup-
plies. In agriculture there has been concerted opposition by activists
against GM bovine somatotropin (BST, also known as bovine growth
hormone) but almost total silence on the engineered chymosin
enzyme used to clot milk in cheese production, which now claims
about 40-45% of the US market. Millions of calves are now no longer
required for this process.

How much of a role the fourth criterion will play in relation to
genetic engineering in agriculture and environmental policy making
is at an important cross-roads. While there is great need to increase
the science literacy of the public, in general; a well-informed public
must still rely heavily on experts on sophisticated technical issues.

Current plant DNA-delivery technology normally results in only a very
small number of the targeted cells stably integrating the recombinant
DNA with the designated gene. The difficulty in identifying these few
transformed cells leads to the concept of selectable marker genes.
Such genes are linked to the trait-conferring gene before transfor-
mation and their presence allows growth of the cell in a special
medium while not allowing growth in the absence of the marker
gene. The marker gene is incidental and has no function in the trans-
formed crop. The most widely used marker genes confer to plant cells
resistance to compounds such as antibiotics and herbicides. The most
widely functional plant marker gene worldwide is npt11, which con-
fers resistance to the antibiotics kanamycin and neomycin. In hind-
sight, this relatively simple laboratory system should not have been
used in conjunction with commercial crops.

Could such antibiotic-resistance genes be transferred from a GM
plant or microorganism into the human gut microflora and so
increase antibiotic resistance in the human population? Bacterial
resistance to commonly used antibiotics is now occurring worldwide
and it is most probable that this incidence is the result of the transfer
of antibiotic-resistance genes between bacteria followed by the selec-
tive pressures imposed by the use of antibiotics. To date it has not been
possible to demonstrate the transfer of antibiotic resistance from a selectable
marker gene in a consumed GM plant to microorganisms normally present
in the gut of humans and other animals. However, the potential does
exist and should not be ignored. European regulations have required
a phasing out by 2006 of the use of markers conferring resistance
to antibiotics used clinically. Methods are now being developed for
the removal of antibioticresistance marker genes from transgenic
crops. In theory, these methods should permit the phasing out of
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antibiotic-resistance markers and also reduce the amount of intro-
duced recombinant DNA sequences.

Food allergies arise when the immune system responds to specific
allergens, which are usually proteins or glycoproteins in the food. This
is now a major concern especially with respect to peanut and other
tree nuts and severe anaphylactic reactions are not uncommon. Con-
sequently, labelling of food products with respect to the presence of
nuts, and especially peanuts, is now widely practised. With GM crop
plants having wider access to diversity, crossing species barriers and
introducing additional proteins into GM foods could potentially cre-
ate allergic reactions in consumers. Thus, it becomes essential with
GM foods to ensure that transfer of allergens does not occur from
donor species to recipient species. Clearly, this is a complex process
and one that all producers of GMOs are now fully alerted to and to
which due consideration is being given. There have been no recorded
examples of new allergies by the process of recombinant DNA
technology.

Many databases that can identify proteins that could be problem-
atic if inserted into food materials are now increasingly available.
A GM corn called StarLink™ was approved for use in animal feed
but not for human consumption, because the Cry9c protein in the
transformed corn did not disappear as quickly as other proteins in
test assays. When small amounts of StarLink™ corn appeared in taco
shells it created a major GM controversy. In retrospect, the producer
company, Aventis, should not have brought to market a corn product
not approved for both food and feed use, since it is now obvious that
segregation of the crops cannot be reliably achieved. The US FDA later
developed an antibody assay to determine sensitivity to the Cry9c pro-
tein and, when compared to control samples, there were no allergenic
reactions associated with Cry9c protein. The StarLink™ episode was
hugely damaging to the public image of GM foods highlighting a wide
range of significant issues, namely:

the inadequacy of the US regulatory system for marketing GM
products,

the high-handed and irresponsible attitude of certain seed compa-
nies and farmers towards the use of GM crops,

the problem of developing marketing systems to segregate GM prod-
ucts not approved for use in US food channels,

the role of government to ensure the integrity of grain supply,
the manner in which research and marketing decisions are achieved
by the biotech industry,

the negative impact on GM technology.

It is to be hoped that this relatively minor episode in GM food
mismanagement will have alerted the biotech companies, seed com-
panies, farmers and regulatory authorities to ensure that the cor-
rect procedures prevail throughout the entire food system. If such
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an event was to be repeated, it could have disastrous effects on the
whole future of a well-regulated GM food market.

While there have been many potential concerns expressed on the
safety of GM foods, possible environmental hazards have also been
considered. The possibility of gene transfer from transgenic crop plants to
compatible wild relatives has been subject to serious experimental examina-
tion. When all traditional commercial crop plants are considered, there are
vanishingly few examples where this has happened since such crops require spe-
cial cultivation practices and are unable to compete with the indigenous wild
plant populations. Could pest or herbicide resistance incorporated into
transgenic plants be transferred into other closely related plants and
increase their ‘weediness™? Under normal conditions gene transfer by
way of pollen between close relatives is exceptionally rare and there
is little confirmed evidence that this will be different with transgenic
plants. While, in theory, such occurrences are possible, they would
be at such a low frequency that, in practice, the results are of vir-
tually no consequence or concern. However, all commercially grown
(released) transgenic plants are regularly monitored to confirm these
conclusions.

There are increasing efforts to produce human regulatory proteins,
which normally occur (in humans) in very small concentrations and
have mostly defied modern methods of extraction or synthesis, e.g.
insulin. Previously, small quantities of such molecules were derived
from organs of cadavers and from blood banks. Genetic engineering
is now increasingly being used to produce these molecules in unre-
stricted quantities. This entails inserting the acquired human-derived
gene constructs into suitable host microorganisms, which produce
the therapeutic protein in quantities related to the scale of operation.
Such products will be free of dangerous contaminants that could arise
from extraction from cadavers.

Perhaps one of the most exciting and controversial issues in
agricultural biotechnology at the present time is the concept of
‘pharming’ - the production of genetically modified crops engineered
to express some form of pharmaceutically useful product. There is an
anticipated short-fall in the production of therapeutic proteins by current-day
technologies and, consequently, the acceptance of plants for this form of farm-
ing is now widely proposed. However, from a legal aspect, the develop-
ment of pharming raises a whole novel range of legitimate concerns
about food safety risks related to using food crops to produce phar-
maceutical products and the liability issues this will create.

The potential of pharming is enormous, but at the present time
attention is being given to the choice of plants and how production
can be contained without contamination of crops destined for the
food product system.
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Initial concerns about GMOs were perceived basically on safety issues;
but more recently social, moral and ethical issues have become part
of the decision-making process. The control of GM crop plants and
their seeds by multi-national agrochemical companies and their need
to recover the high investment costs could imply that only farmers
making use of advanced technologies will be able to meet the full
costs. GM seeds are normally made sterile to prevent further propagation
by farmers. However, this is normal practice by seed companies where the
seeds used commercially are F1 hybrids that do not breed truly so that a
constant supply of seed is needed for farmers to grow the right crops. This
ensures a fair return from the investment to produce them originally.
The development of herbicide-resistant GM crops could well result in
dependence by farmers on the specific herbicides and their producing
companies. It is hoped that poor Third World farmers will benefit in
the near future from these developments.

The concept of ‘sustainability’ would also have dramatic social
impact on some developing countries. For example, several novel
sweeteners have been developed, many times sweeter than sucrose,
which could ultimately lead to a reduction in the traditional markets
for sugar cane and sugar beet. In this way, these economies, predomi-
nantly in developing countries, could experience severe financial and
employment disruption with alternatives difficult to find. Similarly,
increased milk production from fewer cows by regular injection of
genetically engineered bovine growth hormones (such as BST) may
well cause severe difficulty for small farmers in the USA and EU.
While this development has gone through quite successfully in the
USA, there is a moratorium currently in operation in the EU to pre-
vent its application in Europe.

It must be expected that many aspects of this new genetic tech-
nology, particularly when applied to agriculture and food production,
could well lead to decreases in employment with an ensuing increase
in poverty in developing economies. Different value judgements come
into operation to reconcile the advantages to society against the dis-
advantages. The developed nations must endeavour to assist the developing
nations both technically and financially to be part of this agriculture revolu-
tion. To what extent this is now happening is variable and questionable. It
is sad that public awareness of such issues is seldom voiced by the western
activists against genetic engineering.

It is in the area of animal transgenics that public awareness
and concern is now being expressed. Transgenic animals are those
incorporating foreign or modified genetic information resulting from
genetic engineering. Genetic modification of animals with ensuing
transgenesis may be considered by some on a religious basis as a
fundamental breach in natural breeding barriers that nature devel-
oped through evolution to prevent genetic interplay between unlike
species. Such viewpoints consider the species as ‘sacred’. In contrast,
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in the reductional philosophy of most molecular biologists, the gene
has become the ultimate unit of life and is merely a unique aggre-
gation of organic molecules (largely common to all types of living
cells) available for manipulation. In this way, most molecular biolo-
gists argue that there is no ethical problem created in transferring
genes between species and genera. What are the foreseen reasons or
benefits for pursuing animal transgenesis?

There have been extensive animal studies aimed at understand-
ing developmental pathways with a view to understanding gene
action. The development of the Oncomouse for cancer studies
could have significant values in developing anticancer drug treat-
ment for humans. However, the fact that the mouse will suffer the
development of cancer and die does raise issue of animal morality.
Improved growth rates in animals and fish have been achieved
by selected gene transfer, but will these GM organisms be fully
accepted into the food chain?

The insertion of human genes into lactating animals, e.g. sheep,
has had dramatic and generally acclaimed results. There appears
to be little effect on the animal and valuable human health pro-
teins can be extracted from the milk of the transgenic animal
and there is general public acceptance of such products. This is
not seen as a contentious issue since the transgenic animal does
not enter the food chain.

Xenotransplantation, especially from pigs, is seen as an excellent
source of organs for human transplants. Human complement-
inactivating factors to prevent acute hyper-immune rejection of
the transplant have been successfully transferred into the pig. This
programme has obvious attraction and could overcome the acute
shortage of human organs for essential transplants. The main con-
cerns have been possible transfer of pig viruses to humans in the
light of the BSE scare. Also the question of breeding pigs for this
purpose, as opposed to the accepted current practice for eating
purposes, does generate ethical concerns for some people!
Biomarkers for detecting environmental pollution using trans-
genic nematodes would appear to be a worthwhile activity.

As models for human genetic diseases with the ultimate aim to
develop new drugs or gene-therapy treatments.

While many people see the aims of these studies to be of signifi-
cant value to humankind, others express genuine concerns for animal
welfare and whether we have the right to indulge in modifying an
animal genome to human advantage. Central to public concern is a
strong feeling of ‘unnaturalness’ in transferring human genes into
animals with the new transgenic animal containing copies of the
original human gene. It is difficult for the average layperson to compre-
hend that while the transgene has human origin and structure, it is not its
immediate source. In the process of genetic manipulation, genes can-
not be directly transported from the donor to the recipient but must
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progress through a complicated series of in-vitro clonings. In this man-
ner a series of amplification steps are carried out in which the orig-
inal gene is copied many times during the whole process - usually
in a bacterium - such that the original genetic material is diluted
10° times. Thus, the original DNA is not directly used; but, rather,
similar DNA is synthesised artificially.

The issue of animal rights is highly contentious: do they have
intrinsic rights or not? Some would assign equal moral worth to
sentient animals as to humans, but where do you draw the line?
The Advisory Committee on Novel Foods and Processes (ACNFP) some
years ago considered some of the main ethical concerns arising from
the food use of certain transgenic organs and prepared the following
exclusions:

Transfer of genes from animals whose flesh is forbidden for use
as food by certain religious groups to animals that they normally
consume (e.g. pig genes into sheep) would offend most Jews and
Muslims.

While transfer of human genes to food animals (e.g. transfer of the
human gene for Factor IX, a protein involved in blood clotting, into
sheep) is acceptable for pharmaceutical and medical purposes, the
animals should not, upon slaughter, enter the food chain.
Transfer of animal genes into food plants (e.g. for vaccine produc-
tion), is acceptable for pharmaceutical and medical purposes, but
plant remains should not then enter the animal and human food
chain as they would be an anathema to vegetarians and, especially,
vegans.

Use of organisms containing human genes as animal feed (e.g.
microorganisms modified to produce pharmaceutical human pro-
teins such as insulin) should not be considered.

Close consultation with a wide range of religious faiths strongly
suggested that there were no overwhelming objections to require an
absolute ban on the use of food products containing copy genes of
human origin. (This was particularly noticeable when the concept of
the copy gene was understood). The report, however, strongly advo-
cated that the insertion of ethically sensitive genes into food organ-
isms be discouraged especially when alternative approaches were
available. If transgenic organisms containing copy genes that are
unacceptable to specific groups of the population subject to religious
dietary restrictions were to be present in some foods, such foods
should be compulsory and clearly labelled.

Since the early days of the Human Genome Project there has been a
growing apprehension of the anticipated ethical, social, legal and psy-
chological issues that must emanate from research studies related to
genetic testing, genetic databases, genetic screening, germ-line gene
therapy, cloning, xenotransplantation and the use of embryonic stem
cells (Table 1.4). Collectively, such studies will all fall into the area
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Table 1.4 ' Areas of public concern in human genome research

Confidentiality of testing and screening results

Scope of genetic testing and screening

Discrimination and stigmatisation

Commercial exploitation of human genome data
Eugenic pressures

Effects of germ-line gene therapies on later generations

of ‘genethics’. While the fundamental research on the analysis of
the human genome will long continue to be essential, the potential
repercussions could be considerable and will generate many questions
concerned with confidentiality, privacy, community consent, stigma-
tism, access to genetic testing and screening, and how should finan-
cial resources be allocated.

Soon it may be possible to have a much fuller awareness of an
individual’s ‘genetic portfolio’ and possibly to diagnose future medi-
cal problems, e.g. potential to develop heart disease, cancer, etc., and
advise treatment well in advance of the onset of the disease. It has
been suggested that genetic testing and screening should only be car-
ried out with disorders where treatment is presently available. Where
genetic disorders have already been diagnosed and observed in fami-
lies, it is now possible in limited cases to perform pre-natal testing to
discover whether the foetus carries the defect. The parents may then
be able to sanction a termination or be better prepared for the needs
of the full-term baby.

The most sinister aspect of genetic testing is the use for which such
information could be used by employers, and insurance and mortgage
institutions. While, undoubtedly, genetic information of an individ-
ual could well reduce the financial risk to the business concern,
the effects on the unfortunate individual would be disastrous,
particularly when the potential genetic problem or risk identified
may well never materialise in later years. Ethics committees are
increasingly proposing that insurance companies and other related
financial organisations should not require, or be allowed access to,
an individual’s genetic information as a pre-requisite for insurance or
mortgage. However, this may well prove to be beyond the individual’s
control and, if permitted, could have catastrophic implications.

Medication based on the transfer of genes, gene therapy, could
become important in combating inherited genetic diseases. Limited
practice of somatic (non-sexual cells) gene therapy has been tried with
little success and will remain under close supervision to satisfy med-
ical safety, legal implications and public concerns. Germ-line (sexual
cells, i.e. sperm cells) gene therapy is not allowed because it is ethi-
cally and socially unacceptable and would create major problems of
eugenics.

The potential utilisation of human stem cells, undifferentiated
primordial cells derived in most cases from a single fertilised egg, for
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regenerative medicine could have the potential to develop cures for
many diseases, e.g. diabetes, Alzheimer’s, etc. Stem cells could also
lead the way to therapeutic cloning of organs (kidney, heart, etc.)
for transplantation purposes. For those who could well benefit from
such developments there is enthusiastic support, while others oppose
on ethical and moral grounds! There will undoubtedly be major re-
appraisals of stem cell research as this offers such potential gains to
sick individuals.

A cautionary word must be said of those overzealous enthusi-
asts who create unrealistic expectations concerning the capacity of
biomedicine to control illness and aging. The all-too-often press state-
ments on the imminent arrival of radically innovative biotechnologi-
cally derived therapies more often create false expectations for those
with illnesses and signs of aging. Much will be achieved in medicine
by biotechnology, but it is essential not to turn biotechnology into
an absolute belief system.

The safety and impact of genetically modified organisms continues
to be addressed by scientific research. Basic research into the nature
of genes, how they work and how they can be transferred between
organisms has served to underpin the development of the technol-
ogy of genetic modification. In this way, basic information about the
behaviour of genes and of GMOs will be built up and used to address
the concerns about the overall safety of GMOs and their impact on
the environment.

The following references should be consulted to achieve a fuller understand-
ing of the many viewpoints related to the safety and impact of genetically
modified organisms on society.
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2.1 Introduction

2.2 Metabolism

2.3 Catabolic pathways

2.4 Gluconeogenesis

2.5 Energy production in aerobic microorganisms
2.6 Anaerobic metabolism

2.7 Biosynthesis

2.8 Control of metabolic processes

2.9 Efficiency of microbial growth

2.10 Further reading

The First Law of Biology (if there was one) could be: the purpose of a
microorganism is to make another microorganism.

In some cases biotechnologists, who seek to exploit the micro-
organism, may wish this to happen as frequently and as quickly
as possible; in other words they wish to have as many microorgan-
isms available at the end of the process as possible. In other cases,
where the product is not the organism itself, the biotechnologist
must manipulate it in such a way that the primary goal of the
microbe is diverted. As the microorganism then strives to overcome
these restraints on its reproductive capacity, it produces the product
which the biotechnologist desires. The growth of the organism and
its various products are therefore intimately linked by virtue of its
metabolism.

In writing this chapter, I have not attempted to explain the struc-
ture of the main microbial cells: the bacteria, the yeasts, the fungi

Basic Biotechnology, third edition, eds. Colin Ratledge and Bjgrn Kristiansen.
Published by Cambridge University Press. © Cambridge University Press 2006.
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NEW CELLS

and the microalgae. These are available in most biology textbooks and
these should be consulted if there are uncertainties about cell struc-
tures. However, biology textbooks rarely explain the chemistry that
goes on in the living cell (i.e. their biochemistry) in simple terms but,
as the biochemistry of the cell is fundamental to the exploitation of
the organism, it is important to be acquainted with the basic systems
that microbial cells use to achieve their multiplication.

The biochemistry of the cell is therefore described as an account
of the chemical changes that occur within a cell as it grows and
multiplies to become two cells. The physiology of the cell, however,
goes beyond the biochemistry of the cell as this term extends the
simple account of the flow of carbon, and the changes which occur
to other elements, by describing how these processes relate to the
whole growth process itself. The biochemical changes therefore are
to be seen occurring in the three-dimensional array, which is the
cell, with a fourth dimension of time being added. Not all reactions
that are capable of happening will occur; some may occur during the
period of its fastest growth while others may occur only as the growth
rate of the organism is slowing down and entering a period of stasis.
Physiology therefore is a complete understanding of the chemical
changes within a cell related to its development, growth and life
cycle.

Metabolism is a matrix of two closely interlinked but divergent activ-
ities (see Fig. 2.1).

Anabolic processes are concerned with the building up of cell mater-
ials, not only the major cell constituents (protein, nucleic acids, lipids,
carbohydrates, etc.) but also the intermediate precursors of these
materials - amino acids, purine and pyrimidines, fatty acids, vari-
ous sugars and sugar phosphates. Anabolism concerns processes that
are endothermic overall (they ‘require energy’). They also invariably
require a source of reducing power which must come by the degra-
dation of the substrate (or feedstock).

The compensating exothermicity is provided by various catabolic
(energy-yielding) processes (see also Chapter 3). The degradation of car-
bohydrates, such as sucrose or glucose, ultimately to give CO, and
water, is the principal exothermic process whereby ‘energy gener-
ation’ is accomplished. During this process reducing power needed
for the subsequent anabolic processes is also generated. The same
considerations, however, apply to all substances that are used by
microorganisms: their degradation must yield not only carbon for
new cells but also the necessary energy and reducing power to con-
vert the metabolites into the macromolecules of the cell.

The combined processes of catabolism and anabolism are thus
known as metabolism.
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We can also distinguish between organisms that carry out their
metabolism aerobically, using O, from the air, and those that are able
to do this anaerobically, that is, without O,. The overall reaction of
reduced carbon compounds with O, to give water and COs, is a highly
exothermic process; an aerobic organism can therefore balance a rel-
atively smaller use of its substrates for catabolism to sustain a given
level of anabolism, that is, of growth (see Fig. 2.1a), than can an anaer-
obic organism. Substrate transformations for anaerobic organisms are
essentially disproportionations, with a relatively low ‘energy yield’, so
that a larger proportion of the substrate has to be used catabolically
to sustain a given level of anabolism (Fig. 2.1b).

The difference can be illustrated with an organism such as yeast,
Saccharomyces cerevisiae, which is a facultative anaerobe - that is, it
can exist either aerobically or anaerobically. Transforming glucose at
the same rate, aerobic yeast gives CO,, water and a relatively high
yield of new yeast cells, whereas the yeast grown anaerobically has a
lower yield of energy and reducing power. Consequently, fewer cells
can be made than under aerobic conditions. Also it is not possible
for the cells, in the absence of O,, to oxidise all the reducing power
that is generated during catabolism. Consequently, surplus carbon
intermediates (in the case of yeast it is pyruvic acid) are reduced in
order to recycle the reductants (see Fig. 2.2) and, in the case of yeast,
ethanol is the product.

Overall, this process can be described by the simple reaction:

X 4+ NADH — XH, + NAD"

where X is a metabolite and NADH is the reductant, and NAD™ is its

oxidised form (see Fig. 2.3a, b). NAD stands for nicotinamide adenine () NADTNADP*
dinucleotide; NADH is therefore reduced NAD. There is also the phos- | (oxidised); (b) NADH/NADPH
phorylated form of NAD™; NAD phosphate designated as NADP™*. This (reducefj)' In NAD™ and NADH,
can also be reduced to NADPH and it can also function as a reduc- tr&n NADP™ and NADPH,
tant but usually in anabolic reactions of the cell, whereas NADH is o
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usually involved in the degradative reactions. All four forms (NAD™,
NADP+, NADH and NADPH) occur in both aerobic as well as anaero-
bic cells: in the former cells re-oxidation of NADH and NADPH can
occur by being linked to O, but this cannot take place in the anaer-
obe, hence the need for the alternative re-oxidation strategy (see
Section 2.6).

A cell that grows obviously uses carbon, but many other ele-
ments are needed to make up the final composition of the cell.
These will include nitrogen, oxygen, which may come from the air
if the organism is growing aerobically (otherwise the O, must come
from a rearrangement of the molecules in which the organism is
growing, or even water itself), together with other elements such as
K*, Mg?*, S (as SO2*), P (as PO3") and an array of minor ions such
as Fe?", Zn?*, Mn2*, etc. The dynamics of the system are set out in
Fig. 2.2.

The necessary linkage between catabolism and anabolism depends
upon making the catabolic processes ‘drive’ the synthesis of reactive
reagents, few in number, which in turn are used to ‘drive’ the full
range of anabolic reactions. These key intermediates, of which the
most important is adenosine triphosphate, ATP (Fig. 2.4), have, what
biologists term, a ‘high-energy bond’; in ATP it is the anhydride link-
age in the pyrophosphate residue. Directly or indirectly the potential
energy released by splitting this bond is used for the bond-forming
steps in anabolic syntheses. Molecules such as ATP then provide the
‘energy currency’ of the cell. When ATP is used in a biosynthetic reac-
tion it generates ADP (adenosine diphosphate) or occasionally AMP
(adenosine monophosphate) as the hydrolysis product:

A+B+ATP - AB+ADP+P; or A+ B+ ATP — AB 4+ AMP + PP;

(where A and B are both carbon metabolites of the cell, P; =
inorganic phosphate and PP; = inorganic pyrophosphate).

ADP, which still possesses a ‘high-energy bond’, can also be used
to produce ATP by the adenylate kinase reaction:

ADP + ADP — ATP + AMP

Phosphorylation reactions, which are very common in living cells,
usually occur through the mediation of ATP:

0
| | [
—C—OH+ATP - — C— O — P — OH + ADP
| | |
OH

The phosphorylated product is usually more reactive (in one of
several ways) than the original compound.



The purpose of breaking down a substrate is to provide the microor-
ganisms with:

building units for the synthesis of new cells;

energy, principally in the form of ATP, by which to synthesise new
bonds and new compounds;

reducing power, which is mainly as reduced NAD (i.e. NADH) or
reduced NADP (NADPH).

Both the ATP and the NAD(P)H (which can be used to denote both
NADH and NADPH) act in conjunction with various enzymes in the
conversion of one compound to another.

Although the microbial cell may be considered to be a vast collec-
tion of compounds, it can be simplified as being composed of:

proteins, which can be either functional (such as enzymes) or struc-
tural as in some proteins associated with the cell wall or intracel-
lular structures;

nucleic acids, DNA and RNA;

lipids, which are often based on fatty acids and are used in the
formation of membranous structures surrounding either the whole
cell or an organelle (a ‘micro-organ’) within the cell;
polysaccharides, which are used mainly in the construction of cell
walls, and cell capsules.

These, in turn, are made from simple precursors:

proteins from amino acids;

nucleic acids from nucleotide bases (plus ribose and phosphate);
lipids from fatty acids, which are, in turn, produced from acetate
(Cp) units;

polysaccharides from sugars.

It is therefore possible to identify a mere nine precursors from which
the cell can make all its molecules and, indeed, replicate itself (see
Fig. 2.5). Thus, as long as the cell can produce these basic nine
molecules from any substrate, or combination of substrates, it will
be able to resynthesise itself (provided of course that in the forma-
tion of these precursors, ATP and NAD(P)H are also produced).

If we consider glucose as the usual growth substrate of a microbial
cell, we can show how it is degraded into these nine key precursors
(Fig. 2.5). Their formations are linked through the process of glycoly-
sis, which is sometimes called the Embden-Meyerhof-Parnas (EMP) path-
way, which is given in more detail in Fig. 2.6, and then by the further
oxidation of pyruvate, as the end-product of glycolysis, through the
reactions of the tricarboxylic acid cycle (see Fig. 2.9 below).

In addition to the glycolytic sequence, there is also an important
adjunct to this that is responsible for forming pentose (Cs) phosphates

GROWTH AND METABOLISM
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and tetrose (C4) phosphates. This is the pentose phosphate pathway, some-
times referred to as the pentose phosphate ‘shunt’ (see Fig. 2.7). The
purpose of this pathway is two-fold: to provide Cs and C4 units for
biosynthesis (see Fig. 2.5) and also to provide NADPH for biosynthesis.

Although the EMP pathway and the pentose phosphate (PP) path-
way both use glucose 6-phosphate, the extent to which each route
operates depends largely on what the cell is doing. During the most
active stage of cell growth, both pathways operate in the approxi-
mate ratio 2:1 for the EMP pathway over the PP pathway. However,
as growth slows down, the biosynthetic capacity of the cell also slows
down and less NADPH and Cs and C, sugar phosphates are needed so
that the ratio between the pathways now moves to 10:1 or even to
20:1.

It is therefore apparent that metabolic pathways are controllable
systems capable of considerable refinement to meet the changing
needs of the cell. This is discussed later (see Section 2.8).

Although the EMP and PP pathways are found in most micro-
organisms, a few bacteria have an alternative pathway to the former
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pathway. This is the Entner-Doudoroff pathway (see Fig. 2.8), which
occurs in pseudomonads and related bacteria. The pentose phos-
phate pathway, though, still operates in these bacteria as the Entner-
Doudoroff pathway does not generate Cs and C4 phosphates.

The degradation of glucose, by whatever route or routes, invariably
leads to the formation of pyruvic acid: CH3.CO.COOH. The fate of
pyruvate is different in aerobic organisms and anaerobic ones. In
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The
Embden—Meyerhof—Parnas
pathway of glycolysis. Overall:

Glucose + 2NAD™ + 2ADP + 2P;

— 2pyruvate + 2NADH

+2ATP

The reactions are catalysed by:
(1) hexokinase, (2) glucose-
6-phosphate isomerase,

(3) phosphofructokinase,

(4) aldolase, (5) triose phosphate
isomerase, (6) glyceraldehyde-
3-phosphate dehydrogenase,

(7) 3-phosphoglycerate kinase,
(8) phosphoglyceromutase,

(9) phosphoenolpyruvate
dehydratase, (10) pyruvate kinase.
DHA-P dihydroxyacetone
phosphate and G3-P =
glyceraldehyde 3-phosphate. P;
represents an inorganic phosphate
group.
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generator of NADPH, but the transaldolase and transketolase reactions also permit
sugar interconversions which are used in other ways.

Net reaction:

Glucose + ATP + 6NADP™ — glyceraldehyde 3-P + ADP + 6NADPH 4 3CO,

(Any removal of Cs and C4 sugars for biosynthesis will diminish the recycling process
and thus the yield of NADPH will decrease.)

aerobic systems, pyruvate is decarboxylated (i.e. loses CO;) and is
simultaneously activated in the chemical sense, to acetyl coenzyme
A (abbreviated as acetyl-CoA) in a complex reaction also involving
NAD*:

pyruvate + CoA + NAD" — acetyl-CoA 4+ CO, + NADH

This reaction is catalysed by pyruvate dehydrogenase. (The fate of pyru-
vate in anaerobic cells is described later.)

Acetyl-CoA, by virtue of it being a thioester, is highly reactive.
It is capable of generating a large number of intermediates but
its principal, though not sole, fate is to be progressively oxidised
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The tricarboxylic acid cycle. (ATP/ADP may replace GTP/GDP in
reaction 7.) The overall reaction is:

acetyl-CoA + 3NAD™ + FAD + GDP(ADP) — 2CO, + coenzyme A + 3NADH
+ FADH™ + GTP(ATP)

The numbered steps are catalysed by: () citrate synthase, (2, 3) aconitase, (4) isocitrate
dehydrogenase, (5) 2-oxogluconate dehydrogenase, (6) succinate thiokinase,
(7) succinate dehydrogenase, (8) fumarase, (9) malate dehydrogenase.

through a cyclic series of reactions known as the citric acid cycle. This
is also known as the tricarboxylic acid cycle or the Krebs cycle after its
discoverer.

The reactions of the citric acid cycle are shown in Fig. 2.9. This
cycle fulfils two essential functions:

It provides key intermediates for biosynthetic reactions (see Fig. 2.5),
principal of which are 2-oxoglutarate (to make glutamate and
thence glutamine, arginine and proline), succinate (to make por-
phyrins) and oxaloacetate (to make aspartate and the aspartate
family of amino acids - see Chapter 14);

It produces energy from the complete oxidation of acetyl-CoA to
CO; and H,O. (This process is described in detail in Section 2.5.)

However the citric acid cycle cannot fulfil either function
exclusively: if intermediates are removed for biosynthesis, then some
energy production must be sacrificed; if all the acetyl-CoA is oxidised
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Entner—-Doudoroff
pathway. This sometimes replaces
the Embden—Meyerhof-Parnas
pathway (see Fig. 2.6) in some
pseudomonads and related
bacteria. Numbered enzymes are:
(1) phosphogluconate dehydratase,
(2) a specific aldolase.
Glyceraldehyde 3-phosphate (G3P)
is converted to pyruvate by the
relevant enzymes given in Fig. 2.6.
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to CO; and H,O there will be no intermediates left for biosynthesis.
Consequently, the cycle runs as a balance between the two objectives.
Pyruvate, coming from glucose, provides the input and the cycle pro-
vides the output in the way of energy and biosynthetic precursors (see
Fig. 2.10). In meeting its twin objectives, the cycle cannot entirely
replenish the initial oxaloacetate that is needed as a priming reac-
tant to make citrate, as some of the intermediates must inevitably be
used for biosynthetic purposes. (If they were not used for biosynthe-
sis, there would be no point in the cycle just producing energy as this
could not then be used in any sensible manner as there can be no
biosynthesis without precursors.) It is therefore essential for there to
be a second pathway by which oxaloacetate can be formed and this
arises principally by the carboxylation of pyruvate:

pyruvate + CO; 4+ ATP — oxaloacetate + ADP + P;

This reaction is carried out by pyruvate carboxylase. However, insofar
as oxaloacetate is also produced from the activity of the cycle, the
carboxylation of pyruvate must be regulated so that acetyl-CoA and
oxaloacetate are always produced in equal amounts. This is usually
achieved by the pyruvate carboxylase being dependent upon acetyl-
CoA as a positive effector (see Section 2.8) for its activity; i.e. acetyl-
CoA increases its activity but is not part of the enzyme reaction. The
more acetyl-CoA that is present, the faster becomes the production
of oxaloacetate. As oxaloacetate and acetyl-CoA are removed equally
(to form citrate), the concentration of acetyl-CoA will fall; pyruvate
carboxylase will then slow down but, as pyruvate dehydrogenase still
operates as before, more acetyl-CoA will be produced. In this way
not only will citric acid synthesis always continue, but the two reac-
tions leading to the precursors of citrate will always be balanced (see
Fig. 2.11). This type of reaction catalysed by pyruvate carboxylase is
referred to as an anaplerotic reaction, meaning ‘replenishing’.



Acetyl-CoA

Citrate

Isocitrate

®

" Succinate
Acetyl-CoA Glyoxylate
\\\A
@ Fumarate
Malate <
Oxaloacetate
ATP — (3)
S~ CO.
- CO»
ADP <

Phosphoenolpyruvate

If a micro-organism grows on a C, compound, or on a fatty acid, hydro-
carbon or any substrate that is degraded primarily into C, units (see
Section 2.3.4), the tricarboxylic acid cycle is insufficient to account for
its metabolism. Acetyl-CoA can be generated directly from acetate, if
this is being used as a carbon source, or from a C, compound more
reduced than acetate, i.e. acetaldehyde or ethanol:

NAD®* NADH NAD* NADH ATP ADP+P;

C,HsOH LA CH;CHO LA CH3COOH>-A

ethanol acetaldehyde acetic
(ethanal) acid CoA

acetyl-CoA

The manner in which acetate units are converted to C4, compounds
is known as the glyoxylate by-pass (see Fig. 2.12) for which two enzymes
additional to those of the tricarboxylic acid cycle are needed: isocit-
rate lyase and malate synthase. The former enzyme cleaves isocitrate
into succinate and glyoxylate. The latter enzyme then uses a second
acetyl-CoA to add to the glyoxylate to give malate. Both these enzymes
are ‘induced’ (i.e. they are synthesised only when the specific signal
is given - see Section 2.8.4) when microorganisms are grown on C,
compounds. The activity of both enzymes increases by some 20 to
50 times under such growth conditions. The glyoxylate by-pass does
not supplant the operation of the tricarboxylic acid cycle; for example,
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The glyoxylate
by-pass. The additional reactions,
beyond those of the tricarboxylic
acid cycle (see Fig. 2.10), are (I)
isocitrate lyase and (2) malate
synthase. The scheme also shows
how the by-pass functions to
permit sugar formation from
acetyl-CoA, with the added
reaction (3) phosphoenolpyruvate
carboxykinase, followed by
reversed glycolysis (cf. Fig. 2.14).
NB. This by-pass only occurs in
microbial and plant cells (the latter
is in germinating plant seeds using
stored triacylglycerols as sole
carbon source) but not in animal
cells.
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2-oxoglutarate will still have to be produced (from isocitrate) in order
to supply glutamate for protein synthesis, etc. Succinate, the other
product from isocitrate lyase, will be metabolised as before to yield
malate and, thence, oxaloacetate. Thus, through the reactions of the
glyoxalate cycle, C4, compounds can now be produced from C, units
and are then available for synthesis of all cell metabolites (see Fig. 2.5).
Their conversion into sugars through the process of gluconeogenesis
is detailed in Section 2.4.

Any compound that is used by a microorganism and can feed into
any of the intermediates of glycolysis, or even into the citric acid
cycle, can be handled by the organism with its existing complement
of enzymes. However, a great many other substrates can be handled
by microorganisms. In other words, all natural compounds are ca-
pable of degradation and the majority of this degradative capacity
is found in microbial systems. The application of microorganisms as
‘waste disposal units’ is therefore paramount and this activity forms
an intrinsic part of environmental biotechnology, which is explained
in detail in Chapter 17.

To illustrate this diversity, the example of microbial degradation
of fatty acids will be considered. The ability of microorganisms to
grow on oils and fats is widespread. The difference between an oil
and a fat is whether one is liquid or solid at ambient temperatures:
they are both chemically the same, i.e they are fatty acyl triesters of
glycerol:

CH,OH CH,0.0C-(CH;),-CHj3
CHOH CHO.OC+CH;),-CH3
CH,OH lCHZO.OC-(CHZ)p-CHg,
glycerol triacylglycerol

where n, m and p are typically 14 or 16; the long alkyl chain may be
saturated as indicated or may have one or more double bonds giving
unsaturated, or polyunsaturated, fatty acyl groups.

The oils, when added to microbial cultures, are initially hydrolysed
by a lipase enzyme into its constituent fatty acids and glycerol. The lat-
ter is then metabolised by conversion to glyceraldehyde 3-phosphate
(see Fig. 2.6). The fatty acids are taken into the cell and immedi-
ately converted into their coenzyme A thioesters. The fatty acyl-CoA
esters are degraded in a cyclic sequence of reactions (see Fig. 2.13)
in which the fatty acyl chain is progressively shortened by loss of C,
units (as acetyl-CoA). This is known as the g-oxidation cycle as the ini-
tial attack on the fatty acyl chain is at the §- (or 3-) position. Each
turn of the cycle produces a shorter fatty acyl-CoA ester, which then
repeats the sequence of the four reactions until, finally, a C, fatty
acyl group (butyryl-CoA) is produced which then gives rise to two
acetyl-CoA units.
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R.CO.CH2-CO-S-CoA
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2 CHs.CO-S-CoA
fffffffffffffffffff R.CO-S-CoA
new fatty acyl-CoA

For unsaturated fatty acids (see also Chapter 16), some adjustment
in the position of the double bond may be needed to ensure that it
is in the right position and configuration for it to be attacked by the
second enzyme of the cycle, the hydratase (see Fig. 2.13).

The degradation of fatty acids liberates the energy as heat rather
than metabolically usable energy in the form of ATP. This is by cou-
pling the reoxidation of FADH, (see Fig. 2.13) to O, which produces
H,0,. This is then cleaved by an enzyme, catalase, to give H,O and
1/20, with the liberation of considerable heat. Thus microorganisms
growing on fatty acids and related materials, such as long chain al-
kanes, invariably generate considerable amounts of heat. As is
explained in greater detail in Chapter 3, fatty acids and similar mate-
rials are energy-rich, carbon-low compounds, as opposed to glucose
and other sugars being energy-low, carbon-rich compounds. Conse-
quently, in the former case, degradative metabolism (i.e. catabolism)
is geared so as to ‘waste’ energy that is surplus to requirements -
which is then released as heat - and to conserve as much carbon as
possible. The metabolism of the latter substrates, on the other hand,
leads to a conservation of energy and ‘wastage’ of surplus carbon (as
COy).

GROWTH AND METABOLISM

B-Oxidation cycle
of fatty acyl-CoA esters. Enzymes
are: () fatty acyl-CoA synthetase;
(2) fatty acyl-CoA oxidase (in yeast
and fungi) linked to flavin, or fatty
acyl-CoA dehydrogenase in
bacteria linked to FAD; (3)
2,3-enoyl-CoA hydratase (also
known as crotonase); (4)
3-hydroxyacyl-CoA
dehydrogenase; (5) 3-oxoacyl-CoA
thiolase. The new fatty acyl-CoA
then recommences the cycle at
reaction (2).
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When an organism grows on a C; or C3 compound, or a material
whose metabolism will produce such compounds at or below the
metabolic level of pyruvate (e.g. acetate, ethanol, lactate or fatty
acids), it is necessary for the organism to synthesise various su-
gars to fulfil its metabolic needs. This is termed gluconeogenesis (see
Fig. 2.14). Though most of the reactions in the glycolytic pathways
(see Figs. 2.5 and 2.6) are reversible, those catalysed by pyruvate kinase
and phosphofructokinase are not and it is therefore necessary for the
cell to circumvent them.

As phosphoenolpyruvate cannot be formed from pyruvate (there
are, though, a few exceptions), oxaloacetate is used as the precursor:

oxaloacetate + ATP — phosphoenolpyruvate + CO, + ATP

This reaction is catalysed by phosphoenolpyruvate carboxykinase, which
is the key enzyme of gluconeogenesis. (The formation of oxalo-
acetate has already been discussed in relation to acetate metabolism,
in Section 2.3.3.) For growth on lactate, or pyruvate itself, the lactate
would be oxidised to pyruvate:

CH3;CH(OH).COOH + NAD' — CHj3.CO.COOH + NADH

The pyruvate will be carboxylated to oxaloacetate using pyruvate
carboxylase:

CH;3.CO.COOH + CO; + ATP — COOH.CH,.CO.COOH + ADP + P;

The oxaloacetate is then converted to phosphoenolpyruvate (see
above).
The net reaction for growth in lactate is therefore:

lactate + NAD" + 2ATP — phosphoenolpyruvate + NADH
+ 2ADP + 2P;

The irreversibility of the second glycolytic enzyme, phosphofruc-
tokinase (producing fructose 1,6-bisphosphate), is circumvented by the
action of fructose bisphosphatase:

fructose 1,6 -bisphosphate + H,O — fructose 6-phosphate + P;

Gluconeogenesis sequence. From a substrate such as acetyl-CoA this is
converted (1) by the reactions of the glyoxylate by-pass (see Fig. 2.12) to oxaloacetate
and thence to phosphoenolpyruvate by phosphoenolpyruvate carboxykinase (2). This is
converted by the reversed glycolytic sequence of enzymes (3) into fructose
|,6-bisphosphate (see also Fig. 2.6), which is then hydrolysed with the release of
inorganic phosphate (P;) by fructose I,6-bisphosphatase (4). The product is then
isomerised to glucose 6-phosphate (5), which can then be fed into the reactions of the
pentose phosphate pathway (Fig. 2.7) or used for the biosynthesis of cell envelope
polysaccharides.



From this point, hexose sugars can be formed by the reversal of
glycolysis and Cs and C4 sugars can now be formed via the pentose
phosphate pathway (Fig. 2.7). Glucose itself is not an end-product of
‘gluconeogenesis,” but glucose 6-phosphate is used for the synthesis of
cell wall constituents and a large variety of extracellular and storage
polysaccharides (see also Chapter 16).

It has already been explained how, in the metabolism of glucose
(Figs. 2.6 and 2.7) and in the tricarboxylic acid cycle (Fig. 2.9), oxi-
dation of the various metabolic intermediates is linked to the reduc-
tion of a limited number of co-factors (NAD*, NADP*, FAD) producing
the corresponding reduced forms (NADH, NADPH and FADHj,). The
reducing power of these products is released by a complex reaction
sequence that, in aerobic systems, is linked eventually to reduction
of atmospheric O,. This process is known as oxidative phosphotrylation
and the sequence of carriers that are used to convey the hydrogen
ions and electrons, eventually to be coupled to O, to form H;O, is
referred to as the electron transport chain. The function of the electron-
transport-coupled phosphorylation (ETP) system is the synthesis of
ATP. The electron transport chain, together with ATP synthase, forms
a multi-component system that is integrated into a membrane, which
is either the cytosolic membrane of a bacterial cell or, in eukaryotic
cells, is the mitochondrial membrane.

During the electron transport sequence, ATP is generated from
ADP and inorganic phosphate (P;) at two, or more usually three, spe-
cific points, depending on the nature of the original reductant. This is
shown in Fig. 2.15. Although there are many variations in the respir-
atory chains [the principal systems for mitochondria (in eukaryotic
organisms) and for bacteria as typified by Escherichia coli are shown in
Fig. 2.15], the mechanism by which ATP is produced is similar in all
cases. ATP synthase is a complex protein that sits across the mem-
brane on one side of which are the reductants and on the other are
protons (H!; see Fig. 2.16). As the reductants become linked into the
electron transport chain, further protons move back across the mem-
brane and they literally drive the ATP synthase to revolve physically in
its socket, which has the effect of coupling ADP with inorganic phos-
phate to give ATP. The system is referred to as having a proton motive
force (PMF). Without a membrane creating two, otherwise unlinked,
sides there could be no PMF, no ETP and, therefore, no energy
production.

In the case of the three reductants, the overall reactions may be
written as:

NADPH + 3ADP + 3P; + 1,0, — NADP" 4 3ATP + H,0
NADH + 3ADP + 3P; + ',0, — NAD™ + 3ATP + H,0
FADH + 2ADP + 2P; + %,0, — FAD + 2ATP + H,0

GROWTH AND METABOLISM
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Electron-transport-coupled phosphorylation (ETP) system of:
(a) mitochondria and (b) E. coli. Not all the electron carriers are shown, there being at
least 16 proteins involved in each case. There are also considerable variations in the
electron transport carriers. In the E. coli system, the electron transport chain divides and
electrons and protons can flow through both the systems as described. The sites of
phosphorylation of ADP to ATP are only indications as the actual formation of ATP is
carried out by ATP synthases that are driven by the physical movement of proteins
through the membrane (see also Fig. 2.16).

One can, therefore, describe the ATP yield, in each case, as being
3, 3 and 2, respectively. These are sometimes referred to as the
PJO ratios, which is the amount of ATP gained from the reduction of
1/20;, to H30, and involves the transport of two electrons.

The yields of ATP per mole of glucose metabolised by the
Embden-Meyerhof pathway (Fig. 2.6) and from the resulting pyru-
vate, metabolised by the reactions of the tricarboxylic acid cycle
(Fig. 2.9) are summarised in Table 2.1. As can be seen, the vast major-
ity of ATP is generated with the reactions of the electron transport
chain coupled to the reactions of the citric acid cycle.
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Table 2.1 ' ATP yields for glucose metabolism

Glycolysis (glucose to pyruvate):

Moles ATP produced
per mole hexose

Net yield of ATP = 2 mol 27

NADH =2 mol x 3 6
Pyruvate to acetyl-CoA:

NADH = | mol x 3 (x 2 for 2 pyruvate) 6
Tricarboxylic acid cycle:

NADH = 3 mol x 3 (x 2 for 2 acetyl-CoA) 18

FADH; = | mol x 2 (x 2 for 2 acetyl-CoA) 4

ATP = | mol (x 2 for acetyl-CoA) 2
Total 38

9 Under anaerobic conditions these two moles of ATP represent the maximum
attainable yield (‘substrate-level phosphorylation’, see Section 2.6.1).
b Produced from GTP (see Fig. 2.9) by nucleotide diphosphate kinase.

Outside Membrane
Electron
o nHF=— transport
chain

"> 3H+—> ATP synthase

Inside

_— AH2+ B + nH*

N\
> A+BH

_—— ADP +P,
P

AN
> ATP

The coupling mechanism of ETP. The electron transport carriers
(see Fig. 2.15) are located within a membrane. As the reductant (AH,) is oxidised, this

sets up a movement of protons through the membrane. These protons are then pumped

back across the membrane driving the ATP synthase into coupling ADP with P; to give

ATP.

Under anaerobic conditions, the process of oxidative phosphoryla-
tion cannot occur, and the cell is deprived of its principal way of
generating energy. Under such circumstances energy must be pro-
vided from the very process of degrading the original substrate. This
process, known as substrate-level phosphorylation, yields only about 5-
-10% of the energy that can be produced under aerobic conditions
(see Tables 2.1 and 2.2). This means that to produce a given weight of
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Table 2.2 ' Substrate-level phosphorylation reaction in anaerobes

Enzyme Reaction catalysed Occurrence

Phosphoglycerol kinase I, 3-bisphosphoglycerate + ADP Widespread, see Fig. 2.6
— 3-phosphoglycerate + ATP

Pyruvate kinase phosphoenolpyruvate + ADP Widespread, see Fig. 2.6
— pyruvate + ATP

Acetate kinase acetyl phosphate + ADP Widespread
— acetate + ATP

Butyrate kinase butyryl phosphate 4+ ADP E.g. enterobacteria on allantoin
— butyrate + ATP

Carbamate kinase carbamoyl phosphate + ADP E.g clostridia on arginine

— carbamate + ATP
Formyl-tetrahydrofolate  N'®-formyl-H, folate 4+ ADP + P, E.g. clostridia on xanthine
synthetase — formate + H; folate + ATP

cells, much more substrate must be degraded than under aerobic con-
ditions. Or to put this another way, for a given amount of substrate
(say, glucose), much fewer cells will be produced anaerobically than
aerobically. Under anaerobic conditions, the cell is trying its utmost
to maximise the formation of energy; the reducing power that is pro-
duced during the degradation of the substrate (see Figs. 2.1 and 2.2)
has to be re-circulated for the process to continue as its supply is not
limitless. The oxidation of the reducing equivalents therefore must
be linked to the reduction of some of the carbon intermediates that
are accumulating under these conditions:

X + NADH — XH, + NAD*

Only a little of the reducing power per se is needed for synthesis of
new cells. Consequently, the reducing equivalents react with the accu-
mulated carbon intermediates to reduce them in their turn (Fig. 2.1b).
The only energy that is then available to the cell is that which comes
from ATP formed during the anaerobic degradation of the substrate.
Examples of substrate-level phosphorylation are given in Table 2.2.
The energy yield from substrate-level phosphorylation will vary from
organism to organism depending on the growth substrate being used
and on whether acetate is accumulating as a final product, which
will arise when acetyl kinase is in operation (see Table 2.2).

This process of anaerobic catabolism occurs not only in micro-
organisms, but may occur in higher animals too: an example would
be the accumulation of lactic acid in muscle tissue during hyper-
activity of an athlete. In microorganisms we can see a whole range of
reduced carbon compounds being accumulated by organisms growing
anaerobically. Examples may also include lactic acid itself (produced
by lactic bacteria), but would include short chain fatty acids such as
butyric or propionic acids, and alcohols such as butanol, propanol
and ethanol (see Fig. 2.17). Some organisms, such as the methanogenic
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Products of anaerobic metabolism in various microorganisms. Reactions
leading to the recycling of NADH are indicated by R. The end-products, which are given
in the shaded boxes, may occur singly or in groups according to the organism. The
conversions of succinyl-CoA to succinic acid, of butyryl-CoA to butyric acid, and of
acetyl-CoA to acetic acid are linked to energy (ATP) production.

bacteria, may go even further and produce, as the completely reduced
end-product, methane (not shown in Fig. 2.17).

It is important to point out that pyruvate, produced by the gly-
colytic pathway (Fig. 2.6), will still enter the tricarboxylic acid cycle,
which must continue, at least in part, to provide essential precur-
sors for biosynthesis, principally 2-oxoglutarate, and oxaloacetate, but
not to produce energy. The NADH produced in the cycle cannot be
converted into ATP as the cells have no supply of O, to drive oxida-
tive phosphorylation; however, in certain bacteria there are terminal
electron acceptors other than O, that are capable of being coupled
into the ETP system (Fig. 2.15) and that will allow the formation
of ATP to take place. This includes microbes that can use nitrate
(which is reduced to nitrite), nitrite (reduced to NHy or in some
cases N, in a process known as denitrification - see also Chapter 17),
CO; (reduced to methane by methanogens) or sulphate (reduced to
H,S by sulphate-reducing bacteria) as alternatives to O,. In all cases,
although the yield of ATP is less than occurs in aerobic systems,
it is much greater than obtained by substrate-level phosphorylation
alone.

Figure 2.17 summarises some of the main reactions leading to the
formation of reduced end-products in anaerobic microorganisms.
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The major products are:

glycerol, produced by yeasts when the conversion of pyruvate to
ethanol is blocked;

lactic acid, formed by lactic acid bacteria;

formic acid, formed by enterobacteria via pyruvate-formate lyase
and the formate can be converted to CO, and H, by formate
dehydrogenase;

ethanol, formed by yeasts (e.g. Saccharomyces cerevisiae), bacteria (e.g.
Zymomonas) and by some fungi;

2,3-butanediol, produced by various bacteria including Serratia
marcescens and various Bacillus spp.;

butanol with acetone and some propanol and/or 2-propanol, produced
by Clostridium spp., some of which also produce butyric acid;
propionic acid, produced by Propionibacterium.

Other products may arise from the anaerobic metabolism of com-
pounds other than glucose, for example organic acids, such as citric
acid, or amino acids and sometimes purines.

Methane (not shown in Fig. 2.17) is perhaps the ultimate reduced
carbon compound and is produced by highly specialised Archaea (pre-
viously known as the Archaebacteria) by cleavage of acetate to CO,
and CHy4 or in some cases by reduction of CO,, methanol (CH3;OH),
ethanol (CH3CH,OH) or formic acid (HCOOH) all in the presence of
H,.

The provision of energy (ATP), reducing power (NADH and NADPH) and
a variety of monomeric precursors (see Fig. 2.5) from the degradation
of a substrate provides the cell with the necessary means of regenera-
ting itself. The cell undertakes the biosynthesis of the macro-
molecules of the cell: nucleic acids (DNA and RNA), proteins (for
enzymes and other functions), lipids for membranes and polysaccha-
rides as components of the cell envelope, from these simple build-
ing blocks. As many of the biosynthetic pathways are covered else-
where in this book (e.g. Chapters 14, 15 and 18) these need not be
detailed here. However, a distinction needs to be drawn between pri-
mary metabolism and secondary metabolism as these have consider-
able importance for formation of biotechnological products.

Primary metabolism occurs during balanced growth, sometimes known
as the tropophase, of the organism in which all nutrients needed by the
cell are provided in excess in the medium (see Fig. 2.18). Under such
conditions the cells grow at an exponential rate in keeping with their
mode of reproduction. The cells will have optimum contents of all
the various macromolecules of the cell - DNA, RNA, proteins, lipids,
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etc. - but their proportions will change as growth progresses and then
slows down.

Eventually, though, the cell must run out of some nutrient, even
if this is only O,, and consequently the growth rate slows and eventu-
ally ceases. However, metabolism does not cease. The only time that
metabolism completely ceases is when the cell dies; thus as long as
the cell retains viability it is able to carry out some metabolic pro-
cesses and, conversely and most importantly, if the cell wishes to
remain alive it must carry out a modicum of metabolism.

The need for the cell to keep a flux (or flow) of carbon going through it
when active multiplication has ceased requires that the cell diverts its
core metabolites into products other than the primary ones which are
not needed in the same abundance. Some maintenance of vital com-
ponents, though, must be carried out: key proteins must be replaced
as all proteins undergo turnover; DNA must be repaired, RNA main-
tained, etc. Consequently, some primary metabolism must continue
but the cell now switches into a secondary mode of metabolism (see
Fig. 2.18). These secondary products then begin to arise sometimes
as storage products within the cell (e.g. various polysaccharides or
triacylglycerols - see Chapter 16), sometimes as increased amounts
of primary metabolites (such as amino acids and organic acids, see
Chapters 14 and 15), but sometimes new products are synthesised
that are not normally present in any great abundance during the bal-
anced phase of growth (e.g. numerous bioactive compounds including
antibiotics - see Chapter 18) and these are, of consequence, of consid-
erable biotechnological importance.

As the range of secondary metabolites varies almost with
the species of organism being studied, this phase of unbalanced
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metabolism has been referred to as the idiophase, in contrast to the
tropophase phase of balanced growth. The secondary metabolites are
usually synthesised from unwanted monomers that are still produced
from glucose or fatty acid catabolism. Not surprisingly, acetyl-CoA is
often used as a key starting point (Fig. 2.19).

The function of the secondary metabolites is uncertain. As they
are not produced during balanced growth, they are evidentally not
essential for growth and multiplication. As their type and occurrence
varies enormously their roles may be equally diverse. Two schools of
thought have been advanced:

The secondary metabolites fulfil a functional role that probably has
some benefit to the cell for its survival in a natural environment
or they produce a response in the cell that is difficult to mimic in
laboratory cultivation.

Secondary metabolites per se have no value to the cell that produces
them; it is the process of their formation that is important and not
what the final product may be.

Whatever is the reason for the profusion of secondary metabolites,
their properties make them some of the most exploited biotechnolo-
gical products of all time.



The concept of metabolic flux (or flow) has been developed that
attempts to describe in mathematical terms the rate at which
metabolic intermediates are moved along the various pathways. As
this movement is invariably achieved by the action of the associated
enzymes, then measurement of the individual enzyme reaction rates
may, if one is extremely lucky, identify a single rate-controlling step. If
this reaction can be de-regulated or its rate increased (or if a geneticist
can change or amplify the appropriate gene coding for the enzyme to
increase its activity - see Fig. 2.20 and also Chapters 4 and 5) then the
rate-limiting step will be removed and increased product formation
should result. Unfortunately, this rarely gives the required result as
usually all the enzymes involved in a pathway are operating at sim-
ilar rates and removal of one rate-limiting step merely identifies the
next one. Entire pathways need to be ‘engineered’ (which can only
be done at the genetic level) if a de-regulated pathway is needed for
a particular product. Examples of removing some metabolic ‘bottle-
necks’ are given in various chapters later in this book: overproduc-
tion of organic acids (Chapter 15), overproduction of amino acids
(Chapter 14) and overproduction of antibiotics (Chapter 18).

Identification of the key enzymes that control the flux of carbon
to various products is important for increasing the productivity of
any process. The flux of carbon can be controlled in various ways and
these are briefly described below. It should, however, be stated that
many products have been increased by mutating microorganisms in a
random manner and then picking out the one or two improved cells
from the myriad of others that have an increased capacity to pro-
duce the desired product. However, with our considerably increased
knowledge of biochemistry, of genetics and genetic manipulations,
the current trend is to alter specific enzymes, or groups of enzymes,
in order to effect improvements in a precise manner. This rational
approach means that the key enzyme must be identified with great
care otherwise considerable effort will be expended for little or no
return. This understanding of how enzymes may be regulated, there-
fore, is of considerable importance to the biotechnologist.

Control of cell metabolism begins by the cell regulating its uptake
of nutrients. Most nutrients, apart from O, and a very few carbon
compounds, are taken up by specific transport mechanisms so that
they may be concentrated within the cell from dilute solutions out-
side. Such ‘active’ transport systems require an input of energy. The
processes are controllable so that once the amount of nutrient taken
into the cell has reached a given concentration, further unnecessary
(or even detrimental) uptake can be stopped. (This is also discussed in
Section 2.8.5 on catabolite repression.) In some cases the rate at which
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new cell synthesis) or be
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translated) by it becoming
attached to a ribosome which then
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sequential addition of amino acids.
Thus the original sequence of
bases along the DNA (the gene) is
first converted to a corresponding
sequence of bases (MRNA) that
gives rise to a new protein; see
also Chapter 4, Fig. 4.1.
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a carbon source, such as glucose, is taken up into the cell may be the
limiting process for growth of the whole cell and, therefore, should
receive particular attention when evaluating potential bottle-necks to
increased productivity of a bioprocess.

A simple form of metabolic control is the use of compartments, or
organelles, within the cell, wherein separate pools of metabolites
can be maintained. An obvious example is the mitochondrion of the
eukaryotic cell which separates the tricarboxylic acid cycle reactions
from reactions in the cytoplasm. Another would be the biosynthe-
sis of fatty acids, which occurs in the cytoplasm of eukaryotic cells,
whereas the degradation of fatty acids (see Fig. 2.13) occurs in a spe-
cialised organelle known as the peroxisome (which as its name suggests
has a high activity of peroxidase/catalase enzymes that are involved
in various degradative reactions). Separating the two sets of enzymes
prevents any common intermediate being recycled in a futile manner.
Other organelles (vacuoles, the nucleus, peroxisomes, etc.) are simi-
larly used to control other reactions of the cell. Bacteria, however, do
not have such compartments within their cells and, therefore, must
rely on other means of metabolic control.

Many enzymes within a cell are present constitutively; i.e they are
there under all growth conditions. Other enzymes only ‘appear’ when
needed; e.g. isocitrate lyase of the glyoxylate by-pass (see Fig. 2.12)
when the cell grows on a C, substrate. This is termed induction of
enzyme synthesis. Conversely, enzymes can ‘disappear’ when they are
no longer required; e.g. enzymes for histidine biosynthesis stop being
produced if there is sufficient external histidine available to satisfy
the needs of the cell. This is termed repression (of enzyme synthesis);
when the gratuitous supply of the compound has gone, the enzymes
for synthesis of the material ‘reappear’, i.e. their synthesis is de-
repressed. The key to both induction and repression is that the genes
coding for the synthesis of the proteins by the processes of transcrip-
tion (see Fig. 2.20) are either switched on (induction) or off (repression)
according to the metabolites present (or absent) in the cell. These pro-
cesses are shown diagrammatically in Fig. 2.21.

This type of metabolic control is an extension of the ideas already set
out with respect to enzyme induction and repression, being brought
about by external nutrients added to the microbial culture. The
term catabolite repression refers to several general phenomena seen,
for example, when a microorganism is able to select, from two or
more different carbon sources simultaneously presented to it, that
substrate which it prefers to utilise. For example, a microorganism
presented with both glucose and lactose may ignore the lactose until
it has consumed all the glucose. This sequential utilisation of two
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substrates is referred to as diauxic growth. Similar selection may occur
for the choice of a nitrogen source if more than one is available. The
advantage to the cell is that it can use the compound that provides it
with the most useful substrate for production of energy and provision
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Control of enzyme
synthesis through regulation of
DNA expression. (a) Repression:
in the absence of any inducing
molecule the messenger RNA
(mRNA) from the regulatory gene
produces a protein that binds to
an ‘operator’ gene further down
the DNA molecule. As a result of
this binding, the operator gene is
inactivated and no signal is given to
allow the structural genes (that
would make active enzymes) to be
expressed. (b) Induction: in the
presence of an inducing molecule,
the protein arising from the
regulatory gene is now no longer
able to bind to the operator gene.
Consequently, the operator
‘switches on’ the structural genes
and active proteins (enzymes) are
now made.
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Catabolite
repression. The mechanism shown
is mediated by cyclic AMP (cAMP).
An operon is controlled by the
operator gene being activated by a
complex found between a protein
(the catabolite activator protein,
CAP) and cyclic AMP (cAMP).
cAMP is only formed when glucose
is absent. The structural genes are
therefore ‘switched off’ (i.e.
repressed) as long as glucose or its
catabolites are present. Several
operons may respond to the
cAMP-CARP signal.
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The mechanisms by which catabolite repression is achieved varies
from organism to organism. A simple case is with E. coli where control
is exerted via an effector molecule, cyclic AMP (cAMP). (In cAMP the
single phospho group of AMP - see Fig. 2.4 — bridges across from the
3-hydroxy group of ribose to the 5-hydroxy group, thereby forming a
cyclic diphosphoester.) cAMP interacts with a specific protein, catabo-
lite activator protein (CAP; also known as the CRP = catabolite receptor
protein), and the cAMP-CAP complex binds to DNA causing the genes
that follow after (also referred to as being ‘downstream’ of) the bind-
ing site to be transcribed (see Fig. 2.22). These genes may then be
used to synthesise new proteins for uptake and metabolism of the
next substrate (e.g. lactose if the cells are growing on a glucose/lactose
mixture). This positive system of genetic control is the reverse of the
negative control system described in Fig. 2.21.

The key molecule is therefore cAMP. As long as glucose or its
catabolites are present, cCAMP is not formed as its synthesising enzyme
(adenylate cyclase) is inhibited by these catabolites and thus lac-
tose uptake and metabolism cannot occur. The catabolites therefore
repress the synthesis of new enzymes. The repression is removed when
the catabolites disappear, i.e. all the glucose has been consumed.

Once an enzyme has been synthesised, its activity can be modulated
by a variety of means.



Post-transcriptional modifications

This process is so-called because it occurs after the enzyme has been

synthesised, i.e. after its formation by transcription (see Fig. 2.20).
Enzymes may be modified from one form to another, one form

being active and the other inactive or less active:

E(active) <~ E(inactive)

This process of activating or inactivating an enzyme is carried
out by an entirely separate enzyme which has nothing to do with
catalysing the reaction that the original enzyme will be involved with.

A common way of achieving this conversion is by phosphorylation
of the enzyme using a new enzyme - a protein kinase. These protein
kinases, of which there can be many, usually react with only one
enzyme and thus are highly specific. They add a phospho group (from
ATP) to a specific hydroxyl group (normally a serine residue) on the
enzyme. The activated enzyme may be either the phosphorylated form
or its dephosphorylated form. The dephosphorylation will be carried
out by a specific phosphatase enzyme. The activities of the protein
kinase and the phosphatase will be obviously controlled by other
factors within the cell and will work according to the metabolic status
of the cell.

There are other mechanisms of altering the activities of specific
proteins by the attachment (or removal) of a simple molecule to a
particular amino acid residue in an enzyme, but the addition of a
phospho group is by far the most common.

Action of effectors

The second way in which an enzyme’s activity can be controlled is by
its response to various effectors. (Effectors can act positively, i.e. are
promoters, or negatively, i.e. are inhibitors.) An example is the process
known as feedback inhibition. Here, in a sequence of biosynthesis

A—-B—-C—>D—E
©

the end product, E, may be able to inhibit the first enzyme of the
sequence (converting A to B). This will only occur when sufficient E
has been produced by the cell for its immediate requirements and,
therefore, no further carbon need be channelled down this pathway.
As the cell continues to grow it will consume the accumulated E and
thus diminish the amount of it in circulation. Thus, as E is withdrawn
for the cell’s own needs, the inhibitory effect will be withdrawn and
the conversion of A to B will recommence, with the further synthesis
of E then occurring to match the cell’s requirements. This process
will also occur if the end-product, E, is added to the growth medium
of the organism. Here, as the product is now supplied gratuitously,
the cell has no need to ‘waste’ its resources synthesising E, so the

GROWTH AND METABOLISM
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pathway is now inhibited. In addition to feedback inhibition, a high
concentration of the end-product can also lead to the repression of the
enzymes for the entire pathway; thus there is a ‘quick’ response mode
to a high concentration of the end-product arising: the initial enzyme
of the pathway is inhibited and there is no flux of carbon along
the pathway; and then there is a longer-term response whereby all the
enzymes needed for the pathway stop being synthesised by repression
(see above) at the DNA level as they are surplus to requirement and
their continued synthesis would be a waste of valuable amino acid
precursors.

This process can, of course, be quite complicated should the path-
way not be linear as depicted above but be a branching pathway with
multiple end-products. This is of particular importance in the biosyn-
thesis of amino acids several of which (such as phenylalanine, tyrosine
and tryptophan) share a common initial pathway. This is discussed
in greater detail in Chapter 14.

Enzymes are not particularly stable molecules and may be quickly
and irreversibly destroyed. Their half-lives are very variable; they may
be as short as a few minutes or as long as several days. Although
the syntheses of enzymes can be regulated at the genetic level (see
Section 2.8.4), once an enzyme has been synthesised it can remain
functional for some time. If the environmental conditions change
abruptly, it may not suffice for the synthesis of the enzyme to be
‘switched off’, i.e. repressed; the cell may need to inactivate the
enzyme so as to avoid needless, or even perhaps deleterious, metabolic
activity. This may be by feedback inhibition (Section 2.8.6). Addi-
tionally, under nitrogen-limited growth conditions, i.e. when a cell
becomes depleted of nitrogen and cannot grow further (as N is
needed for the synthesis of nucleic acids and proteins), proteases, that
are proteolytic enzymes, may become activated. These enzymes then
degrade surplus copies of proteins (e.g. enzymes) so that amino acids
are released and can be used for the biosynthesis of new enzymes
that may be still essential. Thus, enzymes may be ‘turned over’ more
rapidly than may occur by simple denaturation.

The overall efficiency of microbial growth is discussed in strict ther-
modynamic terms in Chapter 3. It is usually expressed in terms of the
yield of cells formed per unit weight of carbon substrate consumed.
The molar growth yield, Ys, is the cell yield (dry weight) per mole of
substrate, while the carbon conversion coefficient, which allows more
meaningful comparisons between substrates of different molecular
sizes, is the cell yield per gram of substrate carbon.

A particular feature in Table 2.3 is the lower growth yields
attained when facultative organisms are transferred from aerobic to
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Table 2.3 ' Growth yields of microorganisms growing on different substrates

Molar growth yield ~ Carbon conversion coefficient
(g organism dry wt (g organism dry wt

Substrate Organism g mol~! substrate) g~ substrate carbon)
Methane Methylomonas sp. 175 |.46
Methanol Methylomonas sp. 6.6 1.38
Ethanol Candida utilis 31.2 1.30
Glycerol Klebsiella pneumoniae 50.4 .40
Glucose Escherichia coli:
aerobic 95.0 1.32
anaerobic 25.8 0.36
Saccharomyces cerevisiae:
aerobic 90 1.26
anaerobic 21 0.29
Penicillium chrysogenum 81 [.13
Sucrose Klebsiella pneumoniae 173 1.20
Xylose Klebsiella pneumoniae 522 0.87
Acetic acid  Pseudomonas sp. 235 0.98
Candida utilis 21.6 0.90
Hexadecane Yarrowia (Candida) lipolytica 203 1.06

anaerobic conditions, a phenomenon which is obviously connected
with decreased energy production under these conditions.

Empirically, the growth yield of a microorganism will depend on
many factors:

The nature of the carbon source.

The pathways of substrate catabolism.

Any supplementary provision of complex substrates (obviating the
need for some anabolic pathways to operate).

Energy requirements for assimilating other nutrients especially
nitrogen.

Varying efficiencies of ATP-generating reactions.

Presence of inhibitory substrates, adverse ionic balance, or other
medium components imposing extra demands on transport
systems.

The physiological state of the organism: nearly all microorgan-
isms modify their development according to the external envi-
ronment, and the different processes (e.g. primary and secondary
metabolism) will entail different mass and energy balances.

In continuous culture systems, in which the growth rate and
nutritional status of the cells are controlled (see Chapters 3 and
6), further factors can be identified:

The nature of the limiting substrate: carbon-limited growth is
often more ‘efficient’ than, for example, nitrogen-limited growth,
in which catabolism of excess carbon substrate may follow routes
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that are energetically ‘wasteful’ (however useful they may be to
the biotechnologist!).
The permitted growth rate: whereas the growth rate is decreased,
the proportion of the substrate going towards maintaining the
cells increases, thereby diminishing the amount of substrate that
can go to other products.

As a final factor governing all aspects of microbial perfor-
mances, one might usefully add:
The competence of the microbiologist.
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Nomenclature

Ci
—AG car

AG:

AH;
K
m;

concentration

Gibbs energy produced in
catabolism per mol organic
electron donor or per mol of
inorganic electron donor
standard Gibbs energy of
formation

standard enthalpy of formation
affinity constant

maintenance coefficient of
compound i

biomass specific conversion rate
of compound i

specific conversion rate of
compound i

reactor liquid volume

biomass

(mol i m~2)
(k] mol~1)

(k] mol™1)

(k] mol~1)

(mol 171)

(C-mol i per Gmol x h™1)
(mol i per G-mol x h™1)

(mol i m~—3 h71)

(m?)
(C-mol)

Basic Biotechnology, third edition, eds. Colin Ratledge and Bjgrn Kristiansen.
Published by Cambridge University Press. © Cambridge University Press 2006.
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Yix yield of biomass (x) on (Cmol x per mol i)
compound i
yoax maximal growth yield of (C-mol x per C-mol s)

biomass (x) on substrate (s) or
electron donor (d)

U specific growth rate (h~1)
Mmax maximum specific growth rate (h=1)
y degree of reduction

Quantitative information on microbial growth is needed in many
fermentation and biological waste treatment processes. Typically,
growth is quantified using well-known parameters such as maximum
biomass yield on substrate S (also called electron donor D) (Y !** or
Y*¥), maintenance requirements for substrate s or electron donor d
(ms or mq), Hmax and K. A practical problem is that the values of
these parameters vary by one to two orders of magnitude, depending
on the growth systems being considered. Such growth systems are
generally characterised (Fig. 3.1) by their catabolism using the avail-
able electron donor and electron acceptor, and the anabolism using
the available C source and N source. In addition, HCO3, H,0 and H*
are involved in each growth system. A practical point is that many
microorganisms have similar elemental compositions with one C-mol
formula for biomass of C;{H; 30 sNp. This permits the use of a stan-
dard biomass composition, in case this information is not specifically
available. However, it is always preferable to determine the composi-
tion of the biomass, using elemental analysis. For practical purposes
it is important to know the complete stoichiometry of growth. In
fermentation processes information on the biomass yield from the
substrate (Ys or Ygx), the O, requirement, CO, production and heat
production are important for the purpose of designing an optimal
process. Therefore, methods of stoichiometric calculation are of fun-
damental value. In addition, the estimation of growth stoichiometry

CATABOLISM ANABOLISM
Electron donor (d) Biomass (x)
+
electron acceptor (a) Gibbs CH1.8005No2
energy

Oxidised donor
+
reduced acceptor

C source, N source
H,O, HCO3, H*

Growth represented as coupled anabolism/catabolism.
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1 electron donor — 1 electron acceptor + 1 C-mol biomass + 1 kJ heat

dx ax hx

1
Yox

+

kJ Gibbs energy + (---) N source + (---) HoO + (-+-) HCO3 + (---) H*

General stoichiometric representation of the formation of one C-mol of
biomass. Yix is the yield of one C-mol X on one mol or k] of compound i; (. . .) are
unknown stoichiometric coefficients.

for arbitrary growth systems is also relevant, for example, in biologi-
cal waste treatment or in biogeological processes.

A microbial growth system is conveniently represented by an overall
chemical reaction (Fig. 3.2) where one C-mol of biomass is formed and
which takes into account the role of the N source, H,0, HCO;, HY,
electron donor and electron acceptor. In addition, heat and Gibbs
energy are also involved. One C-mol of biomass is the amount of
biomass that contains 12 grams of carbon. This usually amounts to
about 25 grams of dry matter as the carbon content of biomass is typ-
ically about 45%. Energy must be generated for microbial growth to
enable the construction of the complex biomass molecules from sim-
ple carbon compounds. This energy is generated in a redox reaction
between the electron donor and electron acceptor. The proper meas-
ure of energy spent in growth processes is not the released heat but
Gibbs energy, because Gibbs energy (AG) combines the heat related
enthalpic (AH) and entropic (AS) contributions (AG = AH — T AS).
The stoichiometric coefficients in the reaction (Fig. 3.2) are related to
well-known yield coefficients. Yqax, Yax, Ynx and Ygy are the yields of
biomass (in C-mol biomass) on electron donor (per C-mol for organic
and per mol for inorganic compounds), on electron acceptor (per mol
acceptor), on heat (per kJ) and Gibbs energy (per kJ), respectively. For
biomass, the one C-mol composition is used. When a minus sign
appears in any equation it signifies consumption.

The biomass related yield coefficients Yiy are ratios of conversion rates
(14 is given as C-mol biomass m~—> h™!; r; in mol i m~3 h™1).

x

Yix = (3.1)

i
The rates are calculated from the correct mass balances using meas-
urements from experiments, which may be either batch, continuous
or fed-batch cultures. The most frequently measured growth stoichio-
metric coefficient is the biomass yield on substrate (or electron donor)
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max
YSX

x

T “/— o5ym

max
/ ms st

—>

Dependence of biomass yield Y5« on specific growth rate (maintenance
effect), ms is the substrate maintenance coefficient, Y 3 is the maximal biomass yield on
substrate.

Y« (or Y4x). In a constant volume batch culture (0 indicating time
zero), Ye will be:

Yox = (Cx — Cx0)/(Cs0 — Cs) (3.2a)

In a chemostat, where input and outflow rates are equal, a similar
equation holds, where ¢y, = 0 and cy, is replaced by the concentra-
tion cg of the incoming substrate. If volume variations occur, more
complex relations can be derived from the mass balances. For batch
reactors with initial volume V, and variable volume V, we get:

Yox = (Vex — Volxo)/(VoCso — Vcs) (3.2b)

Initially Y was introduced as a constant. However, after the introduc-
tion of the chemostat, cultivation of microorganisms under growth
rates much lower than pm,x showed that Ys was dependent on the
specific growth rate w. This is explained in terms of the endogenous
respiration, or maintenance, concept. In this concept it is assumed
that maintenance of cellular functions requires the availability of a
flow of Gibbs energy (for restoring leaky gradients, protein degrada-
tion, etc.). The Gibbs energy is produced by the catabolism of electron
donor (= substrate) at a certain rate. This maintenance rate is called
ms or (mq) Cmol substrate per C-mol biomass per hour and the fol-
lowing equation holds

1 1 mg

— + = 3.3
Yoo YR 3

Experimentally Y, is measured in a chemostat under different
specific growth rates u (see Chapter 6). From the obtained Yy and u
values, we can calculate, using Eq. 3.3, the model parameters Y
and ms.
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Figure 3.3 shows how Yy depends on u:

For high values of u, Y, approaches the value of the model param-
eter Y2,

For low p-values, Yy drops significantly, becoming 1, Y23 when
W= mg Y,

For most conventional processes, it can be shown that at nor-
mal growth temperatures the effect of maintenance on yield can
be neglected for w > 0.05 h™!. This means that in batch cultures
during exponential growth (where p ~ umax), Yex & YoX. However,
in the fed-batch processes that are the norm in most industrial
applications, where p < 0.05h™!, maintenance aspects dominate the
biomass yield. In environmental applications of organisms, u is also
low and maintenance aspects are relevant.

Figure 3.2 shows that, besides Y (or Ygx), there are many more
stoichiometric coefficients. Fortunately these need not be deter-
mined experimentally. The application of conservation principles
often allows all other coefficients to be calculated if a single coef-
ficient (Yy) is measured. This calculation and the use of the conser-
vation principles are explained in the following example:

Use of conservation principles in the calculation

of stoichiometric coefficients
An aerobic microorganism grows on oxalate using NH} as N source.
The measured biomass yield is 1/5.815 G-mol X mol~! oxalate. The
standard biomass composition is used. The following overall reaction
(according to Fig. 3.2) can be written based on one C-mol biomass
being produced with a consumption of 5.815 mol oxalate:

— 5.815C,04%" +aNHj + bH" 4 cH;0 + dO; + eHCO;3
+1CH;.80¢.5No.2

There are five unknown stoichiometric coefficients (a to e) for which
five conservation constraints can be formulated.

C conservation —11.63+e+1=0
H conservation 4a+b+2c+1e+1.8=0
O conservation —23.264+c+2d+3e+05=0
N conservation a+02=0
Charge conservation +11.63+a+b—-e=0

Solving for a to e gives the full stoichiometry:

—5.815C,02~ — 0.2NH] — 0.8H" — 1.85750, — 5.415H,0
+ 1CH1A800_5N0.2 + 10.63HCO§
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Thus we see that:

Y.x = 1/1.8575 CG-mol x mol~! O,
Yex = 1/10.63 G-mol x mol~! HCO3

For the overall reaction, using AHf and AG?1 values from thermo-
dynamic tables (Table 3.1), we can also calculate (—AH;) and (—AG/)
and thus we get values for 1/Yny and 1/Ygy.

The application of the conservation constraints is straightforward. A
useful short-cut of such calculations is to apply a degree of reduction
balance. The degree of reduction (y) is defined for each compound
and is a stoichiometric quantity, defined in such a way that y =0
for the reference compounds H,0, H", HCO;, SOﬁ_, NOj, Fe®** and N
source. The y-value for each compound is found by calculating the
redox half reaction, which converts the compound into the previous
defined reference chemicals and a number of electrons. The y-values
will then be the number of produced electrons per mol for organic
and inorganic compounds. For example, the degree of reduction of
O, follows from the redox half reaction for oxygen:

0y + 4H" — 2H,0 — 4e~, givingy = —4.
For glucose, the redox half reaction is:

CsH1206 + 12H,0 — 6HCO; + 30H + 24e~and y

= 24 electrons mol ™! glucose.

It should be noted that for organic compounds one often defines
y per C-mol of carbon source, hence for glucose y = 24/6 = 4.

Using the redox half reactions the y-values for individual atoms
and electric charge can also be calculated (Table 3.2). For example, for
the carbon atom we obtain:

C + 3H,0 — HCO; + 5H* + 4e~, giving a value of y = 4.

The y-values for H, O, S, N, + and — charge are found in the same
way (Table 3.1). It should be noted (Table 3.3) that the y-value for
the nitrogen atom present in the biomass and nitrogen present in
the N source for growth depends on the N source used for growth.
For example for NH as N source using Table 3.3 (y for H =1, for
+ charge = —1) and Table 3.3 (y for the N atom equals —3) the degree
of reduction for NHJ will be: —3 + 4 — 1 = 0. The degree of reduction
of a molecule (Table 3.1) represents the amount of electrons becoming
available from that molecule upon oxidation to the reference com-
pounds. For organic molecules, the number of available electrons is
usually normalised per C-mol, for inorganic molecules it is per mole.
Table 3.1 shows that for organic molecules the y-value ranges from 0
to 8. For biomass (standard composition) it follows that:
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Table 3.1 ' Standard Gibbs energy and enthalpy (298 K, pH = 7, 1 bar, 1 mol 17!), degree of reduction for
relevant compounds in growth systems

Compound name Composition Degree of reduction
AGH (Jmol™")  AHF(mol™")  (C-atom™")

Biomass CH,8005N52 —67 —91 4.2 (N source NHZ{)
Water H,O —237.18 —286 -0
Bicarbonate HCO3 —586.85 —692 0
CO, (g) CO, —394.359 —394.1 0
Proton HT —39.87 0 0
O, (9) O, 0 0 —4
Oxalate?~ G0 —674.04 —824 +1
Carbon monoxide CcO —137.15 — 111 +2
Formate™ CHOS —335 —410 +2
Glyoxylate™ C,O3H~ —468.6 - +2
Tartrate?~ C4H,0%2~ —1010 - +2.5
Malonate?~ C3H, 04~ —700 - 1267
Fumarate?~ C4H, 05~ —604.21 777 +3
Malate?~ C4H40% —845.08 —843 +3
Citrate®~ C6H50§’ —1168.34 —1515 +3
Pyruvate™ GH3O5 —474.63 —596 +3.33
Succinate?~ C4H4O}f —690.23 —909 +3.50
Gluconate™ CeHi O — 1154 - +3.67
Formaldehyde CH,O —130.54 - +4
Acetate™ GH305 —3694| —486 +4
Dihydroxy acetone C3HeO3 —445.18 - +5.33
Lactate™ GHsOF —517.18 —687 +4
Glucose CgH 1204 —917.22 — 1264 +4
Mannitol CeH 1404 —942.61 - +4.33
Glycerol C3HgOs —488.52 —676 +4.67
Propionate™ GHsO5 —361.08 - +4.67
Ethylene glycol CoHe0, —330.50 - +5
Acetoine C4Hg Oy —280 - +5
Butyrate GH,0F —352.63 —535 +5
Propanediol C3Hg Oy —327 - +5.33
Butanediol C4H1007 —322 - +5.50
Methanol CH4O —175.39 —246 +6
Ethanol CHO —181.75 —288 —+6
Propanol C3HgO —175.81 —33| +6
n-Alkane (1) CisHs +60 —439 +6.13
Propane (g) CsHg —24 —104 +6.66
Ethane (g) CoHe —32.89 —85 +7
Methane (g) CH, —50.75 —75 +8
Hy (g) H, 0 0 +2
Ammonium NH —79.37 —133 +8

N2 (g) N, 0 0 +10

(cont.)
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Table 3.1 ' (cont.)

Compound name Composition Degree of reduction
AG3Kmol™'  AHKmol™'  (C-atom™")

Nitrite ion NO —372 —107 +2

Nitrate ion NO3 —111.34 —173 0

lron I Fel* —78.87 —87 +1

Iron II Fe’- —4.6 —4 0

Sulphur SO 0 0 +6

Hydrogen sulphide H>S —33.56 -20 +8

©

Sulphide ion HS™ +12.05 —17 +8

Sulphate ion SO~ —744.63 —909 0

Thiosulphate ion 52037 —5132 —608 +8

Ammonium NH; —79.37 —133 +8

Yx =42 (from 1x4+1.8x140.5(—2)+0.2(—3) =4.2) for NH/
as a N source, and
yx = 5.8 for NO;3 as a N source.

Because electrons are conserved, it is possible to calculate the balance
of degree of reduction as shown in the following example.

Application of the balance of degree of reduction

Consider the previous example of aerobic growth on oxalate and the
overall chemical reaction, which contains CZOi_, NHI, H*, H,0, O,,
HCO; and biomass (C;H;5005Ng2) as reactants. Calculation of the
degree of reduction (using the y-values of atoms and charges in Table
3.3) of 1 molecule of oxalate (C,03) gives

Yy =2x4+4x(—2)+(+2) =2

The y-value for biomass (NH; as a N source, therefore y for the N
atom = —3 according to Table 3.3 and using C{H; g0 5Ny as biomass

Table 3.2 ' Degree of reduction (y) for atoms and charge

Atoms charge’I y

H |
O -2
C 4
S 6
N +5
Fe +3
+ | charge —1

— | charge +1
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Table 3.3 ' Degree of reduction for N present in N source and in biomass

N source used for growth y for N
NH =3
N, 0
NO3 +5

composition) will be:
1x441.8x1+40.5(-2)+0.2(-3)=4.2

Similarly, the degree of reduction of O, will be —4. For HCO; we
obtain:

y=1x14+1x4+3x(—=2)+1=0
and for the N source NH] (using Tables 3.2 and 3.3) we get:
y=-3+4-1=0

Also for the remaining compounds of the reaction (H,O, HT), y = 0.
This gives for the degree of reduction balance applied to the growth
reaction:

—5815x2—-4d+4.2=0

It can be seen that in this balance, only the stoichiometric coefficients
of substrate (or electron donor), the electron acceptor and biomass
occur. This gives d = —1.8575, being identical to the full solution
of conservation constraints obtained before. The other coefficients
follow from application of the regular conservation constraints, i.e.
the N source coefficient from the N balance, the HCO; from the C
balance, etc. From the example several points must be noted:

The balance of degree of reduction always specifies a linear rela-
tion between the stoichiometric coefficients of electron donor, elec-
tron acceptor and biomass, making this relation extremely useful
in practice.

The balance of degree of reduction is not a new constraint: it is
just a suitable combination of the C, H, N and charge conservation
constraints.

Other useful applications of the conservation constraints can be
found in the further reading list.

A number of methods have been proposed to estimate biomass yields
(Yax) from correlations. A particularly simple, but useful and recent,
method has been the thermodynamically based approach using Gibbs
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energy consumption per unit biomass (1/Yg) in k] Cmol~! X. This is
a stoichiometric quantity that can be written as:

1 1 Mg
Ygx Y gr;xax n

(3.4)

where m, is the biomass specific rate of Gibbs energy consumption
for maintenance purposes in k] C-mol~! X h=! and Y™ is the max-
imal biomass yield on Gibbs energy in C-mol X kJ~!. Equation (3.4)
shows that the Gibbs energy consumption contains a growth- and a
maintenance-related term. Simple correlations have been proposed for
1/Yg™ and for my. These correlations cover a wide range of micro-
bial growth systems and temperatures (heterotrophic, autotrophic,
aerobic, anaerobic, denitrifying growth systems on a wide range of C
sources, growth systems with and without Reversed Electron Trans-
port, RET).

The following correlation has been found to be valid for the mainten-
ance Gibbs energy:

69000 /1 1
mg =4.5exp | — - — — (3.5)
8.314 \T 298

This correlation holds for a temperature range of 278 to 348 K, for
aerobic and anaerobic conditions. It is clear that mg does not depend
on the C source or electron donor or acceptor being applied and
only shows a significant temperature dependency. This seems logical
because maintenance processes only require Gibbs energy, irrespec-
tive of the electron donor/acceptor combination that provides the
Gibbs energy.

For the growth-related Gibbs energy requirement 1/Y2**, in KJ Gibbs
energy C-mol~! X produced, the following correlations can be used.
For heterotrophic or autotrophic growth without RET:

=200 + 18(6 — ¢)!*® + exp{[(3.8 — ¥5)*]°1%(3.6 + 0.4c)} (3.6a)

max
Yox

For autotrophic growth requiring RET:

e = 3500 (3.6b)
gx
Equation (3.6a) shows that 1/Y2** for heterotrophic growth is mainly
determined by the nature of the C source used. The C source is
characterised by its degree of reduction, y;, and the number of C
atoms (parameter c) present in the C source (e.g. C = 6 and y; =4
for glucose). Equation (3.6a) shows that 1/Y ™ ranges between about
200 and 1000 kJ of Gibbs energy required for the synthesis of one
C-mol biomass, dependent on the C source used. For glucose as C
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source, the lower range is obtained; for CO, the higher value applies.
Furthermore, it can be seen that 1/Y4 increases for C sources that
have fewer carbon atoms and for which the degree of reduction is
higher or lower than about 3.8. This is because a C source with a
low number of C atoms requires numerous biochemical reactions to
produce the required C4toCg compounds needed in biomass synthe-
sis. In addition, with the degree of reduction of biomass being about
4, it is clear that C sources, which are more reduced or more oxi-
dised than biomass, require additional biochemical reactions for oxi-
dation or reduction, respectively. Hence, increased values of 1/Yg ™
reflect the increased requirement for additional biochemical reac-
tions, which leads to a greater need for Gibbs energy. For example,
making biomass from CO, (ys = 0, ¢ = 1) requires, according to Eq.
(3.6a), an amount of Gibbs energy of 986 k] C-mol~! X, whereas use
of glucose (y; = 4, C = 6) only requires 236 k] C-mol~! X. This reflects
the much higher energy requirement due to the larger number of
biochemical reactions needed for growth using CO, as a C source.

To estimate the value of 1/Yz** for autotrophic growth we need to
know whether RET is required or not. This follows after establishing
the biomass formation reaction from CO, using the available electron
donor as the electron source. If AG, > 0 for this reaction, it is clear
that the energy level of the electron donor electrons is insufficient to
reduce CO; to biomass. The microorganism must then convert part
of the donor electrons to a higher energy level, using a process called
RET. Examples of such low-energy electron donor couples are:

Fe2+/Fe3+
NO; /NO;

For RET requiring electron donors, 1/ an)‘(lax values are 3500 k] C-mol~!
X (3.6b). This shows that RET requires many additional biochemical
reactions leading to a much higher need for Gibbs energy.

Autotrophic electron donor couples such as Hy/H" or CO/CO, do
not need RET. For these electron donors, 1/Yg:* ~ 1000 K] C-mol™!
X, as found from Eq. (3.6a), where y; =0 and ¢ =1 (CO; is the C
source).

Occurrence of Reversed Electron Transport (RET) in

autotrophic growth
Consider the autotrophic aerobic microbial growth using Fe?*/Fe3*
as the electron donor. HCOj; is the C source. This allows the following
biomass formation (anabolic) reaction to be drawn up, where HCO3
is reduced using the donor electrons:

HCOj; + 4.2Fe*" + 0.2NH] + 5H" — 1CH; 500 5Ny 2
+4.2Fe*" + 2.5H,0

Using Table 3.1 one can calculate that AG:! = +454 X]. Clearly, for
the electron donor Fe?'/Fe*' RET is needed and Eq. (3.6b) applies.
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The correlations found for mg and 1/Y™ in Egs. (3.5), (3.6a) and
(3.6b) can be used to estimate, for each microbial growth system, the
complete stoichiometry of the growth equation as a function of:

applied C source,

electron donor/acceptor combination,
growth rate, and

temperature.

It has been shown that for a wide range of microbial growth systems
the estimation of Yy is possible in a range of 0.01 to 1 G:mol X mol~!
donor with a relative accuracy of about 10-15%. The calculation of
the complete stoichiometry is best shown using an example.

Estimation of growth stoichiometry using the Gibbs

energy correlations
Consider the aerobic autotrophic growth of a microorganism using
Fe?* to Fe3* as electron donor at 50 °C, growing at a rate of 0.01 h™!
at a pH value of 1.5 and using NHJ as N source. The following growth
reaction can be specified for the production of one Cmol X, using
seven unknown stoichiometric coefficients a to g:

+ aHCO; + bNHY + cH,0 + dO; + eFe*" + 1CH; 3§09 5No» + fFe®"

+ gH' + 1/Yg KJ of Gibbs energy
We can specify six conservation constraints and one Gibbs energy
balance to calculate the seven (a to g) unknown stoichiometric coef-

ficients. Using Eq. (3.4), 1/Yg follows from the correlations (knowing
that RET is involved, that ;1 = 0.01 h™! and that T = 323 K) as:

1/Ygx = 3500 + 38.84/0.01 = 7384 k] C-mol ! X

The six conservation constraints and the Gibbs energy balance (using
AG %1 values from Table 3.1) are as follows:

C conservation a+1=0
O conservation 3a+c+2d+05=0
Degree of reduction —4d+e+42=0
Iron conservation e+ f=0
N conservation b+02=0
Charge conservation —a+b+2+3f+g=0

Gibbs energy balance (—586.85)a + (—79.37)b + (—237.18)c
+(—78.87)e + (—67)d + (—4.6) f
+(—8.54)g + 7384 = 0

Note that, for Ht, AGy is recalculated from pH = 7 (in Table 3.2) to
pH = 1.5 (which changes AGy+ from —38.87 to —8.54 k] mol H*).
Also the balance of degree of reduction has been used as a constraint
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(replacing the H constraint). After solving the six linear equations one
obtains the complete stoichiometry as follows:

—1HCO; — 0.2NH] — 218.88 Fe*™ — 53.670, — 219.68H"
+ 1C1H]‘SOQ'5NO'2 + 21888Fe3+ + 10984H20 + 7384 k] Gibbs energy

From this obtained stoichiometry we can also calculate the heat of
growth using the values of AH{ in Table 3.1 and find that there is a
production of heat of 12 620 kJ.

Because all the stoichiometric coefficients are, through the conserva-
tion constraints, related to 1/Yg, one can also derive algebraic rela-
tions, between 1/Y;; and 1/Ygy using certain simplifying assumptions.
For the biomass yield on electron donor Y4, the following relation is
obtained as an example:

(—AGcar)
1 _
/Ygx + J/x/yd (—AG car)

where AGcar is the Gibbs energy of the catabolic reaction of one mol
organic electron donor or of one mol inorganic electron donor in
K] (C)-mol~! donor, 1% and y4 are the degree of reduction for biomass
and electron donor mol~!. For the previous example the catabolic
reaction of one mol electron donor is:

Yax = (3.7)

Fe*™ + 1,0, + H" — Fe** 4+ 1, H,0

Using the values of AGZ' from Table 3.1 with a AGr value at pH =
1.5 of —8.54 k] mol~! for H*, we will get AGcar = —35.78 k] mol~!
Fe’*. In addition yx = 4.2, ya = 1 and 1/Yy = 7384 k] C-mol ! X,
resulting in Ygx = 0.0047 C-mol X mol~! Fe?*. This shows that the
stoichiometric coefficient e in the previous example equals 215 mol
Fe?t C-mol~! X, which is very close to the calculated value of 218.9
mol Fe?" -mol~! X. Equation (3.7) shows that:

Y4x increases hyperbolically with increasing Gibbs energy produc-
tion in catabolism (—AG car). This explains why anaerobic growth
systems (with low —AG car values) have lower Ygy values as aerobic
systems.

Yax is higher for situations that need less Gibbs energy for syn-
thesis of biomass. This means lower 1/Yy values found for high
specific growth rate u, low temperature, favourable C source and
the absence of RET.

Yax depends hyperbolically on u substitute 1/Ygy using Eq. (3.4) due
to maintenance effects in agreement with Eq. (3.3).

Yax has a theoretical maximal limit from the second law of ther-
modynamics of yq/yx CGmol X per mol~! electron donor (according
to the second law 1/Yg has a theoretical minimal value of 0 kJ
C-mol~! X).
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The correlations for 1/Y,** are based on microbial growth on conven-
tional substrates containing less than six carbon atoms per molecule,
and which are directly connected to primary metabolism. In envi-
ronmental biotechnology, many substrates, e.g. aromatics (benzene),
polycyclic aromatic hydrocarbons (PAH), chelators as nitrilo triacetic
acid (NTA), occur that are not funnelled immediately into primary
metabolism. Special pathways are required, which involve mono- and
dioxygenases consuming O, and which convert the non-conventional
substrate into an intracellular primary metabolite (pyruvate, etc.). The
consumed O, in these special pathways does not lead to metabolic
energy, but to heat only. Methods for yield predictions for such
situations have been presented, but are rather complex. A simpler
approach would be to use the metabolic knowledge about the oxida-
tive conversion of the non-conventional compound into primary
metabolites. This reaction only produces heat. The produced primary
metabolites are subsequently used as carbon and energy sources for
growth and their stoichiometry can be calculated using (3.5), (3.6a)
and (3.6b), as illustrated in the example in Section 3.3.3. The following
two examples illustrate the procedure.

Growth stoichiometry on benzene
Benzene (CgHg) is converted by organisms into hydroxymuconic semi
aldehyde (C¢Hs0O,) according to the reaction:

C5H6 + 202 — CGHSOZ + H+

This reaction provides no useful Gibbs energy due to oxygenation reac-
tions. The metabolic intermediate (hydroxymuconic semialdehyde)
serves as the ‘real’ carbon and energy source for growth and AG car =
2516 k] mol~! hydroxymuconic semialdehyde. Equation (3.6a), with
¢ =6and y =22/6 = 3.666, gives 1/Y ™ = 233 KJ Cmol~! X. Use of
Eq. (3.7), with yx = 4.2, yq = 22 electrons mol~! semialdehyde, leads
to Y4x = 3.57 C-mol~! X mol~! benzene. This value is close to the
measured value of 1.20 g X~! g~! benzene (equivalent to 3.42 C-mol X
mol~! benzene, using 90% organic matter in biomass and 24.6 gram
organic biomass C-mol~! X).

Growth stoichiometry on phenanthrene
Phenanthrene is converted, using oxygenases, into pyruvate and for-
mate according to:

—1phenanthrene (Ci4Hyo) — 60, + 4 pyruvate (C3H303)
+ 1 formate (CHO,)

The consumed O, does only lead to heat. The biomass is formed on
pyruvate and formate. The biomass yield on pyruvate is obtained from
AG car = 1048.74 k] mol~! pyruvate and 1/ Y™ =373 K] (using Eq.
(3.6a) with ¢ =3 and y, =3.333, and Eq. (3.7) with yx =4.2 and



STOICHIOMETRY AND KINETICS OF GROWTH

va = 10 electrons mol~! pyruvate) and is 1.29 C-mol X mol~! pyru-
vate. The biomass yield on formate (AG car = 251.85k] mol~! for-
mate and 1/Yg™ =651 k] Gmol™" X yg = 2) will be 0.213 C-mol X
mol~! formate. The biomass yield on phenanthrene then follows as
4x1.29+1 x 0.213 = 5.37 CGmol X mol~! phenanthrene. The mea-
sured yield is 6.5 C-mol X mol~! phenanthrene. The discrepancy of
18% is probably due to the fact that in the case of phenanthrene there
is no energy needed to transport the pyruvate and formate across the
cell membrane. This leads to a small underestimation of the biomass
yield on pyruvate and formate.

From these examples it appears that the thermodynamic yield
prediction can be readily extended to non-conventional substrates,
provided that the oxidative oxygenase-based conversion into primary
metabolites is known. In bio-geochemical fields of application and
in extreme environments (alkalophilic, high salt levels) there occur
a diversity of catabolic reactions involving, e.g. metals and extreme
conditions. Thermodynamic methods to calculate the catabolic Gibbs
energy then become more complex.

The presented method provides Ys estimates, where the biochemi-
cal details of metabolism of conventional substrates, characteristic
for each microorganism, are neglected. This is the attractive aspect
of the method, because this knowledge is often not available. Some
metabolic knowledge is needed for non-conventional substrates only,
as shown in Section 3.3.5. However, one should always realise that
differences in biochemistry are relevant. For example, ethanol fer-
mentation from glucose is performed by Saccharomyces cerevisiae with
Ysx measured to be around 0.15 CG-mol X C-mol~! glucose. A similar Yy
value is also obtained using the above method. However, Zymomonas
mobilis performs the ethanol fermentation with a Yy, = 0.07. The dif-
ference is caused by a different biochemical pathway (glycolysis versus
Entner-Doudoroff route, see Chapter 2). This example shows that if
the value of the estimated Y« deviates strongly from a measured Y,
one might expect that an unusual, possibly new, biochemical pathway
is being used in catabolism (or anabolism).

Growth kinetics are generally characterised by the two parameters
Umax and Ks. It is known that variations in K; values can be experi-
enced, depending on the occurrence of passive diffusion, facilitated
transport or active transport for the transfer of electron donor (sub-
strate) into the microorganism. A general thermodynamic correlation
for K is therefore not possible. Also for umax a very wide range (0.001

69



70

J. J. HEIJNEN

to 1 h™') of values is found, depending on the microorganism and
cultivation conditions. However, it would seem reasonable to expect
that a low maximal specific rate of Gibbs energy production from
catabolism leads to a lower maximal specific growth rate. Using this
concept of energy limitation one can derive the following expressions
for the maximal specific rate of Gibbs energy production q7'** (k] C-
mol~! biomass h).

45 = 3(— AG car),ya] exp [ﬂ (% _ 2%)] (3.8)

This relation is based on:

A maximal electron transport rate of 3 mol electrons CGmol~! X h
at 298 K leading to the coefficient 3 in Eq. (3.8).

A temperature effect on this rate according to an Arrhenius relation
with an energy of activation of 69 000 J mol~! (equivalent to a
rate doubling for every 10 °C increase in temperature). R is the gas
constant (equal to 8.314 J mol~! K).

The maximum rate of catabolic Gibbs energy production ¢;** is
then the rate of electron transport multiplied by (—AG car/ya),
which is the catabolic energy release per transferred mole of elec-
trons in the electron donor/acceptor reaction.

Equating the maximal rate of catabolic Gibbs energy production, Eq.
(3.8), to the Gibbs energy needed for growth under maximal growth
rate condition (being equal to the sum of pumax/ Yg“;(‘ax and mainten-
ance, which equals 4.5 times the temperature correction, see Eq. (3.5),
gives the pp.x value (in h™!) according to Eq. (3.9):

B(—=AG car)/va — 4.5] exp [—69 000 (1 1 )} (3.9)

Mmax = 1/ R ? - ﬁ
Ygl-;lax

Equation (3.9) can be shown to provide reasonable estimates of
Umax Vvalues for a wide variety of microorganisms (e.g. nitrifiers,
methanogens, heterotrophic aerobes).
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Gene manipulation is a core technology used for a wide variety of
academic and industrial applications. In addition to representing an
extremely powerful analytical tool, it can be used to: (i) increase the
yield and quality of existing products (e.g. proteins, metabolites or
even whole cells); (ii) improve the characteristics of existing products
(e.g. via protein engineering); (iii) produce existing products by new
routes (e.g. pathway engineering); and (iv) develop novel products not

1 A glossary of most of the specialised terms used in molecular biology and genetics is
provided at the beginning of Chapter 5.
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Table 4.1 | The usual size range of the various classes
of genetic element found in bacterial cells

Genetic element Size range (bp)
Transposons 800-30000
Plasmids | 000—-150 000
Prophages 3000-300000

Bacterial chromosomes 600 000-9 450 000

9 bp, number of base pairs in the DNA.

previously found in nature (e.g. directed or hybrid biosynthesis). This
chapter assumes knowledge of the basic structure and properties of
nucleic acids, the organisation of the genetic information into genes
and operons, and the mechanisms by which bacteria transcribe and
translate this encoded information to synthesise proteins (see also
Chapter 2).

Chromosomes are the principal repositories of the genetic informa-
tion, the site of gene expression and the vehicle of inheritance.
The term chromosome, meaning dark-staining body, was originally
applied to the structures visualised in eukaryotic organisms by light
microscopy. The use of this term has now been extended to describe
the physical structures that encode the genetic (hereditary) informa-
tion in all organisms. The term genome is used in the more abstract
sense to refer to the sum total of the genetic information of an organ-
ism. The term nucleoid is applied to a physical entity that can be
isolated from a bacterial cell and that contains the chromosome in
association with other components including RNA and protein. In
addition to the main chromosome, other discrete types of replica-
ting genetic material have been identified in bacterial cells, including
transposable genetic elements (transposons), plasmids and prophages.
The usual size ranges of the various genetic elements found inside
bacterial cells are shown in Table 4.1.

The genetic material of bacteria consists of double-stranded (ds)
DNA. The nucleotide bases are usually unmodified excepting for the
addition of methyl residues that function to: (i) identify the ‘old’
(conserved) DNA strand following replication; (ii) protect the DNA
from the action of specific nucleases; and (iii) time certain cell cycle
events. Many viruses also use dsDNA as the genetic information (e.g.
T-phages and lambda), while others have single-stranded (ss) DNA (e.g.
$X174 and M13), ssRNA (e.g. MS2), or dsRNA (e.g. rotoviruses). Micro-
bial chromosomes range in size over an order of magnitude and vary
in their number, composition and topology (Table 4.2). Genome sizes
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Table 4.2 ' Comparative properties® of viral, bacterial and fungal chromosomes with respect to size,

composition and topography

Organism Type Number Size
MS2 bacteriophage 3.6 knt
X174 bacteriophage 54 knt
lambda bacteriophage 48.5 kbp
T4 bacteriophage |74 kbp
Mycoplasma genetalium eubacterium 580 kbp
Borrelia burgdorferi eubacterium 910 kbp
Campylobacter jejuni eubacterium |.7 Mbp

|
|
|
|
|
|
|
eubacterium 2
|
|
|
|
|
|
3

Rhodobacter sphaeroides 3.2 Mbp 4 0.9 Mbp
Bacillus subtilis eubacterium 4.2 Mbp
Escherichia coli eubacterium 4.6 Mbp
Streptomyces coelicolor eubacterium 8.6 Mbp
Myxococcus xanthus eubacterium 9.45 Mbp
Methannococcus jannaschii  archaea |.6 Mbp
Archaeoglobus fulgidus archaea 2.8 Mbp
Schizosaccharomyces pombe eukaryote 35t0 5.7 Mbp
total 18.8 Mbp
Saccharomyces cerevisiae eukaryote [5 0.2 to 2.2 Mbp

total 1243 Mbp

Nucleic acid Topology

ssRNA

ssDNA

dsDNA
dsDNA
dsDNA
dsDNA
dsDNA
dsDNA
dsDNA
dsDNA
ds DNA
dsDNA
dsDNA
dsDNA
dsDNA

dsDNA

circular
linear
linear
linear
circular
linear
circular
2 X circular
circular
circular
linear
ND
circular
circular
linear

linear

9 ND, not determined; dsDNA, double-stranded DNA; ssDNA, single-stranded DNA; bp, base pair(s); M, million;

nt, nucleotide(s); k, thousand.

tend to reflect the organism’s structural complexity and lifestyle.
Obligate bacterial parasites such as Mycoplasma genetalium (580 kbp)
tend to have small genomes, while bacteria with complex life cycles
such as Streptomyces coelicolor (8.6 Mbp, i.e. 8.6 million base pairs of
nucleotide bases) and Myxococcus xanthus (9.45 Mbp) tend to have large
genomes. The genomes of more than 250 eubacterial, archaeal and
simple eukaryotic micro-organisms have now been sequenced in their
entirety.

The chromosome of Escherichia coli is typical of many eubacteria.
It weighs 5 femtograms (5x107%° g), is 1100 um in length and its
4.6 Mbp of DNA codes for about 4400 proteins. The chromosome has
a single set of genes (excepting for those encoding ribosomal RNA).
At least 90% of the DNA encodes proteins/polypeptides, while the
remaining 10% is used either for controlling gene expression or has
a purely structural function. Genes of related function are often, but
not always, clustered together on the chromosome. Protein coding
sequences can be on either strand of the DNA, although there is a
preference for an orientation in the direction in which the DNA is
replicated. Gene expression involves two distinct, highly coordinated
processes. The DNA is first transcribed by the enzyme RNA polymerase
into messenger (m)RNA, an unstable molecular species with half-lives
(i.e. the time taken for half of the RNA to be degraded) that are
measured in minutes. Even as they are being transcribed, ribosomes
(large nucleoprotein complexes) attach to specific sites on the mRNA,
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RNA polymerase

/'
é Repﬁessof Transcription
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Schematic diagram illustrating the key components of a bacterial operon.
The activator and repressor binding sites are control sites at which the frequency of
transcription initiation are controlled. Although start and stop codons, and ribosome
binding sites can be recognised in the DNA sequence, they are only functional in the
mRNA.

the ribosome binding sites, and translate the encoded information
into a linear polypeptide. To enable bacterial cells to regulate gene
expression, the DNA is organised into transcriptional units or operons
with distinct control sequences and transcriptional and translational
start and stop points (Fig. 4.1).

The E. coli chromosome replicates by a bi-directional mode from
the origin of replication (oriC) to the terminus (terC), primarily using
the enzyme DNA polymerase III (Fig. 4.2). The rate of replication at
37 °C is about ~800 bases s~! and, consequently, it takes approxi-
mately 40 minutes to replicate the entire chromosome. Since E. coli
can divide by binary fission into two similarly sized cells every 20 min-
utes when growing on highly nutritious culture media, the chromo-
some of a single cell may have multiple sites of replication.

The ability to engineer changes to the characteristics of a bacterium
dates back to 1928 and the experiments of Fred Griffith who observed
that of the two colonial morphologies exhibited by Streptococcus pneu-
moniae, namely rough and smooth, only the latter was able to infect
mice. The rough and smooth characteristics (phenotypes) were due
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F1017= 78 The bi-directional replication of the bacterial chromosome. Replication is
initiated at the origin of replication (oriC) and is completed at the terminus (terC). (a) In
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replication fork or site of DNA synthesis. (b) In rapidly growing cells (doubling time
~20 min), a new round of replication is initiated before the previous one has reached
the terminus. Consequently, each side of the chromosome has more than one

replication fork.
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to the absence or presence, respectively, of a polysaccharide capsule
that enables the bacterium to avoid the immune response. Griffith
showed that if a rough (non-encapsulated) strain was injected into
mice together with a heat-killed smooth strain, the rough strain
could be transformed into a smooth strain to cause a fatal infec-
tion. It was some 16 years (1944) before the chemical responsible
for transformation was identified as DNA, by Avery, MacLeod and
McCarty, and another nine years (1953) before Watson and Crick deter-
mined its structure. The mechanism for transferring isolated DNA
into a bacterium is still referred to as transformation, reflecting the
rough to smooth transition of Griffith’s pneumonococci. Cells that
have received transforming DNA are referred to as transformants. Nat-
ural genetic transformation is exhibited by a wide variety of bac-
terial genera including Azotobacter, Bacillus, Campylobacter, Clostridium,
Haemophilus, Mycobacterium, Neisseria, Streptococcus and Streptomyces. In
addition, many strains that are not normally transformable can be
induced to take up isolated DNA by chemical treatment or by the
application of an electric field (see Section 4.4.5).

Two other mechanisms for transferring DNA between bacterial
strains have been identified since the work of Griffith, namely trans-
duction and conjugation. Transduction is the transfer of DNA from a
donor cell to a recipient cell mediated by a bacterial virus (i.e. a bac-
teriophage, usually just referred to as a phage). It was first demon-
strated in Salmonella by Zinder and Lederberg in 1952 using phage
P22. During the replication of the phage in the donor, a small propor-
tion of the phage particles (virions) encapsulate bacterial rather than
phage DNA. These so-called transducing particles are still infective
but, instead of injecting phage DNA, they infect the host cell with
chromosomal DNA from the donor strain. The recipients of trans-
duced DNA are referred to as transductants.

The third mechanism of gene transfer, conjugation, was discov-
ered in 1946 by Lederberg and Tatum and involves cell-to-cell contact
between the donor and recipient cells. Conjugation is usually medi-
ated by a class of ‘extrachromosomal, hereditary determinants’ called
plasmids. Plasmids are usually composed of covalently closed circular
(ccc) molecules of double-stranded DNA that are able to replicate inde-
pendently of the host chromosome, although occasionally they may
integrate into the host chromosome. Plasmids are a common feature
of bacterial strains where they confer a wide range of usually non-
essential phenotypes, such as antibiotic resistance, toxin production,
plant tumour formation, degradation of hydrocarbons and aromatic
compounds (e.g. camphor, naphthalene, salicylate) and fertility. Plas-
mids tend to fall into the size range 1 to 150 kbp (kilo base pairs, i.e.
gives the number of nucleotide bases in a particular piece of DNA)
although mega-plasmids (>150 kb) have been found in representatives
of a number of bacterial genera, including Agrobacterium, Pseudomonas
and Streptomyces. Plasmids may account for between 0.1 and ~4% of
their host’s genotype, although in rare cases this may be as high as
20%. Plasmids such as the F plasmid of E. coli that confer fertility on
their host cells are referred to as conjugative plasmids.
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Bacterial conjugation involves the transfer of DNA from a donor
to a recipient cell. Usually the DNA that is transferred to the recip-
ient is plasmid DNA, and only rarely is it a part of the chromoso-
mal DNA of the donor. The machinery involved is almost exclusively
encoded by the conjugative plasmid, the main exception being the
enzymes involved in DNA transfer replication. The transferred DNA
is always in a single-stranded form and the complementary strand is
synthesized in the recipient. The transfer of host chromosomal genes
usually occurs at frequencies that are very much lower than that of
plasmids, although some plasmids are exceptional in being able to
mobilise host chromosomal genes at a frequency approaching 1, e.g.
high frequency of recombination (Hfr) strains of E. coli.

Many small plasmids are capable of conjugal transfer even though
they do not possess fertility functions of their own. These plasmids,
which are referred to as mobilisable plasmids, exploit the fertility prop-
erties of co-existing conjugative plasmids. They have an active ori-
gin of transfer (oriT) and mobilisation (mob) genes encoding proteins
required for their replicative transfer. When such plasmids are used
as the basis of cloning vectors, the mob genes are usually omitted
as a requirement of containment regulations designed to avoid the
dissemination of the cloned genes to wild-type populations.

Although transfer between bacterial cells is the most common type
of conjugation, transfer between bacteria and fungi and between bac-
teria and plants has also been demonstrated. In the latter case, strains
of Agrobacterium tumefaciens with large (>200 kbp) tumour-inducing
(Ti) plasmids can transfer part of their plasmid DNA - the so-called
T-DNA (20-30 kbp) - into plant cells, where it interacts with the
nuclear genome of the plant. This transfer is mediated by virulence
(vir) genes, which show similarities to the components of bacterial
conjugation systems. Agrobacterial Ti plasmids have been adapted to
introduce new characteristics into plant species (transgenic plants),
such as resistance to specific insect pests (see also Chapter 23).

Natural gene transfer methods have been used to generate genetic
maps of many bacterial species that show the order and relative
distances between the various genes. These classical genetic map-
ping techniques, highly developed in only a relatively small num-
ber of bacterial species, allowed detailed analysis of gene struc-
ture and the control of gene expression. These methods also allow
strains with new characteristics to be constructed and have been
adapted for use with more recently developed genetic engineering
techniques.

The ability to manipulate and analyse DNA using genetic engineer-
ing techniques (recombinant DNA technology) was foreseen in the
mid 1960s and came to fruition in the early 1970s. The technology,
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I passenger DNA

Digestion of passenger DNA
with a restriction
endonuclease that generates

Ligation of vector to overhangs
passenger DNA

e il

Linearisation of vector DNA

with the same restriction endonuclease

used to digest the passenger DNA

Recombinant vector
with cloned passenger DNA

Schematic diagram illustrating the basic concept of genetic engineering
using vector and passenger DNA.

which is still developing rapidly, evolved from a series of basic studies
in the interrelated disciplines of biochemistry and microbial genet-
ics. Key among these was the elucidation of the molecular basis of
bacterial restriction and modification systems by Werner Arber that subse-
quently provided enzymes for cutting DNA at precise locations (target
sites). These restriction endonucleases (restriction enzymes) were quickly
exploited for the analysis and manipulation of DNA molecules from
a variety of sources. From these relatively modest beginnings, tech-
niques for manipulating and analysing both types of nucleic acid
(DNA and RNA) have become remarkably powerful and sensitive, aided
by the development of key technologies such as DNA sequencing,
oligonucleotide synthesis and the polymerase chain reaction (PCR).
At the same time, the provision of chemicals, reagents and equip-
ment to facilitate this technology has become a multi-million dollar
industry.

The advent of recombinant DNA technologies led to the realisation
that DNA could be analysed to a resolution that was unimaginable
only a few years before and consequently the genomes of almost any
organism, prokaryote, archaea or eukaryote, could be manipulated to
direct the synthesis of biological products that were normally only
produced by their native hosts. This technology, illustrated in Fig. 4.3,
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has not only facilitated the production of certain proteins at a quan-
tity and quality that was not previously achievable (see Chapter 21),
but also opened up the possibility of developing highly modified or
entirely new bioactive products. The technology has been applied to
a wide range of industries particularly the pharmaceutical industry,
where the main aims have been to produce natural compounds with
proven or suspected therapeutic value and totally new products not
found in Nature.

The techniques for isolating, cutting and joining molecules of DNA,
developed in the early 1970s, have provided the foundations of our
current technology for engineering and analysing nucleic acids. These
allow fragments of DNA from virtually any organism to be cloned in
a bacterium by inserting them into a vector (carrying) molecule that
is stably maintained in the bacterial host.

Biochemical techniques for preparing large quantities of relatively
pure nucleic acids from microbial cells are an essential pre-requisite
for inwitro gene technology. The first step in the isolation of nucleic
acids is the mechanical or enzymatic disruption of the cell to release
the intracellular components that include the nucleic acids. Once
released from the cell, the nucleic acids must be purified from other
cellular components such as proteins and polysaccharides to provide
a substrate of appropriate purity for nucleic acid modifying enzymes.
The released nucleic acids are recovered using a combination of tech-
niques including centrifugation, electrophoresis, adsorption to inert
insoluble substrates or precipitation with non-aqueous solvents.

The ability to cut molecules of DNA, either randomly or at spe-
cific target sites, is a requirement for many recombinant DNA tech-
niques. DNA may be cleaved using mechanical or enzymatic methods.
Mechanical shearing is non-specific and results in the production of
random DNA fragments, which are often used to generate genomic
libraries (see Section 4.4.5). When DNA molecules are mechanically
sheared it is not possible to isolate a specific fragment containing,
for example, a particular gene or operon. In contrast, when the DNA
is cut using restriction endonucleases, which recognise and cleave
specific target base sequences in double-stranded (ds)DNA, specific
fragments can be isolated. Restriction endonucleases cut the phos-
phodiester backbone of both strands of the DNA to generate 3'OH
and 5'PO, termini. Several hundred restriction endonucleases have
been isolated from a wide variety of microbial species. Restriction
endonucleases are classified into groups with distinct biochemical
properties; type II enzymes are the main class used for genetic engi-
neering purposes.

8l
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Restriction
endonuclease cleavage of
molecules of DNA at specific
target sites to generate 3’ or 5/
overhangs (overlaps), or blunt
ends.

\ 4
GAATTC

G STAATTC ]

-)

5 [ CTTAA |5 3[Gls

EcoRI cuts asymmetrically leaving 5" overhangs

31 CTTAAG
A

\ 4
5§ CTGCAG |3 5[CTGCA % VK
-
¥ cAccic |y 3aly 3[ACGTC |5
A
Pstl cuts asymmetrically leaving 3" overhangs

\ 4
5/ GATATC 3'_’5'3' 5| ATC |3
sCTATAG s  CTAls [ TAG 5

A

EcoRYV cuts symmetrically leaving blunt ends

Restriction endonucleases are named according to the species
from which they were originally isolated; enzymes isolated from
Haemophilus influenzae are designated Hin, those from Bacillus
amyloliquefaciens, Bam, etc. When more than one type of enzyme is
isolated from a particular strain or species, the strain and isolation
number (in roman numerals) are added to the name. Thus the three
restriction endonucleases isolated from H. influenzae strain Rd are des-
ignated HindI, HindIl and HindlIl.

The target recognition sequences (restriction sites) of type Il restric-
tion enzymes are usually short, typically four to six bases in length.
The length of the restriction sites and their nucleotide composition
(i.e. the proportion of GC to AT bases) in relation to the rest of the
target DNA, is important in determining the frequency at which the
DNA is cut. For example, in DNA in which all four nucleotide bases
occur randomly and with equal frequency, any given four base pair
sequence will occur on average every 256 base pairs (4*), while a six
base pair recognition sequence will occur only once in every 4096
base pairs (4°).

In most cases, restriction sites are palindromic, i.e. read the same
on both strands with symmetry about a central point (Fig. 4.4). Cleav-
age usually occurs within the recognition sequence to generate either
blunt ends or staggered ends with single-stranded overlaps. A list of
commonly used restriction enzymes, their recognition sequences and
cutting action is shown in Table 4.3.

DNA molecules with either blunt ends or with compatible (cohe-
sive) overlapping ends may be joined together in vitro using specific
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Table 4.3 ' Some common restriction endonucleases and their recogni-
tion sequences. Bases written in square brackets indicate variability of the
bases in the recognition sequence. Sequences are written from 5 to 3’ on
one strand only. The point of enzymatic cleavage is indicated by an arrow

Enzyme Source Recognition site
BamHI Bacillus amyloliquefaciens H GJGATCC
EcoRl Escherichia coli RY |3 GJAATTC
EcoRlI Escherichia coli R245 JCC[T/AIGG
Haelll Haemophilus aegyptius GGJCC

Hindlll Haemophilus influenzae Rd AJAGCTT
Kpnl Klebsiella pneumoniae GGTAC|C
Notl Nocardia otitidis-caviarum GC|GGCCGC
Pstl Providencia stuartii CTGCA]G
Sau3A Staphylococcus aureus 3A JGATC

Smal Serratia marcescens CCCJ GGG

5" end

Ligase + AMP Ligase

T4 DNA
ligase

5"end

Catalytic activity of the DNA ligase from bacteriophage T4. An
enzyme—AMP complex forms that binds to breaks in the phosphodiester backbone of
the DNA and makes a covalent bond between the exposed 3’OH and 5'POy4 groups on
each side of the break.

‘joining enzymes’ called DNA ligases. These enzymes catalyse the for-
mation of phosphodiester bonds between 3’OH groups at the terminus
of one strand, with the 5PO, terminus of another strand. The DNA
ligase encoded by phage T4 is widely used for joining DNA molecules
with both blunt-ended or cohesive ends. T4 DNA ligase activity requ-
ires ATP as a co-factor to form an enzyme-AMP intermediary complex.
It then binds to the exposed 3'OH and 5'PO, ends of the interacting
DNA molecules to create the covalent phosphodiester bond (Fig. 4.5).

Ligation reactions usually involve joining a fragment of passen-
ger DNA (i.e. the piece of new DNA to be ‘carried) to a vector
molecule (Fig. 4.3). To increase the probability of the vector attaching

5" end
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to passenger DNA rather than to itself or another vector molecule,
the molar ratio (i.e. number rather than mass of DNA) of passenger
to vector DNA is usually about 10. An alternative strategy is to use
a phosphatase (e.g. calf intestinal phosphatase, CIP) to remove phos-
phate groups from the 5'PO4 ends of the linearised vector DNA. Since
this phosphate group is essential for joining the two ends of the vec-
tor together, recircularisation is impossible. However, when passenger
DNA is present, it can provide the 5PO, ends for ligation to the 3'OH
ends of the vector. This generates a circular molecule with single gaps
in each of its nucleotide strands that are separated by the length of
the passenger DNA. This structure is stable enough to be transformed
into a cloning host where repair systems will seal the gaps.

Ligation reactions with T4 DNA ligase are relatively inefficient
(~60%) and time consuming (2-12 hours) particularly when blunt-
ended DNA is used as a substrate in the reaction. In recent years,
various technologies have been introduced to improve the efficiency
of ligation reactions. One such reaction uses the DNA topoisomerase
I from Vaccinia virus, which functions both as a restriction endonucle-
ase and a DNA ligase (Fig. 4.6). In nature, this enzyme relieves super-
coiling in dsDNA by recognising the specific pentameric sequence,
5-(C/T)CCTT-3/, introducing a single-strand cleavage event immedi-
ately after the recognition sequence and allowing the DNA to unwind.
The energy released during cleavage is conserved by the formation of
a covalent interaction between tyrosine at position 274 on the enzyme
and the resulting 3'PO,. The reaction can be reversed in the presence
of 5'OH residues which can attack the phospho-tyrosyl bond on the
vector, resulting in a highly efficient ligation reaction. Commercial
systems, in which linearised vectors are supplied with Vaccinia topo-
isomerase I covalently attached to their 3-ends, facilitate the efficient
ligation (95%) of either blunt-ended fragments or PCR products with 3’
adenosine overlaps generated by non-proofreading DNA polymerase
such as Taq.

Novel approaches have also been developed to increase the effi-
ciency with which target DNA sequences can be moved from one
cloning vector to another. One such approach is based on the charac-
teristics of the site-specific integration/excision mechanism of phage
lambda. When lambda infects E. coli, it either enters the lytic cycle,
generating approximately 200 copies of itself at the expense of the
host cell, or the lysogenic state, in which case it integrates into the
bacterial chromosome at a specific attachment (att) site. Integration,
driven by a phage-encoded integrase (Int), involves a site-specific cross-
over recombination between the attB site on the bacterial chromo-
some and the attP site on the phage chromosome, to generate attL and
attR sites at the junctions between the phage and bacterial genomes.
The reaction is reversible, but it does require the combined actions of
Int and a second phage-encoded excision enzyme, Xis. When this sys-
tem is used to move DNA between different vectors, the target DNA is
located between lambda ‘att’ sequences (attB x attP < attL x atiR; see
Fig. 4.7). The required directionality of the reaction is driven by the
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DNA topoisomerase | form Vaccinia virus has both restriction
endonuclease and ligase activities that may be used for cloning DNA fragments. (a) DNA
topoisomerase | recognises the sequence 5'-CCCTT-3'. (b) DNA topoisomerase |
generates a single-strand nick immediately downstream of the recognition sequence —
here there are recognition sequences on each strand resulting in two single-strand nicks
opposite each other. The enzyme remains covalently attached to the nicked end via a
tyrosine (Tyr) residue at position 274. (c) The phosphor-tyrosyl bond is attacked by the
OH residue at the 5’ terminus of a PRC product generated with non-phosphory primers.
(d) The PRC product is ligated into the vector via a phosphodiester bond between the
3'PO4 and 5'OH groups, respectively, at the ends of the vector and PCR product.

addition of either Int or Int + Xis, and the products transformed into
a suitable E. coli cloning host. The destination plasmid containing the
required target DNA is selected on the basis of its antibiotic-resistance
gene. However, to avoid selection of the original destination plasmid,
the sequences between the att sites encode a toxin that is lethal to
E. coli.
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attB attB
[ 5] [ | Destination clone
>< target gene ><
[ - | _ [ =1 By-product
attP toxin gene attP

Int ﬂ ﬁ Int + Xis
attL attL

[ [ ™I Destination vector
>< target gene ><
[ 5 I | —~ | Entry clone
attR toxin gene attR

Cloned DNA can be moved between different vectors without the need
for conventional sub-cloning. The system uses the site-specific recombination system of
phage lambda. The target DNA is cloned initially into an entry vector to give the entry
clone. Entry clone DNA is mixed with the destination vector and a mixture of Int and
Xis recombinases added. Recombination is unidirectional, forming at high efficiency the
destination clone and by-product. After transformation into a host that is sensitive to
the toxin encoded by the toxin gene, destination clones are selected on the basis of their
antibiotic-resistance phenotype. The reaction is reversible if Int alone is added to the
reaction mixture, in which case the roles of the various vectors are reversed.

Since its introduction in the mid 1980s, the polymerase chain reac-
tion (PCR) has had a major impact on recombinant DNA technology.
PCR facilitates the amplification of virtually any fragment of DNA
from about 0.2 to 40 kbp in size. Because the amplification reac-
tion is cyclical and the concentration of DNA doubles at each cycle,
the total amount of DNA in the reaction increases exponentially; the
theoretical yield from each original template molecule is about 10°
molecules after 20 cycles, and about 10° molecules after 30 cycles. PCR
requires a thermostable DNA polymerase, template DNA, a pair of spe-
cific oligonucleotide primers and a complete set of deoxynucleotide
triphosphates (i.e. dATP, dCTP, dGTP and dTTP) substrates.
Oligonucleotide primers for PCR are synthesised chemically to be
complementary to sequences that flank the region to be amplified and
are usually about 20 nucleotides in length. The primers are designed
to bind (anneal) specifically to the opposite strands of the template
molecule, in such a way that their 3’ ends face the region to be
amplified. It is the specificity of the primer annealing reaction which
ensures that the PCR amplifies the appropriate region of the template
DNA. A key feature of the PCR is that the entire DNA amplification
reaction is carried out in a single tube containing enzyme, template,
primers and substrates. Each cycle of amplification therefore involves
annealing, extension and denaturation reactions, each brought about
at different temperatures (Fig. 4.8). Since the dissociation reaction
may occur at temperatures as high as 95 °C, and there may be as
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Cycles repeated 20-35 times, leading to exponential
doubling of the target sequence

many as 35 cycles in a single PCR, a highly thermostable DNA poly-
merase is a basic requirement for PCR. Taq polymerase, was isolated
from an archea bacterium, Thermus aquaticus, found growing in a hot
Icelandic spring. It was the first thermostable DNA polymerase to be
employed in PCR. Taq polymerase lacks a 3’ to 5 exonuclease
proofreading function and consequently has a high error rate for
the incorporation of incorrect nucleotides. However, proofreading

SI= s The polymerase
chain reaction, showing the cyclical
nature of the annealing, synthesis
and denaturation reactions which
are carried out automatically in a
dedicated thermocycler (PCR
machine).
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thermostable DNA polymerases, such as Pfu polymerase from Pyro-
coccus furiosus, another archaea, have been recently introduced with
considerably reduced mis-incorporation error rates.

The first step in the polymerase chain reaction (Fig. 4.8) is the
denaturation of the double-stranded DNA template by heating to
about 95 °C. The reaction mixture is then cooled to allow the oligonu-
cleotide primers to anneal to the resulting single-stranded templates.
The temperature at which annealing occurs is dependent on the
length and G + C content of the primer sequences, but is usually
designed to be in the range 50-65 °C. After the annealing step the
temperature is raised to about 70 °C, the optimum temperature for
the synthesis of the complementary strand by thermostable DNA
polymerases. The cycle of denaturation, annealing and synthesis is
repeated 20-35 times in a typical PCR. Although the maximum size
of fragment that can be amplified with Taq polymerase is about
4 kbp, optimisation of the components in the reaction and the use of
a mixture of thermostable polymerases means that it is now possible
to amplify DNA fragments of up to 40 kbp in size.

PCR has been developed for a whole host of other applications,
including DNA sequencing, the introduction of specific nucleotide
changes (site-directed mutagenesis), DNA labelling and in the fusion
of DNA fragments to generate chimeric genes. Additionally, by incor-
porating target sites for restriction endonucleases into the 5 ends
of the oligonucleotide primers, the amplified PCR products can be
digested and subsequently ligated into a specific site on the cloning
vector (Section 4.5). In addition, real-time (RT)-PCR is increasingly used
to quantitate the expression of specific genes. mRNA is converted
to DNA with reverse transcriptase (RNA-dependent DNA polymerase)
and the resulting copy DNA quantified by RT-PCR. The real-time
amplification reactions are carried out using fluorescently labelled
primers in a thermocycler that detects the accumulated fluorescent
signal. The fluorophore is positioned in the unincorporated primer so
that it is quenched (i.e. emits very little fluorescence), but becomes
unquenched when incorporated into double-stranded DNA. The reac-
tions are carried out in a capillary tube and the accumulating
unquenched fluorescent signal resulting from successive PCR cycles
is measured in real-time by a micro volume fluorimeter incorporated
into the thermocycler. The RT-PCR process is extremely sensitive, accu-
rate and reproducible.

The ability to introduce foreign DNA into a bacterial cell host lies
at the very heart of recombinant DNA technology. Transformation, in
which the exogenous DNA is taken up by the host cell, is the most
widely applied gene transfer technique for cloning purposes. While
some bacteria possess natural transformation systems others, such as
E. coli, require chemical pre-treatment to make them competent for
the uptake of DNA.
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Although transformation is efficient for most cloning purposes,
there are some procedures, such as the generation of genomic
libraries, for which transformation is not efficient enough. In these
cases it is possible to circumvent the transformation procedure
by packaging the recombinant DNA into virus particles in vitro
(Section 4.5.2). More recently it has been shown that bacteria are
able to take up DNA when given a high voltage pulse. In this pro-
cess, called electroporation, mixtures of cells and exogenous DNA are
subjected to a brief (typically of millisecond duration) electric pulse
of up to 2500 volts. The high field strength induces pores to form in
the cell membrane, permitting the entry of the negatively charged
DNA that is itself mobilised by the electrical gradient. In many cases
electroporation is more efficient than transformation and some types
of bacteria may only be transformed by this procedure.

After most cloning procedures it is necessary to screen the result-
ing clones to isolate those carrying the required gene or fragment
of DNA. At the simplest level this may be done by selecting bacterial
transformants that contain a copy of the vector. This is achieved by
incorporating an antibiotic-resistance marker gene into the vector so
that only transformed bacteria that have received a copy of the vec-
tor are able to grow on media containing the appropriate antibiotic.
More advanced systems have been developed to allow the discrimina-
tion of transformants containing a vector with or without a cloned
insert. These systems include the use of gene disruption methods that
result in the loss of a particular trait upon insertion of foreign DNA
(Section 4.5.4).

Clones containing a specific gene or fragment can be identified
directly by selection techniques or indirectly by restriction endonu-
clease mapping, PCR or hybridisation techniques. If the target gene
is expressed, its presence may be selected by complementation of a
defect in the cloning host (e.g. restoration of the ability to utilise
a particular substrate or to grow in the absence of an otherwise
essential nutrient). In the case of restriction mapping, plasmid DNA
extracted from a number of representative clones is digested with spe-
cific restriction endonucleases. Only clones containing the required
gene or DNA fragment will generate the correct pattern of bands
after agarose gel electrophoresis. Restriction mapping is only feasible
if the target clones are likely to occur at a high frequency among
the population to be screened. Diagnostic PCR, using oligonucleotide
primers specific to the target DNA sequence, may also be used to iden-
tify clones containing the required gene or DNA fragment. Since PCR
may be used directly on unprocessed samples of colonies, it is feasible
to test many more clones.

If the target DNA is likely to occur at a low frequency in a pop-
ulation of clones, as would be the case with a genomic library (Sec-
tion 4.5.5), a large number of clones need to be screened. In this
case the method of choice is hybridisation of the bacteria colony that
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grows from a single cell (or in the case of phage vectors, the viral
plaque). Colony or plaque hybridisation makes use of labelled nucleic
acid probes (DNA or RNA) that are able to detect the presence of spe-
cific DNA sequences within individual colonies or plaques. Biomass
from individual transformant colonies or plaques is transferred to a
membrane onto which denatured DNA, released by breaking the cells
open, will bind. The membrane is then exposed to a labelled probe
(Section 4.4.7) that binds specifically to the immobilised target DNA,
revealing the identity of colonies or plaques containing the appropri-
ate cloned DNA.

Nucleic acid probes are used to detect specific target DNA molecules.
Traditionally, a soluble probe binds (i.e. hybridises) to the target
DNA that is immobilised onto a solid matrix (e.g. nylon, nitrocel-
lulose glass or silicon), although this situation is reversed in the case
of DNA arrays (Section 4.4.8). Hybridisation is used for a variety of
biotechnological applications including the detection of cloned DNA
(Section 4.4.6), the analysis of genetic organisation and the diagnosis
of genetic diseases. Although nucleic acid hybridisation techniques
are used in a wide variety of contexts, the same basic principles
apply. Nucleic acid hybridisation exploits the ability of single-stranded
probe nucleic acid (DNA or RNA) to anneal to complementary single-
stranded target sequences (DNA or RNA) within a population of non-
complementary nucleic acid molecules.

The original technique, referred to as Southern blotting after its
inventor, Ed Southern, involved the size separation of restriction
endonuclease digested fragments of DNA by gel electrophoresis, and
their transfer by blotting onto nitrocellulose membranes. The probe
nucleic acid is applied as an aqueous solution and, under appropri-
ate hybridisation conditions, binds to immobilised target DNA. The
location of bound probe nucleic acid on the membrane is indicated
by the presence of a readily and sensitively detected label. When the
technique was extended to detect target RNA it was referred to as
Northern blotting (Section 4.7.1).

Nucleic acid probes used in hybridisation reactions must be in
the form of single-stranded (ss) RNA or DNA molecules; when double-
stranded DNA is used it must be denatured prior to hybridisation.
Since the function of the probe is to detect the specific target
sequences, it means that the probe itself must be easily detected.
Traditionally this is achieved by the incorporation of a radionuclide
such as 2P or %3S and detection by exposure to photographic (e.g.
X-ray) film.

In recent years, concerns over safety and pollution have led to
the development of methods for labelling nucleic acids that avoid
the need to use radionuclides, and nucleotide analogues containing
biotin or digoxigenin are incorporated in their place. Ligand (i.e. bind-
ing) molecules with a high affinity for the incorporated nucleotide
analogue (e.g. streptavidin for biotin), and which are cross-linked to



GENETIC ENGINEERING: PROKARYOTES

enzymes such as peroxidases or alkaline phosphatases, are used to
detect the probe after hybridisation to its target. Detection is based
on the enzymatic cleavage of either a colourless chromogenic sub-
strate, with release of a coloured product, or a chemiluminescent
substrate, with the production of light. The latter is detected using
photographic film in a similar manner to radionuclides.

RNA probes are preferred for hybridisation reactions in which the
target molecule is RNA (e.g. Northern blotting) and these are synthe-
sised in vitro using a phage RNA polymerase. A DNA fragment enco-
ding all or parts of the target sequence is cloned behind the appro-
priate phage promoter. After extraction of the plasmid, the phage
RNA polymerase is used to synthesise an RNA transcript that is com-
plementary to the target nucleic acid. As with the labelling of DNA,
radiolabelled nucleotides or nucleotide analogues are incorporated
during the synthesis reaction.

The availability of numerous complete microbial genome sequences,
together with advances in microfabrication technology, has led to the
development of a powerful technology that allows the transcription
of every gene in a bacterium to be monitored in a single experiment.
DNA array technology has revolutionised the analysis of gene expres-
sion profiling (Fig. 4.9). Microfabrication techniques are used to attach
specific DNA probes at high density onto a glass or silicon substrate -
the array or chip. Two types of probe are used: PCR products con-
taining all or part of the target gene (ORFmer), or oligonucleotides
of between 20 and 70 nucleotides in length. In most cases the probes
are synthesised independently and then spotted onto the array using
a robotic printer; however, more advanced systems use photolithog-
raphy to synthesise the probes in situ. The probe density can vary
from 10000 to 500000 spots per array, depending on the printing
technology.

Target nucleic acid is usually labelled with a fluorescent dye.
Messenger RNA is dye-labelled during the reverse transcription reac-
tion that generates copy DNA. The use of complementary dyes, Cy3
(green) and Cy5 (red), facilitates the direct comparison of signals
from independent sources on a single array. The signals are detected
and quantified using a laser-scanning fluorimeter; Cy3 is excited at
532 nm and detected between 557 and 592 nm, while Cy5 is excited at
635 nm and detected between 650 and 690 nm.

DNA sequencing is one of the most powerful techniques available
for the analysis and directed manipulation of DNA. Knowledge of the
DNA sequences of target DNA molecules and cloning vectors is funda-
mental to the construction of advanced bacterial protein production
systems. It also facilitates the design of specific probes or primers
and the production of computer-generated transcription and restric-
tion maps.
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The principle of a
DNA array experiment to
compare the expression profile of
an experimental system with that
of a control system.

Control system Experimental system
(e.g. wild-type or non-stressing  (e.g. mutant or stress-inducing
growth conditions) growth conditions)
@ Extract RNA

Reverse transcription
and differential labelling of samples
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Hybridise labelled targets to the
DNA microarray

Quantitation by laser scanning fluorimetry

The Maxam and Gilbert method for DNA sequencing uses chem-
ical reagents to bring about the base-specific cleavage of the DNA.
Although still used for a limited number of applications, this chem-
ically based technique has generally been replaced by the elegant
chain-terminator method developed by Sanger and colleagues. The
Sanger procedure exploits the ability of a variant of E. coli DNA poly-
merase I (the so-called Klenow fragment) to synthesise a complemen-
tary strand of DNA from a single-stranded DNA template, incorpor-
ating both the natural deoxynucleotides and 2',3'-dideoxynucleotide
analogues. Dideoxynucleotides lack a hydroxyl group at the 3’ posi-
tion and are therefore not able to act as a substrate for further chain
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elongation. Their incorporation therefore terminates the synthesis
of the DNA strand in question. A specific oligonucleotide primer,
used to initiate the chain elongation process, determines the start
point for all of the newly synthesised DNA molecules. DNA poly-
merase synthesises DNA from a single-stranded template in the pres-
ence of all four deoxynucleotide triphosphate substrates (dATP, dCTP,
dGTP, dTTP), one of which is radiolabelled (e.g. (o->°S)-dATP). Iden-
tical reactions are carried out in four tubes excepting that each
tube also includes, at a lower concentration, one of the four poss-
ible dideoxynucleotide triphosphate analogues (ddATP, ddCTP, ddGTP,
ddTTP). When the appropriate relative concentrations of normal and
dideoxy nucleotides are used, newly synthesised DNA strands will be
terminated at every possible base position and a set of fragments of
all possible lengths will be generated. The products of the four reac-
tion mixtures are separated by denaturing polyacrylamide gel elec-
trophoresis and subjected to autoradiography. The resulting banding
pattern allows the DNA sequence to be read directly (Fig. 4.10).

The demands of large-scale sequencing projects has led to the
automation of DNA sequencing technology. This has been achieved
by changing the format of the chain-termination technique to allow
real-time detection of the DNA bands within capillary polyacrylamide
gels, using fluorescent dye-labelled substrates. Up to 1000 bases may
be read from a single reaction using this technology and the data are
captured directly in electronic format.

Site-directed mutagenesis, the specific replacement of nucleotides in
a sequence of DNA, is used to analyse or modify the activity of genes

An autoradiograph
of part of a DNA sequencing gel
generated by the Sanger chain
termination method. The lanes are
labelled according to the
nucleotides at which they are
terminated, namely: A, adenine; C,
cytosine; G, guanine; T, thymine.
The sequence specified by the gel
is shown to the left of the gel.
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Oligonucleotides

Corrects a mutation that renders tx3 Incorporates the required
an ampicillin gene inactive l mutation (X) of the target gene

Anneal oligonucleotides to single-
stranded plasmid DNA

@0

Target gene

Synthesis of
complementary strand

Transformation into E. coli mutS

AmpR and KanR transformants
contain the defined mutation

Sl= e n B Site-directed mutagenesis. Specific mutational changes are introduced on
oligonucleotide primers that reconstitute a double-stranded plasmid molecule from a
single-stranded template containing the target gene. After transformation into E. coli,
mutated and wild-type plasmids segregate among the progeny. Plasmids with the
required mutation are selected on the basis of their newly acquired ampicillin resistance.
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or gene products. For example, specific amino acid replacements have
been use to improve the characteristics of many industrial enzymes.
The mutational changes are introduced in the DNA using in vitro
techniques; the DNA is then introduced back into the bacterium
where the resulting phenotypes are observed. Oligonucleotide site-
directed mutagenesis is an important tool for achieving this aim,
since it permits the introduction of highly specific changes in the
target DNA sequence. Although many methodologies have been devel-
oped for site-directed mutagenesis, the principles are generally similar
to the example shown in Fig. 4.11. The target DNA is cloned into a plas-
mid vector, which is able to be replicated to form single-stranded DNA
(Section 4.5.4). In addition to the target DNA, the vector also contains
two antibiotic-resistance markers. One of the resistance genes, here
the ampicillin-resistance gene, has been inactivated by the inclusion
of a single base substitution. The single-stranded form of the plasmid
is annealed with two oligonucleotide primers: one complementary
to the target gene excepting for the inclusion of the desired base
substitution(s), the other complementary to the mutated region of
the ampicillin-resistance gene, but incorporating a base substitution
that reverses the ampicillin-sensitive phenotype by restoring the wild-
type gene sequence. The addition of DNA polymerase and DNA ligase
leads to the synthesis of a complementary strand of DNA. The result-
ing double-stranded plasmid contains two deliberate mismatches, one
that corrects the mutation in the ampicillin-resistance gene and the
other generating the specific change(s) to the target gene. It is trans-
formed into E. coli, where repair of the mismatches by the host’s mis-
match repair systems is avoided by use of a mutant (e.g. mutS) that
is defective in this function. After replication, each strand will form
a double-stranded molecule without mismatches and these will seg-
regate into separate daughter cells. One molecule will contain the
mutations introduced by the oligonucleotides, whilst the other will
be identical to the original plasmid. Cells harbouring plasmids with
the desired mutation are selected by virtue of their newly acquired
ampicillin-resistance phenotype.

A cloning vector is a molecule of DNA into which passenger DNA can
be cloned to allow it to be replicated inside a bacterial host cell. The
vector and passenger DNA are covalently joined by ligation (Section
4.4.3). Cloning vectors have four basic characteristics: (i) they must be
easily introduced into the host bacterium by transformation or, after
in vitro packaging, by phage infection; (ii) they must be able to repli-
cate in the host bacterium, preferably so that the number of copies
of the vector (copy number) exceeds that of the host chromosome
by between 50 and 200; (iii) they should contain unique sites for the
action of a variety of restriction endonucleases; and (iv) they should
encode a means for selecting or screening host cells that contain a
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copy of the vector. Cloning vectors are derived from naturally occur-
ring DNA molecules, such as plasmids and phages, which are capable
of replicating independently of the host chromosome. A wide variety
of cloning vectors has been developed for specific applications and
these are briefly described below.

General purpose plasmid vectors are designed for cloning relatively
small (<10 kbp) fragments of DNA, usually into E. coli. The vectors are
usually introduced into their bacterial host by transformation, and
transformants that have received a copy of the vector are selected
using a vector-based antibioticresistance gene. Modern general pur-
pose vectors have purpose-designed fragments (multiple-cloning site
or MCS) incorporating a variety of unique restriction sites.

General purpose vectors usually include a system for detecting
the presence of a cloned DNA fragment, based on the loss of an easily
scored phenotype. The most widely used system involves the lacZ’ gene
encoding the a-peptide from the N terminus of E. coli 3-galactosidase.
The synthesis of this peptide, from a gene located on the vector, com-
plements an otherwise inactive version of this enzyme, encoded by
the host’s chromosome. The result is an active 3-galactosidase enzyme
that can be detected by its ability to liberate a blue chromophore
from the colourless chromogenic substrate 5-bromo-4-chloro-3-indolyl-
B-D-galactoside, referred to as X-gal. Cloning a fragment of DNA within
the vector-based gene encoding the «-peptide prevents the formation
of an active (3-galactosidase. If X-gal is included in the selective agar
plates, transformant colonies are blue in the case of a vector with no
inserted DNA and white in the case of a vector containing a fragment
of cloned DNA. The same detection system is used in a variety of
modern vectors, including phage vectors that consequently generate
blue or white plaques. The most widely used general-purpose plasmid
vectors are those of the pUC series (Fig. 4.12).

Bacteriophage lambda (1), which infects E. coli, has provided the basis
for the most commonly used phage vectors. Lambda has been of great-
est value for cloning relatively large fragments (>10 kbp) that are
not easily cloned by general-purpose plasmid vectors. Lambda has a
linear dsDNA genome of approximately 48.5 kbp in size with short
12-base pair single-stranded 5 projections at each end to facilitate
its circularisation in E. coli. The site generated by the circularisation
reaction is known as the cos site (cohesive ends). In the development
of lambda cloning vectors, non-essential genes have been removed to
provide space for the insertion of DNA fragments of up to 23 kbp
in size. Additionally, because the phage genome is only circularised
upon infection of the host, lambda vectors can be supplied as sepa-
rate ‘left’ and ‘right’ arms. Each arm has an appropriate restriction
endonuclease site at one of its ends and the recombinant DNA is
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The general purpose plasmid cloning vector pUCI19 is a member of the
pUC series of plasmid vectors. The pUC vectors have been generated in pairs that differ
only with respect to their multiple cloning site which are located in opposite orientation,
allowing the passenger DNA to be located in either the same direction or apposed to
the transcription of the lacZ’ gene. The arrows on the lacZ', ampicillin-resistance (Ap®)
and replication protein (Ori) genes indicate the direction of transcription. The sequence
of the multiple-cloning site (capitals) and adjacent (lower case) sequences are shown
together with restriction endonuclease target site and translated amino
acids.

cloned between the arms (Fig. 4.13). The transformation of lambda
molecules into E. coli is relatively inefficient and this has led to
the development of in vitro phage packaging systems for the effi-
cient delivery of recombinant lambda genomes into their bacterial
hosts.

Cosmid vectors combine the advantages of a plasmid cloning vec-
tor (e.g. ease of cloning and propagation) with the high efficiency
of delivery and cloning capacity of a phage vector. Cosmids are plas-
mids that have a copy of the cos site normally found on the lambda
genome. The presence of the cos site enables these plasmids to be

X DNA synthesis genes
Non-essential genes,
Head genes  Tail genes e.g. integration and immunity Regulatory genes Lysis genes
= = ] -
Left Right
cohesive end Left arm Right arm cohesive end

Simplified map of phage lambda showing the left and right arms and the
non-essential central region that is omitted from A-based cloning vectors.
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used in conjunction with a lambda inwitro packaging system. This
means that molecules of cosmid DNA with large insertions of pas-
senger DNA can be introduced efficiently into an appropriate E. coli
host. Since the cosmid vector itself is typically only about 5 kbp in
size, inserts of about 32-47 kbp can be accommodated in the phage.
The packaged cosmid DNA is injected into the bacterial cell as if it
was lambda DNA where it circularises and starts to replicate using
its plasmid replication functions.

Bacterial artificial chromosomes (pBACs, where ‘p’ refers to ‘plasmid’)
have been developed for cloning very large (>50 kbp) sequences of
DNA. BAC vectors are usually based on the F plasmid of E. coli and
are able to accept DNA inserts as large as 300 kbp. pBACs are main-
tained as single copy plasmids in E. coli, excluding the replication of
more than one pBAC in the same host cell. Ordered pBAC libraries of
bacterial genomes may be constructed in which the entire genome
sequence is represented by a series of clones with overlapping inserts.

In addition to the vectors described above, a range of special purpose
vectors have been developed and are described briefly below.

Expression vectors

Expression vectors are designed to achieve high level, controlled
expression of a target gene with resulting production of a protein
product at concentrations as high as 40% total cellular protein.
Expression vectors often incorporate a system that adds an affinity
tag to the protein to facilitate its purification by affinity chromato-
graphy. Expression vectors are mostly plasmid based and often use
the tightly controlled and highly efficient phage T7 RNA polymerase
gene expression system. The target gene is cloned downstream of the
transcriptional (promoter) and translational (ribosome binding site)
control signals derived from T7. The vector is transformed into an
E. coli host with a chromosomally located gene encoding the T7 RNA
polymerase. Switching the polymerase gene on leads to high-level syn-
thesis of the target gene.

If the target gene is not fused to an affinity tag, the protein must
be purified using expensive methodologies. However, a number of
affinity tag systems have been developed in recent years that pro-
vide for highly specific purification protocols. A variety of tags have
been used, including a tag of six adjacent histidine residues (6 x His)
that binds to nickel and glutathione-S-transferase that binds to glu-
tathione. The ligand is attached to an insoluble resin and the tagged
fusion protein recovered by passing through a chromatographic col-
umn containing the resin-bound ligand (Fig. 4.14). The bound fusion
protein is eluted as a virtually pure protein and the affinity tag
removed by treatment with a chemical or by digestion with a
protease.
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Secretion vectors

Currently, most systems for the production of recombinant proteins
lead to the intracellular accumulation of the product. However, intra-
cellular accumulation can lead to lower production levels, protein
aggregation, proteolysis and permanent loss of biological activity
(Section 4.9.4). This can sometimes be overcome by secreting the tar-
get protein directly into the culture medium since secreted proteins
can potentially be accumulated to higher concentrations and are usu-
ally correctly folded. For a protein to be secreted into the culture
medium it needs to be directed to the secretion apparatus located
in the cytoplasmic membrane. This requires the use of a secretion
vector (Fig. 4.15) in which the target protein is synthesised as a fusion
protein with an N-terminal signal peptide. The signal peptide directs
the protein to a secretory translocase located in the membrane. Once
translocated, the signal peptide is removed by cleavage with a signal
peptidase located on the outer surface of the cell membrane.

Shuttle or bifunctional vectors
Rapid advances in microbial genetics and the development of cloning
vectors mean that it is now possible to manipulate the genomes of

Use of
glutathione-S-transferase (GST) as
an affinity tag for the purification
of proteins. The target protein is
synthesised as an N-terminal
fusion to GST. The producer cells
are lysed and the target
protein/GST fusion trapped on a
sepharose glutathione column.
After extensive washing, the target
protein is released from the
column by adding a protease that
cleaves the target protein from the
GST moiety.
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(a) Signal peptide structure (~25 residues):
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lysine 2—15 residues) (>8 residues) site (~6 residues)

(b) Secretion vector:
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Properties of a secretion vector. (a) Structure of a typical E. coli signal
(or leader) peptide required to target a protein across the cytoplasmic membrane.
(b) Organisation of a secretion vector with cloning site immediately downstream of the
signal sequence. (c) Secretion vector with the DNA sequence of the target protein fused
in-frame downstream of the signal sequence.

a broad range of micro-organisms. However, in many cases transfor-
mation efficiency remains stubbornly low and it is often expedient
to use E. coli as an intermediate cloning host. This can be achieved
by using a shuttle or bifunctional vector that has replication origins
that are functional in E. coli and the target micro-organism. More
recently certain plasmids have been found to have broad host range
replication functions and these have been used for the development
of a new generation of shuttle plasmids.

Single-stranded phage and phagemid vectors

It is sometimes necessary to generate single-stranded DNA, particu-
larly for DNA sequencing and oligonucleotide-directed mutagenesis.
Messing developed a series of vectors based on phage M13, a filamen-
tous ssDNA phage of E. coli. The mp series of M13 vectors incorporates
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a multiple cloning site within a gene encoding the «-peptide frag-
ment of (3-galactosidase. They are therefore amenable to blue/white
plaque selection (Section 4.5.1) for the detection of cloned inserts.
M13-based vectors infect F' strains of E. coli via the F pilus. It is the
double-stranded replicative form of the phage genome that is used
for cloning purposes.

Phagemids are plasmids that contain the origin of replication for
a ssDNA phage (Fig. 4.16), usually that of phage f1 which is closely
related to M13. Escherichia coli is able to maintain a phagemid as dsDNA
by virtue of a plasmid origin of replication. However, if the cell is
infected with a so-called helper f1 phage, the f1 replication origin
is activated and the vector switches to a mode of replication that
generates ssDNA that is packaged into phage particles as they are
extruded from the host cell.

Integration vectors

Integration vectors are designed to integrate all or part of themselves
into the chromosome of a host bacterium. They are used in a variety
of specific contexts including cloning genes at low copy numbers,
the generation of insertion mutations, gene replacements and the
generation of gene fusions. Integration vectors are usually based on
plasmids that are either unable to replicate in the target host, or
which have temperature-sensitive replication functions. Integration
can occur by either single or double cross-over recombination events,
using homologous DNA sequences on the plasmid and the host.

In single cross-over recombination, also referred to as ‘Campbell-type
integration’, the vector integrates into the host chromosome in its
entirety. Integration takes place by a cross-over event between homol-
ogous regions on the host and the vector. The frequency of integration
is host dependent and it may be necessary to grow the host in the
presence of the vector for several generations - this can be achieved
by growing transformants for several generations at a temperature
that permits the replication of the vector. Selection for integrants is
achieved by raising the temperature to the non-permissive level and
selecting for an antibiotic-resistance phenotype encoded by the vector.
The specificity of the integration event can be confirmed by a diag-
nostic PCR using primer pairs in which a primer specific to adjacent
chromosomal DNA is orientated towards the insert and the other,
specific for the insert, is orientated towards the adjacent DNA. The
outcome of a single cross-over event with respect to the functionality
of the target gene is dependent on the homologous fragment cloned
into the vector. If the fragment carries an intact gene, two functional
copies will be present on the chromosome (Fig. 4.17a). If the fragment
contains one or other of the ends of the target gene, then one func-
tional and one deleted copy will be present on the chromosome (Fig.
4.17b). However, if the fragment contains sequences that are inter-
nal to the target gene, no functional copies will be present on the
chromosome after integration (Fig. 4.17c).

F1(-) origin

—
F1(+) origin
ApR \
pBIu:script (-/+) _/re;cZ '
904 bp . r

\ y MCS

ColE1 origin

The phagemid
pBluescript, is a plasmid vector
used for the generation of
single-stranded DNA molecules.
Cells containing the phagemid are
infected with an fl ‘helper’ phage
that stimulates the fl replication
origin to generate ssDNA that is
assembled into phage particles and
released from the bacterium. Two
versions of pBluescript, the (+) or
(—) derivatives, allow for
replication of either the positive or
negative strand as required. T3 and
T7 promoters either side of the
multiple-cloning site allow the
single-stranded DNA to be used as
a substrate from in vitro RNA
synthesis using the cognate RNA
polymerase and NTP substrates.
An ampicillin-resistance gene
(ApR) is used to select for and to
maintain the phagemid in E. coli.
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AbR antibiotic-resistance gene; OriTS, temperature-sensitive replication origin; RBS,
ribosome binding site.




GENETIC ENGINEERING: PROKARYOTES 103

Toxin gene

Integrative deletion
plasmid

Antibiotic-
resistance gene

AN
Host cell chromosome — |

= =

5" flank Target gene 3" flank

Integration event:l select for antibiotic-resistant colonies

Host cell chromosome with integration plasmid w :-:l
Ter lacZ 5 flank  Target gene 3’ flank
Selection event:iinduce toxin gene

Chromosome

lacZ 3’ flank Target gene 5’ flank

Excision event: | screen for viability and loss of antibiotic resistance

Host cell chromosome with clean target gene deletion I:E-:I

The generation of ‘clean’ chromosome deletions using an integration
vector encoding an inducible negative selection system.

A specialised use of single cross-over recombination is the gener-
ation of ‘clean’ deletions (Fig. 4.18), in which target sequences are
removed from the chromosome without their replacement with a
marker gene. Sequences flanking the target gene are cloned into the
integration vector. After transformation, integrants resulting from a
single cross-over recombination event are selected. Although Fig. 4.18
shows a cross-over between the 5’ flanking ends, it can occur with
equal frequency between the 3’ flanking ends. The final step is to
screen for an excision event between the flanking ends not involved
in the original cross-over recombination - in the example shown in
Fig. 4.18, between the 3’ flanking ends. The required deletion event
can be selected if the vector encodes an inducible toxic gene product
that kills cells still containing the inserted vector sequences.

In contrast to single cross-over recombination, double cross-over
recombination (also known as allele replacement) results in only one
copy of the target DNA fragment. Typically, a region of chromosomal
DNA is replaced by sequences containing either mutationally altered
homologous DNA or heterologous DNA. Sequences either side of the
chromosome target are incorporated into the integration vector and
all or part of the target gene sequence is replaced with a selectable
marker gene and, if required, additional gene sequences. A double
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cross-over recombination between the vector and target sequence
on the chromosome leads to the integration only of the sequences
between the flanking regions (Fig. 4.19). Linearising the vector before
transformation forces the selection of integrants that have resulted
from a double rather than single cross-over recombination, since the
latter would be lethal to the host. The absence of the original vector
can be tested by confirming the absence of the antibioticresistance
phenotype encoded by a resistance gene outside the integrating frag-
ment.

A genomic library is a collection of recombinant clones containing,
at a theoretical level, representatives of all of the genes encoded by
the genome of a particular organism. In practice, the best that can be
achieved is a library with a high probability (usually >95%) that a par-
ticular gene will be represented. Libraries are produced by ‘shotgun
cloning’ randomly generated DNA fragments into a suitable cloning
vector. These fragments may be generated by mechanical shearing or
by enzymatic digestion. Libraries may also be generated using copy
DNA that has been synthesised from the mRNA of a particular tissue
or organism using the enzyme reverse transcriptase.

The genetic information of a bacterial cell is physically located on its
chromosome(s). The physical organisation of bacterial chromosomes
is much more variable than was previously supposed, and both lin-
ear and circular chromosomes have been recognised as a result of
the application of physical mapping techniques such as pulsed-field gel
electrophoresis (PFGE) and DNA sequencing.

Prior to whole genome sequencing, various physical mapping meth-
ods were developed to determine the physical structure of bacterial
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genomes and determine relatedness between individual bacterial
strains. The latter are particularly useful for strain identification and
epidemiological studies.

Physical maps of the chromosome can be constructed by use
of PFGE, a method developed specifically to resolve very large (30-
2000 kbp) fragments of DNA. To avoid mechanical shearing, the DNA
is extracted directly from bacterial cells in agarose blocks and, when
required, digested in situ with restriction endonucleases that cleave
the genome sequences infrequently (e.g. 10-30 times). The agarose
block is then incorporated into a slab of agarose and subjected to
an oscillating electric field. Separation is based on the time taken
for the individual molecules of DNA to re-orientate in the mod-
ulating electric field; larger molecules taking longer than smaller
molecules. The various fragments are aligned using a variety of strat-
egies that include digesting the DNA with two rare-cutting enzymes,
hybridisation between fragments isolated from separate digests and
transformation of purified fragments into mutants with specific
lesions.

Genome fingerprinting methods have been developed for examin-
ing the relationships between strains for epidemiological studies (e.g.
monitoring outbreaks of disease) or heterogeneity in natural popu-
lations. The banding patterns generated by restriction endonucleases
(e.g. restriction fragment-length polymorphism or RFLP) or PCR-based tech-
niques using specific (e.g. amplified fragment length polymorphism or
AFLP) or random oligonucleotide primers (e.g. random amplified polymor-
phic DNA or RAPD) can either be used diagnostically or for revealing
relationships between strains.

The term proteome is used to define the proteins specified by the
genome of an organism. Characterisation of the proteome provides a
link between an organism’s genetics and physiology. It helps to vali-
date the genome sequence, aids the identification of regulons (genes
or operons controlled by the same regulatory proteins) and stimu-
lons (genes or operons controlled by the same inducing signal) and
allows the response of the organism to its environment to be evalu-
ated. Escherichia coli, with a genome size of 4.6 Mbp, encodes about
4400 proteins. A combination of experimental evidence and homology
with proteins in other organisms has led to an identification of the
functions of about 60% of these proteins. The biological roles of the
remaining proteins (about 1800) are unknown but are under active
investigation. A similar proportion of proteins of unknown function
are observed even for a bacterium such as Mycoplasma genitalium which
has a very much smaller genome (0.58 Mbp).

The expression of individual proteins for which antisera are avail-
able can be detected by Western blotting. Released cellular proteins
are separated by sodium dodecyl sulphate-polyacrylamide gel elec-
trophoresis (SDS-PAGE), and are then transferred and bound to a
nitrocellulose or nylon membrane. Specific proteins are revealed by
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reacting (probing) with an antiserum which is then detected using a
secondary antibody or probe.

The current system of choice for analysing the proteome involves
a combination of two-dimensional polyacrylamide gel (2-DPAG) elec-
trophoresis and their identification by mass spectrometry. Two-
dimensional PAG electrophoresis facilitates the separation of hun-
dreds of polypeptides extracted from whole cells. Polypeptides are
initially separated in the first dimension on immobilised pH gradient
gels on the basis of their pl. These gels are then separated in a sec-
ond direction by SDS-PAGE in which the rate of migration is primarily
based on their size. The migration of individual polypeptides in the
two dimensions is extremely reproducible. Individual polypeptides
can be detected by staining techniques or by radiography, using radio-
labelled amino acids. Independent gels can be overlaid using warping
software and compared directly to reveal, for example, the polypep-
tides that are induced in response to a particular growth phase,
stress or change of substrate. Moreover, individual protein spots can
be excised from the gel and, after digestion with trypsin, identified
by high-resolution mass spectrometry [e.g. matrix-assisted laser des-
orption/ionisation - time of flight (MALDI-TOF) or electro-spray mass
spectrometry].

Promoters influence the frequency of initiation rather than the rate
of transcription, and strong promoters have a high affinity for RNA
polymerase binding. A comparison of a number of E. coli promo-
ters has led to the recognition of a consensus promoter sequence: 5'-
-TATAAT-3', centred around 10 nucleotides upstream of (prior to) the
transcription initiation site (—10 region) and 5-TTGACA-3’, located
about 35 nucleotides upstream (—35 region). The strongest promoters
are those that show the closest identities to this sequence. Addition-
ally, the spacing between the —10 and —35 regions is important, the
optimal being 17 nucleotides. The ability to analyse gene expression is
an important pre-requisite for optimising the biotechnological poten-
tial of bacteria and many highly sensitive and precise techniques have
been developed for this purpose.

Three methods are used for the analysis of mRNA transcripts: North-
ern blotting (see p. 90), S1-nuclease mapping and primer extension
analysis. The last two techniques have the potential to identify the
transcription initiation sites.

Northern blotting involves the separation of mRNA species by elec-
trophoresis through agarose or polyacrylamide. Formamide, urea or
other denaturants are included to avoid the single-stranded molecules
forming secondary structures (e.g. duplexes, loops) that would affect
their mobility. The separated mRNA species are transferred to
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activated nylon membranes by blotting and then covalently
cross-linked. Specific mRNA species are detected by hybridisation
(Section 4.4.7), using labelled oligonucleotide, DNA or RNA probes.
The use of markers with different molecular sizes allows the sizes
of specific transcripts to be estimated which provides clues as to the
organisation of the transcriptional unit from which the transcript
was synthesised.

S1-Nuclease and primer extension analyses facilitate the identi-
fication of the 5-prime ends of mRNA transcripts or the processed
products of primary transcripts. In the case of S1-mapping (Fig. 4.20),
mRNA is hybridised to a specific species of ssDNA that overlaps the
start of the target transcript. The resulting RNA/DNA hybrid molecule
has an overlap of DNA at the 3’ end that is digested by the single-
strand-specific S1 nuclease. The size of the processed ssDNA molecule,
which is labelled at its unmodified 5 end, is determined by denatur-
ing polyacrylamide gel electrophoresis using a DNA sequence ladder
as a molecular-size marker.

In the case of primer extension analysis (Fig. 4.21), a 5’ end labelled
oligonucleotide, hybridising about 60-100 nucleotides downstream of
the predicted transcription initiation site, is used to prime the synthe-
sis of a DNA copy of the mRNA transcript, using the enzyme reverse
transcriptase. Synthesis of the complementary DNA strand terminates
at the 5’ end of the transcript, to generate a product of defined length.
Again this can be sized using a DNA sequence ladder, generated using
the same primer oligonucleotide, as a molecular-size marker.

Mapping of
transcription initiation points using
SI nuclease. RNA is hybridized to
a denatured DNA fragment that
has been labelled at its 5" end. The
DNA fragment is chosen so that
its 5’ end is internal to the target
mRNA, while the 3’ end extends
beyond the putative mRNA start
point. The RNA/DNA hybrid
molecule has single-stranded
extensions that are degraded by
the single-strand-specific activity of
S| nuclease. The 3’ end of the
DNA fragment is determined by
running it on a denaturing gel
against a DNA sequencing of the
original fragment generated by the
Maxam and Gilbert chemical
cleavage method.
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Primer extension analysis of a specific mRNA transcript. An
oligonucleotide primer, radiolabelled at its 5’ end, is annealed to extracted mRNA about
60-100 nucleotides downstream of the putative transcript start point. Reverse
transcriptase (an RNA-dependent DNA polymerase) and deoxyribonucleotide
triphosphate (dNTP) substrates are added, and copy (c) DNA synthesis intitiated. cDNA
synthesis terminates at the 5’ end of the mRNA transcript and the size of the run-off
cDNA product is determined on a sequencing gel (lanes | and 2 on the gel) using a DNA
sequence ladder generated with the same primer as a molecular-size marker. This allows
the precise nucleotide at which the transcript was initiated to be identified. Primer
extension analysis is semi-quantitative, and the strength of the signal from each primer
extension reaction reflects the amount of the specific mMRNA. The reactions can also be
used to compare the strength of adjacent promoters.

One of the most powerful and widely used techniques for analysing
gene expression is reporter gene technology. Reporter genes are generally
used when the gene or operon under investigation does not encode an
easily assayed product. Fusion to a reporter gene therefore allows the
factors controlling gene expression to be identified. In recent years,
gene fusion technology has been developed to facilitate the study of
target gene expression at the single-cell level, allowing visualisation of
population heterogeneity and the location of specific proteins within
the cell.
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The use of reporter gene technology involves three main variables:
(1) the type of fusion constructed (i.e. transcriptional or translational);
(ii) the type of reporter gene used; and (iii) the method of detection
(e.g. enzyme, immuno- or cytochemical assay).

Types of gene fusion
Reporter genes can be fused as either transcriptional or translational
fusions (Fig. 4.22). In the case of a transcriptional fusion, the reporter
gene is cloned downstream of the promoter controlling the transcrip-
tion of the target gene or operon and must include a ribosome bind-
ing site for translation initiation that is functional in the host bac-
terium. Transcriptional reporters can only be used for monitoring the
activities of the target promoter and associated control sequences;
post-transcriptional control cannot be detected with such a fusion.
In the case of a translational fusion (Fig. 4.22), the reporter gene is
fused in the same codon reading frame as the target gene so that
when the target gene is transcribed and translated, the product is a
hybrid protein consisting, for example, of a portion of the target pro-
tein at the N terminus and the entire reporter at the C terminus. The
length of the target protein depends on the type of analysis. If the
purpose is simply to understand mechanisms controlling synthesis,

Construction of
reporter gene fusions. In a
transcriptional fusion the reporter
gene is transcribed from the target
gene promoter, but is translated
from its own ribosome binding
site. In a translational fusion, the
reporter gene lacks its own
ribosome binding site and is fused
in frame with the target gene
(genel). The product of the fusion
event is a truncated protein| fused
to a complete copy of the fusion
gene protein. TTE, transcription
termination element.
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the portion of target may be as few as 10 amino acid residues. How-
ever, if the purpose is to identify the cellular location of the target
protein, virtually all of the target protein may be required to be fused
to the reporter protein.

Reporter genes

A variety of reporter genes have been developed for particular appli-
cations and most can be adapted for use in a wide range of bacterial
species. These include chromogenic reporters (e.g. E. coli lacZ, enco-
ding (-galactosidase) that are detected on the basis of colour change,
enzyme assay or immuno-detection techniques; antibiotic-resistance
gene reporters (e.g. cat, encoding chloramphenicol acetyl transferase
that confers resistance to chloramphenicol) that are detected using
selective techniques or enzyme assay; or fluorescent and lumines-
cent reporters (e.g. luxAB, encoding luciferase which catalyses a
light-emitting reaction or gfp, encoding a green fluorescent pro-
tein) that are detected by spectrometry, luminometry or video/photo-
microscopy.

Genome-wide expression profiling

The genes transcribed by a bacterium at any particular time are
referred to as the transcriptome. DNA arrays (Section 4.4.8) are now
widely used to monitor the expression of all of the genes in the
genome in a single experiment. They can be used to compare
changes in the expression profile in response to stresses (e.g. oxida-
tive stress, nutrient deprivation), macrophage engulfment or specific
mutations. They can also be used to monitor gene expression during
fermentation.

Many commercially important biotechnological processes have been
developed using micro-organisms found in the environment. These
include traditional processes such as the production of milk products
(e.g. yoghurt production by Lactococcus casei), the synthesis of organic
solvents (e.g. acetone production by Clostridium acetobutylicum), and
the production of enzymes for domestic and industrial catalysis (e.g.
«-amylases, proteases and penicillin acylases from Bacillus species).
These processes are usually distinct from those found in nature and
may place particular requirements on the catalyst, be it a whole
organism or an industrial enzyme, that are not encountered in nat-
ural environments. The organism or enzyme may therefore have to
be engineered as part of the process optimisation.

A well-studied example of enzyme optimisation is that of subtilisin,
an alkaline protease isolated from Bacillus subtilis and close relatives
(e.g. B. licheniformis, B. stearothermophilus) and used as a stain remover in
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the detergent industry. Subtilisin is used in 95% of washing detergent
formulations and allows protein stains to be removed more effectively
and at lower temperatures than are usually needed for laundry pro-
cessing. The ideal requirements for such an enzyme are stability up to
70 °C and within the pH range 8-11, resistance to non-ionic detergents
and oxidising reagents such as hydrogen peroxide, and the absence
of metal ion requirements. Based on an extensive knowledge of its
catalytic activity and three-dimensional structure, subtilisin was engi-
neered by site-directed mutagenesis (Section 4.4.10) to produce variant
enzymes with combinations of these improved characteristics.

An alternative approach has been used to improve the enzymatic
characteristics of Bacillus a-amylases. In this case natural recombi-
nation was used to generate functional hybrid amylases from genes
encoding closely related enzymes from B. amyloliquefaciens, B. licheni-
formis and B. stearothermophilus. The genes for these enzymes were
cloned in pair-wise combinations and then allowed to undergo rounds
of reciprocal recombination. This generated a population of cells with
a large number of hybrid «-amylases, which were then screened for
cells producing amylases with improved catalytic or structural char-
acteristics. More recently, knowledge of the three-dimensional struc-
ture of these amylases, together with information on the relationship
between structure and functional characteristics such as thermosta-
bility, has enabled more directed approaches to be used. These have
included the use of PCR gene splicing techniques for the construction
of specific hybrid a-amylases.

Comparative DNA and protein sequence studies have demon-
strated the importance of recombination of blocks of sequence rather
than point mutation alone in the evolution of protein structure. These
studies have led to the development of molecular techniques, such as
DNA shuffling or sexual PCR, to facilitate the rapid evolution of proteins.
The principle involves mixing randomly fragmented DNA encoding
closely related genes and then using PCR (Section 4.4.4) to re-assemble
them into full length fragments, with the individual fragments act-
ing as primers. The PCR products are used to generate a library
(Section 4.4.5) of chimaeric genes for the selection of proteins with
modified or improved characteristics. This system has been used to
generate a variant of an E. coli 3-galactosidase with a 60-fold increase
in specific activity for sugar that is normally a poor substrate for this
enzyme and a variant of the green fluorescent protein (Section 4.7.2)
with a 45-fold increase in fluorescent signal.

Bacteria produce a number of compounds that, if synthesised at
suitable concentrations, represent commercially viable products. Tra-
ditionally, bacteria that make a significant amount of a potentially
commercial product can be directed to synthesise larger amounts.
This may be achieved by randomly mutagenising a population of the
target organism, and screening for mutants producing higher concen-
trations of the product, or by cloning the synthetic genes together and
placing them under the control of efficient transcription and trans-
lation signals. While there are examples that testify to the success of
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such approaches (e.g. antibiotic production, synthesis of amino acids),
recently more rational approaches have been made by engineering
metabolic pathways, either to increase productivity or to direct syn-
thesis towards specific products.

Traditionally, genetic techniques have been applied by industry to
increase the production of natural products such as enzymes, anti-
biotics and vitamins (see Chapters 14, 15, 18, 20 and 21 for examples).
Only a limited number of protein products were produced commer-
cially, and these were produced using existing technologies from their
natural hosts (e.g. proteases from Bacillus species). Specific genes can
now be isolated from virtually any biological material and cloned
into a bacterium or other host system. However, cloning a gene does
not, per se, ensure its expression, nor does expression ensure the bio-
logical activity of its product. Many factors need to be considered to
ensure commercially viable levels of production and biological activ-
ity. For example, the choice of host/vector systems determines both
the strategy used for the cloning and expression, and these in turn
can affect the quantity and fidelity of the product. In some cases,
it is not possible to use a bacterial system to produce a biologically
active product or one that is acceptable for pharmaceutical purposes.
Instead host/vector systems based on higher organisms, for example
mammalian or insect cell culture systems, may be used.

Prior to the 1970s, the only methods for obtaining proteins or polypep-
tides for analysis or for therapeutic purposes were to isolate them
from natural sources or, in a limited number of cases (e.g. bioactive
peptides), to synthesise them chemically. Recombinant DNA technol-
ogy opened up the possibility to clone the gene responsible for a
particular product and to produce it in unlimited amounts in a bac-
terium such as E. coli. Initially, the only eukaryotic genes that could
be cloned were those encoding products that were already available
in relatively large amounts and that had very sensitive assays (e.g.
insulin, human growth hormone, interferon). This was because it
was necessary to have extensive information about their amino acid
sequence, and protein sequencing techniques available at that time
required relatively large amounts of the purified protein. Current
technical improvements permit almost any characterised protein to be
cloned, either directly via copy DNA synthesis from mRNA extracted
from biological material, or indirectly by gene synthesis.

Although recombinant technology was developed in bacterial sys-
tems, it has been increasingly expanded into a range of eukaryotic
organisms, using a wide variety of interesting and novel technologies
(see Chapter 5). However, from an economic point of view, bacteria
are still the organisms of choice because of the ease with which they
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can be genetically manipulated, their rapid growth rate and relatively
simple nutritional requirements.

Proteins derived from recombinant technology are expected to
meet the same exacting standards as conventionally produced drugs;
particularly with respect to product potency, purity and identity. Sen-
sitive analytical techniques are used to characterise the products,
with particular attention being paid to undesirable biological activ-
ities, such as adverse immunogenic and allergenic reactions. These
exacting requirements, laid down by various regulatory authorities
[such as the US Food and Drug Administration (FDA)] to increase
the authenticity (and supposed safety) of pharmacological products,
have led producers to switch from bacterial to eukaryotic systems for
the production of certain products. These requirements have been
driven by the increasing sensitivity of analytical techniques such as
high-performance liquid chromatography (HPLC), mass spectrometry,
nuclear magnetic resonance (NMR) and circular dichroism that are
able to reveal subtle differences in the structures of natural and
recombinant proteins.

Often, a great deal of effort can be put into devising a cloning
strategy only to discover that the level of production of a particular
protein is much lower than is anticipated. In many cases, the reasons
for these failures are not easily determined. Some of the causes of
low recombinant protein productivity are given below.

The cloning of a DNA fragment encoding a protein of interest is not in
itself sufficient to ensure its expression. Instead, the cloning strategy
has to include sequences designed to express the DNA at an appro-
priate time and level in the host bacterium. Transcription is facili-
tated by cloning the target gene downstream of a promoter sequence
and associated translation signals. Promoter strength is a key factor
affecting the level of expression of a cloned gene and a wide range of
promoters is currently available, including those that are tightly regu-
lated and others whose expression is constitutive. In E. coli, expression
from a strong promoter can lead to the production of a recombinant
protein at levels that are equivalent to about 50% of the total cell
protein.

A number of naturally occurring promoters have been used to
direct high-level expression of recombinant genes. However, with
an increased knowledge of the factors required to generate strong
promoters, hybrid and even totally synthetic promoters have been
constructed. Promoters that are induced by expensive and poten-
tially toxic chemicals are not suitable for large-scale fermentations
and, consequently, promoters have been designed in which induc-
tion is mediated simply by increasing the temperature of the culture
medium. Other promoters have been developed that are induced at
low oxygen tension or with cheap, readily available sugars.

Expression from strong promoters imposes a high metabolic load
on the host cell and consequently their transcriptional activity must
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be tightly controlled. One aspect of this control is the incorporation
of efficient transcription termination elements (TTE). The failure to include
such TTEs can lead to diminished levels of expression of the target
gene, since energy is unnecessarily diverted into the synthesis of non-
productive mRNA species. This is especially important when the target
gene is expressed from a multi-copy plasmid vector since highly active
transcriptional activity over regions necessary for plasmid replication
and/or segregation can lead to greatly increased vector instability.

The efficient translation of mRNA transcripts requires the incorpor-
ation of an efficient ribosome binding site (RBS), located about 5 bp
upstream of (prior to) the translational start codon. The structure of
the RBS tends to vary from bacterium to bacterium according to the
sequences at the 3’OH end of the 16S ribosomal (r)RNA that interact
with the mRNA.

The genetic code is degenerate and many amino acids are spe-
cified by more than one codon (triplet of nucleotide bases). Codons
that specify the same amino acid are said to be synonymous but
are not necessarily used with similar frequencies. In fact, most bac-
terial species exhibit preferences in their use of codons, particu-
larly for highly expressed genes. Variations in codon usage are, in
part, a reflection of the %GC content of the organism’s DNA, with
favoured codons corresponding to the organism’s most abundant
transfer (t)RNA species. Since most codons are recognised by specific
aminoacyl tRNA molecules, the use of non-favoured codons results
in a reduction in the rate of translation and an increase in the mis-
incorporation of amino acids above that of the normal error rate
of about 1 in 3000 amino acids. Codon bias can be determined by
calculating the relative synonymous codon usage (RSCU) of individual
codons:

observed number of times a particular codon is used
~ expected number if all codons are used with equal frequency

RSCU

therefore:

if RSCU equals 1, the codon is used without bias
if RSCU is less than 1, the codon is ‘non-favoured’
if RSCU is more than 1 the codon is ‘favoured’.

Gene synthesis technology allows genes to be constructed so as to
optimise the codon usage of the host producer strain. The significance
of codon usage was demonstrated in studies on the production of
interleukin-2 (IL-2) by E. coli. When the native IL-2 gene (399 bp) was
analysed for its codon usage only 43% of the codons were ‘favoured’
by E. coli. When an alternative copy of the IL-2 gene was generated by
gene synthesis, it was possible to adjust the codon usage such that
85% of the codons corresponded to those favoured by E. coli. When
the two versions were cloned and expressed in E. coli on identical
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vectors, despite their producing identical amounts of mRNA, eight
times more biologically active IL-2 was produced from the synthetic
gene as compared with the native gene.

Many recombinant proteins, particularly when produced at high con-
centrations, are unable to fold properly within the producing cell
and instead associate with each other to form large protein aggre-
gates referred to as inclusion bodies. Inclusion bodies are particularly
common in bacteria expressing mammalian proteins. The proteins
in inclusion bodies can vary from a native-like state that is easily
dissociated, to completely mis-folded molecules that are dissociated
only under highly denaturing conditions. The size, state and aggre-
gation density of inclusions are affected by the characteristics of the
recombinant protein itself and factors that affect cell physiology (e.g.
growth rate, temperature, culture medium, etc.). In some cases aggre-
gation can be prevented or reduced by modulating the fermentation
conditions.

Inclusion body formation can lead to: (i) the production of bio-
logically inactive proteins, (ii) sub-optimal yields, (iii) extraction and
purification problems. However, in some cases, inclusion body for-
mation can be advantageous since a body is composed of relatively
pure protein that is insoluble under mild extraction conditions. It is
therefore possible to devise protocols that recover the target protein
in this insoluble state and re-fold it under conditions that favour the
biologically active conformation. In some cases problems associated
with inclusion body formation can be overcome by use of a secretion
vector system (Section 4.5.4) in which the target protein is directed
into the periplasm or culture medium.

The availability of entire genome sequences for a significant num-
ber of micro-organisms opens up new approaches for the analysis of
bacteria, and the rapidly expanding field of bioinformatics has the
potential to reveal relevant and novel insights on bacterial evolution
and gene function. It has the potential to provide answers to long-
standing questions relating to evolutionary mechanisms and to the
relationships between gene order and function.

One of the most significant advances in methods for studying and
analysing micro-organisms has come about through the availability
of powerful personal computers that, together with the development
of the internet, grid and parallel processing technologies, provide
researchers with access to immensely powerful bioinformatical tools.
The combination of bioinformatics and in vivo and in vitro method-
ologies has led to the emergence of systems biology, which attempts
to integrate data from a variety of high-throughput technologies.
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The ultimate goal is to model the behaviour of whole organisms,
including aspects of their evolution. Although not currently a substi-
tute for in vivo and in vitro experimentation, such models are begin-
ning to show their potential to direct the focus of more traditional
approaches.

Several types of computer program are available for analysing
bacterial genome sequences. These include programs that attempt
to identify protein-encoding genes, sequence signals such as ribo-
some binding sites, promoters and protein binding sites, and rela-
tionships to previously sequenced DNA of whatever source. Programs
that attempt to identify protein-encoding genes translate the DNA
sequence in all six reading frames (i.e. the three possible reading
frames on each of the two strands of the DNA duplex) and then ana-
lyse the resulting data for the presence of long stretches of amino-
acid-encoding codons, uninterrupted by termination codons. These
so-called open reading frames (ORF) can range from tens to several
thousand amino acids in length. The more advanced programs for
predicting protein coding genes are able to search for the presence
of ribosome binding sites located immediately upstream of a putative
start codon and even to identify potential DNA sequencing errors that
generate frame-shift mutations.

Once putative proteins have been identified, other bioinformati-
cal tools can be used to determine their relationships to previously
identified proteins or putative proteins. A pre-requisite for this type
of analysis is the availability of data libraries, which act as reposi-
tories of currently available DNA and protein sequences. The
databases can be routinely accessed via the internet, using programs
such as FASTA and BLAST that provide a list of DNA sequences and
proteins, respectively, showing homology to all or part of the query
sequence. The internet is also a source of molecular biological tools
that facilitate a wide range of analyses including the identification of
putative transmembrane domains, secondary structures and the sig-
nal peptides of secretory proteins. Finally graphical approaches have
been used to model regulatory networks, protein : protein interaction
networks and metabolic pathways.
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5.1 Introduction

5.2 Introducing DNA into fungi (fungal transformation)
5.3 Gene cloning

5.4 Gene structure, organisation and expression

5.5 Other methodologies

5.6 Biotechnological applications of fungi

5.7 Further reading

Glossary

A mutation in a gene that confers the requirement
for a growth factor to be supplied rather than synthesised by the
organism. A gene that complements this auxotrophic mutation is one that
can return the organism to its normal phenotype (i.e. not requiring the
growth factor).

Single-stranded DNA with a complementary sequence to messenger
RNA (mRNA), synthesised in vitro. Double-stranded cDNA can then be
made. cDNA libraries contain double-stranded cDNA molecules, each of
which forms part of a vector (q.v.). The collection of cDNA molecules, each
in a separate vector, forms the cDNA library.
A protein that assists the folding of another protein.
A highly organised complex of protein and DNA.
A discrete unit of DNA (containing many genes) and protein.
Different species have different numbers of chromosomes (see Table 5.1).

Basic Biotechnology, third edition, eds. Colin Ratledge and Bjgrn Kristiansen.
Published by Cambridge University Press. © Cambridge University Press 2006.
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See plasmid.
The ability of a gene to convert a mutant phenotype
(q.v.) to the wild-type.
Plasmid (q.v.) containing sequences (phage lambda cos sites) that
permit packaging of the plasmid into the proteinaceous phage coat.
See homologous recombination.
Ability to exist as two structurally distinct forms.

Intracellular membrane structure in
eukaryotes forming the early part of the protein secretory pathway.

The coding regions of a gene (excluding the introns).

A portion of a cDNA, usually of sufficient
length to provide useful sequence information to enable identification or
cloning of a full-length gene.

A term used to describe the process of protein
synthesis from a gene.

An arrangement of DNA which permits the
transcription of a gene for protein production, i.e. includes a promoter,
the open reading frame and a transcriptional terminator.

A region of DNA which is transcribed into RNA.
The entire DNA in an organism.
The information contained in the DNA of an organism.
Pertaining to a gene or protein which is foreign in relation
to the system being studied.

The breakage and re-joining of two double
strands of DNA that have closely related sequences. The process of
homologous recombination, also called crossing-over, permits the
integration of genes into specific genomic loci (see Fig. 5.4) but the term is
used more widely, for example in exchange of genetic material between
chromosomes during meiosis. In transformations using circular plasmids,
a single cross-over leads to incorporation of the entire plasmid into a
chromosome. A double cross-over employs a linearised DNA molecule and
leads to the replacement of a chromosomal gene by a gene with sequence
similarity to the chromosomal gene at the cross-over regions.

A segment of RNA which is excised before the mRNA is translated
into protein. Introns are common in eukaryotic genes but very rare in
prokaryotes.

A collection of cloned genomic DNA fragments or cDNA molecules.
The tendency of genes that are physically close to be inherited
together.
A group of genes that is inherited or transferred as a single
unit and represents an entire chromosome.
The complement of metabolites produced by an organism at
any one time.
Miniaturised solid support (typically a glass slide) containing a
grid of single-stranded DNA fragments that can represent all, or a
sub-population of, the genes from an organism.
Typical vegetative growth form of filamentous fungi, consisting
of branched filaments.
Building block for DNA and RNA, a base-(deoxy)ribose-
phosphate molecule. The nucleotides are referred to by base. Purines: A
(adenine), G (guanine). Pyrimidines: C (cytosine), T (thymine), U (uracil).
DNA has AGCT, RNA has AGCU.
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Stretch of codons uninterrupted by stop codons
and therefore presumed to be coding for a functional protein.

The site of initiation of DNA replication.

Properties (e.g. biochemical or physiological) of an organism
which are determined by the genotype.
DNA molecule that replicates independently of the chromosomes.
The number of complete sets of chromosomes in a cell, e.g. haploid
(1), diploid (2), polyploid (>2).
A procedure for exponential amplification
of DNA fragments (see Fig. 4.8).
The region of DNA upstream (i.e. 5') of a gene which contains
signals for initiating and regulating transcription of the gene.
The complement of proteins produced by an organism at any one
time.

Cells from which the cell wall has been removed by the action
of carbohydrase enzymes. These cells are bounded by the plasma
membrane and are osmotically fragile.

The exchange of DNA between two DNA molecules or the
incorporation of one DNA molecule into another, e.g. between the
chromosome and introduced DNA.

Enzyme that cleaves at or near a specific, short DNA
sequence (restriction site).
A vector that can replicate independently in more than one
type of organism, e.g. can ‘shuttle’ between a bacterium and a yeast.
Process by which DNA fragments are separated
according to size by electrophoresis, transferred to a membrane and
probed with a labelled DNA segment to detect complementary sequences
(named after Ed Southern).
The excision of introns from RNA molecules which is followed by
rejjoining of the exons. This normally occurs in the nucleus.
Gene order in a chromosome being physically the same in
different organisms.
The synthesis of RNA coded by the DNA sequence.

A protein that binds to DNA in the promoter region,
or binds to other protein factors, and regulates the transcription of one or
more genes.

A DNA sequence that causes the RNA polymerase
to stop synthesis of RNA.
The site at which RNA synthesis is
initiated.

The complement of mRNA molecules produced by an

organism at any one time.
The uptake and stable incorporation of
exogenous DNA into a cell.
A DNA molecule (usually a plasmid) used for transferring DNA into
an organism.
Strain of an organism not deliberately mutated or modified by
genetic manipulation. The term can also be used to describe the
phenotype of such a strain.
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Phase contrast
micrograph of (a) the yeast
Saccharomyces cerevisiae, (b) the
yeast (above right) and hyphal
(below right) forms of Yarrowia
lipolytica, (c) bright field
micrograph of the filamentous
fungus Aspergillus niger grown on a
cellophane sheet, (d) differential
interference contrast micrograph
of protoplast formation from
Aspergillus nidulans. Note the
branching of hyphae.

Barmarkers = |0 um. Cs,
conidiospores (asexual); H, hypha;
P, protoplast. Micrographs (a)—(c)
are courtesy of Linda and James
Barnett.

5.1 | Introduction

Fungi are eukaryotes classified as either yeasts or filamentous fungi
primarily by their predominant form of growth in culture. Those
species that are normally unicellular are the yeasts and thus superfi-
cially distinguished from their filamentous relatives. This distinction
is not always adhered to by the organisms themselves as several are
able to grow in both forms and are called dimorphic (Fig. 5.1). More
discriminatory genotypic methods are now enabling a more soundly
based classification of the fungi, but the substantial similarities
between yeasts and filamentous fungi enable us to treat them
together in one chapter. Despite the similarities, their differences
have given rise to a wide diversity of biotechnological applications,
which is increasing as the number of different species examined rises
and as their exploitation is extended by genetic engineering.

In this chapter, we focus on the molecular biology involved
in genetic engineering of fungi and describe applications of the
fungi as hosts for the production of proteins encoded by introduced
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Table 5.1 ' Some fungal genome sequences

Number of ~ Genome  Website”
chromosomes  size (Mb)”

Ashbya gossypii 7 9.2 http://agd.unibas.ch/

Saccharomyces 6 12 http://genome-www.stanford.edu/saccharomyces/
cerevisiae

Schizosaccharomyces 3 14 http://www.sangerac.uk/Projects/S_pombe/
pombe

Candida albicans 8 6 http://sequence-www.stanford.edu/group/candida/

Neurospora crassa 7 40 http://www.broad.mit.edu/annotation/fungi/neurospora/

Aspergillus 8 30 http://www.broad.mit.edu/annotation/fungi/aspergillus/
nidulans

? Approximate haploid genome size excluding the mitochondrial genome.

b Suggested websites for genome information. Note that websites can change and there is a larger and increasing
number of fungal genomes available. There are also some general fungal sites that provide links to other relevant
sites: http://www.fgsc.net, http://www.eurofung.net/frameset.php, http://www.aspergillus.man.ac.uk/.

foreign genes. Many of the experimental approaches adopted in this
work have been described in the preceding chapter (Chapter 4) with
prokaryotes and are essentially the same with fungi. Their descrip-
tions are not repeated here except where differences between bac-
teria and fungi require alterations to the protocols. Differences arise
primarily because fungi are larger in both size and genome than bac-
teria and the organising principles for many of their cellular func-
tions are typical of complex higher organisms rather than simple
bacterial cells. Thus, fungi have defined membrane-bound nuclei con-
taining several chromosomes and other membrane-bound organelles,
including a membranous intracellular system called the endoplas-
mic reticulum (ER) into which proteins are transported for targeting
either to the cell exterior or to other sub-cellular organelles. Fung-
al cell walls do not contain peptidoglycan, which is found only in bac-
teria. Rather, their walls are composed primarily of various polysac-
charides (e.g. glucans, mannans, chitin, chitosan) and glycoproteins
depending on the species. Fungi can have complex life cycles, exhibit-
ing normal (vegetative) cell growth as a mycelium followed by mor-
phogenesis (change in form) with the formation of either sexual
(resulting from the mating of two strains) or asexual spores. For most
biotechnological purposes, fungi are grown vegetatively with associ-
ated mitotic nuclear division. Meiosis will not concern us here. For
the interested reader reference to information on the fungal cell cycle
can be found in general texts cited at the end of the chapter.
Fungal genes are organised within chromosomes, which can be
separated by electrophoresis. The number of chromosomes varies with
species and equates to the number of linkage groups where the link-
age of genetic markers has been studied. Some examples are given in
Table 5.1 together with examples of fungal genome sizes. The amount
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of DNA in fungi is much larger than that in prokaryotes (cf. 4.7 Mb,
4.7 million nucleotide bases in length, for Escherichia coli). This is due
to fungi having more genes and more DNA which does not code for
proteins, either within genes (as introns) or as ‘spacer’ DNA between
genes. Bacteria economise on non-coding DNA in comparison with
fungi. For example, some bacterial genes can be physically adjacent
to each other with transcription directed and regulated by a single
promoter, to form an operon (see Fig. 4.1). Operons are not found in
fungi and even where genes encoding functionally related enzymes
are clustered (i.e. grouped together), the transcription of each gene
is regulated by an independent promoter. Knowledge of the regu-
latory mechanisms of transcription is necessary to design rational
approaches for genetic modification of an organism in order to
achieve the desired phenotype. We therefore discuss in this chapter
examples of wide-domain (multi-pathway) and pathway-specific tran-
scriptional regulatory mechanisms.

Chromosomes from eukaryotes are composed of chromatin, which
is an approximately equal weight of DNA and protein (mainly his-
tones). Histones bind to DNA and help to package it into complex
structures. For example, DNA associates with particular histones to
form nucleosomes, which can be visualised by electron microscopy
as ‘beads on a string’. Nucleosome arrangements can control access
of proteins (transcription factors) that are required to initiate tran-
scription at a promoter, a level of regulation not seen in prokary-
otes. Discussion of the regulation of transcription at the level of
chromatin is beyond the scope of this chapter, but its mention is
a reminder of the level of complexity in eukaryotes. Fortunately,
many important fungi are amenable to investigation of their biol-
ogy at the molecular level and we are able to modify these species
genetically in order to alter either the types or amounts of product
formed.

The first fungal transformation experiments in the early 1970s were
performed by transferring chromosomal DNA fragments from wild-
type strains into mutant hosts that had a specific growth require-
ment for an amino acid or nucleotide base (examples of auxotrophic
mutants). Successful transformation relied on converting the fungal
cells into protoplasts (Fig. 5.1d) by digesting away the cell wall (a
major barrier to DNA uptake) with carbohydrase enzyme mixtures
before introducing the transforming DNA. Transformants could then
be selected by their ability to grow without supplementation for
the auxotrophic requirement due to the activity of the wild-type
gene, a process known as genetic complementation. The fate of the
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transforming DNA in the cell could not be studied in great detail
until the advent of more sophisticated molecular techniques in the
late 1970s and early 1980s when it was subsequently shown that the
DNA in these early experiments had integrated by genetic recombi-
nation into the fungal chromosomes.

Subsequently, transformation methods were developed for the
yeast Saccharomyces cerevisiae, using shuttle vectors, which could be
propagated as intact plasmids, without chromosomal integration, in
both E. coli and yeast. Manipulation of these plasmids and ‘bulking
up’ the amount of vector DNA were more effectively performed in
E. coli prior to their introduction into yeast. Similar vectors have
been designed for the transformation of filamentous fungi, but in
most cases the introduced DNA integrates into the fungal chromo-
somes rather than replicating as a plasmid. Transformation was
accomplished first in genetically well-characterised organisms such
as S. cerevisiae, Neurospora crassa and Aspergillus nidulans because these
fungi had been studied extensively in the laboratory and a number
of suitable auxotrophic mutants and their corresponding wild-type
genes were available. Methods are now continually being modified
or adapted for more biotechnologically important fungi in which
genetic systems may be less well defined. In cases where auxotrophic
complementation of industrial strains is not feasible, other selec-
tion markers, such as resistance to an antibiotic, can be used in the
transformation.

For the transformation of many filamentous fungi, the method of
choice still relies on converting the fungal mycelium into protoplasts,
which are prepared in a buffer containing an osmotic stabiliser to
prevent cells from bursting (Fig. 5.2). Vector DNA is then added to
the protoplast suspension in the presence of Ca’t and DNA uptake
is induced by the addition of polyethylene glycol (PEG). Not all proto-
plasts can regenerate into viable fungal cells by producing new cell
walls and only a proportion of these will contain the transforming
DNA. Thus, there is a need to have effective selection methods to
obtain those cells containing the introduced DNA. Transformation
frequencies, in terms of the number of transformants obtained per
microgramme of vector DNA added, can vary significantly depending
on the organism and transformation protocol used. Since the first
reports of fungal transformation, various modifications to this basic
method have been described that improve transformation frequencies
by orders of magnitude. Alternative methods that obviate the need
for protoplast formation, such as the lithium acetate/yeast whole cell
method, electroporation of germinating spores or biolistic transfor-
mation of fungal mycelia, have had varied success but these suffer
from the limitations of suitable host range and the need for spe-
cialised equipment in some cases. A list of transformation methods
is given in Table 5.2.
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Typical
transformation protocol using
protoplasts derived from a
filamentous fungus. Following
harvesting, the filtered mycelium is
resuspended in a buffer containing
an osmotic stabiliser such as
sorbitol or KCI to prevent
protoplasts from bursting. The
selective agar can either be a
minimal medium (lacking the
required growth supplement which
is now supplied by the activity of
the introduced gene) or it can
contain an antibiotic. For antibiotic
selection, the transformants are
normally allowed to regenerate
their cell walls and express the
antibiotic-resistance protein
before being challenged with the
antibiotic. PEG, polyethylene
glycol.

Inoculate with fungal spores oo e

Incubate for 16-24 h

Remove cell walls with
carbohydrase enzyme for 1-2 h

Wash protoplasts with buffer
containing osmotic stabiliser

Add plasmid DNA,
Ca?* ions and PEG

060004 :l

Control

Plate onto selective agar (minus DNA) D
containing osmotic stabiliser ¢ ¢

OBO0L®

Transformation vectors can be designed to introduce DNA that either
integrates into the recipient organism’s genome (integrative transfor-
mation) or can be maintained as a plasmid. Integrative transforma-
tion is used to insert DNA either at site(s) in the chromosome that
show significant sequence similarity to a region on the plasmid (inte-
gration by homologous recombination) or randomly at one or more
locations (ectopic integration). Yeast shuttle vectors contain genes
that allow for their selection in both bacterial and yeast cells. They
also contain bacterial and yeast origins of replication (ori), sequences
that are essential for the initiation of plasmid DNA replication in both
organisms. A stylised yeast shuttle vector that is capable of replication
without integration into the yeast chromosomes (extrachromosomal
vector) or that can be specifically targeted into a region of a chromo-
some (integrative vector) is illustrated in Fig. 5.3.

In order to find those cells that are ‘transformed’, i.e. contain the
introduced DNA, the transformation vector is designed to contain a
gene that confers a selectable characteristic on the transformed cells.
These ‘selection markers’ fall into three main groups. First, a number
of genes from wild-type fungi have been cloned which complement

-~ Z +
>

-

Allow cell-wall regeneration
then pick off individual
transformant colonies



Table 5.2 ' Fungal transformation methods

Method or treatment

Protoplasts PEG"/CaCl,

Protoplasts  Electroporation®

Whole cells  Electroporation

Whole cells  LIACY/PEG

Whole cells  Biolistics®

Protoplasts or  Agrobacterium
whole cells tumefaciens’

Examples of fungi
transformed

Saccharomyces
cerevisiae, Pichia
pastoris

Aspergillus nidulans, A.
niger, Trichoderma
reesei, Mucor
circinelloides

S. cerevisiae, A. niger, T
reesej

S. cerevisiae, A. niger, A.
oryzae, Neurospora
crassa

S. cerevisiae, Yarrowia

lipolytica

S. cerevisiae, A.
nidulans, N. crassa,
Trichoderma
harzianum

S. cerevisiae, Aspergillus  10%—10%

awamori, T. reesei, N.
crassa

GENETIC ENGINEERING: FUNGI

Transformation
frequency” Remarks

102-10°

10°—103
10°—103
10°—103
103-107
10°—103

Most widely used
method but
frequencies generally
lower with
filamentous fungi

Can be as efficient as
the PEG/CaCly
method

For filamentous fungi,
best results are
obtained using
germinating
conidiospores with
weakened cell walls

Only applicable to a few
yeast species and not
effective with
filamentous fungi

Most effective with
intact yeast cells or
conidiospores, but
mycelium can also be
used

Equally effective with
protoplasts or
conidiospores, but
transformation
frequency is species
dependent

9 Expressed as the number of transformants obtained per microgramme of vector DNA added. Values depend
on the organism, type of vector and method used.

b Polyethylene glycol.

¢ Introduction of DNA into cells by applying a short-pulse, high-voltage electric field.

d Lithium acetate.

¢ Shooting DNA-coated metal particles (normally gold or tungsten) at high velocity into cells under vacuum.
fDNA is transferred to the fungus from the bacterium A. tumefaciens in a manner similar to plant

transformations.

g Transformation frequency in this case is expressed as number of transformants obtained per 107 recipient cells.
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Stylised yeast—E. coli
shuttle expression vector showing
origins of DNA replication (ori),
which function either in yeast or E.
coli, selection markers and cloning
site A for inserting the gene to be
expressed. For targeted
integration of the plasmid into a
chromosome, a DNA sequence
from the ribosomal RNA-encoding
region (rDNA) could be included
in the vector. Site B in this rDNA
sequence is a restriction site
required to convert the vector
from a circular molecule to a linear
one, which increases the efficiency
of DNA integration by
homologous recombination into
the rDNA region of the
chromosome.

Yeast
terminator

Yeast
promoter

Yeast ori Yeast
rDNA
B

Selection
(yeast) Selection
(E. coli)
E. coli
ori

auxotrophic growth requirements, as already explained. In many
cases, genes from one fungus are able to complement the appropri-
ate mutations in a different fungus (heterologous transformation).
However, for some fungi, only their own genes are able to comple-
ment mutations (homologous transformation). If the required auxo-
trophic mutant is not available, a second class of selection marker,
based on resistance to antibiotics, such as hygromycin B, phleomycin,
kanamycin or benomyl, can be used. One drawback with this type of
marker is that the fungus must be reasonably sensitive to the anti-
biotic in question. For example, a bacterial gene that encodes resis-
tance to kanamycin can be expressed weakly from its own promoter
in yeast. Higher levels of drug resistance can be achieved, however, if a
yeast promoter is used instead for expression. For filamentous fungi
too, optimisation of antibiotic-resistance systems normally requires
the use of a fungal promoter. Finally, a third group of vectors exploit
genes that confer the ability to grow on carbon or nitrogen sources
which the host strain would not normally be able to use. A good
example is the acetamidase gene (amdS) of A. nidulans, which allows
growth of the recipient strain on acetamide or acrylamide as the sole
nitrogen source. This marker has been introduced into a number of
Aspergillus and Trichoderma spp. and is particularly useful in generating
transformants that contain multiple copies of the integrated vector.

In yeast, plasmid vectors are maintained within the cell provided
the transformants are grown under selective conditions, e.g. in the
presence of an antibiotic. When the selective pressure is removed,
plasmids can be lost relatively rapidly from the cells because there is
no advantage to the cells in maintaining a plasmid. All plasmids must
contain an ori, which can be derived either from naturally occurring
plasmids or from chromosomal DNA sequences. Vectors with an ori
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from one yeast can normally function in a variety of different yeast
hosts, albeit not always with the same degree of efficiency. Plasmid
vectors can be present at up to 200 copies per cell and thus provide a
simple system for increasing the number of copies of the introduced
genes. This often leads to higher yields of the protein encoded by the
introduced gene. The disadvantage is that selective pressure is nor-
mally required to avoid significant plasmid loss, i.e. maintaining the
desired characteristic can be a problem, particularly in S. cerevisiae.
Conversely, in other yeasts, such as Kluyveromyces lactis, some extra-
chromosomal vectors are comparatively stable without the need for
continuous selection.

Integration of the plasmid into the yeast genome brings enhanced
stability but lower numbers of the introduced gene. One way of
achieving this in S. cerevisiae has been to target the plasmid to riboso-
mal DNA sequences (rDNA), which can be present at about 150 tandemly
repeated copies per genome. Incorporation of rDNA sequences into a
vector (Fig. 5.3) enhances integration of that plasmid into the chro-
mosomal rDNA region by recombination of homologous sequences,
especially when the vector has been linearised in the rDNA region.
The number of gene copies can be increased by placing the gene
used for selection under the transcriptional control of weak, or delib-
erately weakened, promoters. This approach encourages the selection
of multiple gene copies through selection pressure for a critical level
of gene product. This approach is used together with rDNA targeting
to obtain high numbers of integrated gene copies.

Vectors that integrate into the chromosomes have several impor-
tant uses in the molecular manipulation of fungi. In addition to
increasing the number of copies of a particular gene in a chromo-
some, they can also be used to disrupt or replace a desired gene. In
S. cerevisiae, the use of ‘replacement cassette’ vectors has permitted
the deletion of each of the 6000 or so genes identified by the Yeast
Genome Sequencing Project to test the function of each gene in the
cell. Each cassette, which consists of a kanamycin (G418) selection
gene flanked at each end by short regions of gene-specific sequence,
is released from the vector by cutting with a restriction enzyme.
Homologous recombination between the ends of the cassette and the
target gene in the chromosome leads to the specific deletion of that
gene (Fig. 5.4). In these studies, individual genes, or groups of genes,
were deleted from the yeast and changes in phenotype were then
looked for. In this way, a particular gene might be associated with
a particular function although, in practice, the deletion of a gene
does not always give a detectable phenotype. The systematic deletion
of individual genes within the S. cerevisiae genome has, in that way,
been achieved by exploiting homologous recombination with intro-
duced PCR-derived sequences. This is easier in yeast than filamentous
fungi where the efficiency of homologous recombination appears to
be lower and much longer regions of homologous DNA sequences are
often necessary. In yeast, each deletion was tagged with a unique DNA
sequence that served as a bar-code for that mutant.
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Gene A
Chromosome
Double
Cross-over
Replacement -
cassette P Kan
Chromosome  —
lacking gene A
P Kan

Gene deletion in S. cerevisige using the kanamycin (G418) ‘replacement
cassette’. The cassette consists of the kanamycin-(G418)-resistance gene (Kan) under
the control of a fungal promoter (P) and short flanking sequences of only about
40 bp (1), which correspond to the ends of the gene to be deleted. A double
cross-over by homologous recombination between these ends and the chromosome
leads to the deletion of the gene. At the cross-over sites, chromosomal DNA molecules
are broken enzymically and DNA strands exchanged with that of the incoming cassette
DNA via a DNA repair mechanism which re-joins the DNA molecules. Because many
genes are essential for survival, gene deletion is first carried out in diploid cells where
only one of the two copies of the gene is deleted. Yeast diploid transformants containing
the deleted gene are selected on medium containing the antibiotic G418, which is more
effective against yeast cells than kanamycin, and these are then forced to undergo
sporulation (involving meiosis) to produce haploid spores, 50% of which contain the
deleted gene. Growth tests can then be carried out to determine if the gene is essential
and to discover the gene’s function in the cell.

The majority of vectors used for transforming filamentous fungi
rely on random, integration events, which occur at a relatively low
frequency in most cases. One approach to increase transformation
frequencies has been the use of restriction enzyme-mediated integration
(REMI). In this method, the plasmid DNA is added to the cells along
with a restriction enzyme (see Chapter 4) which cuts once in the vec-
tor. Under these conditions, the DNA is targeted to the corresponding
restriction sites in the genome. With standard integrative transfor-
mation in filamentous fungi, the vector is found predominantly as
multiple copies at one or more sites in the genome, but with REMI
the proportion of single copies at several different sites is increased
(Fig. 5.5).

The extent to which an introduced gene is able to lead to produc-
tion of the protein it encodes is affected by its site of integration in
the host’s genome. Therefore, methods have been developed to target
genes to specific chromosomal locations that ensure good expression.
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Random plasmid integration into the chromosomes of filamentous fungi.

(a)Random (ectopic) integration probably arises by cross-over between DNA sequences
which share a low level of identity and leads to integration at a few chromosomal
positions. Due to the nature of the recombination event, integration often results in the
duplication or further amplification of the entire vector at the site of integration. (b)
Restriction enzyme-modified integration (REMI) involves the addition of a vast excess of
a particular restriction enzyme which cuts the plasmid only at one site (E), along with the
plasmid DNA during the transformation procedure. It is thought that the enzyme enters
the cell’s nucleus and cuts genomic DNA randomly at several sites in the chromosomes.
Conversion of the circular vector molecule to a linear one by cutting at the same
restriction site allows integration of the entire plasmid at several chromosomal sites.
This process results in a higher proportion of vector molecules integrated as single
copies at many more sites in the fungal genome but, due to its random nature, not all

chromosomal sites contain the vector.
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(@)

pyrG
Chromosome ><
X4
Vector
(b)
pny pyrG
Double mutation Wild-type gene
(inactive) (functional)

Targeted integration at the pyrG locus (encoding orotidine- 5'-phosphate
decarboxylase) in Aspergillus awamori. The host strain of A. awamori contains a mutant
(non-functional) pyrG gene conferring a growth requirement for uridine. The
transformation vector contains a non-functional pyrG with a mutation in a different part
of the gene. By a single homologous recombination (a single cross-over) event (a), the
entire vector is integrated at the pyrG locus and a functional pyrG gene is created (b). The
cross-over event involves breakage and re-joining of DNA molecules both in the vector
and chromosome by a DNA repair mechanism similar to that outlined in Fig. 5.4. Fungal
transformants are selected by their ability to grow without the need for added uridine in
the growth medium.

(@) 5' Gene X 3

Chromosome =~ —————( ———

X X

Linearised vector — T e

5' argB 3'

(b) 5' argB 3
Chromosome =~ ————— | el

Specific gene deletion in filamentous fungi. Upstream (5') and downstream
(3') regions of at least | kb in size, immediately adjacent to the chromosomal gene to be
deleted (gene X), are incorporated into a vector containing a suitable selection marker,
e.g. the argB gene of A. nidulans which encodes ornithine carbamoyl transferase, an
enzyme involved in arginine biosynthesis. The plasmid which is normally a circular
molecule of DNA is converted to a linear one by cutting with a restriction enzyme that
cuts the plasmid once. This linearised vector is then transformed into an argB mutant
strain. A double homologous recombination event (double cross-over, as outlined in Fig.
5.4) in the 5" and 3’ regions (a) replaces gene X in the chromosome with the argB
selection marker (b). Fungal transformants are selected by their ability to grow without
the need for added arginine in the growth medium.
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One method for gene targeting, developed in Aspergillus spp., relies
on transforming a strain that has one mutation in a particular gene
with an integrative plasmid that contains the same gene with a dif-
ferent mutation. A functional gene will only be formed if vector
integration occurs at the site of the gene in question by a single
cross-over event (Fig. 5.6). Up to 40% of transformants can contain the
vector inserted as a single copy at the correct gene locus but trans-
formation frequencies are normally quite low. Specific gene disrup-
tion in fungi, using circular plasmids with the appropriate marker,
is quite a rare event. For gene deletion or replacement in filamen-
tous fungi, regions adjacent to the gene in question, usually larger
than 1 kilobase (kb) in size, have to be incorporated into the vector,
which is linearised with a restriction enzyme prior to transforma-
tion. Gene replacement by a double cross-over event occurs at a fre-
quency of anything from 1 to 50% but is species and gene dependent
(Fig. 5.7).

The success with which fungal genes are isolated and characterised is
still heavily dependent on the species being studied. Several different
approaches have been adopted to overcome problems presented by
genetically poorly characterised, but biotechnologically useful, fungi.
The use of mutant strains has been the cornerstone of fungal gene
cloning. In this approach, mutant strains are transformed to the wild-
type phenotype by introduction of DNA and, when that DNA contains
only one gene, it identifies the function of the gene. Other options
are now available that exploit the rapidly expanding amount of gene
sequence information available in gene databases although a func-
tional assessment of a cloned gene must always be made. For some
genes, ‘expression cloning’is a convenient and efficient approach that
is based on the introduction into yeast of a new metabolic activity
detectable by a simple plate assay. We describe the basic principles
involved in these and other strategies below.

The complementation of defined mutants remains the most effective
means for isolating genes of known function although the genera-
tion of such mutants remains a problem for many fungi of interest.
Physico-chemical mutagens, e.g. ultraviolet or nitrosoguanidine, are
still the most common means for generating fungal mutants which
may, on occasion, be characterised quickly when simple growth tests
are available. Because mutations in other genes in a biosynthetic path-
way can confer the same growth requirement, the mutant is tested
for its ability to metabolise different substrates to confirm the precise
step that has been affected.

A disadvantage of physico-chemical mutagenic methods is that
treatment may induce more than one mutation per cell. This may
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then obscure the real factors underlying an observed property of the
mutant. Thus, alternative methods for obtaining mutants have been
developed in model organisms such as S. cerevisiae, A. nidulans and
N. crassa, which have provided useful systems applicable to less genet-
ically well-characterised species. Mutagenesis by means of inserting
a piece of DNA into a gene so that the normal DNA sequence is
altered (insertional inactivation) or by complete gene deletion are pre-
ferred methods where the need for a defined genetic background is
paramount. Fragments of DNA, termed transposons, with the ability
to move from one site to another within the host genome, occur
naturally in many species and can be used for this purpose. The
transposon, Ty, is used in this way in S. cerevisiae and similar ele-
ments have been identified in Schizosaccharomyces pombe, Candida albi-
cans and other yeasts. As already discussed, the genome sequences
of several fungal species have been determined so the next steps are
to predict the positions of genes within the genome and, then, to
characterise the gene products functionally. This has been achieved
on a genome-wide scale in yeast species using transposon (e.g. the
bacterial transposon Tn7) mutagenesis. Although less well developed
in filamentous fungi, large-scale gene disruptions using transposons
are showing promise. Other insertional inactivation systems are avail-
able and include restriction enzyme-mediated integration (REMI), as
already described in Section 5.2.3.

Of necessity, mutants must provide an easily assayed phenotype
so that large numbers of colonies can be quickly tested. Screening
for the production of extracellular products provides a simple and
rapid means to do this. Agar plates containing substrates which, for
example, allow the detection of clearing zones or colour changes are
frequently used to isolate genes encoding those extracellular enzymes
associated with the saprophytic lifestyle of many filamentous fungi.
Thus, agar plates containing starch as the sole carbon source can be
used to test for the production of amylases. Often, specific strategies
can be employed to isolate particular classes of mutant. For exam-
ple, the location of a protein within a cell can be exploited: if an
essential protein is normally located in the cytoplasm but has been
genetically engineered to contain signals that will divert it through
the secretory pathway to the outside of the cell, then mutants in
the secretory pathway that prevent this occurring can be selected
for.

DNA fragments that collectively represent the entire genome of an
organism can be cloned into a vector to produce a population of
DNA molecules termed a library. Complementation of defined fun-
gal mutants by transformation with a library of fungal DNA is a well-
established procedure only for those fungi, e.g. S. cerevisiae and A. nidu-
lans, that can be transformed at high frequency (Fig. 5.8). Alternatively,
some gene products are sufficiently well conserved across species
boundaries that they will function in a bacterial background. Thus,
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a number of fungal genes have been isolated via complementation
of E. coli mutants although transformation of fungal hosts remains
the norm. The surest route to assess gene function relies on the inte-
gration of a single copy of the gene in question into the fungal host
DNA. Many yeasts, such as S. cerevisiae, and some filamentous fungi
allow the introduction of a gene on a circular DNA molecule (plas-
mid), which can be present at several copies per cell. In some cases,
this allows closely related (but not identical) genes to complement
the mutation and can therefore provide a misleading picture of the
gene’s function.

Plasmids that replicate extrachromosomally are much less com-
mon in filamentous fungi than in yeasts. Despite this, such vec-
tors can still be exploited to identify fungal genes that are able to
complement specific mutations (Fig. 5.9). For example, if an A. nidu-
lans mutant is transformed with a mixture of a plasmid, contain-
ing only a bacterial selection marker and a fungal ori, and linear
genomic DNA isolated from the fungus under study, two distinct
classes of transformant are obtained. The first shows a stable, wild-
type phenotype on plates resulting from direct integration of the
complementing DNA into the A. nidulans chromosomes. The second
class of transformant shows uneven growth within colonies on plates
where certain sectors of each colony appear wild-type whilst other
sectors display the mutant phenotype. This ‘sectored’ morphology
results from recombination between the two source DNAs produc-
ing plasmids that carry the complementing gene but which can be
lost during the process of cell division. Extraction of the total DNA
from such unstable A. nidulans colonies, and transformation into
E. coli, permits the isolation of the plasmids containing the fungal
DNA fragment that complemented the original A. nidulans mutation.

Complementation of
a mutant gene ‘@’ in a cell with the
corresponding wild-type gene ‘A’
on a plasmid. represents the
mutant gene ‘a’ and [] represents
the wild-type gene ‘A’. The
presence of gene A within the cell,
either as a plasmid or integrated
into the chromosome, allows
growth.
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complementation of a defined
mutant in a filamentous fungus.
represents the mutant gene ‘a’ and
[ represents the wild-type gene
‘A’ found in genomic DNA (). B
represents the fungal origin of
replication (ori) on the plasmid.
Recombination between the
genomic DNA and the plasmid
results in an unstable inheritance
of the wild-type gene ‘A’ which
causes a sectored colony
morphology, i.e. growth occurs
where the plasmid is present but is
prevented when parts of the
colony lose the plasmid. The
plasmid containing gene ‘A’ can be
recovered from the colonies
showing sectored growth.
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Advantages of the method are that it is rapid and it is not necessary
to construct a library of individual genes from the total DNA of the
fungus.

5.3.3 Gene isolation by the polymerase chain reaction

Extensive use of the polymerase chain reaction (PCR; see Fig. 4.8)
is now made to isolate many specific genes. This approach requires
proteins with the same function to have been identified in other
organisms and for the gene sequences to be available in a DNA
sequence database (e.g. on the Internet). Fortunately, there is an
available resource of fungal genome sequences and the number of
fungal species with a sequenced genome is increasing. Annotation
of the genomes (into putative genes with assigned function) is also
often available. Alignment of the protein sequences encoded by these
genes against one another can then be used to identify highly con-
served regions and allows short sequences of single-stranded DNA
(PCR primers) corresponding to these regions to be designed. Because
the genetic code is redundant, i.e. more than one triplet of nucleotide
bases (codon) can encode the same amino acid, these primers are
often mixtures of different DNA sequences which nevertheless encode
the same amino acid sequence. Ideally, those conserved regions would
contain amino acids which are encoded by a low number of codons to
avoid the generation of many different PCR fragment species. If this
is not possible, a number of strategies may be used to overcome this
problem. The most obvious example is to employ ‘nested’ primers, i.e.
a second set of primers, which are internal to the first set, and are
designed from additional conserved regions, in a second round of PCR
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(Fig. 5.10). These can be successful in amplifying fragments of a spe-
cific size from a first round reaction, which gives a smeared appear-
ance when the PCR products are electrophoresed through an agarose
gel. The temperature at which a single-stranded primer binds to its
complementary sequence in the template DNA is termed the anneal-
ing temperature and depends upon the DNA base composition; there-
fore, there may only be a narrow range of possible annealing tempera-
tures when a mixture of primers is used. Also, in practice, several tem-
peratures and buffer component concentrations should be examined
in order to optimise yields of fragments specific only to those reac-
tions containing both sets of primers. Potential candidate fragments
should be cloned, if necessary, then sequenced to verify identity to
the desired gene and used as probes to isolate clones containing the
complete gene sequence from a library.

The major disadvantage of any approach to isolate a gene, other
than complementation of a known mutation, is that information
on the functionality of the gene is missing. Identifying a gene by
a comparison of its DNA sequence with sequences of genes from
other organisms rarely provides a conclusive answer, especially when
dealing with novel or poorly characterised organisms. Gene deletion
experiments should be done to ascertain whether the gene is essen-
tial for growth. However, if no clear phenotype emerges from this

‘Nested primer’
PCR. Redundant primer mixes
( @ and @ ) designed against
conserved regions of the target
gene are used in the initial PCR.
Primer mixes ( @ and @ )
designed against further conserved
regions, internal to the first primer
set, are used in a second PCR
using some of the first PCR
product as template. This should
enrich for PCR-amplified products
specific to the target gene.
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Possible mechanism for the down-regulation of protein production by
‘antisense’ RNA transcripts. Open boxes represent the target gene X cloned in either of
two orientations and flanked by promoter (P) and terminator (T) sequences.
Transcription provides sense and antisense mMRNA molecules (both with polyA tails)
depending on the orientation of the gene relative to the promoter. These two
complementary RNA molecules bind together to form a duplex RNA. Formation of
duplex RNA in the nucleus reduces the amount of mature mRNA available for
translation in the cytoplasm.

type of experiment, complementation of a defined mutant should
be used. An additional strategy, which is especially useful when the
gene in question is essential for growth, is to decrease the amount of
a protein produced within cells. This uses a process known as antisense
in which a messenger RNA (mRNA) sequence complementary to the
sense mRNA interferes with the production of the protein encoded
by the target gene (Fig. 5.11). This approach is becoming more com-
monly used for the functional assessment of cloned genes in yeasts
and filamentous fungi although it has not always proved successful.

In addition to its use in the isolation of genes, PCR is also commonly
used in screening for the outcome of specific DNA manipulations in
many systems. For some filamentous fungi, however, the cell wall has
proved a substantial barrier to obtaining DNA of sufficient quantity
or purity for large-scale screening by PCR. A protocol has now been
developed in which fungal colonies are grown in liquid culture in
microtitre plates and their cell walls removed by enzymic digestion
to release protoplasts. The ‘hot’ denaturing step of the PCR cycle lyses
the protoplasts providing DNA which can be used to screen for the
presence of specific DNA fragments (Fig. 5.12). Other protocols, which
use mycelia, spores or cells and incorporate a short heating step to
burst the cells prior to PCR amplification, work well with many fungal
species.

A third strategy for the isolation of specific genes involves the use of
radioactively labelled DNA fragments (probes) from other organisms
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which encode the same protein as that of the fungal gene required.
These are termed heterologous gene probes. Initial experiments in
which single-stranded (denatured) fungal genomic DNA is transferred
to a nylon membrane after agarose gel electrophoresis (Southern blot-
ting) can be used to determine the efficacy of this approach and to
determine optimal conditions for hybridisation. Because the sequence
of the heterologous probe may be substantially different from the
fungal gene due to its different origin, the temperature at which the
radioactive probe is annealed to the fungal DNA (hybridisation) is a
critical parameter. Improved specificity can be gained by altering the
salt concentration of the washes used following hybridisation. Once
hybridisation conditions have been optimised, a DNA library from the
organism under study can be screened.

Screening fungal
transformants by PCR. Spores
from purified fungal transformant
colonies on agar plates are
inoculated into growth medium in
microtitre plates. After 1624 h
growth, fungal mycelia are
transferred from the original
microtitre plate to a new plate
containing a KCl/citrate buffer and
an enzyme that digests away the
fungal cell wall is added to convert
some of the cells to protoplasts.
After Ihat 37 °C, 5-10 pl of
supernatant is taken and the DNA
which is liberated from the
resulting protoplasts by heating
acts as a template in the PCR.
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Finally, two other strategies may be used for gene isolation. The first,
termed synteny, relies upon the fact that even where there are signi-
ficant differences between the DNA sequences of genes from different
species, gene linkages may be physically maintained. Thus, if in organ-
ism X, genes A and B are neighbours on the same chromosome then,
if the same case pertains in the fungal system, screening for gene B
may allow one to isolate gene A. The main requirement for such a
method to work is a detailed genome map of the model organism (X).
A number of genomes have been, or are currently being, sequenced
and maps established which should provide a basis for this approach
(see Table 5.1).

An alternative approach employs partial complementary DNA
(cDNA) libraries, which can be made from fungal RNA samples
using readily available cDNA synthesis kits. These cDNAs are termed
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expressed sequence tags (ESTs) since they comprise the ends of
transcribed sequences. When allied to automated sequencing, this
approach rapidly provides information that can be used to identify
those genomic sequences in the gene sequence databases which are
transcribed.

The lifestyles of some fungi mean that they secrete high concen-
trations of protein, many of which have application in a variety of
industries. A quick and effective method, termed expression cloning,
has recently been developed to isolate genes encoding extracellular
enzymes (Fig. 5.13). In this method, the fungus is grown under con-
ditions expected to induce expression of the target gene(s), and the
mRNA is extracted and used to construct a cDNA library in E. coli. This
library is then used to transform S. cerevisiae and the transformants
are grown on media that provide a simple assay for the newly acquired
enzyme activity. Other yeast hosts, such as Yarrowia lipolytica, K. lactis,
Pichia angusta (formerly Hansenula polymorpha) and S. pombe, may be
preferred for the transformation step. The effectiveness of this sys-
tem has been demonstrated by its use to clone genes encoding over
150 fungal enzymes including arabinanases, endoglucanases, galac-
tanases, mannanases, pectinases, proteases and many others. This
approach requires that the cDNA step synthesises full-length prod-
ucts to ensure the presence of a protein secretion signal which is
also functional in the yeast host. Expression of the enzymes in the
yeast host and an easily assayed phenotype are also pre-requisites.

In general, transcriptional signals in genes from higher organisms are
more complex than those found in bacterial systems. Within fungi,
gene organisation shares many common features across a wide num-
ber of genera. The three main organisational units in fungal genes
can be split up into those signals that (a) control the switching on
or off of gene transcription (promoters), (b) control the termination
of transcription (terminators) and (c) control the necessary excision of
introns from mRNA.

Unlike their bacterial counterparts, fungal promoters can extend
a substantial distance (>1 kb) upstream of the transcriptional start
point (tsp). Early cloning experiments in S. cerevisiae suggested that
native S. cerevisiae promoters were required for the expression of for-
eign genes although subsequent experiments have shown that some
promoters from other yeasts, e.g. K. lactis, can also function in S. cere-
visiae. In filamentous fungi, promoters tend to function well within
their own genus but are less predictable in more distantly related
species.

Promoters can generally be defined as either constitutive, i.e. they
are switched on permanently, or inducible, i.e. contain elements that
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allow them to be switched on or off in a regulated fashion. In both
types of promoter, one or more tsp can exist. Sequences in the pro-
moter region define both the tsp and the binding sites for regulatory
proteins. TA-rich regions, known as TATA-boxes, are often involved in
determining the tsp and also maintaining a basal level of transcrip-
tion. An illustration of their function is provided by the S. cerevisiae
HIS4 promoter where transcription can occur either with or without
a TATA-box (the HIS4 gene encodes histidinol dehydrogenase involved
in histidine biosynthesis); high transcription levels are only observed
from the HIS4 promoter containing a TATA-box. However, there are
also strong yeast promoters that lack a TATA-box. Since many yeast
and filamentous fungal promoters do not contain this sequence, other
motifs, such as the pyrimidine-rich tracts (CT-boxes) found in fila-
mentous fungal promoters, can perform the same function. These
sequences can be used to describe what is essentially a ‘core’ pro-
moter. A third sequence, CCAAT, is also often associated with core
promoter function. However, most (~95%) S. cerevisiae genes appear
not to require CCAAT-boxes for function although this motif is known
to function in A. nidulans. It should be stressed that in the majority
of fungal promoters that have been isolated, the functional signifi-
cance of sequences identified in them has not been determined and
therefore remains unclear.

With a constitutive promoter, the basal level of transcription is
determined by the binding to the core promoter of a protein com-
plex which contains RNA polymerase and the so-called general or
upstream factors. In contrast, the expression of an inducible gene can
change by orders of magnitude. The regulatory elements responsible
for mediating this switch are usually found upstream of the core
promoter sequences and are termed upstream activation or upstream
repression sequences (UAS or URS). These UAS/URS sequences bind regu-
latory proteins that are thought to stabilise (or destabilise), either
directly or indirectly, the transcriptional complex bound to the
core promoter thus elevating/decreasing the rate of transcriptional
initiation.

Regulatory sequences which control expression of an inducible
promoter may often be found in promoters of several genes that
encode proteins of unlinked function, all of which are controlled by a
single regulatory protein. Such a network of coregulated genes may
respond to physiological parameters affecting the cell such as pH,
carbon or nitrogen source. For example, in the filamentous fungus
A. nidulans, a protein (termed PacC) that binds to a specific sequence
in the promoters of genes encoding pH-responsive proteins has been
identified (Fig. 5.14). When the ambient pH is alkaline, PacC is acti-
vated by a protease to a form that permits expression of a wide
range of alkaline-expressed genes (e.g. isopenicillin N synthase) and
represses many genes normally expressed under acid conditions (e.g.
acid phosphatases). Similarly, in S. cerevisiae and some Kluyveromyces
spp., the DNA-binding protein, Miglp, binds in a glucose-dependent
fashion to GCrich regions (GC-boxes) of many promoters of genes
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Regulation of transcription by pH in filamentous fungi. The external pH is
sensed by cells and leads to changes in gene expression. In fungi, the transcription of
genes which encode proteins that are necessary for survival at alkaline pH is mediated by
a transcription factor (PacC). Alkaline pH is sensed and leads, through a signal
transduction pathway, to the cleavage of an inactive form of PacC to produce the active
form. The activated PacC stimulates the transcription of genes leading to enzymes such
as alkaline phosphatase that are active at alkaline pH (‘alkaline’ genes) and represses the
transcription of ‘acid’ genes. The truncated form of PacC activates genes by binding to its
target promoters at the sequence 5-GCCARG-3" (where R = G or A).

involved in carbon source utilisation. Miglp forms a complex with
other proteins that represses transcription of genes required for the
catabolism of carbon sources which are less efficient in producing
energy than glucose and related sugars, a process known as carbon
catabolite repression. In filamentous fungi, such as A. nidulans and
Trichoderma reesei, a similar function is performed by the CreA and
Cre-1 proteins, respectively, which bind to GC-boxes in the promoters
of genes involved in carbon catabolism. Another network of genes,
whose control is mediated by the regulatory protein AreA in A. nidu-
lans (Nit2 in N. crassa), is that involved in the synthesis of enzymes for
nitrogen catabolism. In the presence of the preferred simple nitrogen
sources, ammonium and glutamine, genes responsible for breaking
down complex nitrogen sources are switched off.

In addition to these regulatory systems of broad specificity cov-
ering networks of genes, there are also control mechanisms specific
to a particular metabolic pathway. Thus, the positive regulatory pro-
tein, AfIR, co-ordinates the expression of at least 25 different genes
responsible for the synthesis of the fungal toxin, aflatoxin. All those
genes examined so far contain a specific sequence in their promoters
to which the AfIR protein binds and activates transcription. Although
in this instance the genes are clustered on a small region of one
chromosome, there is no known requirement for genes which are co-
ordinately regulated (either in a global or pathway-specific context)
to be physically contiguous or even be on the same chromosome.

What knowledge there is regarding termination of transcription
in fungi has derived mainly from studies with S. cerevisiae where it is
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tightly coupled to a process called polyadenylation, that is the addition
of long stretches of adenine nucleotides to form polyA mRNA tails.
A major function of polyadenylation is to increase the stability of
mRNA; in mutants of S. cerevisiae where the rate of polyA removal is
slowed down, mRNA stability is increased. Most yeast genes lack the
sequence AATAAA associated with polyadenylation in higher eukary-
otes although two other motifs have been associated with termina-
tor function: a TTTTTAT motif, which functions only in one orienta-
tion, and a tripartite signal based on a TAG . . (Trich) . . TA(T)GT . .
(AT-rich) . . TTIT sequence, which can function in either orientation.
It seems likely that a number of signals are used to terminate tran-
scription in S. cerevisiae.

The genes of higher organisms also differ from their bacterial
counterparts through the presence of introns, which must be excised
from the mRNA before it is translated into protein; a process known
as splicing. S. cerevisiae and filamentous fungal genes show consid-
erable differences with regard to the presence and nature of their
introns. The majority of S. cerevisiae genes lack introns altogether and
those that do contain introns often contain only one. Genes from
filamentous fungi, and those of S. pombe, often have several introns,
usually between 50 and 100 bp in size. The fact that the introduc-
tion of filamentous fungal genes into S. cerevisiae results in incorrect
splicing suggests that the splicing mechanisms differ significantly
between some fungal species, although the amdS gene from A. nidu-
lans, which has three introns, is spliced correctly in several filamen-
tous fungal species. Intron position, though not sequence, is often
conserved across filamentous species and introns need not necessarily
be within the coding region but can be found in the region between
the tsp and the point at which translation of the mRNA starts.

This genetic-based assay was developed in S. cerevisiae to test whether
proteins of interest interact within the cell (Fig. 5.15a). The method
can be used either to study two proteins whose genes have already
been isolated or, more importantly, to identify genes from a cDNA
library whose gene products will interact with a known protein of
interest, termed the ‘bait’ protein. The two-hybrid assay relies on
the fact that most eukaryotic transcription factors are single pro-
teins which contain regions involved either in promoter DNA-binding
or transcription initiation. A common system used is based on the
Gal4p transcription activator protein which regulates galactose util-
isation in S. cerevisige. Typically, the ‘reporter’ gene, whose expres-
sion is measured in the yeast transformants, is the lacZ gene that
encodes 3-galactosidase, an easily measured enzyme activity. Positive
interactions between the proteins under study result in an increased
production of -galactosidase compared with negative controls. This
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(a) Yeast two-hybrid system based on the GAL4p transcription factor.
This protein contains regions for DNA-binding (DB) and for transcription activation
(AD) and is involved in switching on galactose utilisation in S. cerevisiae. P,
GAL4p-activated yeast promoter; TC, transcription complex including the RNA
polymerase; DB, the GAL4p DNA-binding region fused to B, the ‘bait’ protein of known
function; PR, the ‘prey’ protein under study or the products of a cDNA library fused to
AD, the GAL4p activation region; UAS, upstream activation sequence required for
initiation of transcription at the promoter; dsDNA, double-stranded DNA. Expression
of the reporter gene, e.g. the lacZ gene encoding B-galactosidase, is switched on if the
AD and DB regions of the GAL4p transcription activator are brought together through
interaction of the ‘bait’ and ‘prey’ proteins. (b) Yeast one-hybrid system, which is also
based on the GAL4p transcription factor. TE, target element (DNA sequence), normally
constructed as at least three repeated copies; AD-DB, the GAL4p activation region
fused to the DNA-binding protein of interest or to the products from a cDNA library;
other labelling as in (a). Expression of the reporter gene (e.g. lacZ) is switched on if the
putative DB region binds to the TEs.

flexible system can be used to investigate interactions between pro-
teins from any organism but once a positive result has been obtained,
the interaction in question must be verified biochemically. The two-
hybrid system is now commercially available in a number of different
kits.

The one-hybrid system was developed from the two-hybrid version to
identify genes that encode proteins recognising known specific DNA
sequences, such as transcription factors that regulate gene expression
or proteins that bind to other sequences such as DNA replication
origins (Fig. 5.15Db). Positive clones that show increased ‘reporter’ gene
activity are analysed by searches through DNA databases for sequence
identity to known DNA-binding proteins and their functional activity
verified by protein-DNA binding assays.
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With the development of vectors that can carry large fragments of
chromosomal DNA, up to 50 kb in size, it is now possible to clone
entire fungal pathways, provided all the genes are clustered in one
region of the genome, and to transfer these into another organism.
Cosmid vectors have been constructed that can be propagated in
E. coli or in filamentous fungi. Like other vectors, these DNA molecules
can be designed to either integrate into the chromosome or repli-
cate extrachromosomally when introduced into the fungus. Cosmids
with overlapping inserts have been used to clone the entire pathway
for aflatoxin/sterigmatocystin biosynthesis, a total of at least 25 co-
regulated genes, from a number of Aspergillus spp. In another case,
a cosmid containing the three structural genes for penicillin biosyn-
thesis from Penicillium chrysogenum has been integrated into the chro-
mosomes of Aspergillus niger and N. crassa, both of which then gained
the ability to synthesise penicillin.

Yeast artificial chromosomes (YACs) are now also available for cloning
large DNA fragments. These are large linear molecules up to 620 kb
in size and can be considered to behave as small chromosomes. Prob-
lems of YAC stability have led to the development of alternative bac-
terial artificial chromosome (BAC) systems, but YACs still prove useful
in several applications. They have been used to analyse foreign gene
expression in mammalian cell lines and also in whole animals. YACs
have also been used to study chromosome damage in higher cells,
to map ESTs in the genome and to clone large DNA fragments for
genome sequencing projects.

The ability to sequence the entire genome of an organism has led
to the development of some extremely powerful tools for studying
fundamental cellular processes. The DNA sequence itself provides the
data to construct microarrays (see Section 4.7.2) on glass slides suit-
able for a wide variety of applications; the sequence also provides the
means to construct genome-wide deletion sets for functional analysis
(see Section 5.2.3).

Arrays containing sequences considered to represent the majority
of the transcribed DNA can be used to analyse the transcriptional pro-
file (transcriptome) of an organism under any given set of conditions.
Comparisons of data obtained under different conditions have defined
genes associated with pathogenesis, signal transduction pathways,
protein secretion and many other coordinated regulatory networks.
In fungi, such an approach will prove powerful in unravelling the
complexities associated with growth, differentiation and metabolism,
the production of secondary metabolites, the stress response imposed
by protein overproduction and many other biotechnologically signifi-
cant processes. An important caveat to transcriptome analysis is that
changes in transcript level do not necessarily translate into a similar
change in the corresponding protein.
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The increased amount of DNA sequence data has also driven
the development of other technologies, the most well established of
which is proteomic analysis. Here, proteins from total or fraction-
ated cell extracts are separated in two dimensions (based on charge
and size) on polyacrylamide gels (proteome). Protein spots are then
extracted, digested with trypsin and analysed by mass spectrometry
(MS). Comparison of the tryptic products generated with publicly
available DNA/protein databases is then used to identify the protein.
This process can be used to examine the changes in both protein level
and modification status from cells grown under different conditions.
Although transcriptomic approaches present an opportunity to exam-
ine all known genes, the available methods for proteome analysis can
only cover a proportion of the cellular proteins. Improved methods for
the extraction and separation of proteins (especially membrane pro-
teins), not necessarily involving separation on polyacrylamide gels,
will be important in the improvement of proteomic analyses. In the
same way that transcript levels may not reflect those of translated
protein, proteomic analysis may not always give an accurate picture
of the activity of the cell’s proteins, i.e. the cell’s metabolism.

This has led to the development of metabolomics, which quan-
tifies the metabolite levels in a cell by means of mass spectrometry
(MS), usually coupled with separation by gas chromatography (GC-MS)
or high-performance liquid chromatography (LC-MS). The metabolome
generated in this way may be a truer measurement of the cell’s
metabolic activity. Recently, metabolic footprinting of yeast strains by MS
directly from spent growth media has been developed for rapid high-
throughput screening and has made use of the 6000 or so defined
gene knock-out strains already described in Section 5.2.3 (see also
Chapter 12).

Despite their power, none of these technologies, in themselves,
provide a complete picture of the complex relationship between
genome and phenotype and emphasises the need to use a combi-
nation of techniques to study a given process.

Genetic engineering of yeasts and filamentous fungi is now commonly
used for investigating aspects of their biological function and also
for constructing strains for particular biotechnological applications.
Although genetic engineering is well developed for only a few species,
the technology can normally be developed for most species provided
sufficient effort is expended. Some of the commercially important
products and species are shown in Table 5.3. Each product is a target
for improved production using genetically modified strains: this is
most advanced in the production of enzymes and antibiotics.

The use of yeasts and filamentous fungi to produce heterolo-
gous proteins, i.e. proteins not naturally produced from that species
and encoded by a gene derived from another organism, serves as a
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Table 5.3 | Useful products from yeasts and filamentous fungi. These products provide targets for genetic
manipulation. GM strains are most advanced for the production of antibiotics and enzymes

Product

Biomass
Ethanol
CO,

Sulphite

Flavours (e.g.
lactones, peptides,
terpenoids)

Polyunsaturated fatty
acids

Organic acids (e.g.
citric, gluconic,
itaconic)

Antibiotics (e.g.
penicillin,
cephalosporin,
polyketides)

Homologous
enzymes (e.g.
amylases,
cellulases,
proteases)

Heterologous
proteins

Notes:
9 Main species only

Uses Yeast? Filamentous fungus®
Foods Saccharomyces Agaricus bisporus
cerevisiae Fusarium venenatum
Beer, wine Saccharomyces
cerevisiae
Bread, wine Saccharomyces
cerevisiae
Preservative (beer) Saccharomyces
cerevisiae
Foods, beverages Saccharomyces Trichoderma viride
cerevisiae Gibberella fujikuroi
Pichia guilliermondii Mucor circinelloides
Sporobolomyces Phycomyces blakesleeanus
odorus
Foods Cryptococcus curvatus  Mortierella alpina
Mucor circinelloides
Preservatives, food Yarrowia lipolytica Aspergillus niger
ingredients, Aspergillus terreus
chemical synthesis
Health Penicillium chrysogenum,

Acremonium chrysogenum
Penicillium griseofulvum
Aspergillus tamorii

Food processing, Kluyveromyces lactis ~ Aspergillus spp.
paper production, Rhizopus spp.
detergents Trichoderma spp.

Foods, therapeutics Saccharomyces Aspergillus niger

cerevisiae Aspergillus oryzae
Kluyveromyces lactis  Aspergillus nidulans
Pichia pastoris Trichoderma reesei

Pichia angusta
Yarrowia lipolytica

convenient topic for a comparative discussion. This is because both
yeasts and filamentous fungi are used as hosts for heterologous pro-
tein production (see also Chapter 21), the technology has advanced
sufficiently for commercial use and research is still active in order
to improve the systems. To be effective, a production system must
deliver sufficient yields (whether it be for commercial viability or to
provide research material) of the target protein and the protein must
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be authentic in its properties, i.e. the same as, or close to, those of
the protein from its natural source.

Most of the commercially available enzymes are secreted from their
source organisms although some important enzymes are extracted
from cell biomass. The main advantage of producing secreted, as
opposed to intracellular, enzymes to a commercial enterprise is the
ease (and therefore relative cheapness) of purifying the enzyme.
Secreted enzymes are normally correctly folded and active because
this is a function of the quality control system within the secretory
pathway. Enhanced production of intracellular proteins can lead to
the accumulation of improperly folded and inactive protein; or the
extraction process itself, which is expensive, may inactivate a propor-
tion of the protein thus reducing recoverable yields. The secretory
pathway is also the site of protein glycosylation, which may con-
tribute to the function or stability of some proteins. Both N-linked
(at asparagine) and O-linked (at serine or threonine) glycosylation
of proteins occur, sometimes with both forms within the same pro-
tein. The composition of the glycan component of secreted glycopro-
teins varies according to species and the glycosylation of heterolo-
gous proteins will differ according to the production host. Whether
this presents a difficulty in practice will depend upon the intended
application of the enzyme. It is likely to be most acute if the heterolo-
gous protein is intended for therapeutic use in humans since the gly-
cans of human and fungal proteins have different compositions and
their antigenicity can lead to their rapid clearance from the blood-
stream. Enzyme activity per se need not be affected by alterations in
glycosylation.

A high secretion capacity in the producing organism is desirable
although not essential. Those species that naturally secrete a range
of enzymes as part of their lifestyles might therefore be expected to
be systems of choice for use as hosts for the production of heterolo-
gous proteins. Many species of filamentous fungi secrete enzymes to
degrade polymeric organic matter and, in laboratory and commercial-
scale culture, secrete prodigious amounts of enzymes. It is not surpris-
ing that the filamentous fungi are the sources of about 10 times the
number of commercial (homologous) enzymes that yeasts produce.
For the production of heterologous proteins, however, both yeasts
and filamentous fungi have been developed as hosts and each system
has its attractions and adherents.

Saccharomyces cerevisiae is widely used in the production of bread
and alcohol, and is regarded as safe. Gene transfer and gene regu-
lation/expression have been extensively studied in S. cerevisiae and its
widespread familiarity makes it a superficially attractive host organ-
ism for heterologous protein production. A large number of different
heterologous proteins have been produced following gene transfer
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into S. cerevisiae and the proteins are produced at sufficient yields for
commercialisation (e.g. human serum albumin and human insulin).
Despite its advantages, there are two major difficulties. The first
problem is that many target proteins are ‘hyperglycosylated’, i.e. the
N-linked carbohydrate chains are often extremely long and of a high-
mannose type, which is not characteristic of human glycans. Human
serum albumin, on the other hand, is not naturally glycosylated and
is not glycosylated when produced by yeast. The second problem is
that secreted yields are often initially very low.

A number of alternative yeast expression systems have been devel-
oped for the utilisation of cheap, widely available substrates or for
more efficient protein secretion. Kluyveromyces lactis, grown on lactose-
containing whey, is used commercially for the production of lac-
tase ([3-galactosidase) and the strong, inducible promoter of the enco-
ding gene is used to drive heterologous gene expression. Chymosin
from K. lactis has been produced commercially and various other
proteins have also been produced with yields of secreted proteins
reported in the literature generally higher than those of S. cerevisiae.
Two methanol-utilising yeasts, Pichia angusta and P. pastoris, possess
the strong, methanol-inducible promoter from the methanol oxi-
dase gene which is used to drive the expression of introduced genes.
Impressive secreted yields of several heterologous proteins have been
reported from both species particularly when high cell densities are
obtained in bioreactors. Also, hyperglycosylation appears not to be
a major problem in proteins secreted at high yields from P. pastoris.
Yarrowia lipolytica (Fig. 5.1b) is unusual in being capable of growth on
some hydrocarbons although this capacity has not yet been exploited
through provision of promoters to drive heterologous gene expres-
sion. Rather, the regulated promoter of the gene encoding the major
secreted alkaline protease has been used to drive expression but other
promoters are also available. A wide range of proteins is naturally
secreted by Y. lipolytica, unlike some other yeasts, which indicates a
well-developed secretory capacity.

The expression cassettes used for heterologous protein produc-
tion have several interesting features (see Fig. 5.4). The foreign gene
(usually a cDNA gene to avoid the possibility of splicing introns incor-
rectly in a heterologous host organism) is flanked by a yeast promoter
and transcriptional terminator. In general, a promoter derived from
the host yeast is preferred, although some promoters operate effec-
tively across species (e.g. the promoter from the S. cerevisiaze PGK gene
(coding for phosphoglycerol kinase) is used in K. lactis). A short (15-30
amino acids) peptide sequence, called a signal sequence, at the N-
terminal end of the protein to be produced is a requirement for the
secretion of proteins (see Fig. 4.15). Cleavage of the signal sequence is
carried out in the cell by a specific intracellular endopeptidase upon
entry of the protein to the endoplasmic reticulum (ER), which is the
start of the secretory system in eukaryotes. The cleavage site is not
sequence specific but is governed primarily by the size and charge
distribution (usually a positively charged N-terminal region and a
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hydrophobic core) of the signal sequence. Several heterologous,
homologous and synthetic signal sequences have been examined with
many working effectively. It has become more common to include
a short ‘pro-sequence’ after the signal sequence and before the N-
terminus of the target protein. Pro-sequences are naturally present
in many secreted homologous proteins and can aid folding. In S. cere-
visiae, the signal sequence and pro-sequence of the secreted a-mating
factor protein is often employed. This pro-sequence ends in a di-
basic pair of amino acids, lysine-arginine, and an endopeptidase that
is located in the Golgi body (an organelle in the secretory pathway)
cleaves after the lysine-arginine to release mature target protein with
its correct N-terminal sequence. This endopeptidase is called Kex2p in
S. cerevisiae and equivalent enzymes are found in other yeasts and fil-
amentous fungi.

Many heterologous proteins are produced at yields that are too
low (for commercial viability or for experimental purposes) or are
structurally and functionally different from the authentic protein.
Yeasts are no different in this regard to other expression systems
and modifications to the standard procedures have been pursued in
order to overcome the difficulties. The use of vectors that replicate
at high copy number can titrate out the necessary transcription fac-
tors so that they become limiting. This occurs in S. cerevisiae with
the galactose-inducible, GAL1, promoter. Increasing the expression
of the associated regulatory protein (Gal4p) overcomes this titration
effect.

Many of the limitations leading to low secreted yields are post-
translational and relate to the secretory pathway or to proteolytic
degradation. Thus, protease-deficient mutants have been examined
and, conversely, enhancement of the specific proteolytic activities of
the signal peptidase and Kex2 protease have also been examined. Each
approach has shown some promise without wholly overcoming the
bottle-necks to high yields. Folding of proteins during secretion occurs
within the ER and is assisted by resident chaperone proteins. Other
proteins, termed foldases, also catalyse folding by the formation of
disulphide bonds within the ER. Up-regulated expression of foldases
and chaperones has increased the secreted yield of some, but not
all, heterologous proteins from S. cerevisiae. Mutagenesis of strains has
been used to increase secreted protein yields and in a few cases muta-
tions have been localised to particular genes. Mutations that affect all
aspects, including transcription, proteolysis, secretion and glycosyla-
tion, have been recorded. Although mutagenesis will continue to be
used as a tool for improving yields, many mutations are recessive and
not easily incorporated into polyploid commercial strains that have
multiple copies of each chromosome. Thus targeted gene manipula-
tions provide a complementary and valuable approach.

Typical fungal expression vectors are not dissimilar to those described
already for yeast. As discussed in Section 5.2.3, the main difference
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Folding and
processing of secretory fusion
proteins in filamentous fungi. (a)
Entry of nascent polypeptide into
the lumen of the endoplasmic
reticulum (ER). The signal
sequence that directs entry of the
polypeptide is removed by signal
peptidase so that the emerging
polypeptide within the lumen lacks
the signal sequence. BiP is an
abundant chaperone within the
lumen which is associated with
early protein folding events. Other
chaperones and foldases (see text)
are also present. (b) Folding of the
full-length fusion protein within the
ER. (c) The fusion protein is
cleaved within the Golgi body by a
specific peptidase (Kex2p in S.
cerevisiae) to release the
heterologous protein to the cell
exterior following transport of the
protein by membrane-bound
vesicles.

is that autonomous replication of nuclear plasmids is not normally
an option with commercial filamentous fungi, and all vectors, with
the exception of some used for research purposes, are designed to
integrate into the fungal genome. As with yeast integration vectors,
genomic integration of the transforming DNA brings added, though
not necessarily complete, stability, but some uncertainty about the
levels of gene expression expected and a limit to the number of gene
copies that can be integrated. From a practical standpoint, a fun-
gal transformation produces transformed strains that differ in their
level of heterologous protein produced. One of the reasons for vari-
ation in gene expression upon genomic integration of the vector is
that some parts of the genome are more transcriptionally active than
others. Multiple copies of transforming DNA can be achieved through
selection pressure and an elegant example in A. niger is the use of the
amdS gene from A. nidulans, described earlier in Section 5.2.3. It is not,
however, advantageous to increase the copies beyond a certain limit
because there is no advantage in terms of protein yields. For example,
beyond about 20 copies of the A. niger glaA promoter, essential tran-
scription factors become limiting. Analogous observations were made
in yeast (Section 5.6.2) and, there, the limitation was overcome by up-
regulating the expression of the transcription factor(s). This strategy
may work also in filamentous fungi.

Aside from the gene dosage strategy just described, mutagenesis
of protein-producing strains and screening the resulting mutants for
improved protein production is another effective method for strain
optimisation. Indeed, the combination of targeted genetic modification
(GM) with conventional mutagenesis-based strain improvement pro-
vides a very powerful approach for improved production of heterol-
ogous proteins. Two further GM-based strategies are now routinely
used (see also Chapter 21). The most commonly exploited fungi secrete
proteases that might degrade the target heterologous protein. There-
fore, one strategy is to use either protease-deficient mutant strains or
strains in which specific protease genes have been eliminated by gene
disruption or gene deletion. The second strategy is to employ gene
fusions whereby the target gene is fused downstream of a gene enco-
ding a naturally well-secreted ‘carrier’ protein such as glucoamylase in
A. niger or cellobiohydrolase in Trichoderma reesei. When this tactic was
used for production of calf chymosin, the chymosin (which is a pro-
tease) cleaved itself from the glucoamylase-prochymosin fusion at the
pro-sequence boundary to release mature chymosin. For most heterol-
ogous proteins this approach is not possible and a cleavable protease
site is included at the fusion junction. The site usually employed is the
dibasic lysine-arginine sequence, which, in yeast, is the site for cleav-
age by the Kex2 protease. This works well too in filamentous fungi
(Fig. 5.16). The fusion protein strategy appears to increase secreted pro-
tein yields by enhancing mRNA stability and by easing the passage
of protein through the secretory pathway, although the underlying
mechanisms are not known.
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Recognition of bottle-necks in achieving high yields of secreted
proteins that have the activities expected of the authentic proteins is
the first step towards defining strategies to overcome the problems.
It is already clear that, as with yeast expression, several factors can
conspire to present a bottle-neck and that their relative importance
depends on the heterologous protein. Foreign genes that use codons
not common in fungi, the presence of sequences that destabilise
mRNA, differences in the protein folding/secretory pathway and the
abundance of proteases all contribute to the observed bottle-necks.
In addition, although hyper-glycosylation of heterologous proteins is
not such a problem with filamentous fungi as it is with S. cerevisiae,
it can still be a difficulty. In addition, the patterns of glycosylation
differ from those seen in mammalian cells, which could be important
for therapeutic protein production. The glycan structures in fungal
glycoproteins are being analysed and the genes that encode enzymes
responsible for glycan assembly are being cloned, providing the pos-
sibility in the future of manipulating glycan synthesis.

The essential details of the secretory pathway in filamentous fungi
appear to be qualitatively very similar to those in the yeast system,
which has been studied more extensively. Some of the genes that
encode chaperones and foldases have been cloned, as have genes that
encode proteins involved in vesicular transport. Although successful
manipulation of the protein secretory pathway using these genes has
not yet been reported, the necessary tools to do so are becoming
available.
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Chapter 6

Microbial process kinetics

Jens Nielsen

Technical University of Denmark

6.1 Introduction

6.2 Kinetic modelling of cell growth
6.3 Mass balances for ideal bioreactors
6.4 Further reading

Quantitative description of cellular processes is an indispensable tool
in the design of fermentation processes. Thus, the two most impor-
tant quantitative design parameters, yield and productivity, are quan-
titative measures that specify how the cells convert the substrates
to the product. The yield specifies the amount of product obtained
from the substrate (or raw material) and the productivity specifies
the rate of product formation. These two design parameters can eas-
ily be derived from experimental data, e.g. from measurement of the
substrate consumption and the product formation. However, what is
more difficult is to predict how they change with the operating con-
ditions, e.g. if the medium composition changes or the temperature
changes. In order to do this it is necessary to set up a mathematical
model (see Box 6.1), which may be anything from a simple empirical
correlation that specifies the product formation rate as a function of
the medium composition, to a complex model that accounts for all
the major cellular reactions involved in the conversion of the sub-
strates to the product. Independent of the model structure, the pro-
cess of defining a quantitative description of a fermentation process
involves a number of steps (Fig. 6.1).

AXkey aspectin setting up a model is to specify the model’s complex-
ity. This depends much on the aim of the work, i.e. what the model
is going to be used for, as discussed in Section 6.2.1. Specification of

Basic Biotechnology, third edition, eds. Colin Ratledge and Bjgrn Kristiansen.
Published by Cambridge University Press. © Cambridge University Press 2006.
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Box 6.1 | Mathematical models

A mathematical model is a set of relationships between the variables in the system
being studied. These relationships are normally expressed in the form of mathemat-
ical equations, but they may also be specified as logic expressions (or cause/effect
relationships) that are used in the operation of a process. The variables include
any properties that are of importance for the process, e.g. the agitation rate in the
bioreactor, the feed rate to the bioreactor, pH and temperature of the medium, the
concentration of substrates in the medium, the concentration of metabolic prod-
ucts, the biomass concentration, and the state of the biomass — often represented
by the concentration of a set of key intracellular compounds. In order to set up a
mathematical model it is necessary to specify a control volume wherein all the vari-
ables of interest are taken to be uniform, i.e. there are no variations in their values
throughout the control volume. For fermentation processes the control volume is
typically given by the volume of liquid in the whole bioreactor; but for large bioreac-
tors the medium may be inhomogeneous due to mixing problems and here it is ne-
cessary to divide the bioreactor into several control volumes (see also Section 6.3).
When the control volume is the whole bioreactor it may either be of constant
volume or it may change with time, depending on the operation of the bioprocess.
When the control volume has been defined, a set of balance equations can be
specified for the variables of interest. These balance equations specify how ma-
terial is flowing into and out of the control volume and how material is converted
within the control volume. The conversion of material within the control vol-
ume is specified by so-called rate equations (or kinetic expressions), and together
with the mass balances these two specify the complete model (see Fig. 6.1).

the model’s complexity involves defining the number of reactions to
be considered in the model, and specification of the stoichiometries
for these reactions. When the model’s complexity has been specified,
rates of the cellular reactions considered in the model are described
with mathematical expressions, i.e. the rates are specified as functions
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of the variables - namely the concentration of the substrates (and in
some cases the metabolic products). These functions are normally
referred to as kinetic expressions, since they specify the kinetics of the
reactions considered in the model. This is an important step in the
overall modelling cycle and in many cases different kinetic expressions
have to be examined before a satisfactory model is obtained. The next
step in the modelling process is to combine the kinetics of the cel-
lular reactions with a model for the reactor in which the cellular
process occurs. Such a model specifies how the concentrations of sub-
strates, biomass and metabolic products change with time, and what
flows in and out of the bioreactor. These bioreactor models are normally
represented in terms of simple mass balances over the whole reactor,
but more detailed reactor models may also be applied, if inhomo-
geneity of the medium is likely to play a role (see Section 6.3). The
combination of the kinetic and the bioreactor model makes up a
complete mathematical description of the fermentation process, and
this model can be used to simulate the profile of the different vari-
ables of the process, e.g. the substrate and product concentrations.
However, before this can be done it is necessary to assign values to
the parameters of the model. Some of these parameters are operating
parameters, which depend on how the process is operated, e.g. the vol-
umetric flow in and out of the bioreactor, whereas others are kinetic
parameters that are associated with the cellular system. In order to
assign values to these parameters it is necessary to compare model
simulations with experimental data, and hereby estimate a param-
eter set that gives the best fit of the model to the experimental data.
This is referred to as parameter estimation. The evaluation of the fit
of the model to the experimental data can be done by simple visual
inspection of the fit, but generally it is preferred to use a more ration-
al procedure, e.g. by minimising the sum of squared errors between
the model and the experimental data. If the model simulations are
considered to represent the experimental data sufficiently well the
model is accepted, whereas if the fit is poor (for any set of parameters)
it is necessary to revise the kinetic model and go through the mod-
elling cycle again.

In the following we will consider the two different elements
needed for setting up a bioprocess model, namely kinetic modelling
and mass balances for bioreactors. This will lead to a description
of different types of bioreactor operation, and hereby simple design
problems can be illustrated.

Models are used by all researchers in life sciences when results from
individual experiments are interpreted and when results from sev-
eral different experiments are compared with the aim of setting up a
model that may explain the different observations. Thus biologists use
models to interpret experiments on gene regulation and expression,
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and these models are very important when the message from often
quite complicated experiments is to be presented. Most of these bio-
logical models are qualitative only, and they do not allow quantita-
tive analysis. Often these verbal models can be relatively easy trans-
ferred to quantitative models, but a major obstacle in applying these
quantitative models is estimation of the parameters of the model.
In order to do this precise measurement of the different variables
of the system is necessary and at different experimental conditions.
Thus, quantitative description (or model simulations) goes hand-in-
hand with experimental work, and quantitative modelling is often
limited by the availability of reliable experimental data. During the
last ten years there has been a revolution in experimental techniques
applied in life sciences, and this has made possible far more detailed
modelling of cellular processes. Furthermore, the availability of pow-
erful computers has made it possible to solve even complex numerical
problems within a reasonable computational time. At present, even
complex mathematical models for biological processes can therefore
be handled and experimentally verified. However, such detailed (or
mechanistic) models are often of little use in the design of a biopro-
cess, whereas they mainly serve a purpose in fundamental research of
biological phenomena. In this presentation we will focus on models
that are useful for the design of bioprocesses, but in order to give an
overview of the different mathematical models applied to describe
biological processes we start the presentation of kinetic models with
a discussion of model complexity.

Biological processes are extremely complex per se. Cell growth and
metabolite formation are the result of a very large number of cellular
reactions and events like gene expression, translation of mRNA into
functional proteins, further processing of proteins into functional
enzymes or structural proteins, and long sequences of biochemical
reactions leading to building blocks needed for synthesis of cellular
components. All these different reactions can roughly be divided into
four groups as shown in Fig. 6.2. It is quite clear that a complete
description of all the possible reactions and events cannot be included
in a mathematical model. In fermentation processes, where there is
a large population of cells, inhomogeneity of the cells with respect
to activity and function may add further to the complexity. In setting
up fermentation models, lumping of cellular reactions and events is
therefore always done, but the detail level considered in the model,
i.e. the degree of lumping, depends on the aim of the modelling.
Fermentation models can roughly be divided into four groups
depending on the level of detail included in the model (Fig. 6.3).
The simplest description is the so-called unstructured models where the
biomass is described by a single variable (often the total biomass
concentration) and where no segregation in the cell population is
considered, i.e. all the cells in the population are assumed to have
identical properties. These models can be combined with a segregated
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population model, where the individual cells in the population are
described by a single variable, e.g. the cell mass or cell age, but often
it is relevant to add further structure to the model when segregation
in the cell population is considered. In the so-called structured models
the biomass is described with more than one variable, i.e. structure
in the biomass is considered. This structure may be anything from a
simple structuring into a few compartments to a detailed structuring
into individual enzymes and macromolecular pools.

From the above it is clear that a very important element in math-
ematical modelling of fermentation processes is defining the model
structure (or specifying the complexity of the model), and for this
a general rule can be stated as: as simple as possible, but not sim-
pler. This rule implies that the basic mechanisms should always be

lllustration of the
different reactions involved in the
overall conversion of substrates
into a functioning cell.

Different types of
model complexity, with increasing
complexity going from the upper
left corner to the lower right
corner. When there is structuring
at the cell level, specific
intracellular events or reactions
are considered in the model, and
the biomass is structured into two
or more variables. When there is
structuring at the population level,
segregation of the population is
considered, i.e. it is accounted for
that not all the cells in the
population are identical.
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included and that the model structure depends on the aim of the
modelling exercise (see Box 6.2). Thus, if the aim is to simulate the
biomass concentration in a fermentation process, a simple unstruc-
tured model (Sections 6.2.3 and 6.2.4) may be sufficient. However, if
the aim is to analyse a given system in further detail it is necessary
to include much more structure in the model and, in this case, one
often describes only individual processes within the cell, e.g. a certain
pathway or gene transcription from a certain promoter.

Box 6.2 | Model complexity

A simple illustration of difference in model complexity is the quantitative description
of the fractional saturation y of a protein at a ligand concentration ¢. This may be
described either by the Hill equation:

a

yzc‘thK M

where h and K are empirical parameters, or the equation of Monod:
ac ’ Ci ’ ci
|:La<I+K—R> +<I+K_R> :|I<_R
- ac\* a\*
(+3) +(+5)

where L, a and Kg are parameters. Both equations address the same experimental

@

problem, but whereas Eq. (1) is completely empirical with h and K as fitted param-
eters, Eq. (2) is derived from a hypothesis for the mechanism and the parameters
therefore have a direct physical interpretation. If the aim of the modelling is to
understand the underlying mechanism of the process, Eq. (1) cannot obviously be
applied since the kinetic parameters are completely empirical and give no (or little)
information about the ligand binding to the protein. In this case, Eq. (2) should
be applied, since by estimating the kinetic parameter the investigator is supplied
with valuable information about the system and the parameters can be directly
interpreted. If, on the other hand, the aim of the modelling is to simulate the ligand
binding to the protein, Eq. (1) may be as good as Eq. (2) — one may even prefer
Eq. (1) since it is more simple in structure and has fewer parameters and it actually
often gives a better fit to experimental data than Eq. (2). Thus, the answer to which
model one should prefer depends on the aim of the modelling exercise.

Before we turn to description of different unstructured models a few
definitions are needed. Figure 6.4 is a representation of the overall
conversion of substrates into metabolic products and biomass com-
ponents (or total biomass). The rates of substrate consumption can
be determined during a fermentation process by measuring the con-
centration of these substrates in the medium. Similarly, the forma-
tion rates of metabolic products and biomass can be determined
from measurements of the corresponding concentrations. It is there-
fore possible to determine what flows into the total pool of cells
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n Metabolites

Intracellular
biochemical
reactions

Substrates Extracellular

macromolecules
Biomass

General representation of cellular growth and product formation.
Substrates are converted, via the large number of intracellular biochemical reactions,
into metabolic products, e.g. ethanol, lactate or penicillin (and other secondary
metabolites), extracellular macromolecules, e.g. a secreted enzyme, a heterologous
protein or a polysaccharide, and into biomass constituents, e.g. cellular protein, lipids,
RNA, DNA and carbohydrates.

and what flows out of this pool. The inflow of a substrate is nor-
mally referred to as the substrate uptake rate and the outflow of
a metabolic product is normally referred to as the product forma-
tion rate. From the direct measurements of the concentrations one
obtains so-called volumetric rates [units: g (1 h)™! or moles (1 h)~!]. Often
it is convenient to normalise the rates with the amount of biomass
(DW = dry wt) to obtain specific rates, and these are often represented
as 1; [units: g (g DW h)~! or moles (g DW h)~!], where the subscript,
i, indicates whether it is a substrate (s) or a metabolic product (p).
The specific growth rate of the total biomass is also an important vari-
able, and it is generally designated p [unit: g DW (g DW h)~! or
simply h™!]. The specific growth rate is related to the doubling time
ta(h) of the biomass through:

In2
tg= —
"

The doubling time t4 is equal to the generation time for a cell, i.e. the
length of a cell cycle for unicellular organisms, which is frequently
used by life scientists to quantify the rate of cell growth.

The specific rates - or the flow in and out of the cell - are very
important design parameters, since they are related to the productiv-
ity of the cell. Thus, the specific productivity of a given metabolite
directly indicates the rate at which the cells synthesise this metabo-
lite. Furthermore, if the specific rate is multiplied by the biomass con-
centration in the bioreactor one obtains the volumetric productivity,
or the synthesis rate of the biomass population per reactor volume.
In simple kinetic models the specific rates are specified as functions
of the variables in the system, e.g. the substrate concentrations. In
more complex models where the rates of the intracellular reactions
are specified as functions of the variables in the system, the substrate
uptake rates and product formation rates are given as functions of
the intracellular reactions rates.

Another class of very important design parameters are the yield
coefficients, which quantify the amount of substrate recovered in

(6.1)
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The specific penicillin
productivity e and the yield of
penicillin A on glucose for different
specific growth rates (equal to the
dilution rate in a chemostat, see
Section 6.3.3).

245 - 0.35
£ ~ 20 ° APEA
£ = ® 025 8 &
S 16 ]A4% [ ) © 9
5 3 8 L02 2 S
e . o )
a2 F L5 5 @
L35 ) g =
= 81 T3
S E "o ® |o1 3 g
22 > =
& 2

49 .to.os
: : 0

0 002 004 006 008 01 012
Dilution rate (h™")

biomass and the metabolic products. The yield coefficients are given
as ratios of the specific rates, e.g. for the yield of biomass on a
substrate:
"
Yo = & (6.2)
s

and similarly for the yield of a metabolic product on a substrate:
"

Yy =2

s

(6.3)

The yield coefficients are determined by how the carbon in the sub-
strate is distributed among the different cellular pathways towards
the end-products of the catabolic and anabolic routes. These parame-
ters can be considered as an overall determination of metabolic fluxes,
a key aspect in modern physiological studies where methods to quan-
tify intracellular, metabolic fluxes have become important tools. In
the production of low-value-added products, e.g. ethanol, bulk anti-
biotics and amino acids, it is important to optimise the yield of prod-
uct on the substrate, and the target is therefore to direct as much car-
bon as possible towards the product and minimise the carbon flow to
other products (including biomass). For aerobic processes, the yield of
carbon dioxide on oxygen is often used to characterise the metabolism
of the cells. This yield coefficient is referred to as the respiratory
quotient (RQ), and with pure respiration it is close to 1 whereas if
a metabolite is formed it deviates from 1 (see also Section 6.2.4).

The yield coefficients are always given with a double index which
indicates the direction of the conversion, i.e. the yield for the con-
version of substrate to biomass (s — x) has the index sx. With the
definitions of the yield coefficients it is clear that:

1

Yy = f (6.4)
Thus, the yield coefficient Yy specifies the amount of substrate used
per unit biomass formed, and similarly the yield coefficient Yy, spe-
cifies the amount of product formed per unit biomass formed. With
the yield coefficient and the specific rate defining two very impor-
tant design parameters in terms of optimisation of fermentation pro-
cesses, it is unfortunately rarely possible to optimise both parameters
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at the same time. This is illustrated in Fig. 6.5, where the specific
productivity of penicillin is shown together with the yield of peni-
cillin on glucose for different specific growth rates. The data clearly
show that the yield is optimum for a lower specific growth rate com-
pared with the specific rate, and it is therefore important to weigh
the relative importance of these two parameters in the overall opti-
misation of the process.

The most simple mathematical presentation of cell growth is the so-
called black box model, where all the cellular reactions are lumped
into a single overall reaction. This implies that the yield of biomass on
the substrate (as well as the yield of all other compounds consumed
and produced by the cells) is constant. Consequently the specific sub-
strate uptake rate can be specified as a function of the specific growth
rate of the biomass, simply by rewriting Eq. (6.2):

s = Yxs (6.5)

The specific uptake rate of other substrates, e.g. uptake of oxygen,
and the formation rate of metabolic products is similarly propor-
tional to the specific growth rate. In the black box model, the kinet-
ics reduce to a description of the specific growth rate as a function
of the variables in the system. In the most simple model description
it is assumed that there is only one limiting substrate, typically the
carbon source (which is often glucose), and the specific growth rate
is therefore specified as a function of the concentration of this sub-
strate only. A very general observation for cell growth on a single lim-
iting substrate is that at low substrate concentrations (cs) the specific
growth rate pu is proportional to ¢s, but for increasing values there is
an upper value for the specific growth rate. This verbal presentation
can be described with many different mathematical models, but the
most often applied is the Monod model, which states that:

Cs

_ (6.6)
cs + K

M = Kmax
where (max represents the maximum specific growth rate of the cells
and K; is numerically equal to the substrate concentration at which
the specific growth rate is 0.5umax. The influence of the substrate
concentration on the specific growth rate with the Monod model is

The specific growth
rate as a function of the
concentration of the limiting
substrate when the Monod model
is applied. Both parameters of the
model are normalised to |, i.e.
Mmax = Ks= 1.
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Table 6.1 | Typical K values for different microbial cells
growing on different sugars

Species Substrate K (mg I™")
Aerobacter aerogenes Glucose 8
Aspergillus oryzae Glucose 5
Escherichia coli Glucose 4
Klebsiella aerogenes Glucose 9
Glycerol 9
Klebsiella oxytoca Glucose |10
Arabinose 50
Fructose 10
Penicillium chrysogenum  Glucose 4
Saccharomyces cerevisiage  Glucose 180

Table 6.2 Compilation of different unstructured,
kinetic models

Model name  Kinetic expression

Tessier I= fhmax (| — e75/5%)
Cm
Moser = —
18 H'maxcg 1K,
Contoi <
ontois = _
128 MmaxCS+ K.x

Cs
Blackman o= Mmaxz—KS; cs < 2K
Mmax; Cs = ZKS

Logistic law (= tmax <| - i)

illustrated in Fig. 6.6. The parameter K, is sometimes interpreted as
the affinity of the cells towards the substrates. Since the substrate
uptake often is involved in the control of substrate metabolism, the
value of K; is also often in the range of the K, values of the substrate
uptake system of the cells. However, K; is an overall parameter for all
the reactions involved in the conversion of the substrate to biomass,
and it is therefore completely empirical and has no physical meaning.
Table 6.1 summarizes the K; value for different microbial systems.
The Monod model is not the only kinetic expression that has been
proposed to describe the specific growth rate in the black box model.
Many different kinetic expressions have been presented and Table 6.2
compiles some of the most frequently applied models. In the Contois
kinetics, an influence of the biomass concentration x is included, i.e.
at high biomass concentrations there is an inhibition on cell growth.
It is unlikely that the biomass concentration as such inhibits cell
growth, but there may well be an indirect effect, e.g. by the for-
mation of an inhibitor compound by the biomass or high biomass
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concentrations may give a very viscous medium that results in mass
transfer problems. These different expressions clearly demonstrate
the empirical nature of these kinetic models, and it is therefore futile
to discuss which model is to be preferred, since they are all simply
data fitters, and one should simply choose the model that gives the
best description of the system studied.

All the kinetic expressions presented above assume that there is
only one limiting substrate, but often more than one substrate con-
centration influences the specific growth rate. In these situations com-
plex interactions can occur which are difficult to model with unstruc-
tured models unless many adjustable parameters are admitted. Sev-
eral different multi-parameter, unstructured models for growth on
multiple substrates have been proposed, and here one often distin-
guishes between whether a second substrate is growth enhancing or
also growth limiting. A general kinetic expression that accounts for
both types of substrates is:

Csie Mmax,jCs.j
=1+ 6.7
n ( 21: Csc + Ke,i) 1_[ csj+ Ksj (6.7)

J

where ¢ is the concentration of a growth-enhancing substrate and
¢s is the concentration of a substrate essential for growth. The pres-
ence of growth-enhancing substrates results in an increased specific
growth rate whereas the essential substrates are absolutely necessary
for growth to take place. A special case of Eq. (6.7) is the growth in
the presence of two essential substrates, i.e.

w= Mmax,lﬂmax,ZCs,lcs,Z (6 8)
(csq1 + K1) (cs.2 + Ks) .

If the concentration of both substrates is at a level where the specific
growth rate for each substrate reaches 90% of its maximum value,
ie. ¢;=0.9 K;, then the total rate of growth is limited to 81% of
the maximum possible value. This is hardly reasonable and several
alternatives to Eq. (6.8) have therefore been proposed, and one of
these is

C C
H_ _ min ( st (2 ) (6.9)
Mmax cs1+Kqi 52+ Ky

Growth on two or more substrates, which may substitute for each
other, e.g. glucose and lactose, cannot be described by any of the
unstructured models described above. Consider, for example, growth
of Escherichia coli on glucose and lactose. Glucose is a more favourable
substrate and will therefore be metabolised first. The metabolism of
lactose will only begin when the glucose is exhausted. The bacterium
needs one of the sugars to grow, but in the presence of glucose there
is no growth-enhancing effect of lactose. To describe this so-called
diauxic growth it is necessary to apply a structured model and, in
general, it is advisable to consider a single limiting substrate in black
box models only.

In some cases growth is inhibited either by high concentrations
of the limiting substrate or by the presence of a metabolic product.
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In order to account for these aspects the Monod kinetics is often
extended with additional terms. Thus for inhibition by high concen-
trations of the limiting substrate we get:

Cs

= _ 6.10
M = Kmax CSZ/Ki t o+ K, ( )
and for inhibition by a metabolic product:
c 1
M = Kmax : (6.11)

cs +Ks1+ p/K;

Equations (6.10) and (6.11) may be a useful way of including product
or substrate inhibition in a simple model. Extension of the Monod
model with additional terms or factors should, however, be done with
some hesitation since the result may be a model with a large num-
ber of parameters but of little value outside the range in which the
experiments were made.

In the black box model all the yield coefficients are taken to be con-
stant. This implies that all the cellular reactions are lumped into a sin-
gle overall growth reaction where substrate is converted to biomass.
A requirement for this assumption is that there is a constant distri-
bution of fluxes through all the different cellular pathways at differ-
ent growth conditions. This assumption is not valid as the yield of
biomass on substrate is not constant. To describe this observation the
concept of endogenous metabolism was introduced, which specified sub-
strate consumption for this process in addition to that for biomass
synthesis, i.e. substrate consumption takes place in two different reac-
tions. In a parallel development it was also established that lactic acid
bacteria produce lactic acid under non-growth conditions, which was
consistent with an endogenous metabolism of the cells. The result
indicated a linear correlation between the specific lactic acid produc-
tion rate and the specific growth rate:

rp=ap+b (6.12)

where a and b are two constants. Later, the term maintenance, a linear
correlation between the specific substrate uptake rate and the specific
growth rate, was introduced to replace the endogenous respiration
concept (see Box 6.3). The linear correlation for maintenance takes
the form

rs = YU + m (6.13)

where YU is referred to as the true yield coefficient and mjg as the
maintenance coefficient. The maintenance coefficients quantify the
rate of substrate consumption for cellular maintenance, and it is nor-
mally given as a constant. In principle this gives rise to a conflict
since this may result in substrate consumption even when the sub-
strate concentration is zero (¢ = 0), and in some cases it may therefore
be necessary to specify m, as a function of c;.
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Box 6.3 | Maintenance

Substrate consumption for maintenance of cellular function is a result of many
different processes in the cells. Common for all these processes is that they con-
sume Gibbs free energy (typically in the form of ATP) without net formation of
new cell mass. In order to supply this Gibbs free energy, the substrate needs to be
catabolised and the overall result is therefore substrate consumption without net
formation of cell mass. The three most important maintenance processes are:

Maintenance of concentration and electrical gradients across cellularmembranes.
Across the cytoplasmic and other cellular membranes there are large concentra-
tion gradients of many different compounds, especially of protons, minerals and
other ions. These gradients result in electrical gradients across the membranes,
which are essential for cellular function.

Futile cycles. In the cells there are pairs of reactions that result in the net consump-
tion of Gibbs free energy only. An example is the phosphorylation of fructose
6-phosphate to fructose |,6-bisphosphate with the consumption of ATP (catal-
ysed by phosphofructokinase) and the reverse reaction, which does not lead to
formation of ATP (catalysed by fructose |,6-bisphosphatase). The hydrolysis of
fructose |,6-bisphosphate to fructose 6-phosphate is repressed by glucose, and
is therefore not very active when there is a high glycolytic flux. However, there
is always some activity of the hydrolysis reaction, and a futile cycle is therefore
active.

Turnover of macromolecules. A number of macromolecules are continuously
synthesised and degraded, and this is a special group of futile cycles, since the net
result is consumption of Gibbs free energy without formation of cell mass. Among
the most prominent group of macromolecules that is continuously synthesised
and degraded is mRNA, which has a very short half-life in the cell.

With the introduction of linear correlations, the yield coefficients
obviously cannot be constants. Thus for the biomass yield on the
substrate:

n

Y=o
sX Y)Egue/,L + Mg

(6.14)
which shows that Y, decreases at low specific growth rates where an
increasing fraction of the substrate is used to meet the maintenance
requirements of the cell. For large specific growth rates, the yield coef-
ficient approaches the reciprocal of Y"¢. This corresponds to the sit-
uation where the maintenance substrate consumption becomes negli-
gible compared with the substrate consumption for biomass growth,
and Eq. (6.13) can be approximated to Eq. (6.5). Despite its simple struc-
ture the linear rate equation Eq. (6.13) has been found to be valid for
many different species, and Table 6.3 compiles true yield coefficients
and maintenance coefficients for various microbial species.

The empirically derived, linear correlations are very useful to
correlate growth data, especially in steady-state continuous cultures
where linear correlations similar to Eq. (6.13) are found for most of
the important specific rates. The remarkable robustness and general
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Table 6.3 | True yield and maintenance coefficients for different micro-
bial species and growth on glucose or glycerol

true ms
Organism Substrate  (g(gDW)™") (8(eDWh)™)
Aspergillus awamori Glucose .92 0.016
Aspergillus nidulans 1.67 0.020
Aspergillus niger
Aspergillus oryzae
Candida utilis 2.00 0.031
Escherichia coli 2.27 0.057
Klebsiella aerogenes 227 0.063
Penicillium 2.17 0.021
chrysogenum
Saccharomyces 1.85 0.015
cerevisiae
Aerobacter aerogenes  Glycerol 1.79 0.089
Bacillus megatarium 1.67 -
Klebsiella aerogenes 2.13 0.074

validity of the linear correlations indicates that they have a funda-
mental basis, and this basis is likely to be the continuous supply and
consumption of ATP, since these two processes are tightly coupled in
all cells. Thus the role of the energy producing substrate is to pro-
vide ATP to drive both the biosynthetic and polymerisation reactions
of the cell and the different maintenance processes according to the
linear relationship

TaTP = YxaTPM + MATP (6.15)

which is a formal analogue to the linear maintenance correlation.
Equation (6.15) states that ATP produced balances the consumption
for growth and for maintenance, and if the ATP yield on the energy
producing substrate is constant, i.e. rarp is proportional to g, it is quite
obvious that Eq. (6.15) can be used to derive the linear correlation
Eq. (6.13). Notice that Yyarp in Eq. (6.15) is not a real yield coefficient
but a parameter.

The reaction temperature and the pH of the growth medium are
process conditions with a bearing on the growth kinetics. It is nor-
mally desired to keep both of these variables constant (and at their
optimal values) throughout the cultivation process — hence they are
often called culture parameters to distinguish them from other vari-
ables such as reactant concentrations, stirring rate, oxygen supply
rate, etc., which can change dramatically from the start to the end of
a cultivation. The influence of temperature and pH on individual cell
processes can be very different, and since the growth process is the
result of many enzymatic processes the influence of both variables
(or culture parameters) on the over-all bioreaction is quite complex.
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The influence of temperature on the maximum specific growth rate shown
by a typical Arrhenius plot (reciprocal absolute temperature on the abscissa and log (1t)
on the ordinate) for E. coli. (ll) Growth on a glucose-rich medium, () growth on a
glucose-poor medium. The linear portion of the curve between ~21.0 and 37.5 °C is
well represented by Eq. (6.16), while the sharp bend and rapid decrease of u for T >
39 °C shows the influence of the denominator term in (6.17).

The influence of temperature on the maximum specific growth rate
of a microorganism is similar to that observed for the activity of
an enzyme: an increase with increasing temperature up to a cer-
tain point where protein denaturation starts, and a rapid decrease
beyond this temperature. For temperatures below the onset of protein
denaturation the maximum specific growth rate increases in much
the same way as for a normal chemical rate constant:

E
Umax = A exp (—ﬁ) (6.16)

where A is a constant and E, is the activation energy of the growth
process.

Assuming that the proteins are temperature denatured by a
reversible chemical reaction with free energy change AGq and that
denatured proteins are inactive one may propose an expression for

/J’IIIEIX:

Aexp(—E4z/RT
Lmax = (~Fs/RT) (6.17)
1+ Bexp(—AG4/RT)

The influence of pH on the cellular activity is determined by the
sensitivity of the individual enzymes to changes in the pH. Enzymes
are normally only active within a certain pH interval, and the total
enzyme activity of the cell is therefore a complex function of the
environmental pH. As an example we shall consider the influence of
pH on a single enzyme, which is taken to represent the cell activity.
The enzyme is assumed to exist in three forms:

e<e +H e +2HT (6.18)
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The influence of pH
on the maximum specific growth
rate of the filamentous fungus
Aspergillus oryzae. The line is
simulated using Eq. (6.20) with
Ki=4x1073,K;=2x1078
and kegoe = 0.3 h7'.
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where e~ is taken to be the active form of the enzyme while the two
other forms are assumed to be completely inactive. K; and K; are the
dissociation constants for e and e™, respectively. The fraction of active
enzyme e~ is calculated to be:

e~ 1

€tot 1+ [H*] /K1 + Ka/[HT]

(6.19)

and the enzyme activity is taken to be k = kee™. If the cell activity
is determined by the activity of the enzyme considered above, the
maximum specific growth rate will be:

ketot
1+[H*] /Ky + K,/ [HY]

(6.20)

Mmax =

Although the dependence of cell activity on pH cannot possibly be
explained by this simple model it has been found that Eq. (6.20) gives
an adequate fit for many microorganisms, and Fig. 6.8 shows fit of
the model for some data of the filamentous fungus Aspergillus oryzae.

The last step in modelling of fermentation processes is to combine
the kinetic model with a model for the bioreactor. A bioreactor model
is normally represented by a set of dynamic mass balances for the
substrates, the metabolic products and the biomass, which describes
the change in time of the concentration of these state variables. The
bioreactor may be any type of device ranging from a test tube or a
shake flask to a well-instrumented bioreactor. Normally the bioreactor
is assumed to be completely (or ideally) mixed, i.e. there is no spatial
variation in the concentration of the different medium compounds.
For small volume bioreactors (<50 litres), including shake flasks, this
can generally be achieved through aeration and agitation. In larger
bioreactors there may be significant concentration gradients through-
out the bioreactor, and for simulation of fermentation processes at
an industrial scale it may be necessary to consider concentration gra-
dients in the bioreactor (see Chapter 8). This can be done by defining
different control volumes in the bioreactor, and then by setting up
mass balances for each control volume. Agitation and aeration in the
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bioreactor will ensure exchange of material between the different con-

trol volumes. Many different models have been proposed for descrip-

tion of such inhomogeneities in bioreactors, but we will only consider

the simple case where the bioreactor volume is assumed to be com-

pletely mixed. Figure 6.9 is a general representation of a bioreactor.
The bioreactor may be operated in three different modes:

batch, where F = F,,; = 0, i.e. the volume is constant;
continuous, where F = F,,; > 0, i.e. the volume is constant; and
fed-batch (or semi-batch), where F > 0 and F,y¢ = 0, i.e. the volume
increases.

In the following these three different operation modes are described
in detail and Table 6.4 summarises their advantages and disadvan-
tages. The mass balances for the different bioreactor modes can all
be derived from a set of general mass balances, and we therefore start
to consider these general balances.

The basis for derivation of the general dynamic mass balances is the
mass balance equation:

Accumulation = Net formation rate 4+ Flow — Flow out  (6.21)

The term accumulation specifies the rate of change of the compound in
the bioreactor, e.g. the rate of increase in the biomass concentration
during a batch fermentation. For substrates the term net formation rate
for metabolic products and biomass is given by the formation rate of
these variables (which will all be positive), whilst for a substrate it will
be given by the substrate uptake, or consumption, rate (which will be
negative). The term flow in is the flow of the compounds into the
bioreactor and the term flow out is the flow of compounds out from
the bioreactor. For the ith substrate, which is added to the bioreactor
via the feed and is consumed by the cells present in the bioreactor
the mass balance is:

desiV) x4+ Fef, — Fouces

dt :

were 1; is the specific substrate uptake rate [moles (g DW h)71], ¢; is
the concentration in the bioreactor, which is assumed to be the same
as the concentration in the outlet (moles or g 171), cgi is the concen-
tration in the feed (moles or g 17!) and x is the biomass concentration
in the bioreactor (g DW 171). The first term in Eq. (6.22) is the accu-
mulation term, the second term accounts for substrate consumption
(or net formation), the third term accounts for the inlet and the last
term accounts for the outlet. Rearrangement of Eq. (6.22) gives:

(6.22)

des F . Four 14V
a = —TgiX + Vcs’i — % + VE Cs,i (623)
For a fed-batch reactor we have:
dv
= (6.24)

T oar

F Fout
cf @ Ci
i 1
X
v
Cj
X0
(- |
General

representation of a bioreactor
with addition of fresh, sterile
medium at a flow rate F (| h~') and
removal of spent medium at a flow
rate of Foyue (I h"), where cf is the
concentration of the ith compound
(typically a substrate) in the feed
and ¢; is the concentration of the
ith compound in the spent
medium. The reactor has the
volume V (I) and is assumed to be
well mixed (or ideal), whereby the
concentration of each compound
in the spent medium becomes
identical to its concentration in the
bioreactor. The biomass
concentration in the bioreactor is
designated x.
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Table 6.4 ' Advantages and disadvantages of different modes of bioreactor operation

Reactor

Batch

Continuous

Fed-batch

Advantages

Versatile, since it can be used for many
different processes

Low risk of contamination

Complete conversion of substrate
possible

High efficiency of the reactor capacity

High productivity can be maintained for
long periods of time

Automation is simple

Constant product quality

Allows operating at well-controlled
conditions by controlling the feed
addition

Allows very high cell densities and
thereby high final titres

and Fyye = 0, the term within the parenthesis becomes equal to the

Disadvantages

High labour cost
Much idle time, due to cleaning and
sterilisation after each fermentation

Problems with infection

Possibility of the appearance of low levels
of mutant production during long
operation

Inflexible since it can rarely be used for
different processes without substantial
retrofitting

Downstream processing has to be adjusted
to the flow through the bioreactor (or
holding tanks are required)

Some of the same problems as for the
batch and continuous reactor; but
generally the disadvantages are less
pronounced with this mode of operation

so-called dilution rate given by:

D=—
%

For a continuous and a batch reactor the volume is constant, i.e.
dV /dt = 0, and F = F,y, and for these bioreactor modes the term
within the parenthesis becomes equal to the dilution rate also. Equa-
tion (6.23) therefore reduces to the mass balance equation (6.26) for
any type of operation:

dCS,i
dt

Dynamic mass balances for the metabolic products are derived in

=—15iX+D (cgi — csﬂ,->

analogy with those for the substrates and take the form:

de’i
dt

where the first term on the right-hand side is the volumetric for-
mation rate of the ith metabolic product. Normally the metabolic
products are not present in the sterile feed to the bioreactor and cfp‘i
is therefore often zero. With sterile feed the mass balance for the

total biomass is:
d(xV)
dt

f
=1piX+D (cs,i — cs,i>

= uxV — FoutX
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which, in analogy with the substrate balance, can be rewritten as:

& D (6.29)

This is the classical operation of the bioreactor, and it is used exten-
sively. Batch experiments have the advantage of being easy to per-
form, and by using shake flasks a large number of parallel experi-
ments can be carried out. The disadvantage in research is that the
experimental data are difficult to interpret since there are dynamic
conditions throughout the experiment, i.e. the environmental condi-
tions experienced by the cells vary with time. In well-instrumented
laboratory bioreactors many variables, e.g. pH and dissolved oxygen
tension, may be kept constant, and this allows study of the effect
of a single substrate on the biomass growth and product forma-
tion. The dilution rate is zero for a batch reactor and the mass bal-
ances for the biomass and the limiting substrate! therefore takes the

form:
dx
= x(i=0)=x (6:30)
dcs
—:—S; St:o:s 6.31
=T Gl =0)=Co (6:31)

where x, indicates the initial biomass concentration, which is
obtained right after inoculation, and ¢ is the initial concentra-
tion of the limiting substrate. According to these mass balances the
biomass concentration will increase and the substrate concentration
will decrease until its concentration reaches zero and growth stops.
Assuming Monod kinetics, the mass balances for biomass and the
limiting substrate can be rearranged into one first-order differential
equation in the biomass concentration and an algebraic equation
relating the substrate concentration to the biomass concentration.
The algebraic equation is given by:

Cs = Cs,0 — Yxs (X — Xo) (6.32)

and the solution to the differential equation for the biomass concen-
tration is given by:

t=(1+ Ks In X
Hmaxt = Cs,0 + YxsXo X0

K Xo — X
——— I (1 +2 ) (6.33)
CS,O + YXSXO stcs,O

Using these equations the profiles of the biomass and the glucose
concentrations during a typical batch culture are easily derived (see
Fig. 6.10). Since the substrate concentration is zero at the end of the

1 In a batch fermentation the limiting substrate is defined as the substrate that is first
exhausted.
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Simulation of the
biomass (~) and glucose (-)
concentration during a batch
culture. The simulation has been
carried out using the Monod
model with fimax = 0.5h~!, K =
0.05g1™!, and Yy =
0.50g DW (g glucose) ™.
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cultivation the overall yield of biomass on the substrate can be found
from:

Yg(verall _ Xfinal—x, (6.34)
Cs,0
where Xgn4 is the biomass concentration at the end of the cultivation.
Normally %y < Xfna;» and the overall yield coefficient can therefore
be estimated from the final biomass concentration and the initial
substrate concentration alone.

Notice that the yield coefficient determined from Eq. (6.34) is the
overall yield coefficient and not Yy nor Y2U¢. The yield coefficient
Ysx may well be time dependent since it is the ratio between the
specific growth rate and the substrate uptake rate (see Eq. (6.2)). How-
ever, if there is little variation in these rates during the batch cul-
ture (e.g. if there is a long exponential growth phase and only a very
short declining growth phase) the overall yield coefficient may be very
similar to the yield coefficient. If there is maintenance metabolism
the true yield coefficient is difficult to determine from a batch cul-
tivation, since it requires information about the maintenance coeffi-
cients, which is difficult to estimate from a batch experiment. How-
ever, if the specific growth rate is close to its maximum throughout
most of the growth phase, the substrate consumption due to main-
tenance will be negligible and, according to Eq. (6.14), the true yield
coefficient is close to the observed yield coefficient determined from
the final biomass concentration.

A typical operation of the continuous bioreactor is the so-called chemo-
stat, where the added medium is designed such that one single sub-
strate is limiting. This allows for controlled variation in the specific
growth rate of the biomass. By varying the feed flow rate to the bio-
reactor the environmental conditions can be varied and thereby valu-
able information concerning the influence of the environmental con-
ditions on the cellular physiology can be obtained. Other examples
of continuous operation besides the chemostat are the pH-stat, where
the feed flow is adjusted to maintain the pH constant in the bioreac-
tor, and the turbidostat, where the feed flow is adjusted to maintain
the biomass concentration at a constant level. From the biomass mass
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balance equation (6.29) it can be seen that in a steady-state continuous
reactor the specific growth rate equals the dilution rate:

uw=D (6.35)

Thus, by varying the dilution rate (or the feed flow rate) in a con-
tinuous culture different specific growth rates can be obtained. This
allows detailed physiological studies of the cells when they are grown
at a specified specific growth rate (corresponding to a certain envi-
ronment experienced by the cells). At steady state the substrate mass
balance (6.36) gives:

0=—rx+D(cf—c) (6.36)

which upon combination with Eq. (6.35) and the definition of the
yield coefficient gives:

x = Yo (cf — ) (6.37)

Thus, the yield coefficient can be determined from measurement of
the biomass and the substrate concentrations in the bioreactor (it is
assumed that the substrate concentration in the feed flow is known).

If the Monod model applies the mass balance for the biomass
gives:

c

D= — 6.38
Mmax o+ K, ( )
or
DK
Cs = s (6.39)
Mmax — D

Thus the concentration of the limiting substrate increases with the
dilution rate. When substrate concentration becomes equal to the
substrate concentration in the feed the dilution rate attains its max-
imum value, which is often called the critical dilution rate:

cf

s 6.40
Mmax C£~|— Ks ( )

Dgit =
When the dilution rate becomes equal to or larger than this value the
biomass is washed out of the bioreactor. Equation (6.39) clearly shows
that the steady-state chemostat is well suited to study the influence
of the substrate concentration on the cellular function, e.g. product
formation, since by changing the dilution rate it is possible to change
the substrate concentration as the only variable. Furthermore, it is
possible to study the influence of different limiting substrates on the
cellular physiology.

Besides quantification of the Monod parameters the chemostat is
well suited to determine the maintenance coefficient. As the dilution
rate equals the specific growth rate, a combination of Egs. (6.14) and
(6.37) gives:

D

f
X=—F——(c;—¢ 6.41
QND+W(SS) (641)
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Growth of Aerobacter aerogenes in a chemostat with glycerol as the
limiting substrate. The biomass concentration (M) decreases at low dilution rates due to
the maintenance metabolism, and when the dilution rate approaches the critical value
the biomass concentration decreases rapidly. The glycerol concentration (A) increases
slowly at low dilution rates, but when the dilution rate approaches the critical value it
increases rapidly. The lines are model simulations using the Monod model with
maintenance, and with the parameter values: ci = 10g I_'; Mmax = 1.0 h=!; Ks =
0.01g1~";m = 0.08g (g DW h)~' and yiue = 1.70g (g DW)~!. The broken line is the
productivity according to Eq. (6.42).

Equation (6.41) shows that the biomass concentration decreases at
low specific growth rates, where the substrate consumption for main-
tenance is significant compared with that for growth. At high specific
growth rates (high dilution rates) maintenance is negligible and the
yield coefficient becomes equal to the true yield coefficient. Since
w = D at steady state Eq. (6.13) expresses that there is a linear rela-
tion between the specific substrate uptake rate and the dilution rate.
In this linear relationship the true yield coefficient and the main-
tenance coefficient can easily be estimated using linear regression.

For production of biomass, e.g. baker’s yeast or single cell protein,
and growth-related products the chemostat is very well suited since
it is possible to maintain a high productivity over very long periods
of operation. The productivity of biomass is given by:

Py = Dx (6.42)

and in Fig. 6.11 the productivity is shown as a function of the dilution
rate.

By inserting the expression for the biomass concentration (6.41)
into Eq. (6.42), with Eq. (6.39) inserted for the substrate concentration,
it is possible to calculate the dilution rates that give maximum pro-
ductivity. If there is no maintenance, i.e. ms = 0, the optimal dilution
rate is given by:

| K
Dopt = Mmax (1 - —c§ n Ks) (6.43)
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It is important to emphasise that this optimum only holds for Monod
kinetics without maintenance. When maintenance is included, find-
ing the optimum dilution rate will involve solving a third-degree poly-
nomial. This polynomial will have one solution in the possible range
of dilution rates. However, instead of solving the third-degree polyno-
mial it is generally easier to find the solution numerically.

This operation is probably the most common operation in industrial
processes, since it allows for control of the environmental condi-
tions, e.g. maintaining the glucose concentration at a certain level,
as well as enabling formation of very high titres (up to several hun-
dred grams per litre for some metabolites), which is of importance
for subsequent downstream processing. There is striking similarity
between the fed-batch reactor and the chemostat, and for the fed-
batch reactor the mass balance for biomass and substrate are given
by the general mass balances (6.26) and (6.29). Normally the feed con-
centration cf is very high, i.e. the feed is a very concentrated solution,
and the feed flow is low giving a low dilution rate. The dilution rate is
given by:

_1av (6.44)
CVoadt '
and if D is to be kept constant there needs to be an exponentially
increasing feed flow to the bioreactor. If the yield coefficient is con-
stant, combining the mass balances for the biomass and the substrate
gives:

d(x + Ysxcs)

G = (= D)x = Yorx + YD (5 - c)] (6.45)
or, since u = Yt

d[x — Ye (c
dt

)

=D [x — Yo (cf — ¢5)] (6.46)

Through combination with Eq. (6.44) this differential equation can
easily be solved with the solution given by:
st (Cg - Cs,O) — X0 _ K
st (Cg - Cs) —X VO

(6.47)

where xg, ¢;0 and V, are the biomass concentration, the substrate
concentration and the reactor volume at the start of the fed-batch
process. The substrate concentration in the feed cf is normally very
high and much higher than both the initial substrate concentration
and the substrate concentration during the process (cs); this means
that Ycl is larger than the biomass concentration, both initially
and during the process. Consequently the increase in volume can
be kept low even when there is a very high increase in the biomass
concentration.
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If there is an exponential feed flow to the bioreactor there will
be substantial biomass growth and, since the biomass concentration
increases, this may lead to limitations in the oxygen supply. The feed
flow is therefore typically increased until limitations in the oxygen
supply set in, whereafter the feed flow is kept constant. This will give
a decreasing specific growth rate. However, since the biomass con-
centration normally will increase, the volumetric uptake rate of sub-
strates (including oxygen) may be kept approximately constant. From
the above it is quite clear that there may be many different feeding
strategies in a fed-batch process, and optimisation of the operation is
a complex problem that is difficult to solve empirically. Even when
a very good process model is available, calculation of the optimal
feeding strategy is a complex optimisation problem. In an empirical
search for the optimal feeding policy the two most obvious criteria
are:

keep the concentration of the limiting substrate constant;
keep the volumetric growth rate of the biomass (or uptake of a
given substrate) constant.

A constant volumetric growth rate (or uptake of a given substrate) is
applied if there are limitations in the supply of oxygen or in heat
removal, and this is often the case. A constant concentration of the
limiting substrate is often applied if the substrate inhibits product
formation, and the chosen concentration therefore depends on the
degree of inhibition and the desire to maintain a certain growth of
the cells. The required feeding profile to maintain a constant substrate
concentration ¢, corresponding to a constant specific growth rate jg
is quite simple to derive. From (6.28) with Foy = O,

d(xV)
g = eV (6.48)
or
xV = xoVpero! (6.49)

Since the substrate concentration is constant the substrate balance
gives:

~Yyspox +D (cf—¢) =0 (6.50)
or

Yxstto Yxsito
i
cf—cs cf—c

F(t) = xoVoe“Ot (651)

Finally, the biomass concentration x(t) is obtained from Eq. (6.47) with
Cs = Cs,0°

x () ehot
B (6.52)
X0 1 — axg + axgerot
where
Y,
a=—= (6.53)

cf—c
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The biomass concentration (4), the bioreactor volume (H) and the feed
flow rate (A) to a fed-batch reactor operated with a constant substrate concentration.
The yield coefficient Y, is taken to be 0.5 g DW (g glucose) ™', the constant specific
growth rate /g is taken to be 0.02 h~' and the substrate concentration in the feed cf is
taken to be 400 kg m~3. The substrate concentration is assumed to be much less than
cf. The initial biomass concentration xo and the initial bioreactor volume are taken to be
10 kg m~3 and 80 m3, respectively.

The bioreactor volume is given by:

v_ 1 — axg + axge™* (6.54)
Vo
Figure 6.12 specifies typical profiles for the biomass concentration, the
bioreactor volume and the feed flow rate during a fed-batch process
with constant substrate concentration.

Fed-batch cultures were used in the production of baker’s yeast as
early as 1915, where it was introduced by Dansk Gzrindustri (and
therefore sometimes referred to as the Danish method). In mod-
ern fed-batch processes for yeast production the feed of molasses is
under strict control based on the automatic measurement of traces
of ethanol in the exhaust gas of the bioreactor. Although such sys-
tems may result in low growth rates, the biomass yield is generally
close to the maximum obtainable, and this is especially important
in the production of baker’s yeast where there is much focus on the
yield. Besides its application in the production of baker’s yeast, the
fed-batch process is today applied in the production of secondary
metabolites (wWhere penicillins are the most prominent group of com-
pounds), industrial enzymes and many other products derived from
fermentation processes.

Herbert, D. Some principles of continuous culture. Recent Progress in
Microbiology 7: 381-396, 1959. A reference paper on maintenance
metabolism. Very clear in its presentation.
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growth kinetics.
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Nomenclature

Aq cross-sectional area of the downcomer (m?)

Ay area for heat transfer (m?)

Ar cross-sectional area of the riser (m?)

a parameter in Eq. (7.8) (-)

Cp specific heat capacity of the broth (] kg=! °C™!)

c dimensionless constant (-)

d characteristic length dimension (m)

d; diameter of the impeller (m)

dp particle diameter (m)

dr diameter of bubble column or tank (m)

dw fermenter wall thickness (m)

E energy dissipation rate per unit mass of fluid (J s~ kg™!)

Gr Grashof number (-)

g gravitational acceleration (m s—2)

hy¢ jacket side fouling film heat transfer coefficient (J s™! m=2
oC—l)

hi film heat transfer coefficient for the cooling water on the

jacket side (J s™! m~2 °C™})
hy, height of gas-free liquid (m)
ho broth film heat transfer coefficient (J s™! m=2 °C™1)

Basic Biotechnology, third edition, eds. Colin Ratledge and Bjgrn Kristiansen.
Published by Cambridge University Press. © Cambridge University Press 2006.
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k parameter in Eq. (7.8) (m™})

ki impeller-dependent constant (-)

kr thermal conductivity of the culture broth (J s™! m~! °C™1)
Kw thermal conductivity of the fermenter wall (J s~ m~! °C™})
L mean length of the energy dissipating fluid eddy (m)

N rotational speed of the impeller (s7?)

Nu Nusselt number (-)

n flow behaviour index of a fluid (-)

P power input in gas-free state (J s71)

Pg power input in presence of gas (J s7})

Po power number (-)

Pr Prandtl number (-)

Q volumetric gas flow rate (m3 s™1)

Qu heat transfer rate (J s7})

Re Reynolds number (-)

Re; impeller Reynolds number (-)

SG sight glass

AT temperature difference (°C)

Ug superficial gas velocity based on the total cross-sectional area
of the vessel (m s71)

Ug:  superficial velocity of gas in riser (m s™!)

Uy overall heat transfer coefficient (J s~! m=2 °C™1)
UL superficial liquid velocity (m s7?)

VL volume of liquid in the reactor (m?3)

B coefficient of volumetric expansion (m? kg=! °C~1)
y average shear rate (s~1)

Ymax Maximum shear rate (s71)

&L volume fraction of liquid (-)

UL viscosity of liquid (kg m~! s71)

Wy  Vviscosity of water (kg m~! s71)

ULw  viscosity of liquid at wall temperature (kg m~! s~1)
oL density of liquid or slurry (kg m~3)

T shear stress (N m™?)

A bioreactor, or fermenter, is any device or vessel that is used to
carry out one or more biochemical reactions to convert any substance
(i.e. a substrate) to some product. Bioreactors are a necessary part of
any biotechnology based production process whether it is for pro-
ducing biomass or metabolites, biotransforming one compound into
another or degrading unwanted wastes. The reactions occurring in
a bioreactor are driven by biocatalysts — enzymes, micro-organisms,
cells of animals and plants, or sub-cellular structures such as mito-
chondria and chloroplasts. The bioreactor provides an environment
that is conducive to optimal functioning of the biocatalyst. A bio-
production facility typically has a train of bioreactors ranging from



20 litres to 250 m3. Still larger vessels are encountered in certain pro-
cesses. In a great majority of processes, the reactors are operated in
a batch or fed-batch mode, under sterile or monoseptic conditions.
The most common operational practice starts with culturing micro-
organisms or cells in the smallest bioreactor. After a pre-determined
batch time the content of this reactor is transferred to a larger, pre-
sterilised, medium-filled reactor and this process is repeated until the
production fermenter, the largest reactor in the train, is reached. Most
commercial processing is carried out as submerged culture with the
biocatalyst suspended in a nutrient medium in a suitable reactor.

This chapter focuses on the common types of bioreactors used
in various industrial processes and the design considerations for
such reactors. The major types of bioreactor configurations discussed
include

stirred tank reactors,
bubble columns,
airlift devices,
packed beds,
fluidised beds,
photobioreactors.

Irrespective of the specific reactor configuration that may be
demanded by a given application, designing a bioreactor requires
attention to several other aspects:

The need to maintain monoseptic operation.

Mixing to ensure suspension of the biocatalyst and attain a rela-
tively homogeneous environment in the bioreactor.

Supply of oxygen and removal of carbon dioxide.

Supply of various other nutrients in such a way that the rate of
supply does not limit the performance of the biocatalyst.

Heat transfer for temperature control.

Control of the shear stress levels in the bioreactor so that the
biocatalyst is not damaged by various hydrodynamic forces.

Stirred tank bioreactors consist of a cylindrical vessel with a motor-
driven central shaft that supports one or more agitators. The shaft
may enter through the top or the bottom of the reactor vessel. A
typical stirred tank reactor is shown in Fig. 7.1. Microbial culture
vessels are generally provided with four baffles projecting into the
vessel from the walls to prevent swirling and vortexing of the fluid.
The baffle width is one-tenth or one-twelfth of the tank diameter.
The aspect ratio (i.e. height to diameter ratio) of the vessel is 3 to 5,
except in animal cell culture applications where aspect ratios do not

BIOREACTOR DESIGN
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Some commonly
used impellers: (a) Rushton disc
turbine, (b) a concave bladed
turbine, (c) a hydrofoil impeller
and (d) a marine propeller.

normally exceed 2. Often, the animal cell culture vessels are unbaffled
(especially small-scale reactors) to reduce turbulence that may dam-
age the cells. The number of impellers depends on the aspect ratio.
The bottom impeller is located at a distance of about one-third of the
tank diameter above the bottom of the tank. Additional impellers
are spaced approximately one to two impeller diameter distances
apart. The impeller diameter is about one-third of the vessel diam-
eter for gas dispersion impellers such as Rushton disc turbines and
concave bladed impellers (Fig. 7.2). Larger hydrofoil impellers (Fig. 7.2)
with diameters of 0.5 to 0.6 times the tank diameter are especially
effective bulk mixers and are used in fermenters for highly viscous
mycelial broths. Animal cell culture vessels typically employ a single,
large diameter, low-shear impeller such as a marine propeller (Fig. 7.2).
Gas is sparged into the reactor liquid below the bottom impeller using
a perforated pipe ring sparger with a ring diameter that is slightly
smaller than that of the impeller. Alternatively, a single hole sparger
may be used.

In animal or plant cell culture applications, the impeller speed
generally does not exceed about 120 rpm in vessels larger than about
50 litres. Higher stirring rates are employed in microbial culture,
except with mycelial and filamentous cultures where the impeller
tip speed (i.e. # x impeller diameter x speed of rotation) does not in
general exceed 7.6 m s~'. Even lower speeds have been documented to
damage certain mycelial fungi. The superficial aeration velocity (i.e.
the volumetric gas flow rate divided by the cross-sectional area of the
vessel) in stirred vessels must remain below the value needed to flood



the impeller. (An impeller is flooded when it receives more gas than
it can effectively disperse.) A flooded impeller is a poor mixer. Super-
ficial aeration velocities do not generally exceed 0.05 m s~!. Stirred
tanks are among the most widely used types of bioreactors, especially
in production of antibiotics and organic acids.

A bubble column bioreactor is shown on Fig. 7.3. Usually, the column
is cylindrical with an aspect ratio of 4 to 8. Gas is sparged at the base
of the column through perforated pipes, perforated plates, or sintered
glass or metal microporous spargers. Oxygen (O,) transfer, mixing
and other performance factors are influenced mainly by the gas flow
rate and the rheological properties of the fluid. Internal devices such
as horizontal perforated plates, vertical baffles and corrugated sheet
packings may be placed in the vessel to improve mass transfer and
modify the basic design. The column diameter does not affect reactor
behaviour so long as the diameter exceeds 0.1 m. One exception is
the axial mixing performance. For a given gas flow rate, the mixing
improves with increasing vessel diameter. Mass and heat transfer and
the prevailing shear rate increase as gas flow rate is increased. In bub-
ble columns the maximum aeration velocity does not usually exceed
0.1 m s~!. The liquid flow rate does not influence the gas-liquid mass
transfer coefficient so long as the superficial liquid velocity remains
below 0.1 m s~! (see also Chapter 8). Bubble columns are particularly
suited to use in the biological treatment of wastewater and other
relatively less viscous aerobic fermentations.

In airlift bioreactors the fluid volume of the vessel is divided into two
interconnected zones by means of a baffle or draft tube, as shown in
Fig. 7.4. Only one of the two zones is sparged with air or other gas.
The sparged zone is known as the riser; the zone that receives no gas
is the downcomer. The bulk density of the gas-liquid dispersion in
the gas-sparged riser tends to be lower than the bulk density in the
downcomer, consequently the dispersion flows up in the riser zone
and down in the downcomer. Sometimes the riser and the downcomer
are two separate vertical pipes that are interconnected at the top
and the bottom to form an external circulation loop. For optimal
gas-liquid mass transfer performance, the riser to downcomer cross-
sectional area ratio should be between 1.8 and 4.3. External-loop airlift
reactors are less common in commercial processes compared to the
internal-loop designs. The internal-loop configuration may be either
a concentric draft-tube device or a split cylinder.

Airlift bioreactors are highly energy efficient relative to stirred fer-
menters, yet the productivities of both types are comparable. Being
especially suited to shear-sensitive cultures, airlift devices are often
employed in large-scale manufacture of biopharmaceutical proteins
obtained from fragile animal cells. In addition, airlift devices are used
in high-rate biotreatment of wastewater, production of insecticidal
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Airlift bioreactors:
(a) draft-tube internal-loop (@) (b) ()
configuration, (b) a split cylinder

device and (c) an external-loop
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nematode worms and other low-viscosity fermentations. Heat and
mass transfer capabilities of airlift reactors are at least as good as
those of other systems, and airlift reactors are more effective in sus-
pending solids than are bubble columns. All performance character-
istics of airlift bioreactors are linked ultimately to the gas injection
rate and the resulting rate of liquid circulation. In general, the rate
of liquid circulation increases with the square root of the height of
the airlift device. Consequently, the reactors are designed with high
aspect ratios. Because the liquid circulation is driven by the gas hold-
up difference between the riser and the downcomer, circulation is
enhanced if there is little or no gas in the downcomer. All the gas
in the downcomer comes from being entrained with the liquid as it
flows into the downcomer from the riser near the top of the reactor.
Various designs of gas-liquid separators are sometimes used in the
head zone to reduce or eliminate the gas carry-over to the downcomer.
Relative to a reactor without a gas-liquid separator, installation of a
suitably designed separator will always enhance liquid circulation, i.e.
the increased driving force for circulation will more than compensate
for any additional resistance to flow due to the separator.

Fluidised bed bioreactors are suited to reactions involving a fluid-
suspended particulate biocatalyst such as the immobilised enzyme
and cell particles or microbial flocs. An up-flowing stream of liquid
is used to suspend or fluidise the solids (see Fig. 7.5). Geometrically,
the reactor is similar to a bubble column except that the top section
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is expanded to reduce the superficial velocity of the fluidising liquid
to a level below that needed to keep the solids in suspension. Conse-
quently, the solids sediment in the expanded zone and drop back into
the narrower reactor column below; hence, the solids are retained in
the reactor whereas the liquid flows out. A liquid fluidised bed may
be sparged with air or some other gas to produce a gas-liquid-solid
fluid bed. If the solid particles are too light, they may have to be
artificially weighted, for example by embedding stainless steel balls
in an otherwise light solid matrix. A high density of solids improves
solid-liquid mass transfer by increasing the relative velocity between
the phases. Denser solids are also easier to sediment but the density
should not be too high relative to that of the liquid, or fluidisation
will be difficult.

Liquid fluidised beds tend to be fairly quiescent but introduction
of a gas substantially enhances turbulence and agitation. Even with
relatively light particles, the superficial liquid velocity needed to sus-
pend the solids may be so high that the liquid leaves the reactor
much too quickly, i.e. the solid-liquid contact time is insufficient
for the reaction. In this case, the liquid may have to be recycled
to ensure a sufficiently long cumulative contact time with the bio-
catalyst. The minimum fluidisation velocity, i.e. the superficial lig-
uid velocity needed to just suspend the solids from a settled state,

BIOREACTOR DESIGN

bioreactor.

A fluidised bed

187



YUSUF CHISTI

)

O

0
XX

S
OOO

Z| <— Nutrient
broth

Packing

Harvest

A packed bed

bioreactor.

depends on several factors, including the density difference between
the phases, the diameter of the particles and the viscosity of the
liquid.

A bed of solid particles, usually with confining walls, constitutes
a packed bed (Fig. 7.6). The biocatalyst is supported on, or within,
the matrix of solids, which may be porous or a homogeneous non-
porous gel. The solids may be particles of compressible polymeric or
more rigid material. A fluid containing nutrients flows continuously
through the bed to provide the needs of the immobilised biocatalyst.
Metabolites and products are released into the fluid and removed in
the outflow. The flow may be upward or downward, but downflow
under gravity is the norm. If the fluid flows up the bed, the maxi-
mum flow velocity is limited because the velocity cannot exceed the
minimum fluidisation velocity or the bed will fluidise. The depth of
the bed is limited by several factors, including the density and the
compressibility of the solids, the need to maintain a certain minimal
level of a critical nutrient, such as O, through the entire depth, and
the flow rate that is needed for a given pressure drop. For a given void
volume (i.e. solids-free volume fraction of the bed) the gravity-driven
flow rate through the bed declines as the depth of the bed increases.
The concentration of nutrients decreases as the fluid moves down the
bed and concentrations of metabolites and products increase. Thus,
the environment of a packed bed is non-homogeneous but concentra-
tion variations along the depth can be decreased by increasing the
flow rate. Gradients of pH may occur if the reaction consumes or pro-
duces H™ or OH™. Because of poor mixing, pH control by addition of
acid and alkali is nearly impossible. Beds with greater void volume
permit greater flow velocities through them but the concentration of
the biocatalyst in a given bed volume declines as the voidage (void
volume) is increased. If the packing, i.e. the biocatalyst-supporting
solids, is compressible, its weight may compress the bed unless the
packing height is kept low. Flow is difficult through a compressed
bed because of a reduced voidage. Packed beds are used extensively
as immobilised enzyme reactors. Such reactors are particularly attrac-
tive for product inhibited reactions: the product concentration varies
from a low value at the inlet of the bed to a high value at the exit;
thus, only a part of the biocatalyst is exposed to high inhibitory levels
of the product.

Photobioreactors are used for photosynthetic culture of microal-
gae and cyanobacteria to produce products such as astaxanthin
and B-carotene. Photosynthetic cultures require sunlight or artifi-
cial illumination. Artificial illumination is impracticably expensive
and only outdoor photobioreactors appear to be promising for large-
scale production. Open ponds and raceways are often used to culture
microalgae especially in processes for treating wastewater. When a
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monoseptic culture is required, fully closed photobioreactors must
be used. Because it needs light, photosynthesis can occur only at
relatively shallow depths. Algal ponds are typically no deeper than
0.15 m. However, too much light causes photoinhibition; a situation
in which slightly reducing the light intensity will actually improve
the rate of photosynthesis. With increasing cell population, the self-
shading effect of cells further limits light penetration. In addition to
light, photosynthesising algal cells need a source of carbon, usually
carbon dioxide.

Closed photobioreactors for monoculture consist of arrays of trans-
parent tubes that may be made of glass or, more commonly, a clear
plastic. The tubes may be laid horizontally, or arranged as long rungs
on an upright ladder, as shown in Fig. 7.7. A continuous single run
tubular loop configuration is also used, or the tube may be wound
helically around a vertical cylindrical support. In addition to the
tubes, flat or inclined thin panels may be employed in relatively small-
scale operations. An array of tubes or a flat panel constitutes a solar
receiver. The culture is circulated through the solar receiver by a vari-
ety of methods, including centrifugal pumps, positive displacement
mono pumps, Archimedean screws and airlift devices. Airlift pumps
perform well, have no mechanical parts, are easy to operate asepti-
cally and are suited to shear-sensitive applications.

The flow in a solar receiver tube or panel should be turbulent
enough to aid periodic movement of cells from the deeper poorly
lit interior to the regions nearer the walls. The velocity everywhere
should be sufficient to prevent sedimentation of cells. Typical linear
velocities through receiver tubes tend to be 0.3-0.5 m s~!. Because of
the need to maintain adequate sunlight penetration, a tubular solar

BIOREACTOR DESIGN

Photobioreactors for
monoculture: (a) continuous run
tubular loop, (b) a solar receiver
made of multiple parallel tubes, (c)
helical wound tubular loop and (d)
flat panel configuration.
Configurations (a) and (b) may be
mounted vertical or parallel to the
ground.
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receiver cannot be scaled up by simply increasing the tube diameter.
The diameter should not generally exceed 6 cm. Light penetration
depends on biomass density, cellular morphology and pigmentation,
and absorption characteristics of the cell-free culture medium.

Irrespective of the specific bioreactor configuration used, the vessel
must be provided with certain common features. Some of the princi-
pal features are illustrated in Fig. 7.8. The reactor vessel is provided
with a vertical sight glass and side ports for pH, temperature and
dissolved O, sensors as minimum requirements (see also Chapter 10).
Retractable sensors that can be replaced during operation are increas-
ingly used. Connections for acid and alkali (for pH control), antifoam
agents and inoculum are located above the liquid level in the reactor
vessel. Air, and other gases such as CO; or ammonia for pH control, is
introduced through a sparger situated near the bottom of the vessel.
The agitator shaft is provided with steam sterilisable single or double
mechanical seals. Double seals are preferred but they require lubrica-
tion with cooled, clean steam condensate. Alternatively, when torque
limitations allow, magnetically coupled agitators may be used thereby
eliminating the mechanical seals. Most fermentation processes are
aerobic and require a continuous supply of sterile air. Consequently,
a fermenter is normally provided with air supply and exhaust pipes
that are installed with in situ steam sterilisable gas filters. Typically,
hydrophobic membrane cartridge filters are used. These filters are
rated for removing particles down to 0.45 um or even 0.1 um. Thus
spores and other micro-organisms are removed from the inlet and
exhaust air. Often the gas streams have two filter cartridges in series,
with the first serving to protect the final filter. Aeration and agita-
tion will inevitably produce foam which is controlled with a combi-
nation of chemical antifoam agents and mechanical foam breakers.
Foam breakers are used exclusively when the presence of the chemi-
cal antifoam agent in the product is not acceptable or if the antifoam
interferes with downstream processing operations such as membrane-
based separations or chromatography. The shaft of the high-speed
mechanical foam breaker must also be sealed using double mechan-
ical seals.

In most instances, the bioreactor is designed for a maximum allow-
able working pressure of 377-412 kPa (absolute). Although the ster-
ilisation temperature generally does not exceed 121 °C, the vessel
is designed for a higher temperature, typically 150-180 °C. The ves-
sel is designed to withstand full vacuum, or it could collapse while
cooling after sterilisation. The reactor can be sterilised in-place using
saturated clean steam at a minimum absolute pressure of 212 kPa.
Overpressure protection is provided by a rupture disc located on top
of the bioreactor. Usually this is a graphite burst disc because it does
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not crack or develop pinholes without failing completely. Other items
located on the head plate of the vessel are nozzles for media or feed
addition and for sensors (e.g. the foam electrode), and instruments
(e.g. the pressure gauge).

The vessel should have as few internals as practically possible and
the design should take into account the needs of clean-in-place and
sterilisation-in-place procedures. The vessel should be free of crevices
and stagnant areas where pockets of liquids and solids may accumu-
late. Attention to design of such apparently minor items as the gasket
grooves is important. Easy-to-clean channels with rounded edges are
preferred, and sometimes essential. As far as possible, welded joints
should be used in preference to couplings for all pipe work. Steam
connections should allow for complete displacement of all air pockets

BIOREACTOR DESIGN

A typical stirred tank
bioreactor: (1) reactor vessel;
(2) jacket; (3) insulation;
(4) shroud; (5) inoculum
connection; (6) ports for pH,
temperature and dissolved oxygen
sensors; (7) agitator; (8) gas
sparger; (9) mechanical seals;
(10) reducing gearbox; (I 1) motor;
(12) harvest nozzle; (13) jacket
connections; (14) sample valve
with steam connection; (15) sight
glass; (16) connections for acid,
alkali and antifoam chemicals;
(17) air inlet; (18) removable top;
(19) medium or feed nozzle;
(20) air exhaust nozzle;
(21) instrument ports (several);
(22) foam breaker; (23) sight glass
with light (not shown) and steam
connection; (24) rupture disc
nozzle.
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in the vessel and associated pipe work. Even the exterior of a bio-
process plant should be cleanly designed with smooth contours and
minimum bare threads.

The reactor vessel is invariably jacketed. In the absence of especial
requirements, the jacket is designed to the same specifications as the
vessel. The jacket is covered with chloride-free fibreglass insulation
that is fully enclosed in a protective shroud as shown in Fig. 7.8. The
jacket is provided with overpressure protection through a relief valve
located on the jacket or its associated piping. For a great majority
of applications, austenitic stainless steels are the preferred material
of construction for bioreactors. The bioreactor vessel is usually made
in Type 316L stainless steel, while the less expensive Type 304 (or
304L) is used for the jacket, the insulation shroud and other sur-
faces not coming into direct contact with the fermentation broth.
The L grades of stainless steel contain less than 0.03% carbon, which
reduces chromium carbide formation during welding and lowers the
potential for later intergranular corrosion at the welds. The welds on
internal parts should be ground flush with the internal surface and
polished.

Designing a bioreactor is a complex engineering exercise. First, a basic
bioreactor configuration needs to be selected (see Section 7.2), based
on an understanding of the requirements of the bioprocess of interest.
For example, for a highly aerobic microbial growth in submerged
culture, the only suitable preliminary bioreactor configurations are
the bubble column, airlift devices and stirred tanks. The rheology (i.e.
the flow properties, especially the viscosity) of the broth, the shear
stress tolerance of the culture, the rate of production of metabolic
heat, the oxygen demand and the ability of the cells to withstand
brief anaerobic periods, are then used to further narrow down the
choice of reactor configuration to, for example, the stirred tank. For
the selected configuration, detailed engineering analyses are required
to quantify the agitation power and aeration needs to:

satisfy the required oxygen demand (see Chapter 8);

meet the mixing time constraints so that relatively homogeneous
nutrient and dissolved oxygen levels are attained in the bioreactor;
and

attain a turbulence level that is sufficient to keep the biomass
in suspension, remove the heat generated by metabolism and agi-
tation (see Section 7.4.1), but not so intense as to damage the
biocatalyst.

Estimation of factors such as the oxygen transfer capability of a bio-
reactor, the mixing time, the shear stress levels and the heat removal
capability, requires different approaches for different types of bio-
reactor configurations. Here only the removal of heat and estimation
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of shear stress levels are discussed as important aspects of design.
Oxygen transfer is discussed in Chapter 8.

All fermentations generate heat. Typically, the microbial activity in
submerged culture can generate 3-15 k] m~> s~! of heat. Heat pro-
duction is especially large when the biomass is growing rapidly in
high-density fermentations and when reduced carbon sources such
as hydrocarbons and methanol are used as substrate. The metabolic
heat generation rate in k] m™3 s~! is numerically about 12% of the
0, consumption rate expressed in mmol O, m~> s~!. Heat removal in
large vessels becomes difficult as the heat generation rate approaches
5 kW m~ (i.e. 5 k] m~3 s71), corresponding to an O, consumption
rate of about 5 kg m~3 h~! (i.e. 43 mmol m~3 s7!). In addition to
the metabolic heat, mechanical agitation of the broth produces up
to 15 k] m™2 s7!. In air-driven fermenters, all energy input due to
gassing is eventually dissipated as heat. Consequently, a fermenter
must be cooled to prevent the temperature rising and damaging the
culture. As the scale of operation increases, heat transfer and not O,
mass transfer becomes the limiting process in bioreactors because the
available surface area for cooling decreases as the fermenter volume
increases. Temperature is controlled by heating or cooling through
external jackets and internal coils. Less frequently, additional double
walled baffles, draft tubes or heat exchangers located inside the fer-
mentation vessel are needed to provide sufficient heat transfer surface
area.

During cooling, heat flows from the broth side to the cooling water
in a jacket or cooling coil (see Fig. 7.9). The rate of heat removal, Qy,
is related to the surface area, Ay, available for heat exchange and the

BIOREACTOR DESIGN

Heat transfer
resistances near a fermenter wall.
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mean temperature difference, AT, thus,
Qu = UgAgAT (7.1)

where Uy is the overall heat transfer coefficient. The coefficient Uy
depends on the film heat transfer coefficient of the fluid on either
side of the metal wall.

The film heat transfer coefficient is influenced by numerous fac-
tors, including:

the density and the viscosity of the fluid,

thermal conductivity and heat capacity,

the velocity of flow or some other measure of turbulence (e.g. power
input, gas flow rate, etc.), and

the geometry of the bioreactor.

The many variables that affect heat transfer can be grouped into
a few dimensionless numbers to simplify the study and description of
those effects greatly. The groups relevant to heat transfer and the
corresponding fluid dynamics (e.g. turbulence) are as follows:

total heat transfer hod
Nu (Nusselt number) = - = — (7.2)
conductive heat transfer kT
tum diffusivi C
Pr (Prandtl number) = ool W G VI _ Cei (7.3)
thermal diffusivity Kr
inertial fi Urd
Re (Reynolds number) = 1r.1er aloree _ (7.4)
viscous force UL
itation fi d
Gr (Grashof number) = gravitation force _ € /18 (7.5)

viscous force  ATBu?

In these equations, d is a characteristic length (e.g. diameter of tube
or impeller). These dimensionless groups express the relative signifi-
cance of the various factors influencing a given situation. The value
of the Nusselt number tells us about the relative magnitudes of total
heat transfer and that transferred by conduction alone. The Grashof
number is important in situations where flow is produced by density
differences that may themselves be generated by thermal gradients
(hence the ATB in the Grashof number). The Reynolds number is
employed in describing fluid motion in situations where forced con-
vection is predominant.

Equations for quantifying the heat transfer resistances of the foul-
ing films (dirt deposited on solid walls and particles) and films of
heating and cooling fluids are discussed in readily available process
engineering handbooks. Suitable correlations for estimating the heat
transfer coefficient, h,, for the film of liquid or culture broth in vari-
ous configurations of bioreactors are summarised in Table 7.1. Note
that the correlations given for stirred vessels utilise a Reynolds num-
ber that has been defined in terms of the tip speed of the impeller.
In some cases, the correlations in Table 7.1 require the thermal con-
ductivity, kr, and the specific heat capacity, Cp, of the fermentation
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broth for estimation of the heat transfer coefficient. For most broths,
the values of those parameters are close to those of water. The film
heat transfer coefficient generally increases with:

increasing turbulence,
increasing flow rate,
increasing agitation power input;

whilst the coefficient typically declines with:
increasing viscosity of the culture broth.

The geometry of the bioreactor affects the film heat transfer coef-
ficient mainly by influencing the degree of turbulence or related
parameters such as the induced liquid circulation rate in airlift ves-
sels. In bubble columns, the film coefficient is independent of the col-
umn diameter so long as the diameter exceeds about 0.1 m. Similarly,
in bubble columns, the h, value is not affected by the height of the
gas-free fluid. The value of h, increases with increasing superficial gas
velocity, or power input, but only up to a velocity of about 0.1 m s 1.
Furthermore, for identical specific power inputs, bubble columns and
stirred vessels provide quite similar values of the heat transfer coeffi-
cient.

Literature on heat transfer in airlift reactors is sparse. Equations
developed for bubble columns (Table 7.1) may be used to provide an
estimate of h, in airlift vessels when the induced liquid circulation
rates are small. Under other conditions, the coefficient in airlift reac-
tors can be more than two-fold greater than in bubble column reac-
tors. When liquid flow velocity does not exceed about 0.015 m s !, the
film heat transfer coefficient is largely independent of liquid velocity.
However, for higher liquid velocities h, increases with liquid velocity
as follows:

ho o U/* [0.015 < Ug(m s™1) < 0.139] (7.6)

A large amount of published data is available on heat transfer
in vertical two-phase flows. Some of this information may be applica-
ble to airlift reactors provided that the fluid properties, gas hold-up
and relative velocities of the two phases are identical in the airlift
and the vertical two-phase flow device. Fungal mycelia-like solids may
enhance or reduce heat transfer depending on hydrodynamic con-
ditions in the airlift device. Whereas in bacterial and yeast fermen-
tations the temperature control tolerances are fairly narrow, animal
cell cultures demand even more closely controlled temperature regi-
mens. Typically, cells are cultured at 37 + 0.2 °C. The cells generate
little heat and the heat produced by agitation is also small. In addi-
tion, the almost water-like consistency of cell culture broths means
that heat transfer is relatively easy; however, the temperature differ-
ences between the heating/cooling surface and the broth must remain
small, or the cells can be damaged.



Shear stress (related to the rate of shear) and other hydrodynamic
forces in a bioreactor can damage fragile cells, flocs, biocatalyst parti-
cles and multi-cellular organisms such as nematodes. Consequently,
establishing the level of the shear rate and other potentially dama-
ging forces in a bioreactor is an important part of bioreactor design.
Shear rate is a measure of spatial variation in local velocities in a
fluid. Cell damage in a moving fluid is sometimes associated with
the magnitude of the prevailing shear rate. But the shear rate in
the relatively turbulent environment of most bioreactors is neither
easily defined nor easily measured. Moreover, the shear rate varies
with location within the vessel. Attempts have been made to char-
acterise an average shear rate or a maximum shear rate in vari-
ous types of bioreactors. In bubble columns an average shear rate
has been defined as a function of the superficial gas velocity as
follows:

y =kU2 (7.7)

where the parameter a equals 1.0 in most cases, but the k value has
been reported variously as 1000, 2800, 5000 m~!, etc. Equation (7.7)
has been applied also to airlift bioreactors using the superficial gas
velocity in the riser zone as a correlating parameter; however, that
usage is incorrect. A more suitable form of the equation for airlift
reactors is

kUGr

T 1+ (Ad/AY) 78

14
Depending on the value of k, equations such as (7.7) and (7.8) produce
wildly different values for the shear rate. In addition, the equations
fail to take into account the density and the viscosity of the fluid.
Both of these will influence the shear rate.

An average shear rate in stirred fermenters is given by the
equation:

4n n/n—1
V:ki<3n+1> N (7.9)

where n, the flow index of a fluid, equals 1.0 for a Newtonian liquid
such as water and thick glucose syrup. Typical k; values are:

11-13 for six-bladed disc turbines,
10-13 for paddle impellers,

~10 for propellers, and

~30 for helical ribbon impellers.

The shear rate can be converted to a parameter known as shear stress
7; where

T=yuL (7.10)

BIOREACTOR DESIGN
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Another method of deciding whether the turbulence in a fluid
could potentially damage a suspended biocatalyst is based on com-
paring the dimensions of the cell or the biocatalyst floc with the
length scale of the fluid eddies. The mean length, ¢, of the fluid eddy
depends on the energy dissipation rate per unit mass of the fluid in
the bioreactor; thus,

i 3/4
(= (—L) E-1/4 (7.11)
PL

In most cases, all the energy input to the fluid is dissipated in fluid
eddies and E equals the rate of energy input. Methods for calcula-
ting the energy input rate in the principal kinds of bioreactors are
noted in Box 7.1. Equation (7.11) applies to isotropically turbulent
fluid, i.e. one in which the size of the primary eddies generated by
the turbulence producing mechanism is a thousand-fold or more com-
pared to the size of the energy dissipating microeddies. The size of
the microeddies is calculated with Eq. (7.11). The length scale of the
primary eddies is often approximated to the width of the impeller
blade or the diameter of the impeller in a stirred tank. In bubble
columns and airlift bioreactors, the length scale of primary eddies
is approximated to the diameter of the column (or the riser tube) or
the diameter of the bubble issuing from the gas sparger. Generally,
if the dimensions of the biocatalyst particle are much smaller than
the calculated length, ¢, of the microeddies, the particle is simply
carried around by the fluid eddy; the particle does not experience
any disruptive force. On the other hand, a particle that is larger than
the length scale of the eddy will experience pressure differentials on
its surface and if the particle is not strong enough it could be broken
by the resulting forces.

In addition to turbulence within the fluid, other damage causing
phenomena in a bioreactor include interparticle collisions; collisions
with walls, other stationary surfaces and the impeller; shear forces
associated with bubble rupture at the surface of the fluid; phenomena
linked with bubble coalescence and break-up; and bubble formation
at the gas sparger. Effects of interfacial shear rate around rising bub-
bles and those due to bubble rupture at the surface can be minimised
by adding non-ionic surfactants to the culture medium. These surfac-
tants reduce adherence of animal cells to bubbles; hence, fewer cells
experience interfacial shear and rupture events at the surface of the
liquid.

In microcarrier culture of animal cells where spherical carriers
as small as 200 um in diameter are suspended in the culture fluid
to support adherent cells on the surface of the carrier, interparticle
collisions are generally infrequent under the conditions that are typ-
ically employed. However, the size of the fluid eddies in microcarrier
culture systems may be similar to or smaller than the dimensions
of the carriers; hence, the adhering cells may experience turbulence-
related damage. Freely suspended animal cells are generally too small
to be damaged by fluid turbulence levels that are typically employed
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Box 7.1 | Energy input in bioreactors

Depending on the type of the bioreactor, the energy input per unit mass of the
fluid is estimated variously as detailed below:

Bubble columns
E = gUG
where g is the gravitational acceleration.

Airlift bioreactors

_ gUq:

T+ (Ag/AY
where Ay and A, are the cross-sectional areas of the downcomer and the riser;
respectively.

Stirred tanks
Laminar flow
In stirred vessels the flow is laminar when the impeller Reynolds number Re;
is less than 10. The Re; can be calculated using the equation

pLNdiz
ML
In laminar flow the stirrer power number Po is related to the impeller Reynolds

Rei =

number as follows
Po = cRe

where the constant c is ~ 100 (six-bladed disc turbine) or ~40 (propeller).
Because the Power number equals (P /o N3d?), the power input P for the
unaerated condition can be calculated. In presence of aeration, the power
input is lower. The gassed power input Pg is calculated using the previously
determined P value in the equation

p szi3 0.45
Pc =0.72 <—Q°-56 )
where Q is the volumetric aeration rate. Now E is obtained as
pLVi

Turbulent flow

The flow in stirred vessels is turbulent when Re; > 10%. In turbulent flow the
power number is a constant that depends on the geometry of the impeller:
Some constant Po values are: 0.32 (propeller), .70 (two-bladed paddle),
6.30 (six-bladed disc turbine) and 1.0 (five-bladed Prochem® impeller). The
unaerated power input P can be calculated using the constant value of the
power number. Now the Pg and the E values are calculated as explained for
laminar flow.
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in cell culture bioreactors. In microcarrier culture, shear stress levels
as low as 0.25 N m~2 may interfere with the initial attachment of
cells on microcarriers.
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Mass transfer

Henk J. Noorman
DSM Anti-Infectives, The Netherlands

8.1
8.2
8.3
8.4
8.5
8.6

Nomenclature

Mass transfer in bioreactors

The mass transfer steps

Mass transfer equations

Determination of the volumetric mass transfer coefficients
The effect of scale on mass transfer

Further reading

Nomenclature

interfacial area per unit liquid volume (m™1)
interfacial area per unit total reaction volume (gas plus
liquid) (m™1)

concentration in liquid phase (molm™2)

concentration at liquid side of interface (molm=3)
saturation (= equilibrium) concentration in liquid phase
(= p/H) (molm™?)

biomass concentration (kgm~3)

liquid film thickness (m)

diffusion coefficient or effective diffusivity (m? s™1)
impeller diameter (m)

Henry coefficient (barm® mol ')

liquid height (m)

molar mass flux (molm=2 s71)

molar mass flux across gas film (molm=2 s71)

molar mass flux across liquid film (molm=2 s71)

mass transfer coefficient (m s™})

Basic Biotechnology, third edition, eds. Colin Ratledge and Bjern Kristiansen.
Published by Cambridge University Press. © Cambridge University Press 2006.
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[ gas film mass transfer coefficient (m s~!)

k liquid film mass transfer coefficient (m s=1)
ka volumetric mass transfer coefficient (s~!)

K overall mass transfer coefficient (m s~1)

K consistency index

n power law index

N impeller rotational speed (s7!)

OTR  oxygen transfer rate (= Ja for oxygen) (molm=2 s71)
p pressure (bar = N m—2)

Po reference pressure (= 1 bar) (bar)

pi pressure at gas side of interface (bar)

Pin inlet gas pressure (bar)

pout  outlet gas pressure (bar)
P power input (W)
P power input by stirrer (W)

q consumption rate (mol m=3 s~1)
t time (s)
Ty tank diameter (m)

X distance (m)
Vg superficial gas velocity (m s™')
\% volume (m?®)

Vg gas volume (m?)

Vi liquid volume (m?)

o power law index
y average shear rate (s71)

€ hold-up or void fraction

u dynamic viscosity (kg m~! s71)

o reference dynamic viscosity (kg m~! s71)
01 liquid phase density (kg m~3)

Py Impeller power number
Re Reynolds number

In a bioreaction process, substrates are consumed and products are
formed by action of a micro-organism, or catalytic parts of organisms,
for example enzymes. Typical substrates for a living cell are carbon
sources such as sugar and oil, nitrogen sources such as ammonia
and amino acids, and electron acceptors such as oxygen. Products
can be all kinds of organic compounds, from biomass to CO,. For an
optimal rate of reaction, the micro-organism, the academic researcher
or the industrial process engineer should see to it that transfer of
substrates to the enzyme or cell surface (or the site of reaction inside
the cell) and removal of products away from the enzyme or organism
is as rapid as possible and, preferably, not rate-limiting. Usually this
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Chain of mass transfer steps for a substrate or nutrient from a gas bubble,
liquid droplet or solid particle towards the site of reaction inside a cell: |, transfer
(mainly by diffusion) of substrates from gas, liquid or solid phase to the interface with the
liquid water phase; 2, transport (usually by a combination of diffusion and convection)
across a thin, rather stagnant boundary layer of water phase that surrounds the gas
bubble, liquid droplet or solid particle; 3, transport (usually by convection or turbulence)
through the bulk liquid phase to a thin boundary layer surrounding a single
micro-organism or a particle (clump, pellet, immobilisation carrier) containing a group of
organisms; 4, transport (diffusive) across this boundary layer to the cell surface; and 5,
transport (passive by diffusion and/or active with a transport enzyme) over the cell
envelope to a site inside the cell where the reaction takes place. NB: Products formed
take the reverse route.

transfer involves a chain of mass transfer steps as shown in Fig. 8.1.
The slowest of these steps will determine the overall mass transfer
rate, and its value is to be compared with the slowest kinetic reaction
step in order to find out if mass transfer will affect the overall process
performance or not. In this chapter, the attention will be focused
on reactions involving whole cells. In enzymatic biotransformations,
cells are absent and there are less mass transfer steps, but the same
concepts can be applied.

If one mass transfer step is slower than the key kinetic reaction step,
it will limit the metabolic activity of the micro-organisms, typically
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expressed as a reduction in the formation of a desired product from
a selected substrate. As a result, two effects may be observed, both
with freely suspended cells as well as organisms immobilised inside
cell aggregates or solid particles:

The overall reaction rate is below the theoretical maximum, and the pro-
cess output is slower than desired. This is the case in the forma-
tion of gluconic acid from glucose by the aerobic bacterium, Glu-
conobacter oxydans. Here, the overall reaction rate is determined
by the rate at which oxygen is transferred to the liquid phase.
After relieving the limitation, there is no irreversible effect on
this particular micro-organism. Another example is a limited sup-
ply of sugar to immobilised cells due to slow diffusion inside
an immobilisation carrier. The overall rate of production is often
reversibly reduced. However, there are also examples of systems
where the biosynthetic capacity of a cell is irreversibly damaged
after imposing an oxygen transfer limitation (e.g. in penicillin
fermentation). Such processes are very sensitive to mass transfer
limitations.

The selectivity of the reaction is altered. In the formation of baker’s
yeast from glucose, oxygen serves as an electron acceptor. In the
absence of oxygen the electrons will be directed to pyruvate result-
ing in the formation of ethanol and CO; instead of more yeast.
Bacillus subtilis cultures produce acetoin and 2,3-butanediol when
devoid of oxygen. The ratio of the two products is greatly depen-
dent on the dissolved oxygen concentration, and thus on the ratio
of oxygen transfer and oxygen consumption rates. Again, the dam-
age can be either reversible or irreversible.

The transfer of oxygen from an air bubble to the micro-organism in
an aerobic bioprocess is a relatively slow transport step. Oxygen, and
other sparingly soluble gases in aqueous solutions (such as hydrocar-
bons up to four carbon atoms), may become rapidly depleted when it
is consumed. If not replaced at the same high rate the situation will
be detrimental for the micro-organism. Transfer of material across a
liquid-liquid or liquid-solid boundary is similar to gas-liquid mass
transfer. An example is the growth on higher hydrocarbons (>Cg).
The oil phase is present in the form of small droplets and the main
resistance to mass transfer lies with the water layer surrounding the
oil droplets. Also, the exchange of material between a solid phase
(substrate particles, particles that contain micro-organisms) and the
liquid phase, obeys similar principles.

Inside a gas bubble or oil droplet there is usually enough motion
to guarantee a quick transfer of molecules to the interface with the
water phase, so the resistance is at the water side of the interface.
If the distances in the bulk liquid phase to be bridged are relatively
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large, a transport resistance can occur in this phase. Such a situation
is encountered in large bioreactors where bulk liquid mixing is usu-
ally sub-optimal (i.e. the concept of ideal mixing is only applicable in
small reactors). In industrial practice, it is important to realise that
one has to live with this potential limitation. Therefore its effects
on the microbial reaction system should be borne in mind during
process development work. Mass transfer limitations inside a solid
phase can occur within biocatalyst particles that contain immobilised
microorganisms, either as a surface biofilm attached to a carrier, or
dispersed throughout the carrier material. Alternatively, the micro-
organism itself, particularly if it is filamentous, may be present as
a clump or pellet. A substrate entering the particle or pellet may be
consumed so fast that nothing enters the inner part of the particle,
so that the efficiency of the catalyst is below maximum. Also, the
reaction may be slowed down because a toxic or inhibiting product
cannot move away quickly enough.

The micro-organism itself can also be considered as a separate (solid
or liquid) phase. Transport across the cell envelope (mostly a com-
bination of cell wall and cytoplasmic membrane) can be limited,
depending on the size and physical properties (hydrophobicity, elec-
trical charge) of the molecule and whether the organism is equipped
with a specific transport mechanism or not. Generally three mecha-
nisms can be distinguished (Fig. 8.2):

free diffusion: passive transport down a concentration gradient;
facilitated diffusion: as above but speeded up by a carrier protein;
active transport: transport by a carrier protein with input of free
energy.

The diameter of the microbial cell itself is very small (order of
magnitude 1-5 pm) so that diffusion inside the cell is more rapid than
transport across the cell envelope. Additionally, in eukaryotic cells
there are intracellular organelles (vacuoles, mitochondria), which can
present other transport barriers. However, in quantitative terms this
type of transport is much more rapid than the consumption rate
inside the cell and will normally not limit the overall rate in the
chain of transport steps.

MASS TRANSFER

Three mechanisms
of mass transfer across the cell
envelope.
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Fick’s law (8.1a) states that the mass transfer, J, of a component in
single phase will be proportional to the concentration gradient in
the direction of the transport. The expression for steady-state mass
flux is:

J =—-DdC/dx (8.1a)

For mass transfer in a solid phase, D is the effective diffusivity, a func-
tion of the diffusion coefficient, the porosity of the solid and the
shape of the channels inside the solid. The relationship between mass
flux and concentration difference, AC, is:

J = DAC/d (8.1Db)

where D/d is the mass transfer coefficient and the inverse, d/D, can
be interpreted as the resistance to transfer. AC is the driving force
for the transfer. (Strictly speaking this relates to the geometry of a
flat sheet boundary layer with thickness d in a stationary fluid but it
can be applied to bioreactor systems.) For the unsteady-state situation,
a mass balance over a layer with diameter dx results in:

D82C /8x%= 8C /5t (8.2)

These fundamental, theoretical equations can be used to calcu-
late mass transfer by a diffusion process. A pre-requisite is that con-
vective transport is absent and this is rarely the case. More often,
a combination of diffusion and convection with phase transfer is
encountered but now we have the additional problem that the velo-
city pattern of the liquid flow is not known. Thus, for gas-liquid
and liquid-particle mass transfer in real bioreactors a more empir-
ical approach is required.

For mass transfer between liquid and gas phases or liquid and solid phases
the well-known two-film theory (see any standard chemical engineering
textbook on mass transfer) can be adopted. Mass flux in both phases
must be separately described, whereas the overall transfer is deter-
mined by two steps in series across the film, as shown in Fig. 8.3. For
gas-liquid transfer the mass flux is described by:

Gas film transport: Jo = ke(p — pi) (8.3)
Liquid film transport: J; = k(C; — C) (8.4)

The concentrations at both sides of the interface, p; and C;j, are not
identical, but related through the Henry coefficient, H:

pi=HC; (8.5)

In practice it is not possible to measure the interfacial values, so it is
better to eliminate these from Egs. (8.3), (8.4) and (8.5) and write the
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Boundary layers

Bulk liquid

Interface
mass flow as a function of the concentrations in both bulk phases:
J =K({C*-C) (8.6)

where C*(= p/H) is the saturation value in the liquid phase. Note
that Eq. (8.6) is of the same form as Eq. (8.1b). (C* — C) is the overall
driving force and the overall transfer coefficient, K, results from the
sum of the transfer resistances:

1/K = 1/(Hky) + 1/ki (8.7)

Often this general equation can be simplified as 1/(H k¢) < 1/k; (i.e.
the gas phase film resistance is negligible compared to the resistance
in the liquid film). Usually, mass transfer is expressed per unit of
volume of the bioreactor, rather than per unit of interfacial area. This
is because in many cases, such as when dealing with a sparged and
agitated bioreactor, or a packed bed tower reactor, the interfacial area
available for mass transfer is not easily determined. The volumetric
mass transfer rate then follows from:

Ja=kalC*-C) (8.8)

where a is the gas-liquid interfacial area per unit bioreactor liquid
volume, or area per unit gas + solid + liquid volume, or area per unit
gross vessel volume. When dealing with the transfer of oxygen from
gas to liquid, the product J a is usually called the oxygen transfer rate
(OTR).

For an accurate estimate of kja, assumptions must be made on
the values of C* (or p) and C. For a laboratory-scale bioreactor
(<10 litres operating volume) the bulk liquid phase is assumed to be

S= el Two-film theory:
Mass transfer across an interfacial

boundary is composed of two
steps in series.
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Three possible
curves of the partial pressure of a
gas phase compound in a reaction
vessel.
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well mixed and hence C is constant throughout the liquid. However,
in pilot plants or production-scale vessels (>100 litres) this will not
be the case, and local concentration variations need to be taken into
account (see also Section 8.5). Therefore, for the gas phase we must
assume that one of the following cases will be applicable (Fig. 8.4):

p = pin = constant; there is little or no depletion of the inlet gas,
which is often true for small reactors with high gas flow and
relatively little transfer;

P = Pout = constant; the gas phase is perfectly mixed, which also
applies to small systems, but when the transfer rate is high com-
pared to the flow of the gas phase;

p varies inside the reactor; for small reactors p is given by its
logarithmic mean value’, in larger reactors with adequate mixing
the hydrostatic pressure determines p, and in large vessels with
poor mixing more complex models must be used.

Note that the value of H, and hence C*, is a function of liquid com-
position and temperature (gases are generally less soluble at higher
temperature). Henry’s law also implies that C* is linearly dependent
on p.

There are a number of theories with which the values of k; and
a can be separately estimated. These theories all suffer from ques-
tionable assumptions when applied to moving fluids in a real bio-
reactor, but do give quantitative insight into fundamental aspects of

! The logarithmic mean concentration: Cy, = (C* — C)/In %



mass transfer. Details on such theories can be found in most standard
(bio)chemical engineering textbooks.

Much attention has been given to oxygen transfer from the gas phase
into the liquid phase in bioreactor processes. Since it is experimen-
tally very difficult to estimate the values of k; and a separately, kja is
often treated as a lumped parameter. In bioprocess engineering liter-
ature, one can find a large number of expressions for this (volumetric
mass transfer) coefficient. Here, a division should be made between
the dominant types of reactors used: bubble columns, airlift reactors and
stirred tank reactors (see Chapter 7). In each case the physical properties
of the liquid may influence the magnitude of mass transfer. Extreme
values are given by:

A liquid which greatly stimulates bubble coalescence, i.e. a coalesc-
ing liquid. The mass transfer will be relatively poor.

A liquid which suppresses coalescence to a large extent, i.e. a non-
coalescing liquid. This gives the highest mass transfer rates.

In a bubble column (see Chapter 7, Section 7.2.2) the gas enters
through the sparger orifices. If the broth is coalescent and non-viscous
(i.e. behaving like distilled or tap water) the bubbles will rapidly take
their equilibrium average diameter of ~6 mm. When the air flow
rate is high enough the vessel is operated in the heterogeneous flow
regime and then hold-up, ¢, is a function of the superficial gas veloc-
ity (= gas flow per unit cross-sectional area of the reactor), corrected
for pressure differences (po is a reference pressure of 1 bar):

& = 0.6(vgpo/p)"” (8.9)

For the mass transfer coefficient, the following correlation has been
experimentally verified:

kia = 0.32(vypo/p)"’ (8.10)

In non-coalescing liquids, e.g. ionic solutions and some fermentation
broths, the bubbles that originate from the sparger will rise and not
mix with other bubbles, provided that the bubble size is smaller than
~6 mm. The interfacial area, and hence kja, will be higher than when
larger bubbles are present. If the bubbles are larger they will break
up and take the same equilibrium value as in coalescing liquids. It is
noted that in a large bubble column (>50 m?), the bubbles will signifi-
cantly expand as they rise through the reactor because of the decreas-
ing hydrostatic pressure changes. This will influence mass transfer.

In an airlift reactor (Chapter 7, Section 7.2.3), there is a riser sec-
tion, in which the sparging of bubbles results in an upward liquid
flow, a top section, where the bubbles escape from the liquid, and a
downcomer section, in which the liquid is recirculated downwards.
Although the riser resembles a bubble column, the gas hold-up is
lower than predicted by Eq. (8.9) due to the interaction with the

MASS TRANSFER
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liquid flow. Correspondingly, kja will be lower, up to one-third of the
bubble column value. A precise quantification, however, cannot be
easily made.

In a stirred tank reactor the flow phenomena are determined by
the balance between aeration forces and agitation forces, and large
local variations in combination with a number of flow regime transi-
tions make a precise quantification of mass transfer difficult. Sparged
gas is usually rapidly collected in the gas cavities formed behind the
impeller blades as they rotate. A highly turbulent vortex is established
at the trailing end of the cavities from which the gas is dispersed into
small bubbles that enter the bulk fluid. These bubbles follow the lig-
uid flow, but will also rise to the surface of the liquid in the tank. They
will coalesce in areas that are relatively calm and redisperse in places
where the shear stress is high. A part of the bubbles is recirculated
into the cavities and the rest escapes at the surface.

There is a correlation available for the average gas hold-up in coa-
lescing liquids:

& = 0.13(P,/V1)** (vgpo /p)**’ (8.11)

For non-coalescing liquids the hold-up value is considerably higher.

Correlations for kja are fully empirical. Usually, the extremes of
coalescing and non-coalescing liquids are denoted by the following,
coarse expressions (accuracy ~30%) valid for Ps/V; between 0.5 and
10 kW m~3;

Coalescing: kia = 0.026(P,/V1)**(vgpo/p)*° (8.12)
Non-coalescing: kia = 0.002(P/V1)*7(vgpo/p)*> (8.13)

In a coalescing liquid, k;a is more sensitive to changes in aeration
than changes in agitation, while for a non-coalescing liquid the oppo-
site is true. Note that the correlations are independent of the agitator
type. The energy input by agitation is a vital variable in Eqgs. (8.11),
(8.12) and (8.13). The amount of power drawn by a stirrer of diameter
D with a rotational speed N is usually expressed as:

P = P,pN°D° (8.14)

The impeller power number, Py, is a function of the aeration rate, the
impeller Reynolds number (= pND2/u) and the impeller type (see
Fig. 8.5). When a broth is aerated, P, generally falls due to the growing
size of the cavities behind the impeller blades. For a typical Rushton
impeller P, falls by a factor of 2, while for a Scaba type (6SRGT) there
is hardly any drop.

Example

The oxygen transfer performance of a stirred tank reactor is gener-
ally better than that of a bubble column with similar geometry and
aeration rate. For a coalescing liquid in a vessel of 100 m?® reaction vol-
ume, with tank diameter 3.5 m, aeration rate 1 vvm (or 1.67 N m®s™1),
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head-space pressure 2 bar, impeller diameter 1.75 m, and power input
per unit volume P/V; = 2 kW m >, we get:

Bubble column; Eq. (8.10): ka =0.05s7!
Stirred tank; Eq. (8.12): ka =0.14s7!

Assuming (C* —C) = (0.59 mol m~3 — 0.10 mol m~3)=0.49 molm3,
the bubble column OTR will be 0.024 mol m~3s~!, whereas for the
stirred tank it will be 0.070 mol m~3s~!. In spite of this, bubble
columns are frequently used in bioprocesses, due to other advantages
such as simple construction, even distribution of shear rate, lower
energy input, etc. (see also Fig. 8.6).

When high concentrations of filamentous micro-organisms are
used, the branched filaments of the mycelium interact with each
other and form larger aggregates that decrease the free flow of lig-
uid. This results in high viscosity and pseudoplastic or elastic broth
behaviour. Similar observations are made when a micro-organism

= cH g lllustration of oxygen

transfer in different reactors and
media as a function of superficial
gas velocity using Eqs. (8.10),
(8.12) and (8.13). Here it is
assumed that kja in a bubble
column with non-coalescent media
is three times the value of
coalescent media.
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excretes polymeric substances, such as xanthan. The decrease of mass
transfer is partly due to bubble coalescence, which leads to large bub-
bles in the broth. Also the gas hold-up is reported to be lower due to
higher bubble rise velocity. As a consequence the interfacial area will
be small. In large bioreactors under extreme conditions, bubbles of
1 m diameter can be observed. Sometimes this effect is partly com-
pensated for by the simultaneous presence of a large number of very
small bubbles (diameter <1 mm) which have a long residence time
in the broth (15 min or more). There is also an effect of viscosity on
k1. This is due to a decrease of liquid velocity and not a direct con-
sequence of the viscosity itself. Furthermore, in aerated broths the
power input may have to be reduced because the size of the cavities
behind the impeller blades is larger. This will diminish the shear rates
and bubble break-up.

In the literature, these complex, combined effects are described by
an extension of Egs. (8.10), (8.12) and (8.13) with a factor u™", where
n usually ranges from 0.5 to 0.9. For stirred tanks and non-coalescent
media:

kia = 0.002(P/ V)7 (vgpo/p)**(1t/ 110)~°7 (8.15)

provided u > po, where po = 0.05 Pas.

If the broth behaves like a pseudoplastic fluid (viscosity decreases
as the shear rate increases) or dilatant fluid (viscosity increases as
the shear rates increases), an average viscosity can be taken over the
reactor:

=Ky (8.16)
The average shear rate can be estimated from:
y = 10N (8.17)

The parameters K and n in the rheology model depend on the biomass
concentration, Typically K is proportional to C¢, with the value of «
ranging from 1.5 to 4. For pseudoplastic broths n < 1, for dilatant
liquids n > 1, whereas for Newtonian media n = 1.

Example

A pseudoplastic broth in a bioreactor has the following properties:
Cy=30g/1"', K =1, n = 0.4. The stirrer speed is 3 revolutions s~
Using Egs. (8.16) and (8.17) we find that the apparent viscosity is
0.13 Pa s. According to Eq. (8.15), kja is reduced to 51% of the value
in a low-viscosity broth. What would happen if the biomass concen-
tration or the impeller speed doubled? (Answer: with double biomass
concentration and « = 2, kja is reduced to 19%; with double impeller
speed, kja is reduced to 69%.)

The description of mass transfer through a liquid film to or from
a solid surface is much simpler than for gas-liquid mass transfer.
In these systems k; is dependent on the liquid/solid properties, and



the value of the interfacial area can be determined experimentally.
Usually, liquid-solid transfer applies to situations where mass trans-
fer and reaction are interacting: a substrate is transported through
a liquid film to the surface of a particle where micro-organisms are
present to consume the substrate. Products formed are transported
back through the film and into the bulk liquid. These situations are
often treated in terms of apparent kinetics, i.e. the observed rate of
reaction is described with standard kinetic expressions, but an effec-
tiveness factor (ranging from 0 to 1) is introduced to describe the per-
formance of the reaction compared to the same reaction with no
transport limitations.

When there are micro-organisms active inside a particle or cellu-
lar aggregate, the transport (by diffusion) within the particles may
present another resistance. This situation is found in biocatalytic pro-
cesses when dealing with cells immobilised in alginate or porous
solid particles. A proper description of this phenomenon is difficult
because the kinetics of the microbial reactions inside the particle may
differ greatly from those with freely suspended cells and, hence, will
be unknown. This is due to altered physiological conditions for the
cells. In addition to an effectiveness factor for external mass transfer,
an overall effectiveness factor may be used, also including intraparti-
cle resistance.

If one is interested in approximate kja values, or when measurements
with real bioreaction systems are impractical or economically not
feasible, such as in large bioreactors, model fluids can be used. Infor-
mation is provided from literature, either more theoretical or more
empirical as described above, or a new series of experiments can be
designed. The use of model fluids, such as water or salt solutions,
if necessary with paper pulp or polymers added to mimic viscous
broths, gives extremes of what can be expected in real systems, and
qualitative trends as a function of changes. There are a few possible
measurement methods:

Chemical reaction method. In order to mimic a microbial reaction, the
transferred component can be consumed or produced in a chem-
ical reaction. For oxygen transfer studies, sulphite can be used,
as it rapidly oxidises to sulphate in the presence of oxygen and
a catalyst. kja is found from Eq. (8.8) by measuring the rate of
sulphite consumption, J a(= dCgupnite/dt) and C *(= p/H for oxygen).
For most accurate results, conditions should be selected so that C
equals zero. Alternatives for sulphite are glucose in combination
with the glucose oxidase (oxygen is consumed), or a mixture of
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Course of the
oxygen concentration during a
dynamic kja experiment. From the
linearly falling part, the oxygen
consumption rate, g, can be
evaluated. From the upward curve
then the value of kja can be found,
for example using a logarithmic
plot of (C* — C) vs. time.

Air off
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ka = (dC/dt-g)/(C*-C)

q=dCidt
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H,0; and catalase (oxygen is produced). Similarly NaOH solutions
can be used to study CO, transfer (CO, rapidly reacts with OH™).
Physical replacement method. Consider a gas sparged liquid in steady
state, so that C* equals C. The experiment is started when the oxy-
gen level in the gas phase is rapidly changed from one value to
another. For example, N, gas in a Nj-sparged liquid is replaced by
air. Then J a in Eq. (8.8) equals dC/dt and, by continuously measur-
ing the oxygen concentration in the liquid, kja can be evaluated
from this equation. Another possibility is a sudden change in pres-
sure of the component to be transferred. This method is usually very
fast, and a rapidly enough responding oxygen electrode is therefore
an absolute requirement.

If it is required to have real values for kja, then theories, model sys-
tems or published correlations should not be used. In actively growing
cultures, kja can be experimentally determined using the following
methods:

Steady-state bioreaction method. When using a microbial consuming
system in (pseudo) steady state, kja can be calculated from Eq. (8.8),
when J a, C* and C are known, and the difference between C* and C
is large enough. For example, for oxygen, J a (OTR) will be equal to
the difference in the oxygen mole fractions in the inlet and outlet
gas phases multiplied by the inlet and outlet gas flow rates (oxygen
transfer rate = oxygen uptake rate, or OTR = OUR). C* follows from
the partial oxygen pressure (C* = p/H), and C can be read from a
dissolved oxygen electrode.

Dynamic bioreaction method. When the air flow is temporarily reduced,
shut off or replaced by N, in a respiring culture, kja for oxy-
gen becomes zero and the dissolved oxygen concentration will fall
rapidly. The rate of depletion, dC/dt, will become equal to the con-
sumption rate (q). After turning the air flow on again, the concen-
tration will return to its initial value. Again Eq. (8.8) can be used to
determine kja, as J a will be equal to dC/dt + q (see also Fig. 8.7).
This method is only applicable in small vessels (<100 1), because in
larger vessels the gas phase composition will not be uniform after
sparging with N, (or the gas hold-up must be built up again after
shut down of the air flow). In any case, a rapid oxygen electrode is
a pre-requisite for accurate results.



In large-scale bioreactors, oxygen transfer is usually better than in a
laboratory-scale or pilot plant reactor. This is due to a larger contri-
bution of the gas phase (higher superficial gas velocity), and a larger
driving force (high headspace pressure and hydrostatic head).

Example

Consider two geometrically similar, ideally mixed stirred tank reac-
tors, one of 0.1 m> reaction volume, and one of 100 m3. The Hy/Ty
ratio is 3.0, and the D /Ty ratio is 0.5. Scale-up is carried out by keep-
ing the power input to the reactors constant at P/V; = 2kWm >, the
air flow rate at 1 vvim and a constant average pressure in the broth
(determined by the headspace pressure plus the hydrostatic head) of
2.45 bar. Assuming that there is no depletion of the gas phase, the
following comparison is made (coalescent broth, C* = 0.24 mol m~3
at 1 bar, C =0.10 molm )

0.1m%: vgpo/p =0.007ms™ !, ka=0.046s"",
OTR = 0.022 mol m 2 57!

100 m>: vspo/p = 0.071 ms~ !, ka =0.145s"",
OTR = 0.071 mol m~2 5!

What would be the OTR difference for a non-coalescing broth?
(Answer: OTR = 0.07 or 0.12 mol m ™ s™1, respectively.)

In a large bioreactor the OTR has maximum limits due to the
following restrictive conditions:

There may be mechanical construction difficulties in very large fer-
menters (>300m?). Furthermore, liquid transport and mixing will
become very slow compared to mass transfer and reaction, and thus
dominate the overall reaction rate. Cooling limitations may become
more significant.

The average power input should not exceed 5 kW m~3. If it is higher,
the micro-organisms may be mechanically damaged and, also, the
energy costs and investment costs for the motor will become exces-
sively high.

The pressure-corrected superficial air velocity should be below
0.10 m s~!. Compressor costs are restricting, and high gas hold-up
will increase at the cost of broth space.

The headspace pressure has a maximum for mechanical reasons. In
addition CO, partial pressure will also increase, and inhibit growth
and production.

The gas phase cannot be considered ideally mixed. The oxygen par-
tial pressure will fall as the bubbles travel up through the reactor
and this reduces the driving force for mass transfer.
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Large bioreactor

I

W

oxygen

Air

Liquid flow and
oxygen is transfer in a large
bioreactor. Most of the oxygen is
transferred in the region near the
impeller. In the circulation loop, i.e.
the path the broth travels from the
impeller, out into the body of the
reactor and back to the impeller,
more oxygen is consumed than
transferred and the oxygen
concentration will decrease. In a
full-scale stirred tank reactor the
liquid circulation loop can be as
long as 10 m. With a liquid velocity
of I ms~' the mean circulation
time will be 10 s. As a worst case
estimate (no transfer at all outside
the impeller region), it will take 10
s before the oxygen will become
depleted in the loop. Therefore,
the oxygen concentration in the
bottom compartment should be
so high that local depletion, which
can be detrimental for the
microbial state and product
formation rate, is avoided. Note
that Eq. (8.8) predicts that this will
reduce the mass transfer rate
because the driving force (C* — C)
in the bottom part is low as both
C* and C will be high.

Broth recirculation

An example of a small-scale two-compartment reactor set-up for
scaling-down the conditions in the large bioreactor. As an alternative, the N;-sparged
vessel may be in plug flow mode (with some dispersion).

In reactors larger than ~10 m?, the processes of liquid transport
and mass transfer become comparably slow. Mass transfer and lig-
uid circulation will interfere, and should be treated together. In a
stirred tank reactor with one single impeller, most of the oxygen
transfer takes place in the impeller zone. A comparison of oxygen
transfer in the bubble column and the stirred tank revealed that out-
side the impeller zone, the OTR may be only one-third of the value
around the impeller. The importance of circulation loops is shown in
Fig. 8.8.

As illustrated above, micro-organisms can experience a continuously
changing environment when travelling around in a large bioreactor.
This may give undesired scale-up effects. To avoid these problems the
large scale should be taken as the point of reference, and the possible
effects should be studied by simulation of the large-scale variations
in a small-scale experimental set-up. Limiting factors on a large scale,
such as mass transfer, are thus scaled-down and can be studied and
minimised in a practical and economic way. In reality, scale-down
cannot be precise, because the large-scale conditions are difficult to
determine and are also too complex to be fully understood. Several
tools are available to find adequate solutions to down-scaling:

Two-compartment reactor set-ups can be used, mimicking the two
most important reactor zones, and recirculation of broth between
the zones, see Fig. 8.9. The size of the two compartments and the
circulation rate are critical, as is the flow type in each compartment,
i.e. ranging from well mixed to plug flow.

Development and (large-scale) verification of simple or more sophis-
ticated mathematical flow models for the large vessel can be carried
out, and the results used to design the scaled-down experiment.
Well-characterised microbial test systems can be used, in which the
sensitivity to selected variations is known.
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In the literature these approaches have been extensively studied for
the improvement of oxygen transfer and substrate (feed) mixing in
large bioreactors.
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Nomenclature
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acceleration (m s™2)

cross-sectional area (m?)

width (m)

concentration solids (kg m™>)
liquid phase concentration (kg m™3)
drag coefficient (-)

specific heat (] kg7 K1)

diffusion coefficient (m? s~1)
particle diameter (m)

stirrer diameter (m)

gravitational acceleration (9.81m s~2)
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height (m)

ionic strength (mol m™3)

flux (m s7})

mass transfer coefficient (m s!)
constant in Eq. (9.1) (-)

feed flow rate (m®s~1)

length (m)

length (m)

mass (kg )

rotational speed (s7!)

number of passes in Eq. (9.1) (-)
power number (-)

pressure (Pa)

concentration in auxiliary phase (kg m ™)
flow rate (m>s™!)

heat flux (W m™2)

solid or second liquid phase concentrate (kg m>)
radius (m)

radius (m)

temperature (K)

time (s)

heat transfer coefficient (m s™1)
auxiliary or solvent flow rate (m3s~1)
velocity (m s71)

filtrate volume (m?)

particle volume (m?)

cartesian coordinate (m)

mole fraction (-)

length (m)

AP pressure difference (Pa)

AT  temperature difference (K)

* SEI<SCTRIIOeLLNNZZE N T E AT

specific filter cake resistance (m kg™ ')
liquid hold-up (-)

film thickness (m)

liquid hold-up (-)

flow rate (m3s™1)

dynamic viscosity (Pa s)

equivalent settling area (m?)

density (kg m™3)

angular velocity (rad s™')

E™ MI S >R

Subscripts
s solid
1 liquid

After making the product in a fermenter, one might assume that the
work is done. But this is not so; we have just begun. The production



of biomolecules is governed by the aqueous environment needed for
microorganisms. The product can be the micro-organism itself, or a
metabolite excreted in the solution or contained in inclusion bodies,
but the fermenter may contain up to 95% water and much effort
has to be put in concentrating the product. There is a correlation
between the concentration of a product in the broth and its price in
the marketplace. The more dilute a product, the higher the cost prize.
Removal of water is one thing, there are many additional problems in
downstream processing (DSP). The product may be intracellular and
the cells have to be disrupted to release the product. The fermenter
fluid may be complex containing compounds resembling the product,
which makes it difficult to purify the product. Even so, a high purity
may be needed: in pharmaceutical products up to 99.999% purity is
required. These problems govern the approach used to separate the
product. Usually the following steps are required:

cell disruption (only when dealing with an intracellular product),
clarification (separation of the cells and cell debris from the liquid),
concentration of the product stream,

purification (often in multiple steps), and

product formulation (giving the product a suitable form).

These steps form the basis of this chapter. Each step requires one
or more pieces of equipment. For these we need to know the size,
method of operation and use of auxiliaries like solvents, adsorbents
and energy. A process may consist of many steps and each step has a
yield for the product. Although a yield of 95% might seem high for an
individual step, connecting several steps can cause a rapid decay in
process yield (0.95", n being the number of steps, leading to: 0.95, 0.90,
0.86, . . .). Bioprocesses use large amounts of salts and solvents, and
produce huge contaminated wastewater streams. To predict the parti-
tioning and solubility of biomolecules we need thermodynamics. This
field is poorly developed for biomolecules (contrary to oil, for example)
because biomolecules are complicated, and because there are many
compounds in the fermentation fluid. This calls for experimental
work on the process: design cannot be based solely on theory. In this
chapter many models to describe equipment will be shown besides
experimental methods to scale-up a process from laboratory to plant.

Ideally, products are released by cells into the fermentation fluid to
allow direct recovery. If the microorganism does not excrete the prod-
uct, genetic engineering may modify the cells such that the product is
excreted. But this is not always possible, and the excreted product may
be unstable. So some products have to be released by disruption of
cells. Cell walls can be disrupted in several ways. These methods form
two main groups: mechanical and non-mechanical. The non-mechanical
methods are used on a small scale. The important ones are:
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Bead mill for cell Feed .
disruption. Wlth Ce”S \Dlscrel‘:lpsted
7‘L
g0 \ J/
Beads, Discs,
1 mm tip speed 10 m s—1
drying (freeze drying, vacuum drying),
osmotic shock (a change of ionic strength of the solution causing the
cells to swell and burst),
temperature shock, and
chemolysis (addition of surface active chemicals, solvents, antibiotics
or enzymes to degrade the cell walls).
For large applications mechanical methods are used:
ultrasonic disrupters,
bead mills, and
homogenisers.
Homogeniser for cell Feed Piston Homogeniser
disruption. with cells  pump valve

Siit Disrupted
= /¥I\ cells
Ap =20---100 MPa

Ultrasonic disrupters are frequently used in the laboratory but are too
expensive on a plant scale. Bead mills consist of a cylindrical vessel
containing rotating discs (with a tip speed of around 10 m s~!) and
beads of about 1 mm. The cells in the process fluid are disrupted by
shear forces between the beads (see Fig. 9.1). The process is accompa-
nied by heat production and cooling is required. This constrains the
size of the equipment. On a production scale the homogeniser is most
often used (see Fig. 9.2). This is a valve that can withstand pressures of
40 to 100 MPa. The fluid is forced through the valve slit with a high
velocity to disrupt the cell walls. Behind the slit, cavitation causes
further disruption. The homogeniser is a simple piece of equipment
but has some disadvantages. It is noisy, it can only process large vol-
umes, has a high wear rate, and needs expensive pumps to operate.
The effectiveness of the homogeniser depends on the microorganism.
Bacterial cells are easily disrupted but yeast cells are not. Homogenis-
ing is often done in several passes. The concentration of the released



product is given by the following equation:
C = Cpmax|[1 — exp(—K NAP?3)| (9.1)

where Cpax is the concentration of the product if all the product
is released from the cells; K is a constant depending upon the tem-
perature and the type of micro-organism; N is the number of passes
through the valve; and AP is the pressure drop over the valve. The
pressure drop is accompanied by a temperature rise AT that can be
calculated by applying an energy balance:

_ AP

AT =
PCp

(9.2)
where p is the liquid density and ¢, the specific heat. The recovery of
thermo-unstable proteins may require cooling of the feed and product
to avoid denaturation. The temperature rise is independent of the
throughput.

Before concentration and purification of the product, cells or cell
debris are removed. This clarification yields a clear liquid containing
the dissolved product. Two major techniques are available: centrifu-
gation and filtration. Large particles can be removed from the liquid
by sedimentation but in biotechnology this is only used for large
agglomerates.

Box 9.1 ' Assignment

A laboratory test reveals that in a certain type of homogeniser 40% of a protein is
released after one single passage at a pressure of 40 MPa. Determine the number
of passages needed for a conversion of 95% at a pressure drop of 40, 60, 80 and
100 MPa.

If the gravity is not strong enough to separate the particles in a rea-
sonable time, we can apply a centrifugal field. A laboratory centrifuge
is shown in Fig. 9.3. The suspension is put into two identical tubes
that are rotated. The acceleration a felt by the particles depends on
the distance from the axis of rotation R and the square of the angular
velocity w:

a=wR (9.3)
The angular velocity is given by:
w=2N (9.4)

with N being the number of rotations per time unit. The acceleration
can easily be several thousand times the gravitational acceleration g.
If separation is apparent after 10 minutes of centrifugation at 3000 g, then
this separation method can be used on plant scale. (In larger centrifuges the
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A laboratory swing
centrifuge.

A tubular centrifuge.

R
—_
Acceleration, a=w2R < 3000g

], O

residence time is lower but so is the sedimentation distance.) In plant
operations, two types of centrifuges are frequently used: the tubular
centrifuge and the disc stack centrifuge. The tubular centrifuge is shown
in Fig. 9.4. We will use this centrifuge to demonstrate the sigma con-
cept for designing centrifuges. A tubular centrifuge can be seen as a
sedimentation vessel turned on its side and with an increased acceler-
ation force. In this case we have to deal with two velocity components:
the axial velocity and the radial velocity. The axial velocity is given by:

by dl
Un = =& 9.5
e e T (9:2)
where ¢, is the volumetric throughput, r, the outer tube radius, r;
the inner radius and I the distance in the axial direction. The radial
velocity is given by:
dr

U _UC — 9.6
& (9.6)



where U is the terminal settling velocity at the acceleration applied
and r the distance in the radial direction. Combining these equations
with:

ddadt ©9.7)
dr  dtdr '
gives:
di Uax v
_Ux__ ¢ 8 (9.8)

dr U, =7 (r2 —r?) 0?rUs

Integration to obtain the required sedimentation length gives:

L o
/dl:Lzzi/ “dr (9.9)
o mE-r)eUsly v

Then substituting Stokes law (giving the terminal settling velocity of
a particle in a fluid) gives the maximum throughput:

7 (13— 17) 0L [Apdég}

= Tntrom) g | 18m

(9.10)

The centrifuge has the same effect as a gravitational settler with an

area X:
¢y = XU (9.11)

Using a similar approach, ¥ factors for different geometries can be
derived.

2 2 _ g2
y =12 Cyl(oil), tubular (9.12a)
g In(ro/1i)
2 P2 _p2
s = ﬂLmnri( o i ), conical (9.12b)
g 3
22 1
i (r3—rd)z, disc stack (9.12¢)
g 3tana

Disc stack centrifuges can be compared to a tilted sedimentation
vessel with a large area and increased acceleration force, see Fig. 9.5.
Disc stack centrifuges contain conical plates (discs) at a short distance
from each other (<1 mm). In this way large surfaces can be achieved
in small volumes, up to ¥ = 0.1km?! The feed enters through the
axis under the plates, flows to the outside and then back again. The
solids leave at the outside, and the clear liquid through a circular slit
near the axis. Biomaterials can easily cause fouling and clogging. For
aseptic use the material must be well contained and the equipment
must be (steam) sterilised. The scale-up of laboratory experiments (I)
to plant scale (II) can be done by keeping the ratio of the throughput
and the equivalent area constant:

51 (31

(9.13)
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centrifuge.

A disc stack

4 .
7

Solids

Discs

Box 9.2 | Assignment

In the initial steps in an insulin production process, solid—liquid separations are ne-
cessary. These are cell harvesting, recovery of inclusion bodies and recovery of the
precipitated TrpE-Methproinsulin. The company has several disc stack centrifuges
equipped with a nozzle discharge of the same type available and we will investigate
whether these are suited and how many we require. The (free) water content of
the discharged biomass is 60 vol. % to allow it to flow through the nozzle. The disc
stack centrifuges have the following dimensions:

Number of discs z = 200; half vertical angle & = 50°; external radius r, =
0.25 m; internal radius r; = 0.08 m; distance between discs § = | mm; max-
imal rotational speed n = 5000 rpm.

Characteristics of the feed

Medium density pm = 1025 kgm™3; solids density p. = 1090kgm~>; broth vis-
cosity n, = 0.035Pas; solids free medium viscosity n,, = 0.001 Pa's; dis-

solved product concentration Cp = | gl cell diameter dy, = 2x 10=6 m;
cell concentration C = 0.025kgkg™"; feed per batch F = 25tons; free
water fraction e = | — [2%.

Calculate the capacity of a centrifuge for the process streams shown above.
How many machines do you require to handle the process with a cycle time
of 5 hours?

How much dissolved product do we lose via the biomass stream?

Another way to separate particles from suspensions is filtration. The
particles are retained by a filter medium, which is a porous fabric or
felt. On the surface of the medium the particles form bridges over
the pores and create a filter cake: this acts as the medium for the
next particles. The liquid is forced through the filter by a pressure
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** Cake formation Cake

** Cake removal

difference. In practice two modes of filtration are used: batch filtra-
tion with plate filters and continuous filtration with rotating drum vac-
uum filters. The plate filters have a large number of hollow frames
(Fig. 9.6). These are covered with the filter medium. The liquid flows
from outside to inside: the solids are retained on the filter medium.
After a certain time the space between the frames is filled with filter
cake and the pressure drop of the equipment increases. The frames are
disassembled and the cake removed. This can be done automatically.
The rotating vacuum drum filter is a large drum that rotates around
a horizontal axis (Fig. 9.7). The filter medium covers the outside of the
drum. The drum rotates slowly through a trough containing the feed.
The vacuum in the drum sucks in the liquid, leaving the solids as a
cake on the outside. Only the lower part of the drum is submerged
in the feed, the rest of the surface can be used to wash and dry the
filter cake. At the end of the cycle, the cake is scraped off the drum
by a knife and collected for further processing.

Drying

Washing Cake

0.05|MPa
Feed

Cake

Filtrate formation

The design of a filter starts in the laboratory with experiments
using the same filter medium as in the plant. This can be done with
a Biichner funnel. The feed is sucked through the filter at a con-
stant pressure difference, AP. At first the filter is clean and the filtra-
tion is fast, but as the cake is formed on the filter the rate of filtra-
tion decreases. The record of filtrate volume as a function of time is
valuable information for scaling up. At the end, the filter cake volume
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is measured. To describe this experiment we can use Darcy’s law for
flow through porous media:

AP = y(Rc + R} (9.14)

where R. is the cake resistance, R;, the medium resistance and ¢,”
the liquid flux through the filter in m s~!. The flux is:
dve 1
f=——_ 9.15
%= (9:15)

where V¢ is the collected filtrate volume at a specific time and A the
surface area of the filter. The cake resistance is the product of the
specific cake resistance « and the mass of cake per unit area w:

Re = aw (9.16)
and w can be related to concentration in the feed by:
wA = cVs (9.17)

where ¢ is the concentration of solids in the broth. Substituting
Egs. (9.15), (9.16) and (9.17) in Eq. (9.14) gives:

dv; ApA
i SN &L B (9.18a)
dt ac—vf+ R
n A N&m
or
dt V. R
4t _ nacVe | 8m (9.18Db)
dVe  ApA?  ApA
Integrating:
t V, Ve R Ve
/ ar = 19t f ave + om / ave (9.19)
0 ApA? Jo ApA Jo
yields

c 1 R
po %€ Lyay nRm (9.20)
ApA2? 2 ApA

By plotting t/V versus V¢ a straight line is obtained:

r_ mec 1, 1Rm (9.21)
Vi ApAZ?2 ApA
From the slope the specific cake resistance is obtained and used for
the design of a larger industrial unit. The specific cake resistance can
have very large values: 10>-10'> m kg~ '. If the filter medium resis-
tance is small it can be shown that the filtrate volume versus time
has the following behaviour:

Vi~ +/t (9.22)

The specific cake resistance, «, is a function of the void fraction of the
cake and of the diameter of the particles. Small particles give a very
high value of «. This is the reason why cell debris alone is difficult
to filter. The problem is usually solved by adding filter aids: porous,
inert particles with a diameter of 20-50 pm. The added volume of



filter aid is larger than that of the particles to be separated. The
exact amount can only be determined by experiment. Usually the
filter aid is added in two stages: a first small volume as a pre-coat for
the filter medium and the bulk volume mixed with the feed. Used
filter aid is a waste that may contain a substantial amount of product.
The cake resistance « also depends on the diameter of the channels.
These can be increased by adding flocculent or changing the pH or
ionic strength of the feed.

After clarification, the feed is still dilute a