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Bacteriophage Ecology
Population Growth, Evolution, and Impact of Bacterial Viruses

Bacteriophages, or phages, are viruses that infect bacteria, and are believed
to be the most abundant and most genetically diverse organisms on Earth.
As such, their ecology is vast both in quantitative and qualitative terms.
Their abundance, and their impact on bacteria, makes an understanding
of phage ecology increasingly relevant to bacterial ecosystem ecology, bac-
terial genomics, and bacterial pathology. This volume is the first on phage
ecology in over 20 years. Written by leading experts, it seeks to synthesize
three key approaches toward studying phage ecology, namely determination
of natural (in situ) phage abundance and diversity; experimentation in the lab-
oratory as well as in situ experimentation on the dynamics of phage—phage,
phage-bacterium, and phage—ecosystem interactions; and the development,
using mathematical and computer models, of ecological and evolutionary
theory based on phage populations and phage-containing bacterial commu-
nities. With strong emphasis on microbial population biology, and by dis-
tilling cutting-edge research into basic principles, this book will serve as an
essential resource for graduate students and researchers, particularly those
with an interest in phage ecology or phage evolutionary biology.

STEPHEN T. ABEDON is Associate Professor of Microbiology at the Ohio State
University. He contributed to the editing of The Bacteriophages (2006) and
founded the Bacteriophage Ecology Group at www.phage.org to encour-
age collaboration and to provide a central resource for the bacteriophage
community.
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Over the past decade, the rapid development of an array of techniques in
the fields of cellular and molecular biology has transformed whole areas of
research across the biological sciences. Microbiology has perhaps been influ-
enced most of all. Our understanding of microbial diversity and evolutionary
biology and of how pathogenic bacteria and viruses interact with their animal
and plant hosts at the molecular level, for example, has been revolution-
ized. Perhaps the most exciting recent advance in microbiology has been the
development of the interface discipline of Cellular Microbiology, a fusion of
classical microbiology, microbial molecular biology and eukaryotic cellular
and molecular biology. Cellular Microbiology is revealing how pathogenic
bacteria interact with host cells in what is turning out to be a complex evo-
lutionary battle of competing gene products. Molecular and cellular biology
are no longer discrete subject areas but vital tools and an integrated part
of current microbiological research. As part of this revolution in molecular
biology, the genomes of a growing number of pathogenic and model bac-
teria have been fully sequenced, with immense implications for our future
understanding of microorganisms at the molecular level.
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About the cover

T4 bacteriophage cover image created by science artist Steven McQuinn from
diverse data sources.

ARTIST'S COMMENT

While it is tempting to say, “This is what bacteriophage T4 really looks
like,” such a statement makes no sense in the nanoscale microcosm where
visible light washes over phages the way ocean swells move through plankton.
Rather, phages must be probed using the severely short end of the electromag-
netic spectrum. Electron microscopists and X-ray crystallographers measure
energy—matter deflections scattered by hundreds of samples. Such datasets
are visualized in various ways to illustrate protein morphology, even protein
molecular structure. Data furnished to the eye seem intuitively comprehen-
sible, although the caveats of method should never be slighted. We are not
looking at a thing, we are looking at the result of a process. T4 thrives in a
domain of scale where matter and energy function very differently from the
way they do in the everyday world of our visual intuition. The image appears
to be a portrait, but it is in fact a synthesis of data with constrained resolution,
assembled from diverse sources.

Tools

UCSF Chimera, VMD, Carrara Studio Pro, Amapi 3D
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Foreword

More than forty years ago the then major honchos of molecular biology pub-
lished a festschrift for Max Delbriick, lauding, in a self-congratulatory but
often delightful and enthusiastic way, the central role bacteriophages played
in the development of molecular biology (Cairns, J., G. Stent, and J. Wat-
son. 1966. Phage and the Origins of Molecular Biology. Cold Spring Harbor,
NY: Cold Spring Harbor Laboratory). The prominence of bacteriophages as
model systems for studying molecular biology has since waned. However,
even in these days where genetics is rarely done by allowing organisms to
move genes by themselves (horror, mating between the unmarried?), bac-
teriophages maintain a major rep as tools for studies of the genetics and
molecular biology of bacteria.

Bacteriophages, however, rarely come to mind when one thinks of
ecology and evolutionary biology. Despite increasing numbers of meetings
devoted entirely or partially to the ecology and evolution of bacteriophages,
and a growing constituency of young investigators participating in these meet-
ings, ecology and evolutionary biology has been and remains dominated not
only by eukaryotic practitioners but also by eukaryotes as objects of study. Of
some 195 000 articles listed on PubMed with the word “evolution” in some
field, less than 0.7% list “bacteriophage” in another field, and of approxi-
mately 23 000 articles with “ecology,” less than 0.6% list “bacteriophage.”

Why have bacteriophages played so small a role either as model sys-
tems or as the focus of study in ecology and evolutionary biology? Could
it be because bacteriophages and their hosts are neither cute nor live in
appealing places, or is it because they are hard for humans to identify
with? Phages are certainly not rare: 10°! (see Chapter 1) is a substantial
constituency. Their host bacteria are unquestionably important evolution-
arily, ecologically, agriculturally, gastronomically, and clinically. If not for



bacteria, humans and other eukaryotes wouldn’t be, much less be pub-
lishing books — for a delightful excursion into the dominance of bacteria
in evolution and the ecology of our world, see Stephen Jay Gould’s 1996
essay on “Planet of the bacteria” (Washington Post Horizon 119 [334]: H1.
www.stephenjaygould.org/library/gould bacteria.html). And then there are
the bacterial diseases: plague, pneumonia, tuberculosis, anthrax, diphtheria,
cholera and other diarrheas, etc., which collectively remain a major — and in
some parts of the world are still the major — source of human morbidity and
mortality. How important are bacteriophages in the ecology and evolution of
the bacteria that are so fundamental to our lives and well-being, and to the
well-being of our planet?

As I read through the chapters of this volume, I kept thinking of the
question of why bacteriophages have not played a more prominent role in
ecology and evolutionary biology. As model systems for studying these sub-
jects, bacteriophages and bacteria are awesome. They can be used to actually
test, rather than just champion, ecological and evolutionary hypotheses. What
a concept! With bacteriophages, evolution is not just history that can only be
studied retrospectively, nor is it “just a theory”: you can watch evolution in
action, whether you want to or not. With bacteriophages, mathematical mod-
eling is not just a precious exercise but rather a useful (read: essential) tool for
the design and interpretation of empirical studies and for generating testable
hypotheses. Parameters can be directly estimated and the validity of predic-
tions generated from mathematical and computer simulation models can be
evaluated quantitatively.

Bacteriophages are not only useful as model systems for studying eco-
logical and evolutionary problems, they raise oodles of delicious ecological
and evolutionary questions in their own right, questions of importance and
utility beyond the precious realm of academe. What is the contribution of
bacteriophages to regulating the densities of bacterial populations and struc-
turing their communities? How important are bacteriophages as vectors for
the horizontal gene transfer that plays such a prominent role in bacterial
evolution? Can we use these viruses that kill bacteria to control those that are
inconvenient to our agriculture and impinge on our health and well-being?
Why is the virulence of the bacteria responsible for diphtheria, hemolytic
uremic syndrome, cholera, toxic shock, etc. determined by genes borne on
bacteriophages rather than on the chromosomes of their host bacteria?

The chapters in this volume (I recommend starting by reading Chap-
ter 1, which provides an overview) do not address all of these bacteria-phage
specific questions, nor completely answer them (fortunately?), but they do
address some, as well as raising others. These chapters, which can be read
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independently of each other, also provide wonderful illustrations of the power
of bacteriophages as model systems for studying fundamental ecological and
evolutionary questions and the utility of mathematical modeling in that enter-
prise. This collection is both a how-to guide and an up-to-date review of what’s
happening in the ecology and evolution of bacteriophages for students, for
practicing ecologists, and for practicing evolutionary biologists with the good
taste to be working with bacteriophages, or wanting to.

This is a very appealing time to study the ecology and evolution of bac-
teriophages. The tools of molecular biology, which bacteriophages played a
prominent role in developing, are now available to the masses. These tools
are particularly amenable to addressing and answering ecological and evolu-
tionary questions with and about bacteriophages.

Enjoy!

Bruce R. Levin
Department of Biology, Emory University



Preface

This monograph introduces the biologically suave reader to the unseen but
vibrant ecology of bacterial viruses, also known as phages, whose numbers
potentially exceed those of all other organisms combined. Our focus is on
phage population dynamics and community interactions (Part I) as well as
various aspects of phage evolutionary biology (Part II). Also included are
introductions to the phage ecology of a range of environments (Part III), as
well as the mathematical modeling of phage (and bacteria) population growth
and community interactions (Part IV). In short, this monograph provides a
much-needed snapshot of phage ecology as reflected by the interests of the
authors involved, and as seen especially from the perspective of the individual
phage.

This book, along with my personal research interests, reflects my posi-
tion at Ohio State University, which is on a regional campus in the town of
Mansfield, Ohio. At OSU-Mansfield I lack access to fellow microbiologists,
graduate students, and even upper-level undergraduates. Instead, I'm sur-
rounded by a number of fabulous liberal-arts faculty who tend to publish
without doing laboratory research (gasp!) in such disciplines as English and
History and who otherwise write books for a living. My isolation, as well as
my graduate and postdoctoral experience, led me early on to reach out to fel-
low phage ecologists by a then new-fangled medium called the World Wide
Web. My web site on the subject, found at www.phage.org, was originally
assembled, in 1996, as a catharsis following my mother’s death. It took much
time for the site to hit, but it was reviewed in Science, in 2000, mere weeks
before my tenure packet was due. Its renown and/or my experience with it
has resulted in a number of opportunities, most notably my contribution to
the editing of The Bacteriophages, 2nd edition (Rich Calendar as main editor,
Oxford University Press, 2006).



PREFACE

It was during the final stages of line-editing The Bacteriophages that 1
received an email from Mike Wilson, who is one of the editors of the series
Advances in Molecular and Cellular Microbiology, published by Cambridge Uni-
versity Press. My guess is that Mike somehow came upon the idea of phage
ecology, decided that it would make a nice contribution to the series, typed
“phage ecology” into Google, and, voila, found me. He then invited me to
write and submit a proposal, which of course I did, and, amazingly, it was
accepted with minimal revision.

In addition to Mike Wilson, I want to thank my main mentors from
graduate school: Harris Bernstein, Richard Michod, Stephen Zegura, and
John Spizizen, all of whom were there, supporting me through my transition
into a phage ecologist. Thank you to John Riedl, who, as my first Dean-
Director at Ohio State University Mansfield, took a chance on me —apparently
impressed especially by the writing in my teaching statement! John also put
up with me while I created, against his best instincts, a web-based virtual
community: the Bacteriophage Ecology Group.

Thank you to Hans-Wolfgang Ackermann, Richard Calendar, Elizabeth
Kutter, and Ryland Young, who as members of the phage community were
there and very supportive of both me and the field at various key moments in
my career. Thank you to James Bull for his ongoing interest in my research
and almost-from-the-beginning support of this project. An enormous thank
you to Steven McQuinn for his ongoing phage artistic efforts and, especially,
for producing the cover illustration for this volume. Thank you goes also to
Bruce Levin, whose theoretical work with phages inspired much of mine.

Thank you to Cameron Thomas (now Thomas-Abedon), who raises my
children, in her spare time does my laboratory research, and otherwise has
been extremely supportive of my endeavors during the writing and editing
of this book. Thank you, especially, for putting up with me while I suffered
and complained through a month-plus devoted to indexing this volume; such
dedication is above and beyond the call of duty!

To all of my various authors, who rose to the occasion both in writing their
chapters and in putting up with my sometimes heavy editing, an enormous
thanks. Thank you also to a number of individuals who have anonymously
read and commented on various chapters of this book, and to Hugh Brazier
for his sometimes heroic efforts copy-editing this volume. Finally, I would
like to dedicate this volume to Gisela Mosig (1930-2003), whose interests
were broad, and working knowledge even broader, but who ultimately was
driven by the inspirational goal of understanding phages as organisms.



CHAPTER 1
Phages, ecology, evolution

Stephen T. Abedon

1.1 INTRODUCTION

Ecology is the study of the interactions between organisms and their
environments. Within our planet’s varied environments there exist 10*° or
more individual bacteria (Whitman et al., 1998), and perhaps 10 or more
times as many bacterial viruses, or bacteriophages (phages) as they are more
typically described. Whether these viruses are diffusing, decaying, or finding
bacteria to adsorb and infect, what is certain is that phages must participate in
enormous numbers of ecological interactions. From these numbers we can
limit our considerations to approximately four perspectives: (1) how phages
operate in the wild; (2) the impact of phages on bacteria, on bacterial com-
munities, and on ecosystem nutrient flow; (3) the employment of phages as
model systems for the study of basic principles of ecology, and (4) the diversity
of phages in environments. In this monograph, Bacteriophage Ecology: Pop-
ulation Growth, Evolution, and Impact of Bacterial Viruses, we take on these
approaches, emphasizing how an understanding of phages in the laboratory,
both theoretically and empirically, can translate into an understanding of
how they operate in the wild. In this chapter I introduce the concept of what
phages are and provide overviews of phage biology, phage ecology, and phage
evolutionary biology.

For general reviews especially of phage ecology see Anderson (1957),
Levin and Lenski (1985), Goyal et al. (1987), Ackermann (1997), Paul and
Kellogg (2000), Weinbauer (2004), Chibani-Chennoufi et al. (2004), Day
(2004), Breitbart et al. (2005), Briisssow and Kutter (2005b), Abedon (2006a,
2007), and Weinbauer et al. (2007). Additional, more narrowly focused

Bacteriophage Ecology: Population Growth, Evolution, and Impact of Bacterial Viruses, ed. Stephen T.
Abedon. Published by Cambridge University Press. © Cambridge University Press 2008.
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phage ecology reviews are listed at the “Phage ecology” entry of Wikipedia
(wikipedia.org). A list of 100-plus phage monographs can also be found at
Wikipedia under the heading “Phage monographs.” See also Abedon (2006b).

1.2 WHAT IS A PHAGE?

For a phage ecologist a phage can be a concept, a fairly well-defined
diversity of entities, or a less well-defined collection of ecosystem-modifying
creatures. These we will consider in turn.

1.2.1 Phages as a concept

Just what a phage is was once a very contentious issue. Here I provide
a brief outline of the history of thinking on phage biology, and then present
my own broader sense of what a “phage” is as derived from a perspective of
phage ecological theory.

1.2.1.1 Phages as viruses of bacteria

As we enter our tenth decade of the study of phage biology, we can look
back upon a long tradition of celebrating the concept of phages as bacterial
viruses. Following the approximate co-discovery of phages by Twort (1915)
and d’'Hérelle (1917) (an English translation of the latter can be found in
Summers, 1999), there was much controversy — in those days prior to the
invention of electron microscopy — over d’'Hérelle’s insistence upon the viral
nature of phages (“I did not think, then, that a day would come when an elec-
tron microscope would be invented . . .”; d’'Hérelle, 1949). This controversy
over whether phages were indeed viruses was likely due, at least in part, to
confusion over the nature of such phenomena as lysogeny (Chapter 5), pseu-
dolysogeny (Chapter 5), or carrier states (Barksdale and Arden, 1974) (see
also Section 1.2.2.4). History, of course, has long proven d’'Hérelle correct,
and today we understand that bacteriophages are viruses with bacterial or,
more broadly, prokaryotic host ranges.

D’Hérelle called bacterial viruses bacteriophages, a description of their
macro effects on bacterial cultures. At that time the characteristics of whole
cultures were a common emphasis in microbiology — a contrast with a later
preoccupation with the workings of individual bacteria (Summers, 1991):
“a culture was conceptualized not in terms of the population dynamics of
individual cells, but as an organism in itself” (Summers, 2005a). D’Hérelle
(1949), in fact, provides a clearly whole-cultural description of the phage
phenomenon:



at various times I noticed an anomaly shown by some cultures of the coc-
cobacillus which intrigued me greatly, although in fact the observation was
ordinary enough, so banal indeed that many bacteriologists had certainly
made it before on a variety of cultures . . . The anomaly consisted of clear
spots, quite circular, two or three millimetres in diameter, speckling the cul-
tures grown on agar. [emphasis his]

That is, turbid cultures — whether broth, bacterial lawns, or even indi-
vidual bacterial colonies — can be dramatically reduced in turbidity (i.e.,
“eaten”) as a consequence of phage exposure. The original concept of a
phage thus was as an agent, seemingly produced by bacteria, that (1)
was not filterable through devices normally capable of filtering bacteria
from suspensions, (2) was capable of some sort of self-propagation given
exposure to bacteria, and (3) “ate” bacterial cultures. Indeed, the word “phage”
is derived from the Greek ¢pxyerv, meaning to eat or devour (Stent, 1963).

D’Hérelle’s 1949 retrospective on his 30-plus years studying bacterio-
phages is very phage-ecological: “The bacteriophage is everywhere. .. cease-
less struggle which goes on in nature between bacteriophage and bacteria . . .
In nature every time that bacteria do something, a bacteriophage interferes
and destroys the bacteria, or provokes a modification of their action.” A phage-
infested culture — serving simultaneously as population, community, and
ecosystem — is a much more ecological notion than the more modern idea
of the microorganism as predominantly a molecularly reducible individual.
The study of phage ecology and phage biology thus are intimately entwined,
possessing common origins and a common history, especially in terms of the
whole-cultural analysis of the phage impact on bacteria. For more on the his-
tory of phage biology, start with the various recent reviews by Bill Summers
(2005a; 2005b; 2006).

1.2.1.2 Phages as unicellular-organism parasites

“UOPs” (pronounced oops) and “MOPs” (pronounced mops) are the
parasites of unicellular organisms (unicellular-organism parasites) and mul-
ticellular organisms (multicellular-organism parasites), respectively. I first
presented the concepts of UOPs and MOPs as part of the mission state-
ment of the Bacteriophage Ecology Group (BEG; www.phage.org/beg_mis-
sion_statement.htm), as written, revised, and posted between 1996 and 1999.
My intention in describing phages as UOPs was to broaden what one might
think of as phage-like when considering the theory of phage ecological inter-
actions (e.g., Abedon, 1999, 2006a).

Included among UOPs, of course, are bacteriophages — such as col-
iphages (Gerba, 2006), cyanophages (Abedon, 2004, 2006b; Mann, 2006),
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actinophages (Kurtboke, 2005), etc. — which, with the addition of archaeal
viruses (Stedman et al., 2006; Prangishvili et al., 2006a), are viruses whose
hosts are prokaryotes. However, there are also a number of non-bacterial uni-
cellular organisms which can serve as viral hosts, plus bacteria that are (or, at
least, appear to be) obligately intracellular parasites of unicellular organisms.
Together these non-bacteriophage UOPs include the viruses of protozoa
(Wang and Wang, 1991; Bruenn, 2000; Attoui et al., 2006); the mycoviruses
of yeasts (Wickner, 1989); the viruses of unicellular, eucaryotic algae (Takao
et al., 2006); and Bdellovibrio spp. along with additional bacterial species that
parasitize other bacteria intracellularly (Shilo, 1984; Guerrero et al., 1987;
Martin, 2002; Sockett and Lambert, 2004). UOPs also include Legionella spp.,
which are bacteria that parasitize protozoa intracellularly (Fields et al., 2002;
Steinert et al., 2002; Greub and Raoult, 2004), and viruses of multicellular
creatures (such as animals) when infecting their quasi-unicellular counter-
parts grown in the laboratory as tissue cultures (e.g., Yin et al., 2001; Cuevas
et al., 2003; see also Abedon, 1999).

UOPs may be distinguished from MOPs by a number of criteria. For
example, UOPs typically are organisms which (1) are obligate intracellular
parasites; (2) employ simpler infection strategies, ones in which within-host
growth and intracellular growth are synonymous; and (3) infect morpho-
logically simpler hosts. By contrast: (1) MOPs include obligate intracellular
parasites but also many parasites which replicate extracellularly or even extra-
organismally. (2) MOPs that are obligate intracellular parasites display four
fundamental and differentiable phases: host acquisition (which itself may be
broken into two distinct phases, host entry and cell adsorption); an intracel-
lular phase; an extracellular dispersal-within-the-host phase; and finally an
extracellular between-host phase. The simpler UOPs, by contrast, existin just
two fundamental and differentiable phases: an extracellular host acquisition
phase (i.e., adsorption) and an intracellular phase. (3) MOP hosts tend to be
more complex than unicellular organisms.

1.2.2 Phages in terms of their diversity

We can reflect on phages from the perspective of their diversity. This
diversity may be considered in terms of those few phages which have been
subject to extensive laboratory characterization or, alternatively, in terms of
that diversity which exists in the wild. The latter approach I describe as
phage environmental microbiology (Abedon, 2008). See Chapter 10 for a brief
description of techniques employed for determining aquatic viral diversity as
well as discussion of the extent of that diversity.



1.2.2.1 Diversity characterization involving phage culturing

The traditional means of characterizing phage environmental diversity is
by means of plaque assays (Wilhelm and Poorvin, 2001). The strength of these
viable counts lies in the potential for phenotypic characterization of phages,
including host-range determination. On the other hand, requiring phages to
produce plaques demands that a suitable host bacterium be used, or even
exist as a pure culture, and that plaques form under the plaquing conditions
employed. Thus, there are strong selective biases in determinations of phage
environmental diversity if those determinations require plaque formation, or
even phage culturing in broth (Snyder et al., 2004).

Biases probably are even stronger given the employment of methods
of pre-enrichment prior to plaquing. These biases exist especially in terms
of phage virulence (Chapter 3) and perhaps also in terms of phage valence
(which is the number of bacterial types that a phage is capable of infecting
and which may be lower within enriched cultures than among wild phage
populations; Jensen et al., 1998). There also exists no guarantee that the
indicator host or hosts one employs are a fair representation of the actual
host types that a phage has encountered in its recent past. That is, only so
long as phages are isolated from environmental samples as phage-infected
bacteria, and then only so long as a second, effectively identical uninfected
host bacterium is simultaneously isolated, can we be reasonably sure that we
have isolated the (or, at least, a) true host of a given phage.

1.2.2.2 Diversity characterization without culturing

A second approach towards characterization of phage environmental
diversity involves electron microscopy (Breitbart et al., 2004; Williamson
et al., 2005) or genotype determination without first culturing (Suttle, 2002;
Weinbauer, 2004; Breitbart et al., 2005; Breitbart and Rohwer, 2005). These
approaches hold out the promise of providing at least some characterization
and identification of phages that otherwise cannot be easily cultivated. How-
ever, these advantages come at the expense of phenotypic characterization,
though some inferences may be made based on virion morphology or from
gene sequences obtained via metagenomic analysis (Breitbart and Rohwer,
2005; see also Chapter 7).

1.2.2.3 Phage types

There exist three basic means of characterizing phages into types:
infection phenotype (including host range as well as additional culturing
characteristics), morphology (including virion shape, dimensions, serology,
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physicochemical properties, and nucleic acid characteristics), and genome
sequence. The order of presentation reflects the development of phage
research. Early studies were limited to the phenotype of infection. The study
of infection phenotype was subsequently complemented by serological and
electron microscopic characterization. Serological characterization was then
replaced by DNA-DNA hybridization, which, in turn, gave way to gene—gene
sequence comparison as a means of analyzing phage diversity. Character-
ization of phage diversity today has seemingly reached a near pinnacle of
sophistication through a combination of whole-genome sequencing, compar-
ative phage genomics, and electron microscopic analysis. For recent review
of phage virion classification by morphology and physicochemical properties,
see Ackermann (2005, 2006). For consideration of phage genomic compar-
isons, see Rohwer and Edwards (2002) and Briissow and Desiere (2006). For
a compilation of detailed analyses of infection phenotypes of select phages
(especially molecular details), see Calendar and Abedon (2006).

By both morphological and genome analysis, bacterial viruses generally
may be divided into a number of basic types (after Ackermann, 2006, and the
International Committee on Taxonomy of Viruses, www.ncbi.nlm.nih.gov/
ICTVdb/Ictv). In terms of genome types these are ssDNA, dsDNA, ssRNA,
and dsRNA. In terms of virion morphology there are tailed (also described as
binary for their symmetry), isometric (generally icosahedral), helical (which
are filamentous or rod-shaped), and pleomorphic phages. All tailed phages
(order Caudovirales) have dsDNA genomes and may be differentiated into
the families Myoviridae (long contractile tails), Siphoviridae (long noncontrac-
tile tails), and Podoviridae (short contractile tails). Among isometric phages
are all four genome types, including segmented dsRNA (family Cystoviri-
dae). Helical and pleomorphic phages are mostly represented by phages with
dsDNA genomes, with one exception: family Inoviridae, which are filamen-
tous helical viruses with ssDNA genomes. The most prevalent phages are
tailed.

I link common phages with their families, morphologies, and genome
types as follows:

phage T4 — family Myoviridae, tailed, dsSDNA; also representing family
Myoviridae are P1-, P2-, Mu-, and SPO1-like phages

phage A — family Siphoviridae, tailed, dsDNA; also representing Siphoviridae
are T1-, T5-, c2-, and L5-like phages

phages T3 and T7 — family Podoviridae, tailed, dsDNA,; also representing
family Podoviridae are $29- and P22-like phages

phage $X174 — family Microviridae, icosahedral, ssDNA



phage ¢6 — family Cystoviridae, icosahedral and enveloped, segmented
dsRNA

phage MS2 — family Leviviridae, icosahedral, ssRNA; also phages F2 and Qf3

phages f1, fd, and M13 — family Inoviridae, filamentous, ssDNA

Phages f1, fd, and M13 are also distinct in that they adsorb to F (sex) pili and
are released chronically by extrusion (i.e., continuously from infected bacteria
rather than via lysis; see Section 1.2.2.4 and Russel and Model, 2006). Almost
all Leviviridae adsorb to pili, too. Viruses of domain Archaea (often described
simply as viruses rather than as phages) are reviewed by Prangishvili et al.,
(2006b) and Stedman et al. (2006).

1.2.2.4 Types of phage infection

Several recent articles review some of the more common aspects of phage
biology (Calendar and Inman, 2005; Guttman et al., 2005; Kutter et al., 2005). I
direct readers to these references to gain a relatively quick, particularly molec-
ular understanding of phage biology. There are also various recent phage
books (e.g., Kutter and Sulakvelidze, 2005; Calendar and Abedon, 2006),
which will provide greater detail on numerous areas of phage biology. In
this section I instead discuss, and classify, general aspects of phage biology
as viewed especially from an ecological perspective. I do this not to leave you
with the impression that an understanding of molecular aspects of phage
biology is unimportant. Far from that, it is always of vital importance for any
biologist, working at any level of biological organization, to learn as much
as possible about the organism with which he or she works, especially those
aspects that might directly impact what one might be studying (Abedon, 2000a).
Toward that end, I cannot stress too strongly the importance of determining
(and determining well) at the very least the basic phage growth parameters —
adsorption constant, burst size, latent periods — for each phage-bacterium-
environment combination with which one works (Carlson, 2005; Hyman and
Abedon, in press).

Rather than attempting to address the molecular and physiological details
of any particular phage, my approach, instead, is to broadly differentiate
phage infections into functional types. Traditionally (and simplistically) this
has been done by distinguishing phage infections into two basic categories,
lytic versus lysogenic, plus perhaps a third: chronic. Here, however, I will
take a road untraveled, considering three higher-level and six lower-level
categories. I differentiate each category in terms of bacterial survival (yes or
no), phage survival (yes or no), phage genome replication (yes or no), phage
virion production (yes or no), and phage progeny release (lysis vs. chronic vs.
none) (Table 1.1).
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Table 1.1 Categories of phage infection types.

Phage
Higher Lower Bacterial Phage genome Virion Virion
category? category Infection type survival®  survival replication production release
I i lytic no yes yes yes lysis
I ii chronic® yes yes yes yes chronic?
11 iii lysogenic yes/no®  yes yes no no
11 iv pseudolysogenic ~ yes/nof  yes noé no no
111 v restricted” yes no no no no
111 vi abortive’ no no no no no
n.a. n.a. resistant/ yes yes no no no
all all partial resistance*  yes/no yes yes/no yes/no yes/no

4] = productive, II = lysogenic, I1I = non-productive (or minimally-productive) infections.
bSurvival atleast over the short term, so long as the current infection type continues, with the
caveat that one infection type may change with time into another, e.g., lysogenic infection
followed by lytic infection.

A “chronic” infection instead may be described as “continuous” (Ackermann and DuBow,
1987a).

4Virion release during chronic infection occurs via extrusion or budding across the cell
envelope of the infected bacterium (Ackermann and DuBow, 1987b).

¢ Absent induction, bacteria survive.

fSome but not all bacteria progeny may survive (Chapter 5).

&Even if phage genome replication occurs, it is at a low level compared to during productive
or even lyosgenic infection.

"Restrition renders bacteria “immune” (Levin and Lenski, 1983) to infecting or adsorb-
ing phages. Retriction-like mechanisms involve blocking of genome injection by adsorbed
phages (exclusion); targeted destruction of phage genomes within bacterial cytoplasms
(restriction); blocking of the replication superinfecting phage genomes by prophage (immu-
nity); or prophage eradication (curing). See Chapter 8 for further consideration of superin-
fection exclusion and immunity.

i An abortive infection (also known as phage exclusion; Chopin et al., 2005) is halted after
phage macromolecular synthesis has begun (Duckworth et al., 1981). By definition, the host
cell is killed (Klaenhammer and Fitzgerald, 1994).

J Resistance meaning that phage-bacterium encounters result in an absence of irreversible
adsorption (Levin and Lenski, 1985). Note that Levin and Lenski (1983) do not distinguish
between exclusion and resistance, instead considering bacterial resistance to irreversible
phage adsorption to be a form of exclusion.

¥The phrase “partially phage-resistant” bacteria is in the sense of Kerr et al. (Chapter 2). What
this means is that bacteria display a reduced affinity for phage relative to some ideal (this
ideal is f= 1 = fraction of all collisions that result in irreversible adsorption; Stent, 1963).
That is, phage-bacterium encounters do not necessarily lead to infection and therefore
some bacteria survive since the phage adsorption constant is reduced on these bacteria, but
not to zero. Strictly, it is likely that all bacteria are at least partially resistant to all phages,
in that in few cases would all phage-bacterium encounters result in phage irreversible
adsorption. Even in the example presented by Stent (1963), by the statement “nearly every
collision between a T4 phage and an E. coli bacterium seems to result in fixation of the
virus particle” (p. 90), by “nearly” he means 0.5, e.g., rather than 0.001 (G. Stent, personal
communication).



The six “lower-level” categories include:

(i) Lytic infections, which are infections terminated following phage
virion production by a phage-induced lysis of the bacterial host (see
Chapter 3 for discussion of the ecology of lytic-phage population
growth and Fig. 2.1 for illustration, in broad overview, of a phage lytic
cycle).

(i

=

Chronic infections (Russel and Model, 2006), which involve the release
of produced virions without immediate destruction of the host
infection.

(iii

=

Lysogeny (Chapters 5 and 14), which involves phage genome
replication but no virion production or release, all the while retaining
bacterial viability.

(iv) Pseudolysogeny (Chapter 5), which involves no (or, at best, minimal)

~

phage genome replication but retains some potential for future phage
genome replication and subsequent virion production. That is, with
pseudolysogens host bacteria do not die, at least not in the short term,
and unlike in most cases of lysogeny, phage genomes do not integrate
into the host chromosome.

(v) Phage restriction (e.g., Jeltsch, 2003), described as a kind of anti-phage
immunity (Levin and Lenski, 1985; Lenski, 1988), involves loss of
phage but not of bacterial viability. Prophage curing (conversion of
lysogens to non-lysogens) also involves loss of phage without loss of
Dbacterial viability.

(vi) Phage abortive infections (e.g., Bouchard et al., 2002), which involve
loss of both phage and bacterial viability.

Note that both abortive and restricted infection can be viewed as conse-
quences of the deployment by bacteria of antiphage defenses (Weinbauer,
2004). Weinbauer also reviews mechanisms of phage adsorption inhibition
which I describe here as a kind of phage resistance. Chapter 2 discusses
“partial” phage resistance (see also Abedon, 2006a). These different cate-
gories of phage infection are summarized in Table 1.1.

At the proposed higher level of categorization we have (I) phage produc-
tive infections, which cover categories (i) and (ii) as discussed above (lytic as
well as chronic infection) and which may be described as yes—yes infections
in terms of phage genome replication and virion production; (II) phage lyso-
genic infections, which may or may not, depending on the phage, involve
phage genome integration, but which in terms of phage genome replication
and virion production may be described as yes—no infections (respectively);
and (III) phage non-productive infections, which cover categories (iv) through
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(vi), and which represent no—no infections (even if only temporarily, as is the
case with pseudolysogeny). An alternative means of classification, one that
was formulated only as this chapter went to press, is to distinguish phage
infections into “productive” (lytic or chronic), “reductive” (lysogenic or pseu-
dolysogenic), or “destructive” (restrictive or abortive).

1.2.2.4.1 Another word on pseudolysogeny

Pseudolysogeny, as employed here (and in Chapter 5) is described by
some authors as a phage “carrier state” (e.g., Ackermann and DuBow, 1987a).
The alternative meaning of each of these terms is a culture containing mostly
phage-resistant bacteria but also a small number of phage-sensitive bacteria
that maintain a smaller number of phage lytic infections (this is a “carrier
strain” as Lwoff [1953] employed the term, which he seems to have con-
sidered to be synonymous with pseudolysogenic). Both pseudolysogeny and
the carrier state may be described as persistent phage infections, as distin-
guished from lysogeny or chronic infection (Ackermann and DuBow, 1987a),
or “persistently contaminated” cultures (Barksdale and Arden, 1974). Persist-
ing infections mimic lysogeny in that they can give rise to phages (i.e., they are
lyso-genic) and, in the case of “carrier strains,” they are dominated by phage-
resistant bacteria. They are unlike lysogens, however, in that the persisting
stateis easily cured via application of anti-phage serum. Note thatin their 1974
review on the subject of persisting infections (as well as lysogeny), Barksdale
and Arden, like Lwoff before them, use “pseudolysogeny” and “carrier state”
synonymously, apparently using the definition for both that is equivalent to
Lwoff’s carrier-strain definition.

Under conditions of partial host starvation the two phenomena — pseu-
dolyosgeny and the carrier state — likely occur both simultaneously and dis-
tinctly, resulting in the formation, for example, of turbid plaques (Chapter 5).
In that case bacteria would be resistant in a physiological sense, with phage
adsorption resulting in pseudolysogeny. Other bacteria within the same lawn,
by chance or due to their history or microenvironment, would be less phys-
iologically resistant, resulting in these more phage-sensitive bacteria serv-
ing as carriers (sensu Chapter 2) of sufficient numbers of productive phage
infections to give rise to plaque formation. In the case of the turbid plaques
described in Chapter 5, and using the terms as employed in this mono-
graph, plaque formation would be the signature of the carrier state (low-
level productive phage infection and bacterial lysis) while at least some of
the intact bacteria giving rise to plaque turbidity would be pseudolysogeni-
cally infected. That is, these latter, non-productively infected bacteria would



contain a non-replicating phage genome, or preprophage as these are
described in Chapter 5.

1.2.2.5 Virulence versus temperance

It is important to appreciate the following (from Abedon, 2000b): (1)
There is no such thing as a “lysogenic phage.” Bacteria can be lysogenic. Bac-
teria can possess prophages. But potentially lysogenizing phages are properly
described as temperate rather than as lysogenic phages. (2) A lytic phage is a
phage capable of going through a lytic cycle, but temperate phages (most of
them, anyway; Chapter 14) are just as capable of going through a Iytic cycle
as a lysogenic cycle. Thus, the dichotomy of lytic versus temperate is a false
one. (3) The prevalence of the above-noted dichotomy stems from a common
equating of “Iytic phage” with “virulent phage,” which are, in turn, seen as
opposites of “temperate phage.” However, since temperate phages are also
able to display lytic cycles (and, indeed, are thought to predominantly dis-
play lytic versus lysogenic cycles on a per-adsorption basis), it is again a false
dichotomy to imply that temperate phages are not virulent (in the sense of
being able to mostly wipe out bacterial cultures; d’Hérelle, 1949). The error in
this latter case is one of overlooking the death and mayhem that can be caused
by temperate phages, as exemplified by the origin of the term lysogenic, i.e.,
capable of generating the lysis of cultures of non-lysogens. Instead, undue
emphasis —in terms of phage population growth — is placed on the small lack
of death that occurs in these same cultures as a consequence of lysogeniza-
tion. In other words, it is not true that temperate phages are not virulent, but
instead that they are less virulent, and even “less virulent” deserves a qualifier
of “potentially.”

What temperate phages are not is obligately lytic, a phrase which I prefer
to the more ambiguous “virulent” when describing otherwise lytic phages as
not temperate. Studies (other than my own or those that I have edited) that
employ the phrase “obligately lytic” include Matsuda and Barksdale (1967),
Madsen et al. (2001), Durmaz et al. (2002), Mann (2003), Sullivan et al. (2003),
Bailey et al. (2004), Sturino and Klaenhammer (2004), Paul and Sullivan
(2005), Brissow (2005), Trotter et al. (2006), and Bull et al. (2006). Note,
though, that Barksdale and Arden (1974) are stricter in their definition of
“obligately lytic” than simply indicating not temperate or not being capable
of displaying a lysogenic cycle. Instead, they argue that “phages are obligately
lytic, i.e. there is for them no finite probability of giving rise to mutants capable
of lysogenizing host bacteria” (p. 276, emphasis theirs). Barksdale and Arden
(1974) furthermore reserve the word “virulent” for those phages that in fact
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can mutate back to being capable of lysogenizing, i.e., otherwise temperate
phages that have mutationally lost that ability. I would urge phage workers
to follow their lead.

1.2.3 Phages as modifiers

There exist a variety of mechanisms whereby phages can modify ecosys-
tems. Most of these mechanisms are mediated through the phage infection
of bacteria. These effects are manifest at the level of bacterial communities,
contributing to increases in bacterial diversity, and at the level of nutrient
cycling within ecosystems. I consider these effects in reverse order.

1.2.3.1 Phages as ecosystem modifiers

During the 1990s, in reaction to electron microscopic observations of an
unexpected plethora of aquatic virions (Bergh et al., 1989), there was an explo-
sion of interest in aquatic phage ecology (Chapter 10). A dominant theme
throughout this literature is consideration of the phage impact on aquatic
nutrient cycling. The phage impact in aquatic environments is a consequence
of two phenomena. The first is that a large fraction of primary productivity
(photosynthesis) in aquatic ecosystems is carried out by prokaryotes, i.e.,
cyanobacteria, and the resulting organic carbon becomes available to higher
trophic levels as a consequence of grazing by eukaryotes, especially protozoa.
The second is that most dissolved organic material within aquatic ecosystems
becomes available to eukaryotic grazers only once it is assimilated by bacteria.

Because of phages, however, “6-26% of photosynthetically fixed organic
carbon is recycled back to dissolved organic material by viral lysis” (Wilhelm
and Suttle, 1999). That dissolved carbon may then be assimilated by het-
erotrophic bacteria. Heterotrophic bacteria, like photosynthetic bacteria, are
susceptible to phage-induced lysis. The result is a diminishing of the pace of
movement of organic carbon from photosynthesizers, or from heterotrophic
bacteria, to higher trophic levels. In other words, phage-induced lysis of
prokaryotes creates a “viral loop” (Thingstad, 2000) that “short-circuits” the
movement of organic carbon through what is otherwise known as the aquatic
“microbial loop” (Chapter 10).

Interestingly, lysis products may accumulate as “recalcitrant dissolved
organic material in the deep oceans,” material that is somewhat less avail-
able to heterotrophic bacteria and which consequently can serve as a crucial
global carbon sink (Suttle, 2000). Phages may also interfere with terrestrial
ecosystem functioning, such as by infecting nitrogen-fixing (Abebe et al.,
1992; Ahmad and Morgan, 1994; Hammad, 1998) or biocontrol-mediating



(Keel et al., 2002) bacteria. Furthermore, phages, by disrupting normal-flora
bacteria, are possible causes of bacterial vaginosis (Tao et al., 2005) as well
as inefficient food use by ruminants (Klieve, 1996). Phage-encoded genes,
such as those encoding many bacterial exotoxins, can also modify ecosys-
tems such as animal gastrointestinal tracts (Abedon and LeJeune, 2005, and
Chapter 14).

1.2.3.2 Phages increase bacterial diversity

There exist a number of mechanisms whereby phages can modify bac-
terial communities, including by increasing bacterial diversity. These mech-
anisms can be differentiated into those associated with phage-mediated
predation of bacteria, those associated with genetic transduction, and those
associated with lysogenic conversion (Anderson, 1957). The impact of phages
as predators of bacteria on bacterial diversity is considered under the general
heading of “killing the winner,” as presented in Chapter 10. The idea is that
phages can impart frequency-dependent selection on bacteria whereby those
bacteria that succeed in growing to higher population densities are also the
bacteria which should be most susceptible to phage attack (both due to the
higher densities of these more “successful” bacteria and because of trade-
offs those bacteria may have made in terms of phage susceptibility in order
to grow to these higher densities). See Chapter 2 for consideration of the
consequence on bacterial phenotype of selection for bacterial resistance to
phage attack.

Transduction is the transfer of genetic material (horizontal or lateral
gene transfer) from bacterium to bacterium as mediated by phage virion par-
ticles and resulting in modification of bacterial genotypes. Therefore, trans-
duction increases bacterial genetic diversity. See Chapter 11 for additional
consideration of phage-mediated horizontal transfer. From the perspective
especially of phage ecology, this transfer can occur in two basic guises: one
in which otherwise viable phages are carrying DNA between bacteria and the
other in which genetically inviable virions are doing the carrying (Breitbart
et al., 2005). The carrying of morons by phages (meaning “more” DNA, typi-
cally assumed to be of bacterial origin; Chapter 7; Hendrix et al., 2000, 2003)
is an example of DNA carried by otherwise viable phage virions. At the other
extreme is generalized transduction in which phage virions carry bacterial
DNA but not phage DNA, implying a lack of phage infection upon acquisition
of a bacterial cell. In between these extremes exists specialized transduction,
in which certain bacterial genes formerly found in close association with an
integrated prophage genome become incorporated, upon imprecise prophage
excision, into the resulting phage progeny. Virions displaying specialized
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transduction may or may not be able to support subsequent productive phage
infection.

Lysogenic conversion represents the expression of prophage-encoded
genes that results in changes in bacterial phenotype (Barksdale and Arden,
1974; Breitbart et al., 2005; Abedon and LeJeune, 2005; see Chapters 5,11, and
14). Thus, phage action can select among bacterial phenotypes, can modify
bacteria genetically by mediating what is essentially bacterial sex, and can
modify bacterial phenotypes by expressing genes over the course of otherwise
latent phage infections.

1.2.3.3 Phage ubiquity and prevalence

Phages have an impact on bacterial communities and ecosystems only
to the extent that phages are actually present in those communities. Con-
sistent with their overall importance as modifiers of environments, phages
have been observed or isolated in a wide variety of environments (Ackermann
and DuBow, 1987¢; Ackermann, 1997; Chapters 10-14). To have a significant
impact, phages also must be present in these environments at relatively high
densities (e.g., Chapters 5 and 10). Densities vary both spatially and tempo-
rally, ranging from pelagic lows of less than 10* virus-like particles per mL
to highs that are in excess of 108 mL~! (Wommack and Colwell, 2000), or
even 10!° mL~! in sediments (Maranger and Bird, 1996) (see Chapter 10
for discussion of the phage ecology of aquatic environments). Correlations of
virus-particle density with bacterial density and activity suggest thata substan-
tial fraction of these virus particles are phages (Weinbauer, 2004). Recently
it has been argued that the phage density in soils also may be on the order
of 108 g~! (Ashelford et al., 2003; Williamson et al., 2003; see Chapter 11 for
discussion of the phage ecology of terrestrial environments).

If we assume an average of 10° phages per mL within aquatic environ-
ments and multiply this number by the volume of the world’s major oceans —
3,3,and 7 x 102 mL for the Atlantic, Indian, and Pacific oceans, respectively
(Abedon, 2001) — then we can estimate worldwide total phage numbers of
at least 10° (or, as speculated, e.g., by Briissow and Hendrix [2002], Rohwer
and Edwards [2002], and Hendrix [2005], perhaps even more). 10*° phages is
approximately one phage per prokaryotic cell (Whitman et al., 1998). Lined
up end to end, a string of 10*° phages would extend 5 or more million light-
years into space (Weinbauer and Rassoulzadegan, 2004; Hendrix, 2005). More
down to earth, assuming an average mass of 108 daltons per phage (Dubin
et al., 1970), then 10%° phages represents a combined mass of 10 g (~ 108
x 10%°/Avogadro’s number), which is equivalent to the weight of one mil-
lion adult blue whales at 100 metric tons (10% g) per whale (Abedon, 2001).



Further suggestions of just what 1 000 000 000 000 000 000 000 000 000 000-
plus might mean in “human” terms I discuss elsewhere (Abedon, 2001).

1.3 WHAT IS PHAGE ECOLOGY?

Ecology is the study of the interactions between organisms and their
environments, and environments can be defined in terms of the biotic
(other organisms, including conspecifics) or the abiotic (non-living things,
including the remains of once-living things). Phage ecological thinking may
be divided into the various subdisciplines (or areas of ecology) as gener-
ally employed by ecologists. I originally presented such categorizations of
phage ecology research in the Bacteriophage Ecology Group’s BEG News
(Abedon, 2000c). This approach was elaborated upon in Breitbart et al. (2005)
and Abedon (2006a, 2008). These various ecological subdisciplines include
organismal ecology, physiological ecology, evolutionary ecology, behavioral
ecology, population ecology, community ecology, ecosystem ecology, and
landscape ecology, plus mathematical ecology and metapopulation ecology
(Chapter 2).

Organismal ecology studies the adaptations that phages employ to sur-
vive as well as to acquire new bacteria to infect. We can consider phage
organismal ecology to involve the evolution of various phage intracellular
and extracellular adaptations to better fit current environmental conditions
(see, for example, Chapter 5). At least some of these adaptations may be
summarized under the heading of phage growth parameters (Chapter 15),
with methods for the determination of these growth parameters reviewed
elsewhere (Carlson, 2005; Hyman and Abedon, in press). This subdiscipline
of phage ecology, along with the associated phage physiological ecology (the
impact of environments on phage growth parameters), is most closely allied
with the extensive phenotypic and molecular characterization of phages that
has occurred over the past 90 or so years. Reviews with significant organ-
ismal ecological components include those by Lwoff, (1953), Kutter et al.
(1994), Schrader et al. (1997), Robb and Hill (2000), Paul and Kellogg (2000),
Weinbauer (2004), Chibani-Chennoufi et al. (2004), Breitbart et al. (2005),
and Abedon (2006a, 2007).

Evolutionary ecology is the study of adaptations from an evolutionary per-
spective or, as DeFilippis and Villarreal (2000, p. 127) put it, “Evolutionary
ecology is the study of how organisms respond and have responded evolu-
tionarily to the selective environments in which they exist.” This discipline,
as it may be applied to phages, is considered especially in Chapters 2, 3, 4,
8, and 14, while phage behavioral ecology, to the degree that phages can be
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considered to display behaviors, is addressed in Chapter 2 (optimal foraging
theory) and in Chapters 3 and 8 (game theory). Population ecology considers
phage population growth and intraspecific interactions. These phenomena
are considered especially in Chapters 3, 4, 8, 15, and 16. See also Bull et al.
(2004), Abedon (2006a, 2007), and Abedon and Yin (in press).

Community ecology considers phage interactions with other organisms,
including with other phages, with bacteria (including the bacterial host), and
even with organisms harboring the bacterial host. See Chapters 2, 8, 10,
11, 13, 14, 15, and 17 and Section 1.2.3 (this chapter) for consideration of
these various interspecific interactions. Note that these interactions may be
classified as predatory, parasitic, parasitoid (more generally, victim-exploiter;
Chapter 2), or even mutualistic (Levin and Lenski, 1983, 1985; Lenski, 1988;
Weinbauer, 2004; Day, 2004; Forde et al., 2004), depending upon the system
and also, seemingly, on the mood of the researcher (see Martin [2002] for a
similar discussion vis-a-vis Bdellovibrio). These interactions also may be better
described as a process rather than as the trophic level that the terms predation
or parasitism (etc.) would imply (Chapter 10). Chronic phage infections (Table
1.1) are better described as parasitic rather than predatory. Note that it is also
possible to consider the interactions between different phages (i.e., phage—
phage interactions) in terms of mutualism, predator—prey interactions, etc.
(Weinbauer, 2004). See Chapters 5 and 14 for more on the concept of phages
as mutualistic symbionts. For more on phage community ecology, see Ander-
son (1957), Barksdale and Arden (1974), Levin and Lenski (1983, 1985),
Kriiger and Bickle (1983), Lenski (1988), Miller and Sayler (1992), Suttle
(1994), Bohannan and Lenski (2000), Levin and Bull (2004), Weinbauer and
Rassoulzadegan (2004), Sutherland et al. (2004), Comeau and Krisch (2005),
and Abedon (2006a, 2007).

Phage ecosystem ecology describes the phage impact on nutrient and
energy flow within environments. This field has been extensively reviewed
inrecentyears (see Section 1.2.3.1) and is atleast touched upon by Chapter 10.
Landscape ecology considers the interaction between ecosystems, and is an
area of phage ecology that has been underappreciated except in association
with the use of phages as markers for environmental fecal contamination
(e.g., Gerba, 2006), but even then concepts from landscape ecology are not
considered explicitly.

1.4 WHAT IS PHAGE EVOLUTIONARY BIOLOGY?

There exist atleast five ways of considering phage evolution: phage evolu-
tionary relatedness, phage origins (including evolution from the perspective
of genomics), phage evolution in terms of mechanisms (e.g., as deviating



from Hardy-Weinberg assumptions), phage evolutionary ecology, and the
use of phages as model systems to study basic evolutionary principles (exper-
imental evolution). Despite the title of this chapter, with its conspicuous use
of the word “evolution,” I will be somewhat limited in my discussion of phage
evolution, concentrating mainly on cheerleading for the evolutionary biology
chapters presented in this volume (especially Part II, Chapters 6-9).

1.4.1 Phage relatedness

Study of phage relatedness was once a province of the analysis of
virion phenotypic properties (such as virion morphology) and host range
(Ackermann, 2001, 2003, 2005, 2006; Ackermann and Abedon, 2001). Today,
like the analysis of the evolutionary relatedness of essentially every other
microorganism, determination of phage relatedness increasingly employs
DNA sequence (Rohwer and Edwards, 2002; Briissow and Desiere, 2006;
Prangishvili et al., 2006a; Liu et al., 2006). Due to space limitations, as well
as the general proclivity of this editor, emphasis in this volume will not be
on issues of phage relatedness. Instead I direct the interested reader to the
references listed above.

1.4.2 Phage origins and genomic evolution

The extensive sequencing of phage genomes has not only resulted in
a potential to estimate phage relatedness, but also has allowed a gaining of
insights into general principles of phage evolutionary pathways. See Chapter 7
for consideration of this important subject, as well as Briissow et al. (2004),
Casjens (2005), Hendrix (2005), Briissow and Kutter (2005a), and Briissow
and Desiere (2006) for recent reviews.

1.4.3 Phage evolution in terms of mechanisms

The mechanisms of phage evolution, in addition to horizontal gene trans-
fer, are processes that can give rise to changes in allele frequency within pop-
ulations: mutation, selection, genetic drift, and migration. These are consid-
ered, using these deviations from Hardy—Weinberg assumptions as a guiding
principle, in Chapters 6 and 9. Relevant issues include mutation rates, phage
Darwinian fitness (including the concept of adaptive landscapes), and the
impact of small population sizes on allele frequency (genetic drift).

1.4.4 Phage evolutionary ecology

I introduce phage evolutionary ecology in Section 1.3. Evolutionary ecol-
ogy exists as the other “half” of the science of evolutionary biology, contrasting
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with issues of evolutionary mechanisms and relatedness. In essence, evolu-
tionary ecology is evolutionary biology with an emphasis on the evolution
of phenotype, whereas the rest of evolutionary biology, ultimately, has an
emphasis on inheritance of genotype. Issues of phage evolutionary ecol-
ogy are touched upon in this volume, especially in Chapters 2 and 3, where
evolution of phage virulence and game theory are introduced, and then in
Chapter 8, which considers the evolutionary implications of phage-phage
interactions within infected bacteria.

1.4.5 Experimental evolution

The same relative phenotypic and genotypic simplicity that made phages
key to the development of the science and techniques of molecular genet-
ics and biology, make phages ideal for studying evolution as it can occur
in the laboratory. Especially helpful are small viruses, which may be readily
sequenced in full, as well as single-stranded and RNA viruses, which both
display and are adapted to high mutation rates as compared with dsDNA-
genomed organisms. Thus, phages can display high mutation rates, seem-
ingly significant potential to vary genotypically, ease of propagation, and
straightforward implementation of natural selection, such as by altering biotic
(i-e., host) or abiotic (e.g., temperature) conditions. See Chapter 9 for an
overview of phage experimental evolution. An abbreviated list of mostly recent
phage experimental evolutionary biology references, sorted by category, and
which is based on a table presented by Breitbart et al. (2005), can be found
under the heading “Phage experimental evolution” via Abedon (2006b).
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CHAPTER 2

Bacteriophages: models for exploring basic
principles of ecology

Benjamin Kerr,* Jevin West, and Brendan J. M. Bohannan

2.1 INTRODUCTION

A virus depends intimately upon its host in order to reproduce, which
makes the host organism a crucial part of the virus’s environment. This basic
facet of viral existence means that ecology, the scientific field focusing on
how organisms interact with each other and their environment, is particularly
relevant to the study of viruses. In this chapter we explore some of the ways
in which the principles of ecology apply to viruses that infect bacteria — the
bacteriophages (or “phages” for short). In turn, we also discuss how the study
of phages and their bacterial hosts has contributed to different subfields of
ecology.

Due to their ease of manipulation, large population sizes, short genera-
tion times, and wealth of physiological and genetic characterization, labora-
tory communities of microbial organisms have been popular experimental
tools for testing ecological theory (Drake et al., 1996; Jessup et al., 2004).
Building upon this foundation of knowledge, the ecological experimental-
ist can explore whether mechanistic understanding at the organismal level
informs an understanding of patterns at the community level (Bohannan and
Lenski, 2000a). Further, the initial composition of microbial consortia can be
controlled, and thus researchers are able to probe the effects of different com-
munity structures on ecological phenomena, such as stability, diversity, and
resilience to invasion.

In particular, microcosms of bacteria and phages have been used by
many researchers to study the ecology of victim—exploiter interactions (Chao
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Figure 2.1 The life cycle of a typical lytic bacteriophage. (A) A single infective phage
particle is shown with its bacterial host. (B) The phage binds to receptors on the surface of
its host (adsorption) and injects its genome into the bacterial cytoplasm. (C) The bacterial
cell becomes a phage factory, where the phage genome is copied, phage structural
proteins are synthesized, and the genome is packaged. (D) At the end of the latent period
(which starts with phage genome injection), the host cell lyses, releasing the progeny
phages. A progeny phage particle can then infect a new host, starting the cycle anew
(dot-dashed arrow).

et al., 1977; Levin et al., 1977; Lenski and Levin, 1985; Schrag and Mittler,
1996; Bohannan and Lenski, 1997, 1999, 2000b). These relationships are
ubiquitous within ecosystems (e.g., prey and their predators, plants and their
herbivores, hosts and their pathogens, etc.). In this chapter, we will focus on
the obligately lytic (sensu Chapter 1) bacteriophages of Escherichia coli. The
archetypicallife cycle is illustrated in Fig. 2.1. Here, we discuss how ecological
theory and concepts apply to these phages and how viruses have inspired new
conceptual developments within ecology.

2.2 MATHEMATICAL ECOLOGY

Since ecologists deal with complex systems of interacting species, math-
ematical frameworks have proved extremely useful for both predictive pur-
poses and conceptual understanding. Studies of victim—exploiter interactions
have a particularly distinguished history within mathematical ecology, from
the continuous-time theory of predators and their prey (Lotka, 1925; Volterra,
1926) to the discrete-time theory of parasites and their hosts (Nicholson and



Bailey, 1935). Such mathematical models have highlighted some basic princi-
ples of victim—exploiter interactions, including the fundamental occurrence
of oscillations and the factors contributing to community stability.

2.2.1 Lotka-Volterra modeling

One of the simplest mathematical models for understanding the dynam-
ics of predators and their prey was formulated independently by Lotka (1925)
and Volterra (1926). This model assumes that prey increase exponentially
without predators present and that predators decrease exponentially without
prey present. The model also assumes that the growth of the predator popula-
tion is proportional to the food intake through predation, which depends on
the likelihood of predator—prey encounters. If we assume mass action (the
rate of interaction between predators and prey being proportional to their
product), then the dynamics for predator density (P) and prey density (N)
are:

dN
E:\IJ-N—(»N-P (2.1)
apP
E:ﬂ-a-N-P—B-P (2.2)

with W the growth rate of the prey, « the attack rate of predators, g the
predator’s efficiency in converting its food to offspring, and § the death rate
of the predator.

There is a single non-trivial equilibrium for this system:

(N, ) = (8/(B - ), ¥/a) (2.3)

which is neutrally stable (i.e., small perturbations from the equilibrium are
neither amplified nor damped). Interestingly, the equilibrial density of the
prey depends only on the parameters of the predator and not on the growth
rate of the prey itself. The full dynamics of this system consist of neutrally
stable oscillations, the amplitude of which are determined by the initial den-
sities of predators and prey (May, 1974; Edelstein-Keshet, 1988; Fig. 2.2A).
This model has been criticized for being (1) biologically oversimplistic and
(2) incapable of explaining sustained oscillations (with neutrally stable cycles,
a perturbation of either predator or prey to low density gives rise to cycles
regularly visiting low densities, which increases the chance of extinction;
see Fig. 2.2A). However, as this model sits on the border between stability
and instability, it is a conceptually useful baseline from which to explore sta-
bilizing and destabilizing factors in predator—prey relationships (Edelstein-
Keshet, 1988). For instance, if the prey’s per capita growth rate decreases as
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Figure 2.2 Dynamics of a predator—prey community. (A) We use the standard §
Lotka—Volterra model: dN/dt =¥ - N—«-N-P,dP/dt=B8-a- N-P—4§- P, with ¥
=0.5, 0 =0.1, 8 =0.2, and § = 0.1. In the main graph, we show stable limit cycles in a
phase plane, where initial densities of the predator and prey determine the amplitude of
the cycles (thick lines). The filled circles give the various starting conditions: No = P9 =5
(the neutral equilibrium), No = Py = 5.5, No = Py = 6, No = Py = 7, Ny = Py = 8 (marked
with the gray circle), No = Py = 10, and Ny = Py = 12 (marked with the white circle). The
small graphs to the right of the phase plane give the time trajectories for the starting
conditions No = Py = 8 (gray circle) and Ny = Py = 12 (white circle), where the bacterial
density is a solid line and the phage density is a dashed line. (B) We change the model
slightly to add negative density dependence for the prey:
dN/dt =¥ .N(1— N/K)—a-N-P,dP/dt=f-a-N-P—§- P, with¥ =05, a =
0.1, 8 =0.2, 8§ = 0.1, and the carrying capacity K = 60. Starting with Ny = Py = 12 (the
white circle), we see that the community exhibits damped oscillations (see also the small
graph to the right). Compared to the standard model, negative density dependence
stabilizes the predator—prey dynamics (the double-edged arrow points to the graph of the



its density increases (negative density-dependent regulation) then the system
is stabilized; on the other hand, a time lag in the processing of the prey can
destabilize the system (May, 1972, 1974; Holling, 1973; Fig. 2.2B and C;
Chapter 15).

2.2.2 Modeling predator—prey dynamics using phages

Communities of bacteriophages and bacteria serve as ideal test systems of
predator—prey theory, and several mathematical models have been tailored to
explore the dynamics of these microbial communities (Campbell, 1961; Chao
etal., 1977; Levinetal., 1977; Lenski and Levin, 1985; Schrag and Mittler, 1996;
Bohannan and Lenski, 1997, 1999, 2000b; Chapter 15). Many of these models
make the assumption that the microbes inhabit a “chemostat-like” environ-
ment — one which is spatially homogeneous, constant in abiotic variables and
continuously supplied with nutrients. In the chemostat, medium containing
resources flows into a vessel at a constant rate and depleted medium flows out
at the same rate, such that a stable vessel volume is maintained (Chapters 9
and 15). In Section 2.8 we give an example of a continuous-time chemostat
model.

As was the case for the simple Lotka—Volterra model, chemostat models
predict that equilibrium bacterial density is a function of phage effectiveness
only (Levin et al., 1977; Lenski and Levin, 1985; Equation 2.3). Also, these
models incorporate explicitly some of the stabilizing and destabilizing fac-
tors mentioned above. For instance, bacteria compete for limiting resources
and thus there is negative density-dependent regulation in the chemostat.
Indeed, the limiting resource concentration in the vessel is often modeled as
a dynamic variable, where its rate of change is negatively related to bacterial
density (Section 2.8). While such density dependence is a stabilizing force,
time lags inherent to this system destabilize dynamics. One fundamental

Figure 2.2 (continued)

standard model and the graph of the negative-density-dependence model for the same
starting conditions). (C) We now add a time delay: dN/dt =¥ - N —«a - N- P,

dP/dt =e~™®B.0- N - P' —§- P, with ¥ = 0.5, ¢ = 0.1, B = 0.2, § = 0.1; the time
delay (for the predator to convert captured prey items into predator progeny) is 7 = 0.17,
and the primed variables are evaluated t time units in the past (i.e., N' = N(t — ) and
P’ = P(t — 1)). Starting with Ny = Py = 8 (the gray circle), we see that the community
exhibits expanding oscillations (see also the small graph to the right). Compared to the
standard Lotka—Volterra model, a time delay destabilizes the predator—prey dynamics (the
double-edged arrow points to the graph of the standard model and the graph of the
time-lag model for the same starting conditions).
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time lag involves the latent period of the phage — the interval between phage
“capture” of a bacterial prey (Fig. 2.1B) and the transfer of that capture into
phage progeny (Fig. 2.1D; Chapter 15). As a consequence of this lag, phage-
bacteria dynamics are generally written as time-delay differential equations
(Section 2.8).

If coexistence is predicted within these models, then generally both
predator and prey either approach fixed densities (stable fixed point) or
both parties cycle in steady fashion (stable limit cycle). However, sometimes
these cycles reach densities so low that extinction, due to finite population
size, is predicted. In actual chemostats, phages and bacteria tend to coexist
(sometimes for long intervals), approaching semi-fixed densities or under-
going regular cycles (Horne, 1970; Paynter and Bungay, 1971; Chao et al.,
1977; Levin et al., 1977; Lenski and Levin, 1985; Schrag and Mittler, 1996;
Bohannan and Lenski, 1997, 1999, 2000b; Fig. 2.4). Such coexistence can
occur even when theory predicts otherwise (Levin et al., 1977; Schrag and
Mittler, 1996; Bohannan and Lenski, 1997, 2000b). In such cases, the theoret-
ical framework is likely missing key components, such as spatial, numerical,
or physiological refugia from phage attack (Lenski and Levin, 1985; Lenski,
1988; Schrag and Mittler, 1996; Bohannan and Lenski, 2000a). For example,
hidden layers of surface growth on the walls of the chemostat may serve as a
spatial refuge for phage-sensitive bacteria (Schrag and Mittler, 1996).

2.2.3 More complex phage-based models

The models employed in Section 2.8 (Appendix) consider only a single
type of predatory phage and a single vulnerable strain of bacteria. However,
there is frequently evolution of new members within laboratory microbial
communities, such as fully or partially phage-resistant bacterial mutants and
host-range phage mutants. In fact, in nearly all the chemostat studies listed
above there was evidence of phage-resistant bacterial mutants arising dur-
ing the experiment. To probe this added complexity, some researchers have
increased the number of dynamic players in their models (Levin et al., 1977;
Bohannan and Lenski, 1999, 2000b). For example, Levin et al. (1977) con-
structed a model with an arbitrary number of predatory phage species, prey
bacterial species, and resources. They found that, at equilibrium, the num-
ber of phage species could not exceed the number of bacterial species; and
the number of bacterial species could not exceed the sum of the number
of resources and the number of phage species. This “exclusion principle”
applies only to equilibrium conditions, and violations of the principle have



been described in communities exhibiting periodic and chaotic dynamics
(Armstrong and McGehee, 1980; Huisman and Weissing, 1999). Systems
with multiple predators and multiple prey are a topic of interest in commu-
nity ecology, a subject to which we now turn.

2.3 COMMUNITY ECOLOGY

Understanding how interactions among species affect the structure and
spatio-temporal dynamics of biological communities is a core objective within
community ecology. Many natural communities are a spaghetti-like tangle of
interactions. One approach to unraveling this complexity involves the study
of stripped-down communities comprising a smaller number of interact-
ing species, so-called “community modules” (Holt et al., 1994; Holt, 1995;
Bohannan and Lenski, 2000a). In communities of predators and their prey,
the examination of such modules has led to a deeper understanding of the
circumstances in which different prey species negatively impact one another
through a shared predator, as well as of the conditions under which a preda-
tor plays a “keystone” role in maintaining diversity (Holt, 1977, 1995; Holt
et al., 1994; Leibold, 1996).

2.3.1 Microbial modules

Microbial microcosms of bacteria and their viruses are well suited for
the construction of module communities (Drake et al., 1996; Bohannan and
Lenski, 2000a; Jessup et al., 2004). In laboratory settings, the experimenter
can easily control the structure of the community by initiating the microcosm
with a select set of interacting species. The experimenter can then track the
population dynamics and monitor how the community structure changes
over time. Such changes can occur when (1) invading species are intentionally
added to an established community, (2) new community members evolve
de novo within the microcosm, and (3) when community players become
extinct.

Researchers using bacterium-phage modules have explored a number
of topics of interest within community ecology. For instance, the conditions
favoring bottom-up (resource-driven) versus top-down (predator-driven) con-
trol of prey populations have been investigated with phage and bacteria
(Chao et al., 1977; Bohannan and Lenski, 1997, 1999, 2000b). The impact
of invading species on community structure and dynamics has been probed
using these microbial modules (Levin et al., 1977; Lenski and Levin, 1985;
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Figure 2.3 Different community modules. In each module, the phage predators are
shown as empty circles and the bacterial prey are shown as filled circles. If a phage strain
can infect a particular bacterial strain, then a black arrow points from the phage to the
host (where a dotted arrow indicates a host partially resistant to phage entry). If the phage
cannot infect a particular strain of bacterium, then a gray arrow points from the phage to
the bacterial strain. Lastly, dashed lines connect strains that are “mutant neighbors” of
one another (that is, strains that can mutate to become the attached strain). Shown are
(A) the simple single phage strain and single sensitive bacterial strain, (B) a single phage
strain, a sensitive bacterial strain, and a fully phage-resistant strain, (C) a single phage
strain, a sensitive bacterial strain and a partially resistant strain, (D) two phage strains (an
ancestor and a host-range mutant) and two bacterial strains: the phage ancestor can only
attack one of the two bacterial strains, whereas the host-range mutant can attack both, and
(E) two phage strains and three bacterial strains: exactly the situation in part D, but with
an extra bacterial strain that is fully resistant to both phage strains.

Bohannan and Lenski, 1999). The competitive effects that take place between
prey species through a common predator have also been explored (Levin
etal., 1977; Bohannan and Lenski, 2000b). Several researchers have reported
the importance of phenotypic trade-offs in determining community struc-
ture (Chao et al., 1977; Levin et al., 1977; Lenski and Levin, 1985; Bohannan
and Lenski, 1999). Finally, the effect of resource enrichment on stability and
diversity has been studied within these microbial communities (Bohannan
and Lenski, 1997, 1999, 2000b). Below we discuss these findings, organizing
the experimental communities by their structural complexity (Fig. 2.3).



2.3.2 Communities with phages and sensitive bacteria

Most experimental microcosms are initiated with a single strain of bac-
teria and a single strain of phage (Fig. 2.3A). For instance, chemostats have
been inoculated with E. coli and one of the following phage types: Avir (Schrag
and Mittler, 1996), T1X (Schrag and Mittler, 1996), T2 (Paynter and Bungay,
1971; Levin etal., 1977; Lenski and Levin, 1985; Bohannan and Lenski, 2000b),
T3 (Horne, 1970), T4 (Horne, 1970; Lenski and Levin, 1985; Bohannan
and Lenski, 1997, 1999), T5 (Lenski and Levin, 1985), or T7 (Chao et al.,
1977; Lenski and Levin, 1985; Forde et al., 2004). In most cases, a phage-
resistant strain of bacteria evolved and increased in frequency (see next two
sections); thus, a de novo increase in complexity occurred. However, in a
few cases, some hypotheses about two-member community dynamics could
be tested before invasion took place. For instance, Bohannan and Lenski
(1997, 1999) found that resource enrichment led to a significant increase
in T4 phage density and only a small increase in bacterial density. Further-
more, these authors observed that higher resource concentration destabilizes
predator—prey dynamics, an example of the so-called “paradox of enrichment”
(Rosenzweig, 1971; Section 2.8; Fig. 2.4A and B; Chapter 10).

2.3.3 Communities with fully resistant bacteria

As mentioned above, even in communities started with only a single
sensitive bacterial strain and a single strain of phage, a phage-resistant bac-
terial strain often evolved and invaded. In some cases, a resistant strain was
added to the microcosm and this initially rare species similarly increased in
density (Levin et al., 1977; Bohannan and Lenski, 1999). In these cases, the
community module had three players, two consumer species (the bacteria)
and one predator (the phage) that made a living on one of the consumers
(Fig. 2.3B). In the majority of cases, this community maintained all three
members (Paynter and Bungay, 1971; Levin et al., 1977; Lenski and Levin,
1985; Schrag and Mittler, 1996; Bohannan and Lenski, 1999).

2.3.3.1 Trade-offs are stabilizing

What allows sustained coexistence? The invasion of the resistant strain
occurs because it is invulnerable to the phage. However, why does the resis-
tant bacterial strain not displace the sensitive strain? In most cases, this is
due to a trade-off between competitive ability and resistance to phage infec-
tion (Bohannan et al., 2002). A competitive cost to phage resistance has been
shown for E. coli resistant to phage T2 (Levin et al., 1977; Lenski, 1984; Lenski
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Figure 2.4 Chemostat community dynamics. (A) The dynamics of phage-sensitive E. coli
B (squares), phage-resistant E. coli B (triangles), and phage T4 (circles) in glucose-limited
chemostats with a reservoir concentration of 0.1 mg mL~! (low productivity). The arrow
indicates when phage-resistant bacteria were added to the chemostat. (B) The dynamics of
the sensitive E. coli, resistant E. coli, and phage T4 in chemostats with a reservoir glucose
concentration of 0.5 mg mL~" (high productivity). (C) The dynamics of a sensitive E. coli B
(squares), partially resistant E. coli B (triangles), and phage T2 (circles) in a chemostat with
a reservoir glucose concentration of 0.1 mg mL~'. (D) The dynamics of the sensitive

E. coli, partially resistant E. coli, phage T2, and fully resistant E. coli (diamonds) in
chemostats with a reservoir glucose concentration of 0.5 mg mL~!. (Reprinted with
permission from Bohannan and Lenski, 1999 [Am. Nat. 153: 73-82], and Bohannan and
Lenski, 2000b [Am. Nat. 156: 329-340]. © 1999 and 2000, University of Chicago.)

and Levin, 1985), phage T4 (Lenski and Levin, 1985; Lenski, 1988; Bohan-
nan and Lenski, 1999), and phage T7 (Chao et al., 1977; Lenski and Levin,
1985). This cost has been shown to be a function of the particular mutation
conferring resistance, the genetic background, and the abiotic environment
(Lenski, 1988; Bohannan and Lenski, 2000a; Bohannan et al., 2002). Trade-
offs between competitive ability and protection from predation are found in
other organisms as well (Grover, 1995; Kraaijeveld and Godfray, 1997; Gwynn
et al., 2005).




Such trade-offs are predicted by chemostat models to allow coexistence in
these three-member modules (Levin et al., 1977). The sensitive bacteria persist
due to a higher growth rate than the resistant prey when the latter approach
their resource-limited equilibrium, while the resistant bacteria persist due to
phage control of the sensitive population. When a trade-off between phage
resistance and competitive ability does not exist, the community can lose
members. For example, resistance to phage T5 by E. coli B comes without
a competitive cost in glucose-limited laboratory culture; indeed, this is why
T5 resistance is such a popular genetic marker in E. coli (Bohannan and
Lenski, 2000a). Lenski and Levin (1985) showed that the advent of T5-resistant
bacteria in chemostats initiated with phage T5 and T5-sensitive bacteria led
to the eventual extinction of both phage and sensitive bacteria.

2.3.3.2 Top-down versus bottom-up control

The presence of a fully resistant bacterial strain is also predicted to shift
regulation of prey from top-down (predator control) to bottom-up (resource
control). Specifically, resource enrichment is predicted to lead to an increase
in the predator density when only a single susceptible prey species is present
(Fig. 2.3A), whereas enrichment is predicted to lead only to an increase in
the invulnerable prey when both susceptible and invulnerable prey species
live with a predator (Leibold, 1989). Bohannan and Lenski (1999) showed
that these predictions were qualitatively accurate for a chemostat community
of phage T4 and a heterogeneous bacterial population. Furthermore, these
authors demonstrated that a version of the “paradox of enrichment” occurred
in a subset of their community. Specifically, the phage and sensitive bacteria
dynamics were destabilized by increased resource input into the chemostat
vessel (whereas the dynamics of the phage-resistant bacterial strain were
stabilized with enrichment).

2.3.4 Communities with partially resistant bacteria

Phage T2 can bind to two different receptors on the surface of its bacterial
host (Lenski, 1984). This predatory flexibility enables bacteria to evolve partial
resistance to T2, in which one of the two receptors has been lost or altered.
In communities containing phages, sensitive bacteria, and partially resistant
bacteria (Fig. 2.3C), the prey species interact through two indirect routes.
First, the bacterial strains compete for resources, a phenomenon termed
“exploitative competition” (Holt et al., 1994). Second, each bacterial strain
feeds a predator that attacks the other strain, a phenomenon termed “apparent
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competition” (Holt, 1977; Holt et al., 1994). Levin et al. (1977) describe a
counterintuitive situation in which the decrease in resistance of a partially
resistant strain leads to a slight increase in its density and a dramatic decrease
in the density of the completely sensitive strain in the presence of a common
phage predator. Here the maxim “the enemy of my enemy is my friend” has
particular salience. The partially resistant strain gains the upper hand against
its superior competitor (the completely sensitive strain) by acting as a phage
“carrier.” In this scenario, the inferior competitor “delivers” the predator to
the more susceptible strain (Levin et al., 1977).

Bohannan and Lenski (2000b) investigated the effect of resource enrich-
ment (i.e., an increase in the input concentration of growth-limiting resource)
on the dynamics of these three-member modules. Under low resource input,
competition between prey species is expected to influence community pat-
terns; whereas under high resource input, predation is expected to exert a
stronger shaping force (Holt et al., 1994; Leibold, 1996). In the absence of
phages, bacterial strains partially resistant to phage T2 incur a competitive
disadvantage relative to fully sensitive strains (Bohannan and Lenski, 2000D).
Bohannan and Lenski predicted that an increase in resource input would shift
a community from one where the partially resistant strain was excluded by
the sensitive strain to one where the sensitive strain was excluded by the
partially resistant strain, with a narrow region of coexistence at intermediate
resource input. While they did not observe exclusions, their data did suggest
that the sensitive strain (the superior competitor) fared better at low resource
input and that the partially resistant strain (the less susceptible) fared better
at high resource input (Fig. 2.4C and D).

2.3.5 Communities with phage host-range variants

Even after the evolution of fully resistant bacteria, some bacteriophages
can evolve a counter-response, in which mutants can infect the previously
resistant bacterial strain. Such host-range mutants have been reported in
phage T2 and phage T7 (Chao et al., 1977; Lenski and Levin, 1985). In
chemostats inoculated with sensitive E. coli B (Bo) and phage T7 (T7,), Chao
et al. (1977) witnessed the evolution of T7-resistant bacteria (B;) and then
the evolution of phage that could infect B; (I7;). In such a four-member
community (Fig. 2.3D), prey regulation seemed to be largely top-down, with
low densities of bacteria maintained. However, in some of their chemostats,
another bacterial strain (B;) evolved, which was resistant to both T7, and
T7;. In this five-member community (Fig. 2.3E), prey regulation seemed to
be primarily bottom-up, with high bacterial densities found.



These four- and five-member communities persist experimentally
(Chao et al., 1977), and the importance of phenotypic trade-offs resurfaces
(Section 2.3.3.1). Bacterial strains with resistance (B; and B,) are competi-
tively inferior to the fully sensitive strain (Bg). The phage host-range mutant
(T71) is competitively inferior to its ancestor (T7,) in competition for sen-
sitive hosts (By). Using a combination of adaptive dynamics and stochastic
simulations, Weitz et al. (2005) demonstrated that a large number of host-
range phage mutants and partially resistant bacterial strains can theoretically
coexist. This occurs if the growth costs accompanying partial host resistance
to ancestral phages are small relative to the host-range trade-offs in phages
(where higher adsorption on one host can result in lower adsorption on a
different host). Indeed, the existence of trade-offs may be a general theme in
the maintenance of diversity (Tilman, 2000; Bohannan et al., 2002).

The coevolutionary arms races exhibited by phages such as T7 appear
lop-sided, with the bacterial host having the last word (Bohannan and Lenski,
2000a). This is because bacteria have the option to alter or lose a phage
receptor. While a phage may be able to cope with receptor alterations, the
complete loss of a sole binding site is a difficult challenge to answer evo-
lutionarily (although not impossible; see Morona and Henning, 1984). At
this point, we should mention that there are other meaningful evolutionary
changes that take place in phages besides host-range shifts. Some mutations
will alter how the virus uses its bacterial host during its infection; that is, its
“foraging strategy,” which is the subject of the next section.

2.4 BEHAVIORAL ECOLOGY

All organisms must secure resources in order to develop, survive, and
reproduce. Consequently, how organisms find and use resources are criti-
cal components of any fitness measure. At least in part, the success of the
foraging strategy employed will depend on the organism’s environment. In
particular, the quality, quantity, distribution, permanence, and heterogeneity
of critical resources will influence the optimal foraging strategy; and there has
been much theoretical progress towards understanding these relationships
(MacArthur and Pianka, 1966; Charnov, 1976; Stephens and Krebs, 1986).

2.4.1 Optimal foraging theory

As a concrete example of foraging-strategy optimization, imagine a hum-
mingbird foraging for nectar in a landscape in which flowers are patchily
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distributed (Fig. 2.5). Assume that travel from patch to patch takes a certain
amount of time, d (dispersal time). Once inside a patch, our hummingbird
starts to feed. However, due to a limited amount of nectar, the energetic gain
over time shows diminishing returns (the concave function in Fig. 2.5A).
How long should the hummingbird stay inside one patch before leaving for
the next one? That is, what is its optimal “patch residence time” (or t)? This
residence time determines the energetic gain from the patch; specified by
the function g(t) in Fig. 2.5A (note, we assume g(0) = 0, g'(t) > 0, and g"(t)
< 0). Using the rate of energetic gain (r) as a proxy for fitness, we would
like to determine the value of t (call it ¢*) that maximizes the quantity r(t) =
g(0)/(d + 1.

It turns out that r(t) can be visualized graphically: simply draw a line from
the filled point on the x-axis a distance d behind the origin to the point (t, g(t));
the slope of the resulting line gives r(t). If the residence time is very short
or very long (e.g., tshort and tiong, Tespectively, in Fig. 2.5A), then the slope is
shallow and r(t) is small. The optimal residence time is the value ¢t* such that
the aforementioned line is tangent to the gain function (Fig. 2.5A). This is
the marginal value theorem (Charnov, 1976), which states that the optimal
residence in a patch is given by the time at which the instantaneous rate of
energetic gain (the slope of the tangent to g(t)) is equivalent to the long-term
rate of energetic gain (the slope of the line connecting the filled point on the
x-axis to the point (¢, g(t)).

We can now ask what would happen to our hummingbird’s optimal res-
idence time if its world changes. What happens if the dispersal time between
patches becomes longer (compare Fig. 2.5C with Fig. 2.5B) or patch quality
increases (compare Fig. 2.5D with Fig. 2.5B)? As shown in Fig. 25Eand F, a
longer dispersal time leads to an increase in optimal residence time, whereas
an increase in patch quality leads to a decrease in optimal residence time.

2.4.2 Optimal “phoraging” theory

How might the marginal value theorem apply to bacteriophages? In a
very real sense, bacteriophages are foragers of “bacterial resource patches.”
The time from host lysis to subsequent infection is a dispersal period, D
(i-e., the time from Fig. 2.1D to Fig. 2.1B). The dispersal period is inversely
proportional to host cell density (Fig. 2.6) and the rate of phage adsorption.
The “residence time” of the virus is its latent period, L (i.e., the time from the
state shown in Fig. 2.1B to the state shown in Fig. 2.1D). The latent period
is generally broken into two periods: (1) the eclipse period, E, which spans
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Figure 2.5 Optimal foraging theory. (A) Assume that the time to travel from patch to
patch is d, which is why we place a point on the abscissa a distance d to the left of the
origin. The thick curve, g(t), gives the energetic gain (on the ordinate) as a function of
time spent in the patch (on the positive abscissa). Now, it is simple to graphically describe
the long-term average energetic gain, r(t). For a residence time of ty, simply connect the
two points (to, g(to)) and (—d, 0): the slope of this line is (to) = g(to)/(to + d). With a
concave increasing gain function, we see that short residence times (e.g., tshort) O long
residence times (e.g., tjong) give suboptimal slopes (the shallow black and blue lines,
respectively). The maximal slope is obtained for the residence time (¢t = t*) in which the
connecting line is also tangent to the gain curve, in this case the steeper red line. (B) In
environment 1, the hummingbird encounters relatively low-productivity patches (with
gain function gj (t)) with a relatively short dispersal time between patches (d). (C) In
environment 2, the hummingbird encounters low-productivity patches (with gain
function gy (t) = gi(t)), but with a longer dispersal time between patches (d, > di). (D) In
environment 3, the hummingbird encounters more productive patches (g3 (t) > gi(t) for
all t > 0), but with a relatively short dispersal time (d3 = d1). (E) When we compare
optimal residence time in environment 1 (the point of tangency of the purple line, t; *) to
the optimal residence time in environment 2 (the point of tangency of the green line, t, *),
we see that increasing the dispersal time tends to increase the optimal residence time. (F)
When we compare optimal residence time in environment 1 (the point of tangency of the
purple line, t; *) to the optimal residence time in environment 3 (the point of tangency of
the orange line, t3*), we see that increasing the patch productivity tends to decrease the
optimal residence time. See color plate section.

the time from initial infection (Fig. 2.1B) to the maturation of infective
progeny phage within the host (prior to Fig. 2.1C) and (2) the adult period,
A, which lasts from initial progeny maturation to host lysis (Fig. 2.1D). Dur-
ing the adult phase, progeny are produced at a rate, R (see Chapters 3 and 15
for additional discussion of these various phage growth-parameter concepts).
Here, we will assume that the number of progeny released at host lysis (the
burst size, B) is a linear function of L, namely

B(L)=R- (L — E) (2.4)
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Figure 2.5 (cont.)

(Wang et al., 1996; Abedon et al., 2001; Bull et al., 2004). There is empirical
support for this assumption of linearity (Hutchinson and Sinsheimer, 1966;
Josslin, 1970; Wang et al., 1996; Wang, 2006), although other functions have
also been considered (Wang et al., 1996; Abedon et al., 2001).

Equation 2.4 spells out the fundamental trade-off between fecundity and
generation time. Each foraging phage particle can only gain more offspring
at the expense of a longer generation time (Abedon et al., 2003; Chapter 3).
This predicament is similar to the hummingbird’s problem, where energetic
benefit within a patch is obtained only through costly time investment. Is
there an optimal phage solution to this quandary?

When phages are rare in an environment with constant host quantity
and quality, an appropriate measure of fitness is the population growth rate:

G = [B(L)(P+D) (2.5)

where D + Lis the phage generation time. The latent period that maximizes G
is the optimal latent period, L*. This optimal latent period will also maximize
In(G). It can be shown that the optimal latent period is the value L* such
that the instantaneous rate of increase in the log of the burst size and the
long-term rate of increase in the log of the burst size are equal. Thus, we
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Figure 2.6 Optimal “phoraging” theory. This figure replicates Fig. 2.5 except that the
forager’s inter-patch dispersal time (d) is replaced by the inter-host dispersal time of the
phage (D), the forager’s residence time in a patch (t) is replaced by the latent period of a
phage in its host (L), and the forager’s energetic gain (g(t)) is replaced by the log of the
phage burst size, In[B(L)]. As before, we consider (A) environment 1, (B) environment 2,
with the same host quality, but a larger inter-host dispersal time than environment 1, and
(C) environment 3, with the same inter-host dispersal time, but better host quality than
environment 1. As before, we see that (D) increased inter-host travel time (e.g., by
decreasing host density) favors a longer optimal latent period and (E) increased host
quality favors a shorter optimal latent period. Subscripts in these figures refer to the
environment to which the parameter pertains. See color plate section.

have a microbial marginal value theorem, where the logarithm of the burst
size plays the role of the “energetic gain function,” inter-host travel gives the
“dispersal time,” and latent period is the “residence time.” Using a series of
phage A lysis-time mutants, Wang (2006) explored how fitness varied with
latent period and demonstrated that an intermediate optimal latent period
existed.

In Fig. 2.6, we see that we recover all the results from the hummingbird
example. When dispersal period is lengthened (due to a decrease in host
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quantity or adsorption rate), the optimal latent period is predicted to increase
(Fig. 2.6A, B, D). When the rate of maturation for progeny phage increases
(due to an increase in host quality), the optimal latent period is predicted to
decrease (Fig. 2.6A, C, E). Besides several theoretical investigations into fac-
tors affecting optimal latent period (Abedon, 1989; Wang et al., 1996; Abedon
et al., 2001; Bull et al., 2004; Bull, 2006; Chapter 3), there have also been two
fascinating empirical contributions. In the first study, Abedon et al. (2003)
competed phage RB69 against a mutant with a short latent period at a variety
of host densities. They found that the mutant out-competes the RB69 wild
type at high host density, but the reverse occurs at low host density, consis-
tent with the predictions (see Fig. 2.6D). In a second study, Heineman and
Bull (2007) used an experimental evolution approach with phage T7. Under
high host density, T7 evolved a shorter latent period (close to the predicted
optimal latent period). However, these authors did not find the evolution of
an optimally longer latent period when T7 was propagated under low host
density (the authors attribute this result to a violation of the assumption of
linear phage accumulation spelled out by Equation 2.4). Nonetheless, this
work is partially consistent with earlier predictions.

2.4.3 Complications on phage optimal foraging

While there has been qualitative empirical agreement with the marginal
value theorem, there are some important caveats. First, we have assumed
that the dispersal time between hosts, D, is constant. Even for constant host
density this is unlikely to be true (as there will be variance in waiting times
between burst and infection). Using simulation models, Abedon et al. (2001)
compared the optimal latent period of phages having a constant dispersal
time between hosts to the optimal latent period of phages having an expo-
nentially distributed dispersal time between hosts. They demonstrated that
optimal latent period, especially at lower bacterial densities, is lower under
the exponential model (where phage dispersal times vary). In natural phage
populations, host density itselfis likely to be variable, which should affect opti-
mal latent period (Bull et al., 2004). Second, we have assumed constant host
quality. In natural phage populations, host quality is likely heterogeneous.
This is especially true for populations of phage-sensitive and partially resis-
tant bacteria (such as the case of phage T2 described above) and for polyvalent
phages (strains that can infect multiple host species). Such heterogeneity in
“patch” quality should also affect the optimal latent period (Bull, 2006).

Third, it is important to keep in mind that latent period, adsorption rate,
burstsize, and eclipse period are dependent not only on the phage, butalso on



the host and the environment. A given phage genotype can display tremen-
dous phenotypic plasticity. For instance, as the growth rate of the bacterial
host increases, the same strain of phage T4 will increase its rate of phage
production and burst size and decrease its latent and eclipse periods (Hadas
et al., 1997). If a single phage genotype is unable to attain the optimal latent
period phenotype in every environment it encounters, then the optimal form
of plasticity should depend on both the frequency of different environments
and the nature of the genetic constraints (Abedon et al., 2001). See Chap-
ter 3 for discussion of additional constraints on the evolution of latent-period
optimality.

Genetic constraints do not usually enter into optimality analysis, where
it is assumed that selection will find a genetic path to the optimal strategy.
Indeed, latent period in bacteriophages presents a remarkable test case for
optimality arguments such as the marginal value theorem (Bull et al., 2004).
So far, the empirical results are largely consistent with the predictions of
the optimality analysis. And there seem to be some solid genetic reasons
for this: (1) it is genetically difficult to transition from a lytic life history to a
completely different life history (such as continuous secretion from the host),
and (2) mutations in phage holins (the proteins that “time” lysis) can change
latent period without concomitant changes to other phage properties (Bull
et al., 2004; Wang, 2006). Indeed, the modularity of holins makes the latent
period of Iytic phages an ideal system for further investigation of predictions
of optimal life-history theory.

2.5 METACOMMUNITY ECOLOGY

The models in the last three sections have assumed that interacting
species encounter one another in well-mixed conditions. Such an assump-
tion is made primarily for mathematical simplicity and tractability (Tilman
and Kareiva, 1997; Dieckmann et al., 2000). However, under natural condi-
tions, this “mass action” assumption (Chapter 15) is surely misplaced. Many
biological populations are broken up into subpopulations linked loosely by
migration (Hanski and Gaggiotti, 2004; Holyoak et al., 2005), the so-called
“metapopulation.” If migration is limited, then an individual will have a
greater probability of interacting with a member of its own subpopulation
than a random individual taken from the entire collection of subpopulations.

2.5.1 Harmony through asynchrony

Does this violation of the mass-action assumption ever matter? It turns
out that it can matter significantly. For instance, consider the case in which
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a subpopulation is reliably extinction-prone through overexploitation of
resources. If every individual can access every subpopulation (i.e., migra-
tion is unlimited and thus the well-mixed condition is approached), then the
population will crash completely. However, if individuals inhabit a metapop-
ulation, even if subpopulations go extinct regularly, persistence at a global
scale can be facilitated through asynchrony in extinctions and colonizations
(Huftaker, 1958; Holyoak and Lawler, 1996; Ellner et al., 2001; Bonsall et al.,
2002; Hanski and Gaggiotti, 2004; Holyoak et al., 2005). That is, resources
can be recovering in some places (after the local extinction of the exploiting
subpopulation) while the organisms are temporarily thriving in other places
(by depleting their local resources). A limited migration rate allows individ-
uals to reach new resources, while avoiding complete synchrony in resource
use — and this can allow persistence.

Several researchers have paid particular attention to the behavior of
“metacommunities” (Holyoak et al., 2005), a set of interacting species dis-
tributed in spatially isolated patches connected by migration of the commu-
nity members. In a now famous experiment, Huffaker (1958) embedded
communities of predatory mites and phytophagous mites (the prey) within a
network of oranges. By manipulating the exposed fruit surface and distribu-
tion of fruits, Huffaker demonstrated that increased patchiness can promote
coexistence of predators and their prey. In essence, the prey is the “resource”
for the predator, and limitations in migration (with the resulting asynchrony)
can help maintain diversity in the system. This finding has now been con-
firmed in other laboratory studies as well (Holyoak and Lawler, 1996; Bonsall
et al., 2002).

2.5.2 Metacommunities of bacteria and phages

Recently, a similar result was described in bacterium—phage metacom-
munities (Kerr et al., 2006). These authors embedded phage T4 and E. coli B
in 96-well microtiter plates and used a high-throughput liquid-handling robot
to perform serial transfers of the entire metacommunity. The robot was also
used to execute microbial migrations between subpopulations. While the
bacteria and phages could not coexist within a single microtiter well (a sub-
population), these authors demonstrated that coexistence was possible at the
level of the metacommunity (Fig. 2.7). The precise structure of the meta-
community (e.g., the rate and pattern of migration) turns out to influence
evolutionary dynamics within this bacteria—phage system. Such evolutionary
dynamics are the subject of the next section.
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Figure 2.7 A bacterium-phage metacommunity. (A) Each plot gives the spatial
distribution of bacteria-filled wells (black squares) in a 192-well metacommunity at
different transfers (the numbers in the upper right of each plot) throughout the serial
propagation. The white squares are either medium-filled or phage-filled. The migration
pattern applied at each transfer (termed “unrestricted” in Kerr et al., 2006) allowed any
well to receive microbial migrants, from one of any other well in the metacommunity,
with 45% probability. The number of bacteria-filled wells approached low levels during
transfers 8 through 12. However, the bacterial population rebounded shortly thereafter.
(B) This graph shows the bacterial (squares) and phage (circles) densities corresponding
to the spatial distributions shown in part A. Even though bacteria and phages could not
coexist within a single well, bacteria and phages are maintained in the metacommunity.

®

XDO0TO0DH 10 SHTIIDNIYA DISVE DNIJOTIXHT 404 STHAOW :SIDVHIOIIILOVE



BENJAMIN KERR, JEVIN WEST, AND BRENDAN J. M. BOHANNAN

107

108

&)

107

Density

bacteria

1 0(,

0 2 4 6 8 10 12 14 16 18 20
Transfer

Figure 2.7 (cont.)

2.6 EVOLUTIONARY ECOLOGY

How ecological factors shape and are shaped by evolutionary change
forms the subject matter of evolutionary ecology. A major challenge within
this field is understanding the adaptive significance of the very nature of
ecological interactions. Victim—exploiter relationships have an intrinsically
antagonistic component (i.e., exploiters damage their victims for personal
gain). However, how damaging should an exploiter be? Can exploitative
restraint ever be evolutionarily favored? What are the ecological circum-
stances that select for different ways to use victims? These questions illustrate
that ecological interactions (such as those between predators and prey, para-
sites and hosts, herbivores and plants, etc.) are not static, but have an evolu-
tionary history. It turns out that factors such as migratory range of exploiters
and their mode of travel between victims can profoundly influence the nature
of these interactions.

2.6.1 Phage productivity versus competitive ability

In the aforementioned metacommunity study of Kerr et al. (2006), treat-
ments consisted of different migration patterns within the collection of sub-
populations. One treatment restricted migration of microbes to neighboring
microtiter wells; whereas in another treatment, migration was unrestricted
(i-e., microbes could move from any subpopulation to any other subpopula-
tion with some probability). After several transfers, these authors measured



phage productivity (the number of phages produced per parent in a well
with host bacteria) and competitive ability (fitness of the phages relative to a
marked strain when exposed to shared hosts). They discovered that phages in
the restricted treatment evolved high productivity and low competitive ability.
On the other hand, phages in the unrestricted treatment evolved low produc-
tivity and high competitive ability. In fact, a negative correlation was found
between productivity and competitive ability overall, suggesting a trade-off.
See Chapter 3 for additional consideration of phage trade-offs between pro-
ductivity and competitive ability, and Chapter 6 for a more general discussion
of trade-offs in the evolution of microbial systems (e.g., in the context of phage
host range).

2.6.2 Tragedy of the commons

The results of Kerr et al. (2006) suggested the possibility of a ‘tragedy
of the commons’ (Hardin, 1968). This phrase pertains to scenarios in which
multiple users exploit the same resource. Although unrestrained users may
out-compete restrained users, the rise of unrestrained users may cause the
resource (the ‘commons’) to be overexploited, lowering overall user produc-
tivity (the ‘tragedy’). Within a subpopulation, resident phages exploit bacte-
rial resources. Prudent use of this resource (due to longer latent period or
slower adsorption) leads to higher productivity of the phages (Chapter 3). The
‘tragedy of the commons’ is that rapacious types lower overall productivity
as they displace more restrained competitors. Abedon et al. (2003) demon-
strated that rapacious variants of phage RB69 can out-compete their prudent
ancestors by limiting future access to the host through their own rapid con-
sumption. Further, these authors found that when grown in pure culture,
the prudent ancestor was more productive than its rapacious descendant.
The findings of Abedon et al. (2003) are consistent with the trade-off postu-
lated by Kerr et al. (2006) and the potential for a ‘tragedy of the commons’
(Chapter 3).

2.6.3 Evolution of restraint given spatial structure

Why might different patterns of migration favor different resolutions of
this tragedy? Within any subpopulation, rapacious phage mutants always out-
compete their prudent ancestors, but these superior competitors are less pro-
ductive and therefore more likely to go extinct (given periodic dilution). Low
productivity is the Achilles heel of the rapacious phage, so its success hinges
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on gaining sufficient access to fresh hosts. Unrestricted migration ensures
that rapacious phages have continual access to hosts. Furthermore, unre-
stricted migratory patterns increase the probability of mixing phage types,
which favors the rapacious competitor. In contrast, restricted migration low-
ers the likelihood that different phage types mix and lowers the accessibility
of fresh hosts. Thus, rapacious phages are more vulnerable to extinction in
the restricted treatment, leaving the metacommunity relatively prudent by
default (Kerr et al., 2006).

In the ‘tragedy of the commons’ scenario, the trade-off between compet-
itive ability and productivity is key to understanding the evolution of restraint
in one of the aforementioned treatments. Trade-offs are a general theme in
evolutionary ecology (Bohannan et al., 2002). For example, trade-offs figure
prominently in the literature concerning the evolution of pathogen virulence
(Bull et al., 1991; Herre, 1993; Ebert, 1994; Nowak and May, 1994; Lipsitch
et al., 1995; Boots and Sasaki, 1999; O’Keefe and Antonovics, 2002; Galvani,
2003; Thrall and Burdon, 2003). In this work, virulence is assumed to covary
with pathogen transmission (Herre, 1993; Ebert, 1994; Nowak and May, 1994;
Lipsitch et al., 1995; Boots and Sasaki, 1999; Galvani, 2003) or competitive
ability (Nowak and May, 1994; Keeling, 2000). Assuming these or similar
trade-offs, many researchers have investigated the role of host population
structure on the evolution of pathogen strategy (Bull et al., 1991; Herre, 1993;
Lipsitch et al., 1995; Boots and Sasaki, 1999; Keeling, 2000; O’Keefe and
Antonovics, 2002; Galvani, 2003; Thrall and Burdon, 2003). There are the-
oretical and experimental results that suggest that as populations become
less structured, virulence in pathogens is favored (Bull et al., 1991; Boots and
Sasaki, 1999; Keeling, 2000; O’Keefe and Antonovics, 2002; Galvani, 2003).
See Chapters 4 and 16 for additional consideration of the phage ecology of
spatially structured habitats, and Chapter 3 for an additional consideration
of phage virulence.

2.6.4 Evolution of restraint with vertical transmission

Using phage f1 and E. coli K12, Bull et al. (1991) demonstrated that
horizontal transmission of the phage (as would occur in a less structured
population) selected for variants that were relatively damaging to their hosts
(i-e., highly virulent); whereas vertical transmission (as would occur in a more
structured population) selected for avirulent phage. Furthermore, using the
same system, Messenger et al. (1999) demonstrated that a trade-off existed
between virulence and reproductive output. The level of virulence that evolved



depended on the ratio of vertical to horizontal transmission, with viral lines
evolving higher virulence and higher reproductive output when the ratio was
low. The ‘tragedy of the commons’ illustrates that strategies yielding short-
term gain (high viral reproductive output or high viral competitive ability)
may be disastrous for long-term success. When hosts are unlimited (i.e.,
horizontal transmission readily occurs), then maximizing short-term gain
can be optimal; whereas when access to fresh hosts is limited (i.e., vertical
transmission is more prevalent), then investment in long-term gain pays off
and avirulent strategies become more favorable.

2.6.5 Linking evolution and ecology

As the topic of pathogen virulence illustrates, the synergy of evolutionary
and ecological approaches can provide useful tools for a deeper understanding
of biological systems. This synergy is particularly appropriate for the study
of bacteriophages because of their short generation times, large population
sizes, heterogeneous environments, and diverse set of biotic interactions.
Complementarily, bacteriophage systems form ideal models for exploring
the intersection of ecology and evolution: such systems not only demonstrate
basic principles of ecology, but enlarge our ecological perspective to include
evolutionary dynamics.

For example, the evolution of resistant hosts and host-range phage
mutants within experimental microbial communities shows that the study of
community structure is enriched by a consideration of de novo evolutionary
contributions. As another example, optimal life-history theory assumes that
evolutionary change will produce the strategy most appropriate for a set of
ecological conditions; thus, how phage latent period changes in response to
host quantity and quality is an issue well-suited for evolutionary ecology. Sim-
ilarly, the patterns of migration in metacommunities not only influence the
abundances of phages and bacteria, but also their evolutionary trajectories.
Overall, research on bacteriophages exemplifies how evolutionary approaches
inform various fields within ecology, including community ecology, behav-
ioral ecology, and metapopulation ecology.

2.7 FUTURE DIRECTIONS

In this chapter we have highlighted only a few of the ecological concepts
that can be fruitfully explored with, and applied to, phages and bacteria, using
studies of coliphages and E. coli as examples. These examples demonstrate
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that ecological concepts can be very useful for increasing our understanding
of phages and bacteria, and thatin turn phages and bacteria can be very power-
ful tools for exploring such concepts. Our examples, and indeed most studies
of the interactions between phages and bacteria, are of relatively simple com-
munities maintained in homogeneous laboratory environments. The most
exciting future directions for such research require the relaxation of these
constraints.

Phages and bacteria are ideal for exploring the ecological implica-
tions of spatial structure and environmental heterogeneity. Indeed, several
recent studies have begun to do exactly this (Brockhurst et al., 2003, 2006;
Forde et al., 2004; Kerr et al., 2006; Chapters 3, 4, and 16). Promising areas of
focus include the effects of heterogeneous environments on stability, diver-
sity, and evolution within communities consisting of bacteria and phages.
In order to explore such topics, microbial community modules could be
embedded within metapopulation apparatus (e.g., microtiter plates) or spa-
tially continuous surfaces (e.g., agar-filled Petri dishes; Chapters 4 and 16).
Such setups could also be employed to explore the optimal latent period of
lytic phages in environments with spatially heterogeneous host density and
quality.

Most studies of interactions between phages and bacteria have utilized
only one phage type. However, ecological theory predicts that population
dynamics, the opportunities for coexistence, and the trajectory of evolution
can be very different when multiple predator types, rather than just one, are
present (Weitz et al., 2005). It would be interesting to explore the potential
for coexistence of phages with different life histories (e.g., obligately lytic and
temperate phages) living with a shared pool of hosts. Also, by using phages
with different life histories, researchers could explore the evolutionary effects
of one phage on another through exploitative competition for hosts. The vast
majority of ecological studies of phages and bacteria have focused on obli-
gately lytic phages, i.e., phages that invariably kill their hosts after a relatively
shortlatent period (Chapter 1). However, phages exhibit a range of exploitative
lifestyles, including those displayed by temperate phages (which can incorpo-
rate into their host’s genome for a variable time period, before re-emerging
and killing their host; Chapter 5) and filamentous phages (which can release
progeny from their hosts without host death). Utilizing the full range of phage
lifestyles will permit the application of a wide range of ecological concepts
to phages and bacteria, and allow the exploration using laboratory commu-
nities of a much longer list of ecological questions. For example, temperate
and filamentous phages are closer to traditional parasites than are obligately
lytic phages, which are most precisely parasitoids.



Lastly, future research will ideally begin to bridge the gap between eco-
logical studies of phages and bacteria in the laboratory and recent surveys
of viruses in natural environments (e.g., Chapters 10 and 11). The study
of viruses in nature (the majority of which appear to be bacteriophages)
has grown rapidly in recent years, due to methodological developments that
permit the quantitative study of viral populations without requiring labo-
ratory culture (Fuhrman, 1999; Chapter 10). Future research could assess
the relevance of experimental results with simple phage modules — the
topics discussed in this chapter — to the complex webs of natural phage
communities.

2.8 APPENDIX

Here we explore the chemostat model of Bohannan and Lenski (1997).
They write the following system of differential equations describing the
dynamics for the concentration of resource (C), the concentration of the
bacterial prey (N), and the concentration of the phage predator (P):

dC/dt = (Co—C)-w—¢e-N-W.-C/(K+C) (2.6)
dN/dt=N-V.-C/(K+C)—a-N-P—w-N (2.7)
dP/dt =B-¢e"“a-N.-PP~a-N-P-w-P (2.8)

where Cy is the concentration of glucose feeding into the chemostat,  is the
flow rate through the chemostat, € is the reciprocal yield of the bacteria, W is
the maximal bacterial growth rate, K is the resource concentration at which
the bacteria grow at one-half their maximal rate, « is the adsorption rate of
phage, B is the burst size, and L is the latent period. All primed variables are
evaluated L time units ago, e.g., N' = N(t — L). As a baseline, we use the
following values: Cop = 0.25 pg mL™!, o =02 h™!, e =2 x 107 pg, ¥ =
0.7726h~!, K=0.0727 ugmL™',a =3 x 10’ mLh~!, B=80,and L=0.6h.

We manipulate the productivity of the system by altering Cy. In Fig. 2.8A
we see that the predator-prey cycles increase in amplitude as the system
is enriched. We manipulate the negative density dependence of the prey
by altering K. In Fig. 2.8B we see that negative density dependence has a
stabilizing effect (as K is increased, the amplitude of the cycles diminish).
We manipulate the time lag in the system by altering the latent period (L).
In Fig. 2.8C, we see that increasing the latent period slightly destabilizes the
system. As we discuss in Section 2.4, phage burst size is positively correlated
with latent period; we will assume B = R- (L — E). If we perform the same
perturbations in latent period as shown in Fig. 2.8C (but allow burst size to
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Figure 2.8 Predicted chemostat limit cycles. Unless otherwise noted, parameter values
are as presented in Section 2.8. (A) We varied glucose reservoir concentration Cy from

0.1 pg L7110 0.5 ug L1, Resource enrichment destabilizes the system. (B) Letting Co =
0.25 ug L7, L= 0.6 h, and B = 80, we varied the half-saturation constant K from 0.0127
g L1 t0 0.1327 pg L~ Negative density dependence (achieved through larger K values)
stabilizes the system. (C) Letting Co = 0.25 pg L™!, K= 0.0727 ug L™!, and B = 80, we
varied the latent period L from 0.5 h to 0.7 h. These increases in time lag slightly
destabilize the system. (D) Letting Co = 0.25 pg L1 and K = 0.0727 ug L1, we varied the
latent period L from 0.5 h to 0.7 h, but we let the burst size be a linear function of the
latent period (see Section 2.4): B = R- (L — E). We set E = 0.4333 h (Abedon et al., 2001)
and R = 480 h™': this rate of phage increase was chosen so that the burst size function
would intersect the point (L, B) = (0.6, 80). Compared to the case where burst size is held
constant (C), an increase in latent period with a simultaneous increase in burst size
dramatically destabilizes the system.

change according to the above function with eclipse period, E = 0.4333 h,
and the rate of progeny production, R = 480 h1) then we see that the system
is substantially destabilized by increases in the latent period (Fig. 2.8D).
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CHAPTER 3

Phage population growth: constraints,
games, adaptation

Stephen T. Abedon

3.1 INTRODUCTION

Pick up an introductory biology textbook that describes bacteriophages.
The presented phage life cycle, often using phage A as an example, will typ-
ically be differentiated into two distinguishable types: the lytic cycle and the
lysogenic cycle. This differentiation is real but overly simplistic. First, both
the lytic cycle and the lysogenic cycle differ among different phages by numer-
ous molecular details (Calendar and Abedon, 2006). Second, and as typically
mentioned, not all phages display a lysogenic cycle (Chapter 5). Third, though
atypically mentioned, not all phages display a lytic cycle (Russel and Model,
2006), at least in the sense of productive phage infection followed by a phage-
induced bacterial lysis. In this chapter I provide an overview of the ecology
of the virion-mediated population growth displayed by obligately Iytic phages
(sensu Chapter 1, Section 1.2.2.5). That is, I explore the ecology of phage
adsorption and infection of susceptible bacteria, virion maturation within
those bacteria, and then lytic release of phage progeny. I take an evolutionary
ecological perspective, considering the impact of phage adaptations on phage
population growth (as also does Chapter 2).

3.1.1 Productive phage infection

As described in greater detail in Chapter 1, phage infections may be
differentiated into productive versus non-productive (the latter including
lysogeny; Chapter 5), with production referring to the intracellular matura-
tion and then release of phage virion particles. Among productive infections

Bacteriophage Ecology: Population Growth, Evolution, and Impact of Bacterial Viruses, ed. Stephen T.
Abedon. Published by Cambridge University Press. © Cambridge University Press 2008.



are those in which the release of phage progeny is associated with termi-
nation of the phage infection (lysis as seen with lytic infections; Fig. 2.1).
Alternatively, phage progeny are released by chronically infecting phages
into the extracellular environment without loss of the phage-maturation
capacity of the original infection (Russel and Model, 2006). In this chap-
ter I consider the ecological implications of phage productive growth, with
strong emphasis on phage lytic growth, particularly as it occurs within non-
spatially structured (i.e., well-mixed) environments. For consideration of the
impact of spatial structure on phage ecology see Chapter 4, for the ecol-
ogy of phage plaque formation, and Chapter 2, for the ecology of phage
metapopulations.

3.1.2 Life-history optimization

The density of bacterial cells available to phages — which constitute the
primary phage resource, i.e., their “food” — and the relative survivability of
phage virions are crucial to the evolution of phage life-history characteris-
tics, with phage survivability evolvable in its own right. These characteristics,
in turn, impact both the rate and end-point productivity of phage popula-
tion growth (Chapter 15). Phage evolution, as a function of bacterial den-
sity and virion survivability, can occur especially through optimization of
phage lysis timing (Chapter 2), with rates of lysis ranging from rapid to rare
(Section 3.2.1). Bacterial quantity, in turn, is subject to both phage-density-
dependent and phage-density-independent factors (Chapters 2, 10, and 15),
with phage-density-dependent factors conveniently expressed in terms of the
multiplicity of phages that actually adsorb bacteria (Section 3.5). Abedon and
LeJeune (2005) and Chapter 14 postulate additional phage control — via expres-
sion of phage-encoded bacterial exotoxins — of the characteristics, including
density, of uninfected, phage-permissive bacteria that are found within a
phage’s immediate environment.

In terms of multiplicities of actual phage adsorption, we can describe (I)
phage population growth at low phage multiplicities, (II) phage multiplicities
during the transition from relatively few bacteria infected to relatively few bac-
teria notinfected, (I1I) phage multiplicities of approximately greater than one,
(IV) the resulting community-wide phage-induced lysis of bacteria (assum-
ing lytic rather than chronic infection) that gives rise to even higher phage
multiplicities, and then, finally, (V) phage survival at high multiplicities but
low bacterial densities post this lysis. These steps represent a sequence over
which virion-mediated phage population growth should typically occur. The
basic premise of this chapter is that the phage optimal latent period may vary
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over the course of this sequence. See Chapter 2 for additional consideration
of latent period optimization especially as it occurs during step II.

Whether any of the latter stages of this sequence may be reached, i.e.,
stages II-V, depends on phage properties that are sometimes cumulatively
referred to as a phage’s virulence (d’'Hérelle, 1922; Smith et al., 1987; Daniels
and Wais, 1998; Section 3.3.3), and also on bacterial densities. Alternatively,
phages may become locally extinct (Chapters 2, 15, and 17) or may enter
into a steady state in which phage numbers never increase sufficiently to
wipe out phage-susceptible bacteria (Chapter 2). Phages also can employ
means whereby their long-term survival is enhanced such as by complex-
ing with virion-stabilizing environmental materials (Chapter 11), including
biofilms (Lacroix-Gueu et al., 2005), or, upon infecting bacteria, by tem-
porarily abandoning virion production via entrance into lysogeny or pseu-
dolysogeny (Chapter 5).

3.2 SELECTION ACTING ON PHAGE GROWTH

Like any creature, a phage must increase its numbers via some mecha-
nism of reproduction, and over time must do so at least as fast as intrinsic or
environmental factors can reduce those numbers. As noted, we can consider
such growth under at least five circumstances (Fig. 3.1): (I) low multiplic-
ity (Section 3.2.1), (II) multiplicities approaching approximately one (Sec-
tion 3.2.2), (III) multiplicities exceeding one (Section 3.2.3; Chapter 8), (IV)
phage-induced community-wide lysis (3.2.4), and (V) post-lysis phage sur-
vival (Section 3.2.5). In all cases I employ the term multiplicity in the sense
of multiplicity of adsorption ( U,) rather than multiplicity of infection (U;
Section 3.5). By doing so I am implying that I am more concerned with the
actual potential of phages to adsorb bacteria rather than with a hypothetical
maximum multiplicity given infinitely long incubation (thatis, notjusta ratio
of starting phage to bacterial densities; see Section 3.5).

3.2.1 Selection during low-multiplicity growth (1)

The population growth of obligately lytic phages at lower multiplicities —
as achieved by phage exposure to an excess of bacteria — involves multiple
rounds of phage adsorption, infection, and lysis (Fig. 3.1, I). Selection
during low-multiplicity phage population growth may be considered in
terms of exploitative competition, i.e., competition for resources without
direct physical confrontation between competitors. During this stage a
simple truism holds: All else held constant, those phages that reach bacteria
sooner will infect more bacteria than those phages that lag in their bacterial
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Figure 3.1 Phage T4D population growing on Escherichia coli S/6/5 in well-mixed broth.
Shown are (I) phage growth at low multiplicities, (II) a transition from low to high phage
multiplicities, (III) a period of high phage multiplicities and high cell densities, (IV)
population-wide bacterial lysis, and (V) high phage multiplicities but low cell densities.
The period indicated by III is greatly extended, compared with other phage systems, due
to the display of lysis inhibition by T4 phages. Population-wide phage lysis occurs by an
unusual mechanism in phage T4 (Abedon, 1992; Section 3.4.8) but should be relatively
rapid in most phage systems, in well-mixed environments, given short phage latent
periods. Placement of dashed lines separating different intervals is for illustration
purposes rather than indicating exact transitions. Portions of this figure were originally
published by Abedon (1992) and are used here with permission from the American
Society for Microbiology.

acquisition. The most competitive lysis-timing strategy a phage may employ
under these circumstances, however, can vary as a function of bacterial
density (Chapter 2).

3.2.1.1 Strategies for effective exploitative competition

There are three basic means by which phages can achieve faster popu-
lation growth and thereby more quickly exploit their bacterial resource. The
first is to display a shorter generation time via latent-period reduction or by
displaying a faster rate of adsorption (Fig. 15.2B and D, Chapter 15). The
second is to display a greater fecundity, i.e., a larger burst size (Fig. 15.2 A,
Chapter 15). The third is to display reduced rates of loss, such as resistance
to virion decay or resistance to infection restriction. This resistance to decay
or restriction can be considered in terms of the phage effective burst size
(Section 3.4.2), which is the number of phage particles produced by an
infection that succeed in successfully infecting new bacteria. As I will

®

NOILVIAVAV ‘STINVD ‘SINIVIISNOD :HIMOYD NOILLVINIOd IDVHJI



STEPHEN T. ABEDON

consider in the next section (3.2.1.2), there are trade-offs associated with
displaying shorter latent periods that are felt especially in terms of the phage
burst size and particularly at lower bacterial densities. It is conceivable that
there are also trade-offs associated with displaying faster rather than slower
adsorption rates (Daniels and Wais, 1998), though such trade-offs remain at
best speculative. Similarly, there presumably are trade-offs, such as reduced
per-infection fecundities (de Paepe and Taddei, 2006) or extended generation
times, that are associated with displaying adaptations that give rise to greater
phage survival.

It is important to note that exploitative competition as a driver towards
faster phage population growth should be selected only if there is some sort
of time component to phage competition. That s, if phages are competing for
the same bacteria within the same environment, then this competition will
select for faster exploitation of that environment. If one removes this time
component, then exploitation may be better achieved by producing larger
overall phage populations within a given environment than by phages more
rapidly exploiting individual bacteria. These latter considerations, however,
may be relevant particularly as phage multiplicities transition toward past
1.0, which will be more fully considered in Section 3.2.2.

3.2.1.2 Impact of bacterial density on latent-period evolution

The impact of bacterial density on the evolution of phage latent period
has been given ongoing consideration within the phage literature (Levin and
Lenski, 1983; Abedon, 1989, 1994, 2006; Wang et al., 1996; Abedon et al., 2001,
2003; Bull et al., 2004; Wang, 2006; Bull, 2006; see Chapter 2 for additional
consideration of this issue). The bottom-line conclusion is that selection for
shorter phage latent periods should accompany higher bacterial densities,
whereas evolution should favor relatively longer phage latent periods at lower
bacterial densities. The intuitive underpinnings to this conclusion are that
bacterial densities impact phage generation times by controlling the duration
of the phage extracellular search (Abedon, 1992) for new bacteria. At lower
bacterial densities this search takes longer, thereby increasing the overall
phage generation time. The longer this “search” or “non-replicative” portion
of the phage life cycle, the less of a relative impact a given change in phage
latent period can have on the overall phage generation time. At higher bac-
terial densities the non-replicative portion of the phage life cycle is relatively
short, so therefore even small changes in the phage latent period can have a
significant impact on the overall phage generation time.

These various points would not necessarily result in evolution favoring
different phage latent periods at different bacterial densities except that latent
period, in addition to impacting phage generation time, also impacts phage



burst size. Thus, longer latent periods at lower bacterial densities can result
in a cost that is modest in terms of increasing the phage generation time, but
simultaneously in a significant benefit in terms of greater phage fecundity.
Alternatively, a similar absolute change in latent period experienced at higher
bacterial densities would have a much greater impact on the phage generation
time (e.g., one minute subtracted from 20 min. vs. one minute subtracted
from 40 min.) such that latent-period reductions at higher bacterial densities
can be advantageous even given resulting burst-size costs.

Of interest, the impact of lower bacterial densities on the evolution of
phage latent periods is smaller than one might expect based solely on the
above intuitive understanding. That is, phage population growth is not driven
by the average search time for new bacteria, and therefore not by the average
phage generation time. Instead, rates of phage population growth are most
affected by those phages that by chance most rapidly find new bacteria and
thereby display the shortest generation time within their population. Thus,
optimal phage latent periods for phage population growth at lower bacterial
densities in fact may be shorter than one might otherwise expect (Abedon
et al., 2001; Abedon, 2006).

3.2.2 Selection acting at multiplicities approaching one (Il)

Everything changes as the majority of bacteria become phage-infected,
and thatis because this stage initiates the last round of phage infection within
a culture (Fig. 3.1, II). At the end of this stage of phage population growth
there no longer exists selection for rapid bacteria procurement, at least within
the now phage-saturated environment in question, and this is because there
no longer are uninfected bacteria to procure. Selection instead should be for
larger phage burst sizes, since the total number of phage progeny produced by
a given environment should be approximately equal to the product of the total
number of bacteria infected and the phage burst size during this last round of
infection. Stating this latter point again, but without seeming to imply group
selection (which I'm not): within a phage-saturated environment, reductions
in generation time are no longer a means by which an individual phage may
increase its fitness, so selective constraints on displaying larger burst sizes
are somewhat reduced.

For most phages it is probable that their burst size as phage mul-
tiplicities approach and then exceed one is no different from that dis-
played during previous rounds of replication. Alternatively, for some phages,
especially the T-even-like coliphages (Abedon, 2000), this final round of
replication can involve a transition to infections displaying greater burst sizes
(Abedon, 1990, 1994; Section 3.4.5). Lysogeny, too, represents an adaptation
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to phage-multiplicity-associated losses of uninfected bacteria (Herskowitz
and Banuett, 1984). That is, phage virions are optimized for relatively rapid
exploitation of phage-uninfected bacteria whereas both lysogeny and lysis
inhibition are strategies that instead allow a longer-term exploitation of the
infected bacterium. Lysogeny, like lysis inhibition, may even be viewed explic-
itly in terms of phage latent periods and burst sizes: a prophage has the poten-
tial to produce much larger numbers of phage progeny if induction follows
lysogen binary fission — that is, multiple bursts are then possible — versus the
single burst that follows the lytic infection of an individual bacterium. The
resulting increase in phage progeny produced by a single temperate phage,
following the display of lysogeny, comes ata costin generation time, however,
since the necessary multiple rounds of binary fission take time.

Why don’t all phages modify their infection strategies as a function of
phage multiplicity? There exist a number of possible explanations. First, it
may be that many different phages are optimized for effective exploitative
competition rather than for a more economical exploitation of their environ-
ment (concepts which I will discuss in greater detail in Section 3.3). Alterna-
tively, it may be that many environments do not display the necessary physical
limits on phage population growth that could result in a loss of access to new
bacteria to infect. In essence, such phages would be permanently competing
for new bacteria to quickly infect (stage I). Finally, it might be that bacterial
hosts for many phages simply do not exist at high enough densities for phage
multiplicities of adsorption to ever approach one. In addition to too-low bacte-
rial densities, phage burst sizes may not be sufficiently high, or rates of virion
inactivation could be too high, to allow phage populations to reach sufficient
numbers such that bacteria are killed faster than they can reproduce.

3.2.3 Selection acting at multiplicities of greater than one (llI)

When phage multiplicities of adsorption are greater than one (Fig. 3.1,
I1I), then there is potential for phage coinfection and superinfection (Chap-
ter 8). These, respectively, are the infection of a single bacterium by two or
more phages and the adsorption of a second (or more) phage to an already
infected bacterium. The term “secondary” (Doermann, 1948) portrays these
later adsorbing but not necessarily infecting phages better than the more
commonly employed “superinfecting.” In particular, many phages display
mechanisms of superinfection exclusion (Abedon, 1994) or immunity (Her-
shey and Dove, 1983; Roberts and Devoret, 1983) that either prevent phage
entrance into an already infected bacterium or prevent phage replication
within that bacterium. Thus, coinfecting or (literally) superinfecting phages



will contribute productively or reductively to an infection (i.e., produce phage
progeny or form a prophage) while a secondary phage may or may not.

A coinfecting phage, given a burst that is otherwise fixed in size, will
produce fewer progeny than a phage that has singly infected a bacterium.
To avoid displaying the reduced fecundity that comes with coinfection, then
either (1) bacterial infections would need to altruistically block subsequent
phage adsorption (e.g., as seen with phage T5; Dunn and Duckworth, 1977),
(2) phages would need to be smart enough to not adsorb already-infected
bacteria, or (3) infected bacteria would need to avoid lysing so as to prevent
exposure of their otherwise intracellular phage progeny to already-infected
bacteria. Secondary-phage loss of fecundity due to coinfection may not be
too great a price to pay for obtaining a bacterium, however, particularly if
bacteria are rare. This would be an example of a phage equivalence to the
old parable that a bird in the hand (here, an adsorbed bacterium that is
already phage-infected) is worth two in the bush (a potentially uninfected but
as yet unadsorbed bacterium). This bird-in-the-hand advantage is especially
the case if the infection status of an obtained bacterium is predictive of the
infection status of neighboring bacteria. See Bull et al. (2006) for additional
consideration of phage evolutionary ecology when multiplicities exceed one.

3.2.4 Selection acting during population-wide lysis (1V)

If lysis is to be avoided, e.g., so as to avoid exposing phage progeny to
superinfection exclusion, then there still will remain a need to reverse the
unlysed state so that, ultimately, the protected progeny may disseminate to
new hosts. Lysing at an optimal moment during the lysis of the rest of a phage
population (Fig. 3.1, IV) could represent a difficult balancing act, however.
For instance, significant progeny loss, due to adsorption to already infected
bacteria, can occur if lysis occurs somewhat prior to the lysis of the rest of the
population of phage-infected bacteria versus somewhatlater. Itis conceivable,
though, that no phage is sophisticated enough to so precisely vary its lysis
timing. Indeed, few phages are known which can control the length of their
productive latent period in response to environmental stimuli. Exceptional
are T-even phages (Section 3.4.5).

3.2.5 Selection acting post population-wide lysis (V)

In the absence of phage-susceptible bacteria to infect (Fig. 3.1, V), one
would expect selection to favor adaptations that contribute to virion dura-
bility and/or dissemination to new bacteria-containing environments. See
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Chapter 14 and Abedon and LeJeune (2005) for speculation as to how exo-
toxins, such as the phage-encoded Shiga toxin, could contribute to virion
dissemination within or between bacteria-containing environments.

3.3 COOPERATION AND DEFECTION

The trade-off between latent period and burst size, as seen especially at
higher bacterial densities (Section 3.2.1.2), can be expressed as one between a
cooperative behavior, on one the hand, and a “cheating” (or defecting) behav-
ior on the other (e.g., Ackermann and Chao, 2004; Travisano and Velicer,
2004; West et al., 2006). In cooperative behavior, the cooperating group (or,
minimally, two cooperating individuals) gains from the cooperative actions of
its members, but the cooperative action itself may be costly for individuals to
implement. Cheaters, by contrast, avoid the costs associated with displaying a
cooperative behavior, but also do not contribute to the cooperation displayed
by two or more individuals. Often the cheater may also benefit from the
behavior displayed by cooperative individuals.

In this section I will further explore adaptations to phage population
growth, framing them in terms of these cooperation versus cheating ideas. I
will do so by employing a number of metaphors: expedient actions versus eco-
nomical ones (Section 3.3.1), the ‘tragedy of the commons’ (Section 3.3.1.1),
and the prisoner’s dilemma (PD; Section 3.3.5). I will also describe factors
impacting the evolution of degrees of phage virulence (Section 3.3.3) and
then consider a complicated game of cooperation and defection displayed by
T-even phages during their population growth (Section 3.4). Many of these
concepts are also considered in Chapter 2.

3.3.1 Expedient versus economical phage population growth

Within a hypothetical environment lacking in limits, there may exist no
brakes upon organismal population growth. In the absence of constraints
on population growth, as otherwise would be represented by the concept
of carrying capacity, a population would be expected to display an indefi-
nite exponential increase. Maximal Darwinian fitness in such an (admittedly
unrealistic) environment would be displayed by maximizing this exponential
growth. We probably would describe such organisms as displaying an expe-
diency whereby all organismal qualities except those that contribute to faster
population growth are evolutionarily de-emphasized. These are the grasshop-
pers of fable fame, enjoying an endless summer of immediate (i.e., expedi-
ent) resource utilization, while the hardworking ant displays an economy



by delaying the exploitation of gathered resource in anticipation of winter’s
harshness. In this section I consider phage population growth particularly
from the perspective of expedient versus economic utilization of common
resources (Pfeiffer et al., 2001; Kreft, 2004; MacLean and Gudelj, 2006) and
I do so especially by considering phage adaptations that give rise to more
rapid phage population growth (expediency) versus greater overall phage
yield (economy). See Chapter 2 for a similar discussion, based upon phage
adaptation during growth within metacommunities, where the terms “com-
petitive ability” and “productivity” (as well as “rapacious” and “prudent”) are
substituted for “expediency” and “economy” as used here.

3.3.1.1 The “tragedy of the commons”

It is not at all unusual for unrelated individuals to compete over a com-
mon resource. One name for such antagonism is interspecific competition,
which can be described as negative—negative dealings between two or more
individuals. That is, both parties lose. Parties, however, can lose to different
extents. For example, an efficient resource utilizer may find itself at a disad-
vantage when competing against individuals that are enhancing their growth
at the expense of efficient resource utilization. That is, a trade-off can exist
between population growth rates and resource utilization efficiency.

We can describe the various resources for which organisms can compete
as “commons.” It is possible to husband these commons so that the common
resource is maintained in perpetuity, rather than overly exploited and thereby
diminished or destroyed. Such husbanding, however, requires cooperation
among those individuals exploiting the common environment. It is thus the
“tragedy of the commons” (Hardin, 1968; Chapter 2) that the short-term gain
by some individuals (cheaters or defectors) can result in a diminishment of
access to the common’s resource by all members of a group.

We can describe cheaters as displaying expediency, sacrificing long-term
productivity for the sake of short-term gain. Alternatively, the cooperative
husbanders of a common resource we can describe as displaying an economy
whereby an attempt is made to maximize productivity over the long term
rather than just over the short term. It is of interest to ask how it is that long-
term interests can come to supersede the much more immediate interests
of the short term. I will frame answers to this question specifically from the
perspective of phage growth within well-mixed batch cultures.

3.3.1.2 Shorter latent periods versus larger burst sizes

During phage population growth the expediency versus economy trade-
offs that can give rise to a “tragedy of the commons” can be framed in
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terms of a phage population’s growth rate versus growth yield. This is a
trade-off because both strategies cannot be simultaneously maximized (Kreft,
2004), which in the extreme bars the evolution of that ultimate organism that
can display an absolutely minimal generation time and simultaneously an
absolutely maximal fecundity. For phages, particularly at higher bacterial
densities, we can describe this trade-off as one seen between latent period
and burst size, where reduced latent periods can result in the expediency
of high rates of phage population growth (Section 3.2.1.2). That is, shorter
latent periods allow phages to enter into and then exit infections rapidly,
thereby rapidly releasing phage progeny which can then quickly acquire abun-
dantly available uninfected bacteria. This expediency, however, comes at the
expense of per-bacterium phage yield. By contrast, a large burst size rep-
resents an economic exploitation of each bacterial resource. This trade-off
between latent period and burst size also exists at lower bacterial densities,
but is of reduced relevance owing to the smaller influence of latent-period
length on phage population growth rate when bacterial densities are low
(Section 3.2.1.2).

The trade-off between expediency and economy, between growth rate
and growth yield, is envisaged for phages most easily in terms of population
growth within volume-limited environments, e.g., as in a bacteria-containing
flask. An expedient phage, such as one displaying shorter latent periods at
higher bacterial densities, will more quickly exploit the bacterial resource,
potentially driving that resource to extinction, especially given a lack of either
spatial structure (Schrag and Mittler, 1996) or phage mortality (Chao et al.,
1977). By contrast, the economic, longer-latent-period phage will less quickly
exploit the bacterial resource. Place both phage types within the same envi-
ronment, and the expedient phage will more quickly acquire bacteria. As
environmental limits are approached, this faster acquisition means that the
economic phage will be denied similar access to the resource. The net result is
selection for the expedient phage given mixed-culture (i.e., non-clonal) phage
population growth (see also Chapter 2).

Note that selection for expediency, when that exists, should be greater
in the absence of volume limitation than in its presence. This is because the
advantage of economy is only seen at the point where the environment has
matured, as indicated by phage multiplicities exceeding 1.0 (Fig. 3.1, III).
The larger burst size observed with economically longer latent periods will
contribute to a greater yield particularly during the final round of bacteria
infection within a culture — when the most bacteria are infected. Under these
conditions phage population-wide fecundity is approximately equal to the
total number of bacteria infected during this final round of phage infection
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Figure 3.2 Batch competition between expedient and economical phages. RB69 wild type
(WT) (M, ) displays a longer-latent-period economy whereas the phage RB69 mutant,
sta5 (O, @), displays a shorter-latent-period expediency. Cultures containing only a single
phage type are shown using open symbols. Cultures initially containing a 1 : 1 mixture of
WT to sta5 are shown as solid symbols. An Escherichia coli CR63 host was employed in
this experiment. This figure was originally published by Abedon et al. (2003) and is used
here with permission from the American Society for Microbiology.

multiplied by the phage burst size. The expedient strategy is to increase the
total fraction of bacteria infected, but the efficacy of this strategy is eroded
somewhat, given limited environmental volumes, because the burst size of
each infected bacterium is reduced with shorter latent periods. The expedient
strategy can still provide greater final phage titers, given within-culture com-
petition between expedient and economic phages. However, in the absence
of such competition, a pure culture of expedient phages will display a reduced
productivity (overall fecundity) as compared to a pure culture of economic
phages.

See Fig. 3.2 for experimental illustration of these points. Phage RB69
wild type displays an economic strategy of longer latent period relative to
the expedient strategy of the phage RB69 mutant, sta5, which has a shorter
latent period. A striking difference among these cultures is seen with the
high final yield observed with wild-type phage RB69 when grown in pure
culture as compared with the comparatively low final yield observed when
phage RB69 wild type is grown in competition with the phage RB69 sta5
mutant.
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3.3.1.3 Bacterial population growth versus phage expediency

The trade-off between expediency and economy, as manifest in terms
of phage population growth rates versus final per-bacterium phage yield,
is not the entire story explaining the great disparity between phage RB69’s
yield when grown in pure versus mixed culture (Fig. 3.2). An additional con-
sideration derives from the impact of expedient phage growth on the peak
bacterium density. That is, when phage populations are growing faster, the
bacterial population comes to be fully phage-infected sooner, therefore repli-
cates for a shorter period, and as a consequence consists of fewer bacteria
(Figs. 3.3 and 15.3). Thus, in pure culture the economical wild type experi-
ences a larger burst size, infects essentially all of the cells within the culture,
and infects a larger pool of cells than is seen with either the mixed culture
or with the RBG69 sta5 pure culture. The latter effect may be equivalent to
pathogens allowing their multicellular hosts to grow for longer or to larger
sizes, thereby supporting greater pathogen replication (Frank, 1996; Cooper
et al., 2002).

3.3.1.4 Periodic dissemination as a selective force

The most obvious means of enforcing cooperation is to physically bind
would-be cooperators together, much as those cells making up multicellular
organisms are bound together. However, even with multicellularity there
must exist mechanisms thatinhibit cheating, including clonal relation among
organisms/cells, mechanisms of internal policing (such as to destroy cancer
cells), and sequestration of germ lines (so as to minimize the long-term payoff
for cheating; Michod, 1996; Michod et al., 2003). Microorganisms that tend
to invade otherwise empty niches, and do so in very small numbers (e.g.,
initially as only one individual), may also be able to maintain genes encoding
cooperative behaviors, such as genes that restrain the virulence of viral or
bacterial pathogens (Frank, 1996; Ebert, 1998; Bergstrom et al., 1999).

One means by which we may attain a similar level of physical bind-
ing among would-be phage cooperators is for phage population growth to
occur within finite environments that at least temporarily lack competing
phages and also which display some degree of cohesiveness such that escape
is only periodic (or episodic) rather than continuous. In other words, these
would be physically structured environments which in some manner alter-
nate between being closed off and being open (e.g., metapopulation experi-
ments as described in Chapter 2). A test tube or flask during serial transfer
experiments represents one such alternatingly closed and then open envi-
ronment, with pipet insertion or decanting giving rise to the open state. The



gut of animals similarly may serve as such an environment, the contents of
which are sometimes disseminating into the extra-colonic environment and
sometimes not. Physically structured microenvironments, such as might be
found in soil or as a consequence of biofilm formation, similarly could give
rise to relatively closed chambers within which phage population growth
might occur that is temporarily sealed off from the outside world.

Besides physical structure and alternating closed and open states, an
additional ingredient potentially necessary for the evolution of a behavior of
economy is the occurrence of an environmental maturation prior to environ-
mental opening. This is another way of saying that resource limitations must
occur or, in other words, that an environment’s carrying capacity must to
some extent impose itself upon a population’s growth. In the case of phages
this means that phage multiplicities must come to exceed approximately one
(Section 3.2.3; Fig. 3.1, III) — prior to phage dissemination out of an environ-
ment — such that the economy of burst size becomes more relevant to phage
fitness, even at higher bacterial densities, than does the expediency of shorter
phage latent periods.

3.3.1.5 Founder effects and maintenance of clonality

A dominant take-home message from Fig. 3.2, as well as a significant
conclusion within the literature on the evolution of cooperation (e.g., Pfeif-
fer et al., 2001; Michod et al., 2003; Ackermann and Chao, 2004; Kreft, 2005;
West et al., 2006), is that for cooperative behavior to evolve there must be some
means by which cheaters are excluded from cooperators. Spatial structure,
such that cooperators can congregate away from cheaters, is one important
step towards achieving this cooperation. However, also key is the exclusion of
cheaters from these potentially safe havens for cooperation. There exist two
means by which this cheater exclusion from environments may be accom-
plished. Stated from a phage perspective, the first is to initiate infections
within environments with only one or, at best, a few phage particles. In other
words, phages must experience a founder effect, and thereby some reasonable
likelihood of within-environment clonal relatedness. Microbiologists obtain
a similar result when employing pure-culture technique. Typically this is
done by inoculating bacteria or phage stock cultures using isolated colonies
or plaques, which, in principle, are initated by only a single cell, phage, or
clone. In this way cultures may be propagated without introducing exces-
sive genetic heterogeneity. See Chapter 2 for arguments that reduced mixing
of different phage types may also be accomplished by resticting migration
within metacommunities.

®

NOILVIAVAV ‘STINVD ‘SINIVIISNOD :HIMOYD NOILLVINIOd IDVHJI



STEPHEN T. ABEDON

The second key means of reducing likelihoods of a co-occurrence of
cheaters among cooperators is to limit phage population sizes within envi-
ronments such that mutation to cheater genotypes does not occur with high
likelihood (see Chapter 6 for discussion of phage mutation). Thus, even given
limits, environments displaying too-large volumes may allow an evolution of
cheating prior to completion of the phage exploitation of those environments.
Larger environments also may be too difficult to temporarily seal off from
phage entrance, or escape, to allow effective selection for economy (i.e., such
as may occur given only periodic dissemination out of otherwise closed envi-
ronments; Section 3.3.1.4).

Thus, for cooperation among phages to evolve during the exploitation of
well-mixed environments, it would appear that the following criteria should
be met. The environment should be closed, but not too closed, thereby allow-
ing individual phages to enter but not many phages. The environment should
allow phage exit only following environment maturation (i.e., somewhat
complete phage-mediated bacterial exploitation). Environments in addition
should not be so large, nor phage mutation rates so great, that cheating
genotypes evolve sufficiently early that significant cheater replication can
occur at the expense of cooperator replication. Given these many constraints,
evolution should then tend to favor phages that are economical rather than
expedient resource exploiters.

3.3.2 Phage virulence

From a bacterium’s perspective, death following (obligately) lytic infec-
tion may be unavoidable, implying a phage virulence (as measured in terms
of reduction in host Darwinian fitness) of essentially 100% per successful
phage infection. From a phage’s perspective, however, shorter latent peri-
ods are more virulent because infection destruction, via lysis, occurs sooner.
Alternatively, we can emphasize the multicellularity of the host victims of
pathogen virulence, rather than emphasizing the infection of individual cells.
An animal’s body, for example, is a spatially limited multicellular environ-
ment within which pathogen replication takes place (Levin and Antia, 2001).
Phages similarly can be described as replicating within spatially limited envi-
ronments, e.g., laboratory or colonic cultures that contain multiple, phage-
susceptible bacteria.

While from a modern perspective it is perhaps a tortured view to con-
sider phage “virulence” as occurring against whole cultures, particularly given
usage of the term “virulent” as the converse of “temperate” (meaning poten-
tially lysogen-forming; Chapter 1), in fact phages were originally described
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Figure 3.3 Phage virulence against batch cultures of bacteria (E. coli CR63). Earlier culture
lysis represents greater phage virulence against bacterial populations and culture turbidity
was employed in this experiment to assess the ongoing “health” of the bacterial culture.
Mutant and wild-type phage RB69 are as indicated, and were added at low densities, i.e.,
~103 phage per mL, final concentration, versus peak bacterial densities in the range of
~108 mL ~1. The “sta5 + WT” curve is of a 1 : 1 mixture of WT to sta5. RB69 #1 is a
mutant that displays a larger plaque than RB69 WT along with a slightly shorter latent
period. This figure was originally published by Abedon et al. (2003) and is used here with

permission from the American Society for Microbiology.

as entities that lysed bacterial cultures (Twort, 1915; d’'Hérelle, 1917), and
this was consistent with the more whole-culture emphasis of microbiology
at the time (Summers, 1991; Chapter 1). Those phages more capable of
lysing these cultures, following growth from lower phage densities, there-
fore could reasonably be described as more virulent (e.g., Smith et al., 1987;
Summers, 2001). Given such a scenario, we can describe phages displaying
shorter latent periods within environments possessing higher densities of
phage-susceptible bacteria as possessing a growth advantage that is associ-
ated with greater virulence towards these multicellular environments, i.e.,
earlier lysis of whole bacterial cultures (Fig. 3.3). Note, however, that this
greater virulence may be short-sighted, particularly if phage transmission to
new bacteria-containing environments is a function of peak phage densities
(i-e., economy) rather than within-culture phage-population growth rates (i.e.,
expediency; Fig. 3.2; Section 3.3.1).

®
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3.3.3 Selection for economy during dissemination

High phage death rates during phage transmission between environ-
ments, as well as significant phage dilution, could reduce the likelihood of
phage transmission to new environments. Note that the marginal value theo-
rem from optimal foraging theory (Charnov, 1976; Stephens and Krebs, 1986),
as has been applied to phages elsewhere to derive within-culture optimal
latent periods (Wang et al., 1996; Chapter 2), similarly suggests that greater
distances or costs between exploitable environments should select for more
complete (such as longer-latent-period-like) exploitation of resources within
individual environments. Note also that we can similarly view this between-
culture selection from the perspective of later-offspring discounting (Horn,
1978): sooner-produced offspring can be more valuable, but only if they them-
selves can quickly contribute to population growth. However, a quick contri-
bution of offspring to population growth between environments would be
the case only if environments were sufficiently close together. As exploitable
resource-containing environments become ever closer, then a well-mixed
total environment is increasingly approximated (Chapter 2). It is within such
a well-mixed total environment that we would expect more-virulent, shorter-
latent-period phages to out-compete longer-latent-period phages (Fig. 3.2;
Abedon et al., 2001; Kerr et al., 2006).

The trade-off model of pathogen virulence evolution (Ewald, 1994) —
which states that pathogen virulence should evolve towards some compro-
mise between selection for more-rapid within-host replication and more-
effective between-host transmission — similarly concludes that an evolu-
tion of higher virulence is likely particularly when new hosts (i.e., new
animals or plants to infect) are readily acquired. We could generalize this
prediction. An increase in pathogen virulence might represent an evolu-
tionary response to a relative absence of limits on within-environment
(or within-culture) propagation or, similarly, a breakdown in the distinc-
tion between within-environment growth and between-environment trans-
mission. It is precisely those pathogens whose within-multicellular-host
growth places little constraint on between-multicellular-host transmission
that we expect will evolve (or, at least, maintain) more rapid within-
host pathogen replication (Ewald, 1994; Ebert and Bull, 2003). See Chap-
ter 2 for consideration of the evolution of phage cooperation versus defec-
tion (equivalent to benignness versus virulence, respectively) within spa-
tially and temporally differentiated bacteria-containing environments called
metapopulations.



3.3.4 The prisoner's dilemma

Prisoner’s dilemmas are games of cooperation and defection (Rapoport
and Chammah, 1965; Trivers, 1971; Axelrod, 1984; Dugatkin, 1997; Turner
and Chao, 1999, 2003; Chapter 8). For example, a behavior of economi-
cal growth (as displayed by phage RB69 wild type in Fig. 3.2) represents
a cooperative behavior, whereas the expediency displayed by the RB69 sta5
mutant (also as seen in Fig. 3.2) may be interpreted as a behavior of defection
(a. k. a., “cheating”). In all prisoner’s dilemmas, over the course of a single
round of interaction between two individuals, it is always preferable to defect
rather than cooperate. Thus, defecting against a cooperator is preferable to
cooperating with a cooperator and, similarly, defecting against a defector is
preferable to cooperating when one’s opponent defects. Prisoner’s dilemmas
are dilemmas, however, because the payoff for cooperating with a cooperator
is greater than the payoff for the otherwise more rational defecting with a
defector. Algebraically, a prisoner’s dilemma is thus described as an inequal-
ity of payoff values, T > R > P > S, that are associated with: (1) unilateral
defection (T; one individual defects in the presence of one or more coop-
erators), (2) mutual cooperation (R; all individuals cooperate), (3) mutual
defection (P; all individuals defect), and (4) unilateral cooperation (S; one
individual cooperates in the presence of one or more defectors).

Typically one illustrates a prisoner’s dilemma as a 2 x 2 matrix such as
that presented in Fig. 3.4. Note that illustrating the interactions between two
(or more) individuals as a 2 x 2 matrix can be helpful towards understanding
social behaviors even if the resulting payoffs (e.g., as measured in terms of
organism fitness) cannot be arranged so as to strictly conform to a prisoner’s
dilemma. Thus, in Fig. 3.4 I illustrate behaviors of cooperation and defection
using phage RB69 wild type and sta5 as displayed in Fig. 3.2, but other-
wise make no claim that those interactions conform to a prisoner’s dilemma.
Nevertheless, in the following section I will draw upon these ideas of interac-
tion between potentially cooperating or defecting individuals to illustrate the
selective forces, and resulting dilemmas, that can be present during phage
population growth.

3.4 SCENARIOS FOR PHAGE POPULATION GROWTH

Based on the many considerations outlined above, I will now consider
phage population growth from the perspectives of phage adaptation, envi-
ronmental constraints, and game theory. This will serve as a recap of the
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Cooperate

(e.g., economy)

Defect

(e.g., expediency)

Cooperate

(e.g., RB69 wild type)

Defect

(e.g., RB69 sta5 mutant)

Reward
for Mutual Cooperation

(e.g., RB69 wild type in pure

Sucker’s
Payoff

(e.g., RB69 wild type in mixed

culture) culture)
Temptation Punishment
to Defect for Mutual Defection

(e.g., RB69 sta5 in mixed
culture)

(e.g., RB69 sta5 in pure
culture)

Figure 3.4 Cooperation—defection payoff matrix. Shown are all possible single-round

interactions between two players where each player is limited to one behavior, either

cooperate or defect. Furthermore, each player is not aware of the other player’s behavior

until it has chosen its own behavior. Shown are example interactions based upon the

economy versus expediency behaviors displayed by phage RB69 wild type and sta5

mutant, respectively, as illustrated in Figs. 3.2 and 3.3. Note that by presenting these

examples I am not implying that the interactions between phage RB69 wild type and sta5
mutant strictly conform to a prisoner’s dilemma, which would be approximated only if the
shown payoff values could be arrangedas T> R> P> S.

trade-off between expediency and economy which I have emphasized
throughout much of this chapter. I will focus on the population growth of
T-even phages for the exercise, both because of my familiarity with this sys-
tem and because of the interesting complexity of their population growth
including, in particular, their display of lysis inhibition.

3.4.1 Initiating phage population growth

Upon entrance into a bacteria-containing environment, either physically
or as a host-range mutant able to infect a previously inaccessible bacterial



population, a phage either adsorbs a bacterial cell or, in a sense, dies try-
ing. This “death” can occur through decay of virion particles (Chapters 5
and 11), through outflow from the environment (Chapter 15), or — though,
like outflow, not technically death — via temporary sequestration away from
phage-susceptible bacteria (such as via reversible adsorption to non-bacterial
materials; Chapter 11). The likelihood of absence of bacterial adsorption by a
single phage is a function of the rates of the above processes along with a com-
bination of the phage adsorption constant and bacterial density (Chapter 15).
That is, the lower the bacterial density or the smaller the phage adsorption
constant — along with the greater the rate of phage loss from the environment
—the less likely that a given phage entering a given environment will succeed
in acquiring a bacterium and thereby initiating phage population growth. For
phages entering environments containing relatively few bacteria, and in low
numbers (founder effect), the likelihood of an initiation of phage population
growth thus may be low (Abedon, 1989).

3.4.2 Sustaining phage population growth

Phage population growth occurs so long as bacteria are present above
a “critical” density. Conditions must be such that the effective phage burst
size is greater than one, with effective burst size defined as the average num-
ber of phages released per infected bacterium that — assuming an otherwise
unchanging environment — go on to successfully infect new bacteria. Factors
that can affect this effective burst size include phage genetics, bacterial genet-
ics, and bacterial physiology. These factors together can impact actual burst
sizes, while effective burst sizes can also be affected by likelihood of phage-
virion decay, likelihood of phage restriction (or abortive infection) given suc-
cessful adsorption (Chapter 1), and, of course, bacterial density. Thus, all
other factors held constant, then only above a certain bacterial density may
successful phage population growth be achieved. At this critical density a
steady-state phage population size may be attained, and below this density
one would expect declines in phage population growth toward extinction
(note that the above statements do not contradict the arguments of Kasman
et al., 2002, since those authors did not consider phage decay as a balance
against phage replication; see instead Chapters 2 and 15 for consideration of
phage decline given insufficient bacterial density combined with bacterium-
independent mechanisms of virion loss). This idea of a “critical” bacterial
density is equivalent to the concept of a critical mass of radioactive material
such as uranium-235, with infection-initiating phage virions equivalent to
radioactive-decay-initiating neutrons, phage-susceptible bacteria equivalent
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to uranium-235, and phage population growth equivalent to a radioactive
chain reaction.

3.4.3 Exponential population growth

Given an initiation of phage population growth, and a critical density
of bacteria, then phage exponential growth can proceed. We expect maximal
population growth from those phages that have maximized their adsorption
constant, minimized their eclipse period, maximized their rate of intracellular
phage-progeny maturation (Chapter 15), and optimized their latent period
(Section 3.2.1.2; Chapter 2). Little is known of how phages may evolve shorter
eclipse periods or greater rates of phage-progeny maturation. By contrast,
latent period may be readily optimized though phage mutation (Abedon et al.,
2003; Wang, 2006; Section 3.2.1.2). However, particularly at higher bacterial
densities, and given growth within closed environments, a latent period that
is optimized for exponential growth (expediency) may not be simultaneously
optimized for overall fecundity (economy), especially as the bacterial resource
becomes fully phage-infected (Section 3.2.2; Fig. 3.1, II).

3.4.4 Solving the exponential growth dilemma

The above-noted trade-off between rates of phage population growth
and overall population fecundity represents a dilemma which is prisoner’s-
dilemma-like, though not necessarily technically a prisoner’s dilemma (see
Fig. 3.2). In short, in a population of longer-latent-period phages (coopera-
tors), it pays to display a shorter (especially more optimized) latent period
(that is, this defection imparts a reward equal to T). Overall, the coopera-
tors are better off as a pure culture (payoff equals R) while pure cultures of
defectors achieve a worse payoff in terms of final phage titers (payoff equals
P) than pure cultures of cooperators. Finally, cooperators can lose big if
growing in the presence of defectors (Fig. 3.2; payoff equals S). Thus, at the
very least, it pays to defect, whether or not one replicates in the presence
of cooperators or other defectors. One approach to solving this dilemma is
for cooperators to avoid growing in the presence of defectors, as outlined
above (Section 3.3.1.5), via some combination of spatial structure, founder
effect, and replicative fidelity. These are essentially the same factors that
allow cooperation to occur among the cells within multicellular organisms
(Section 3.3.1.4). Alternatively, one can solve this dilemma by changing the
rules of the game, as I outline in the following section.



3.4.5 Lysis inhibition as a strategy of dilemma avoidance

Lysis inhibition is a phenotype, peculiar to T-even-like phages, that
involves changes in phage latent period in response to environmental stim-
uli (Doermann, 1948). In particular, lysis inhibition is induced by secondary
adsorption of phage-infected bacteria, which is likely only once a majority
of bacteria within an environment have become phage-infected. With lysis
inhibition as an inducible phenotype, T-even-like phages are thus able to first
employ relatively short latent periods when uninfected bacteria are abundant
and then switch to longer latent periods when uninfected bacteria are no
longer readily available. In other words, there is no (or at least less) trade-off
in this system between latent period during exponential growth (expediency)
and burst size during the final round of phage infection (economy).

3.4.6 Longer latent periods as defection

During exponential bacterial growth in the presence of relatively high
densities of bacteria it is those phages displaying the shorter, optimal latent
period (despite the smaller burst size) that maximally take advantage of this
type of environment in the short run, and which we would describe as defec-
tors (Section 3.4.4). However, just past exponential bacterial growth, once a
majority of bacteria are phage-infected, then we can come to describe those
phages displaying longer latent periods as the defectors. The latter is a con-
sequence of the display of superinfection exclusion by these phage-infected
bacteria (Section 3.2.3; Chapter 8). That is, superinfection exclusion kills the
free phages released by other phage infections, and the longer the latent
period of a bacterium displaying superinfection exclusion, the more free
phages it can kill. Lysis-inhibited bacteria, as well as phages delaying their
lysis via a display of lysogeny, thus act as free-phage-killing defectors. Thus,
late in cultures, it is those phages displaying shorter latent periods (kinder
because superinfection exclusion is expressed for shorter periods!) that are
the cooperators.

3.4.7 Positive-feedback selection and other problems

In the face of phages displaying long latent periods, and thereby extensive
killing of free phages, an appropriate response is for an infected bacterium to
display yet longer latent periods as either a unilateral defection (payoff = T)
or as part of a mutual defection (payoff = P), rather than being a unilateral
cooperator (payoff = S). This game is not necessarily a prisoner’s dilemma,
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however, since at this point in phage population growth there is not neces-
sarily a cost associated with defection, either unilaterally or mutually (since
uninfected bacteria for phage acquisition are likely not be available anyway).
Thatis, R (for mutual cooperation, i.e., mutually shorter latent periods) does
not necessarily exceed P. Selection for longer latent periods thus would not
give rise to a counter-selection for some optimized shorter latent period, but
to avoid unilateral cooperation, selection instead could favor ever longer latent
periods. This longer-latent-period-mediated selection for ever longer latent
periods would represent a kind of evolutionary positive feedback, essentially
an intraspecific arms race.

Assuming that phages eventually must lyse the cells they infect, a cost
to defection may in the end be manifest. Thus, a lysis-inhibiting phage could
become faced with a problem whereby induction of lysis is beneficial, but
being an early lyser within a given environment is not. There exist perhaps
three plausible solutions to this latent-period face-off. One is to lyse and
thereby take one’s chances vis-a-vis superinfection exclusion. Two is to avoid
lysing while retaining some potential to lyse later (especially given an oppor-
tunity for bacterial dissemination to some new environment that does not
contain phage-infected bacteria). The third is for all infections to lyse at once.

3.4.8 Synchronized lysis-inhibition collapse

T-even-like phages may very well employ all three of these strategies,
though only the latter, called synchronized lysis-inhibition collapse, has been
studied in any detail (Abedon, 1992). In this phenomenon, the early lysis of
some phage-infected bacteria produces phage virions that are able to adsorb
unlysed bacteria, resulting in what may be inferred as some sort of desta-
bilization of these unlysed bacteria and a resulting increased likelihood of
bacterial lysis (effectively a lysis from without; Abedon, 1994). With more
lysis there are more phages released into the environment, resulting in more
secondary adsorption, and thereby greater instability in those infected bac-
teria that remain. The result is a positive-feedback lysis mechanism that is
saltatory. That is, population-wide lysis occurs at a rate that is much greater
than can be achieved without secondary adsorption giving rise to additional
secondary adsorptions.

3.4.9 Conclusion

For T-even-like phages, secondary adsorption induces lysis inhibition,
potentially as a means of avoiding the short versus long latent period dilemma
of exponential growth within environments containing limits. However,



while at lower phage densities it is phages displaying longer latent periods
that are the cooperators, at higher phage densities, and due to the expres-
sion of superinfection exclusion, it is those phages displaying shorter latent
periods that are the cooperators. The resulting cost of lysing sooner than
the rest of the phage population creates a dilemma whereby selection favors
an avoidance of lysis by phages infecting within lysis-inhibited phage popu-
lations. This second dilemma is avoided, however, through a synchronized
population-wide phage-induced lysis, one, like lysis inhibition itself, which is
induced as a consequence of phage secondary adsorption and which, in this
case, induces a lysis from without.

3.5 APPENDIX: PHAGE MULTIPLICITY OF ADSORPTION

For the sake of avoiding confusion, I will here review concepts of phage
multiplicity (see Hyman and Abedon, in press, for additional considera-
tion). A very commonly used definition of phage multiplicity (U) is the ratio
of phages to bacteria, U= P/N. This definition is problematic, however,
because both phage population growth and the phage impact on bacteria
are dependent on phage adsorption, the rate of which is dependent on abso-
lute phage densities rather than phage densities relative to bacterial densities
(Fig. 12.1, Chapter 12). For example, a phage multiplicity of 10 and a cell
density of 10 will yield a phage density of 100, whereas the same multiplicity
with a cell density of one million (10°) will yield a phage density of 107 (all
in arbitrary volume units). Thus, phage multiplicity, in terms of phage ecol-
ogy, is preferably defined as synonymous with what may be described as a
phage multiplicity of adsorption (Abedon, 1990), multiplicity of attachment
(Spouge, 1994), or multiplicity of actual infections (“MOI ,cya”; Kasman
et al., 2002).

As suggested, in this latter concept of multiplicity there is a key phage-
density component plus a time component. That is, given the presence of
either more phages or longer adsorption times, then the number of phages
adsorbed will increase and therefore so will the phage multiplicity of adsorp-
tion, U, (see Fig. 12.1, Chapter 12, for illustration of this increase). In other
words, U, &~ P - k- N -t/ N where k is the phage adsorption constant, which
is the per-bacterium rate of phage adsorption; Nis bacterial density; Pis phage
density; and P -k- N -t is the total number of phage that have adsorbed
over time, t. The formula is presented as an approximation (i.e., using ~
rather than = ) because it assumes that free phages adsorb with replace-
ment, that is, that P is a constant. When using this formula, then, U, is
reasonably approximated only if k- N -t is small (Fig. 15.1, Chapter 15).
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Figure 3.5 Phage multiplicity of infection (MOI, U) versus phage multiplicity of
adsorption (MOA, U 4). Multiplicities are calculated as functions of phage density (P,
which ranges from P = 10> to 10 ? by ten-fold increments), bacterial density (N), and
adsorption constant (k) = 2.5 x 10 =2 mL min ~1, after Stent, 1963). Time (#) = 1 min.
unless otherwise indicated, and is the interval over which adsorption occurs. (A) Phage
multiplicity as typically defined, i.e., MOI = U = P/N. (B) A more realistic (but still
simplified) definition of the multiplicity of the actual number of phages which have
adsorbed bacteria, i.e., MOA = U, = P - k- N-t/N; note the independence of N. (C) A
more realistic definition of the actual multiplicity, as based upon assumptions of Poisson
distributions of phages adsorbed to bacteria, i.e., MOA = U, = P - (1 — e *N*)/N. (D)
Ratio of typical to preferred definitions of phage multiplicity: MOI | MOA = U/ U, =
(P/N)/(P- (1 —e*¥N*)/N)=1— e *N* Note the independence of this ratio of P, the
dependence on t (which is set equal to 10, 100, 1000, and 10 000 min. in the various
presented curves), and that the ratio of MOI to MOA grows with decreasing bacterial
densities, though flattens out given sufficient magnitude of k- N - t. The latter occurs
because free phage densities decline to zero due to adsorption given sufficient time or
bacterial densities (that is, all phages have adsorbed). The latter is seen to increasing
extent in panel D with increasing adsorption intervals, ¢. Note that fractional changes in k
would be equivalent in their impact to fractional changes in .



More correctly, U, = P - (1 —e *N*)/N < P/N where e *N* is the frac-
tion of free phages that remain unadsorbed after an adsorption period of t.
The expression reaches a limitas k- N-t — oo of U, = P/N. This limit is
seen as a flattening of curves in Fig. 3.5D given increasing time of adsorption
(t) or increasing bacterial density (N; k is held constant).

Quantitative differences between multiplicity of infection ( U) and mul-
tiplicity of adsorption ( U,) are illustrated in Fig. 3.5. Figure 3.5A shows
the dependence of U on both phage (P) and bacterial (N) densities.
Figure 3.5B shows the lack of dependence of U, on bacterial density for
U, = P-k- N-t/N. This lack of dependence is corrected at high bacterial
densities in Fig. 3.5C because phages there are not assumed to adsorb with
replacement (i.e., there U, = P - (1 — ¢ *N*)/N). Finally, Fig. 3.5D shows
the ratio of Uto Uj,, indicating that this value can deviate dramatically from
1.0 (i.e., where U = U,) as bacterial densities decline. Bottom line: phage
multiplicity of adsorption is dependent on both phage and bacterial densi-
ties (see especially Fig. 3.5C), but also on the phage affinity for bacteria (k)
as well as the duration of incubation of free phages with bacteria (t). See
Chapter 12 (Appendix) for additional discussion of phage multiplicity and
adsorption.
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CHAPTER 4

Impact of spatial structure on phage
population growth

Stephen T. Abedon* and John Yin

4.1 INTRODUCTION

Limitations on bacterial mobility may be described in terms of an
environment’s spatial structure: the degree to which diffusion, motility, and
mixing are hindered or selectively enhanced. A large fraction of bacteria
live within environments that possess spatial structure — within biofilms,
within soil, or when growing in or on the tissues of plants and animals. This
spatial structure also affects phage movement and therefore phage impact
on bacterial populations. Gaining an understanding of phage growth within
spatially structured environments consequently is pertinent to developing a
comprehensive understanding of phage ecology. Here we employ a working
assumption that phage population growth in the laboratory in semisolid
media (as within phage plaques) represents one approximation of phage
population growth within spatially structured environments in the wild. We
thus present an introduction to phage plaque formation with the hope that
at least some of our discussion may be relevant to future studies of in situ
phage ecology, such as spatially fine-grained analyses of phage population
expansion within biofilms.

See Chapter 16 for methods in modeling phage plaque formation,
Abedon and Yin (in press) for a complementary review of phage plaque
formation, Chapter 2 for phage growth given spatial structure as introduced
in the guise of metapopulations, Chapter 3 for consideration of phage popu-
lation growth as it occurs within non-spatially structured environments, and
Chapter 11 for discussion of the phage ecology of soils.

* Corresponding author

Bacteriophage Ecology: Population Growth, Evolution, and Impact of Bacterial Viruses, ed. Stephen T.
Abedon. Published by Cambridge University Press. © Cambridge University Press 2008.



4.1.1 Diffusion versus flow

The contrast between plaque growth and phage growth within a well-
mixed broth culture provides a useful way of thinking about the conditions
that limit phage movement within the laboratory. Plaque growth exists at the
limit of slow movement, consisting of local diffusion and progeny dispersal
within an agar or gel matrix. Laboratory mixing by stirring or shaking of lig-
uid media (flow), by contrast, constitutes fast movement, and, owing to an
absence of spatial impediments or heterogeneity, the affected environment
is typically homogeneous. Alternatively, fast movement can be represented
by more constrained, well-delimited currents, or may be a consequence
of host motility (global or delimited) rather than motion of the medium
itself.

In cases where flow is present, it can dominate phage movement. That
is, diffusion is comparably negligible because phage progeny from an initial
infected cell, in contact with a convective flow, can in principle much more
quickly access all susceptible hosts within a single environment (those thatare
downstream, in contact with the same flow) than they would be able to by dif-
fusion alone. Natural environments typically present complex combinations
of two of these cases — slow movement and fast but delimited movement —
where phages, depending on either location or temporal considerations, can
move by both diffusion and convection, or, instead, by diffusion alone. In this
chapter we consider the slow-movement, diffusion-only limit. That is, phage
growth within environments lacking in both flow and bacterial motility.

4.2 HOW PLAQUES FORM

Plaques traditionally are defined in terms of their visibility, particularly
to the naked eye, which is a function of either phage-induced bacterial lysis
or, in the case of chronically infecting phages (Russel and Model, 2006),
hindrances to bacteria population growth. Phages may also deplete bacte-
rial densities within more heterogeneous, solid-phase bacterial communities
(Section 4.3.2.1.2) such as within biofilms, or over spans too small to be easily
visualized (sub-stage 3a of plaque formation, Section 4.2.3.3). Plaques there-
fore may be more broadly described as localized regions of reduced density
of host bacteria rather than in terms of their macroscopic visibility.

Whether or not we can see them, plaques are formed through the net out-
ward diffusion of a population of virions from a central focus, fed by bacterial
infection and subsequent phage release. During this movement virions can
be lost to bacterial adsorption or otherwise can find themselves temporarily
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sequestered away from intact bacteria (as toward the center of a plaque). Like
phage growth within broth culture (Chapter 3), phage growth within plaques
can be considered to occur in a number of stages. We differentiate these
stages using terms that may be commonly employed during both broth and
plaque growth: (1) the extracellular search, (2) the first adsorption/infection,
(3) phage population growth, and (4) termination of phage population growth.
To these we also add (5) a post-termination stage, during which additional
plaque modification can occur, though without continued phage replication.

4.2.1 Stage 1: the extracellular search

The first stage of phage population growth is a period prior to initial
phage attachment to a phage-susceptible bacterium. Though a plaque at this
free-phage stage technically has not yet begun to form, nevertheless we will
designate this as the first stage of plaque formation, a period of extracellular
search by a phage for an uninfected bacterium (Abedon, 1992). Spatial struc-
ture will affect this first stage in terms of what is free to move (i.e., phages
and bacteria or just phages) and how fast that movement can occur. During
plaque growth within a semisolid, agar-based medium, it is likely that bac-
teria, at a minimum, will display substantially reduced movement relative to
within broth.

As with broth growth (Chapter 3), the likelihood of an initial phage
adsorption in agar depends on the initial density of bacterial cells. Just as
low bacterial densities can greatly delay phage adsorption within broth cul-
ture (Abedon, 1989), the combination of low bacterial densities coupled with
significant impediments to diffusion can considerably delay the initiation
of plaque formation. See Hyman and Abedon (in press) and Chapters 2, 3,
12, and 15 for further discussion of phage dissemination and adsorption to
bacteria.

4.2.2 Stage 2: first adsorption/infection

Plaque development proper begins with the “primary adsorption event”
(Koch, 1964). The timing of this adsorption depends primarily on initial bacte-
rial densities, rates of phage diffusion, and other aspects of phage adsorption
such as likelihood of phage adsorption given encounter with a bacterium
(Chapter 15). Alternatively, a plaque may be initiated via bacterium infection
that occurs prior to solidification of the soft-agar layer. This infection can
occur by chance (i.e., phage and bacterial addition to molten agar initiates the



adsorption process, some of which may occur prior to agar pouring), can be
forced across the whole population (via a pre-adsorption step), or can occur
when sampling a culture that consists of both phages and infected bacteria
(e.g., as seen when performing single-step growth experiments; Carlson,
2005; Hyman and Abedon, in press). Together this potential of plaques to be
initiated by either a phage particle or by an infected bacterium gives rise to
the concept of a plaque-forming unit (PFU), which for the purposes of under-
standing plaque formation represents a plaque-initiating focus (Stent, 1963).

4.2.3 Stage 3: phage population growth

The next stage of plaque formation consists of phage population growth,
which in terms of plaque morphology is a spreading stage during which
bacteria are infected and then lysed or otherwise inhibited in terms of their
division. Because bacteria are fairly immobilized within a solidified soft agar,
while the smaller phages are free to diffuse, presumably the majority of plaque
spreading occurs as a consequence of extracellular phage-virion diffusion that
is coupled with phage amplification in infected cells. This virion diffusion
represents random phage movement, which in the absence of phage repro-
duction would be unable to sustain a constant rate of spread. Koch (1964)
differentiated this stage of plaque development into “the first round or first
few rounds of viral multiplication” and “the enlargement phase.”

4.2.3.1 Alternating infection and diffusion, plus lawn growth

The spreading (or enlargement) stage of plaque formation consists of
expansion of the phage population as mediated by multiple rounds of phage
adsorption, infection, and lysis of individual bacteria, plus phage diffusion.
Bacterial infection, in other words, feeds plaque formation by increasing
phage numbers. It does not, in itself, give rise to virion movement other than
over the length of an individual bacterial cell during an individual infection (so
long as bacteria are immobile — otherwise phage movement within bacteria
could be more extensive than their movement as free phages). Plaque devel-
opment thus consists of two alternating events, plaque-size increase via phage
diffusion and phage-pool increase that is a consequence of phage infection
of bacteria. Plaques thus enlarge as a consequence of simultaneous paral-
lel processes of virion diffusion and virion propagation, expanding outward
from a central focus (Yin, 1991). This representation of plaque expansion,
however, assumes the host cells are homogeneously distributed in space, an
assumption that can be relaxed (Chapter 16).
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Plaque formation during phage population growth is dynamic for rea-
sons that extend beyond the phage infection—diffusion process. For instance,
bacterial lawns typically are initiated using log-phase bacteria, which them-
selves are free to multiply within the soft-agar overlay. Thus, as with most
phage-bacterial systems, bacterial density increases over time during lawn
growth and therefore during plaque development. Bacteria also may vary
physiologically over time — minimally a bacterial lawn will pass through the
various stages of the standard bacterial growth curve, particularly as they pass
from log (exponential) phase into stationary phase. In addition, for lawns ini-
tiated with bacterial overnights (stationary-phase bacteria), bacteria will pass
from stationary phase to lag phase to log phase before returning to stationary
phase upon lawn maturation.

4.2.3.2 Constancy in spread rate

Despite these changes in bacterial density and physiology, from observa-
tion of previous studies as well as his own experiments, Koch (1964) reviewed
evidence that plaque diameter increases linearly as a function of time during
this third stage of plaque formation (see also Kaplan et al., 1981; Yin, 1991).
Because at least some of this growth occurs prior to the point that a plaque
becomes visible as a hole in a mature or maturing bacterial lawn (sub-stage
3a of plaque-size increase; see Section 4.2.3.3) at least some of the growth in
plaque diameter must be inferred when employing standard means of plaque
visualization. For phage T7, by contrast, the increase in plaque radius occurs
at a faster rate while the bacterial lawn is still growing in density, then slows
(but does not stop) to an again constant rate once the bacterial lawn enters
into stationary phase (Lee and Yin, 1996b).

4.2.3.3 Three sub-stages of plaque-size increase

From these observations we suggest that stage 3 of plaque formation,
representing both phage population growth and plaque-size increase, may
be differentiated for practical reasons into two or three sub-stages. The first,
stage 3a, takes place prior to lawn visibility. This stage has been little studied,
both because rates of virion spread or bacterial lysis are not yet measurable
during this stage as a function of clearing of a visible bacterial lawn (the
standard basis of plaque-size analysis) and because diameters inherently are
much smaller during this early stage than they are later in plaque formation.
Note that this stage 3a of plaque formation may be equivalent to Koch’s (1964)
description of a stage 2 of plaque formation consisting of “the first round or
first few rounds of viral multiplication” (emphasis ours).



The pre-visibility stage (3a) may be followed by a second, much-better-
characterized stage (3b) during which plaque growth is visible against an
otherwise turbid bacterial lawn. During stage 3b plaques increase in radius
ata constantrate as a function of time (Section 4.2.3.2), though not necessarily
at the same rate as during stage 3a. For phages such as T7 (Yin, 1991) and
others (Robb and Hill, 2000) whose plaques continue to grow, even after
the bacterial lawn has moved into stationary phase, stage 3b of plaque-size
increase may be followed by a post-lawn-maturation stage (3c) of plaque
growth. Stage 3c, if present, also can occur at a constant rate, though again
that rate may be different from that observed during the previous stages of
plaque growth (Lee and Yin, 1996b). Owing to an inability to replicate on
stationary-phase bacteria, for most phages stage 3c does not occur.

4.2.3.4 Factors affecting rate of spread

In Chapter 16 (this volume), in Abedon and Yin (in press), and in Abedon
and Culler (2007) a number of models of plaque formation are reviewed. What
these models all have in common is their emphasis on stage 3 of plaque
formation, particularly sub-stages 3b or 3c. More precisely, they are models
that predict rates of plaque diameter increase, which we expect to occur at a
more or less constant rate (Section 4.2.3.2).

4.2.3.4.1 Predicting plaque front velocities

Based on published parameters for phage T7 plaques expanding on
lawns of Escherichia coli (Yin and McCaskill, 1992), one can estimate rates
of plaque expansion using Koch’s heuristic model (Koch, 1964; Chapter 16),
or using a mechanistic model that assumes adsorption of the phages is a fast
equilibrated process (Yin and McCaskill, 1992; Chapter 16). Alternatively,
estimations may be made via numerical solution of the mechanistic model
that is not restricted to a limiting case (You and Yin, 1999). These models
yield similar magnitudes of their velocities of radial expansion of 4 mm h~1,
3mm h7!, and 1 mm h~1, respectively. Experimentally observed velocities
are significantly lower, at 0.2 mm h~1.

To address the mismatch, Fort and colleagues incorporated time delays
into their model for growing plaques (Fort and Méndez, 2002). They rea-
soned that the production of phages in each infected cell occurs only after
a delay, the period of time between the initial adsorption of the phage to
the host and the initial production of phage progeny. By explicitly account-
ing for this delay, they developed a time-delay model that yielded velocities
of 0.2 mm h~!, consistent with experimental observations (see Weld et al.,
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2004, for consideration of similar issues during phage broth growth). This
work has been extended to provide approximate analytical solutions for the
spread velocity in terms of biophysical parameters (Ortega-Cejas et al., 2004).
Although the models of Fort and coworkers need as input an additional
parameter, the time-delay, this parameter can be readily estimated from stan-
dard one-step growth experiments (Carlson, 2005; Hyman and Abedon, in
press). On the other hand, so far this model has been tested against only
a single experimental determination of plaque formation, that of Yin and
McCaskill (1992), so its robustness is not known. See Section 4.5 (Appendix)
for discussion of the means of incorporation of this time dependence.

4.2.3.4.2 Sensitivity analysis

To better understand mechanistically how phage infections spread,
model building can help (Chapter 16 and Section 4.2.3.4.1), but ultimately
models rely on parameters. Because phage characteristics in liquid media
are more easily quantified, most parameters for phage growth in models
of plaque formation are obtained from liquid-culture experiments. This is
unfortunate because culture conditions in broth, including especially bacte-
rial physiology, are not necessarily equivalent to those in solid media. Since
the bacteria physiological state can impact phage growth parameters (e.g.,
Chapter 5 and You et al., 2002), a reasonable hypothesis is that the phage
growth parameters used in models of plaque formation are incorrect. For
example, burst sizes during plaque growth may be smaller than observed
under ideal conditions in broth (Mayr-Harting, 1958; Koch, 1964). Deviations
from broth determinations may be especially large in the Yin and McCaskill
(1992) experiments since their bacterial lawn was in stationary phase, not the
log phase at which their phage growth parameters are typically determined
(e.g., Chapter 5). If bacterial physiologies are less conducive to phage growth
within lawns than within well-mixed (and aerated) liquid media, or when
bacteria are in stationary phase, then it is likely that employing broth-derived
growth parameters would lead to an overestimation of plaque growth rates
(front velocity).

4.2.4 Stage 4: termination of phage population growth

For plaque growth Koch (1964) described a “final phase, in which viral
multiplication ceases.” This end point of plaque growth can also differ
from that within broth. For those phages that cannot productively infect
stationary-phase bacteria — which likely is the majority of phage types —
phage population growth can continue only so long as sufficient quantities of



non-stationary-phase, phage-susceptible bacteria are present. For a culture of
a given size and containing a given number of bacteria, it is more likely, if
spatial structure is present, that the stationary phase will be reached while
a substantial portion of the phage-susceptible bacterial population remains
uninfected. In other words, starting with otherwise similar numbers of bac-
teria, phages, and culture volumes, broth-culture clearing is more likely than
confluent lysis of bacterial lawns. Whether or not the changes in bacterial
physiology that we readily observe in the laboratory are relevant to spatially
structured phage growth in the wild, however, is a matter for future research.

4.2.5 Stage 5: post-termination plaque modification

Even after phage replication ceases, a plaque can continue to change, in
terms of both phage distribution and the appearance (or properties) of the
bacterial lawn in the immediate vicinity of the plaque.

4.2.5.1 Continued virion spreading

Within natural environments, we should expect atleast some phage diffu-
sion out of “plaques.” In terms of biofilms, this movement either is out of the
bacteria-containing matrix, is within the bacteria-containing matrix but into
regions containing bacteria that are not phage-adsorption permissive, or is
also within the matrix but into regions containing adsorption-permissive but
infection-non-permissive host bacteria. In other words, whether in biofilm
or some other spatially structured bacteria-containing environment, those
regions containing actively metabolizing, phage-permissive bacteria should
serve as phage-virion sources while all other regions should serve instead as
phage-virion sinks.

Within the laboratory, in phage plaques, similar forces should be at work.
Thus, phage virions are expected to diffuse into regions lacking in permis-
sive bacteria, the most obvious of such regions being within a plaque’s clear-
ing where phage-permissive bacteria are no longer present. Such diffusion
implies, even following lawn maturation, that plaques may be “frozen in
time” only with regard to phage multiplication (stage 3 as described above)
but not with regard to within-plaque virion mixing. It is also possible that,
after lawn maturation and thereby past the time where lawn bacteria are
capable of supporting productive phage infections, virions may be able to
continue to spread beyond a plaque’s visible boundary.

Along with this continued diffusion, for phages that are capable
of adsorbing to stationary-phase bacteria (which are an example of the
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adsorption-permissive but infection-non-permissive host bacteria suggested
above), free phages may continue to be lost to stationary-phase bacteria at
a plaque’s zone of infection, the region near a plaque’s periphery where
the majority of bacterial adsorption takes place (Chapter 16). Depending
on the specifics of the phage-bacterium-medium combination being
observed, these stationary-phase adsorptions may or may not be able to
initiate infections given subsequent dilution of plaques, and their zone of
infection, into fresh media. Thus, after lawn maturation, phage virions may
continue to diffuse and therefore mix within plaques, they may be lost to
adsorption to stationary-phase bacteria following entry into a plaque’s zone
of infection, and, to the degree that bacteria-free space is available within
the mature lawn, phages may even diffuse into the plaque periphery, which
we define here as phage-containing but otherwise uninfected bacterial lawn
(Chapter 16).

4.2.5.2 Continued enzyme diffusion

Phages can release relatively low-molecular-weight factors, such as unin-
corporated capsomere, that can enzymatically affect the morphology of bac-
terial lawns. As smaller-than-phage entities, the potential of these factors for
diffusion is greater than that of phages, and thereby these factors can extend
the reach of a plaque beyond the clearing resulting from phage-induced bac-
terial lysis. As a consequence, plaque morphology can change even after
lawn maturation, with the lawn modified well beyond the reach of phage
virions (Adams, 1959; Stent, 1963; Stirm, 1994; see also references cited
in Sutherland et al., 2004). Thus, the fourth stage of plaque formation is
defined by a termination in phage production rather than by a termination
in diffusion-mediated plaque dynamics or even a halting of a plaque’s mor-
phological development.

4.3 PLAQUE SIZE AND MORPHOLOGY

Plaque size and morphology depend on the phage strain, the bacterial
host, and plating conditions. In the resulting variance in plaque appearance
we can distinguish between quantitative differences (particularly in terms of
plaque size, i.e., diameter) and qualitative differences (such as differences in
plaque turbidity). In this section we begin with the former but emphasize the
latter. We discuss these variations in plaque formation as a primer on future
interpretation of macroscopic differences among phages replicating within
naturally occurring spatially structured environments.



4.3.1 Quantitative differences between plaques

Plaque formation is a dynamic process. Not surprisingly, a number of
factors can affect plaque development and, ultimately, plaque size. Key to
understanding plaque size is that plaque formation basically represents a
race between maturation of the bacterial lawn and spreading of the devel-
oping plaque. If the spreading wave of bacterial lysis is fast relative to the
maturation of the bacterial lawn (e.g., McConnell and Wright, 1975) or if
spreading continues past that maturation (Yin, 1991), then a plaque will be
larger. However, if spreading is slow relative to lawn maturation, with pro-
ductive phage infections ceasing as bacteria enter stationary phase, then the
plaque will be smaller. Specific factors that can affect plaque size in the lab-
oratory are discussed by Abedon and Yin (2007). Chapter 16 considers the
theory of the impact especially of phage growth parameters on plaque size.
See also Section 4.2.3.4 of this chapter.

Plaque size does not necessarily correlate with per-infection productivity
(see Abedon and Yin, in press, for a more detailed discussion of this claim).
Phages with smaller burst sizes, for instance, could display larger plaques if
those smaller burst sizes are a consequence of shorter latent periods (Koch,
1964; Yin and McCaskill, 1992). Consistently, phage RB69 mutants have been
isolated which simultaneously display larger plaques, shorter latent periods,
and smaller burst sizes (Abedon et al., 2003).

4.3.2 Qualitative differences within and among plaques

Plaques can differ not only in size but also in their general appearance.
Here we consider factors that can affect plaque qualitative appearance, focus-
ing on the effects of mutations in phage functions.

4.3.2.1 Plaque-morphology mutations

Phage plaque-morphology mutants played important roles in the devel-
opment of the field of molecular genetics, particularly for early recombi-
nation experiments including Benzer’s genetic fine-structure studies (1955;
1961). Itis telling, in fact, thatin Stent’s 1963 monograph the various plaque-
morphology mutants monopolize the entire first page of his table (8.1) sum-
marizing the then-known plaque and non-plaque phage mutant types. In
this section we explore the phenotypic underpinnings of various plaque-
morphology mutations, with the caveat that we have made no attempt to
exhaustively review known variation on plaque morphologies.
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4.3.2.1.1 Temperate phage clear mutants

It was well before the application of phages to problems of molecular
genetics that the first phage plaque-morphology mutant was described. This
mutant is of particular historical importance because it apparently represents
the first description of a phage mutant phenotype:

the first clear-cut demonstration of the occurrence of phage mutants was
provided only in 1936. In that year Burnet and Lush [118 as cited by Stent]
reported that the staphylococcal phage C, which produces plaques containing
adense central growth of phage resistant bacteria. .. sports a stable hereditary
mutant C’, which produces clear plaques without any central growth. Burnet
and Lush showed that this difference in plaque morphology reflected the loss
by the C’ mutant phage of the capacity possessed by the normal C phage to
induce phage resistance in the phage-sensitive staphylococci. (Stent, 1963,
p. 176)

Clear- or “c’-type phage mutants often are a consequence of a temperate
phage losing its ability to effect lysogeny (see Chapters 1 and 5 for discussion
of these latter topics). Phages that normally produce plaques that are turbid,
containing microcolonies of lysogenic bacteria, thus come to produce clear
plaques.

Note though that Stent (1963) confusingly also employs the symbol
“c” to describe the morphologies of plaques formed by cofactor-requiring
phages.

4.3.2.1.2 Host-range mutants visualized using mixed indicator

A second example of variation in plaque morphology is achieved via a
“technique of mixed indicators” (Stent, 1963) whereby a phage host-range
mutant is able to lyse a mixture of bacterial indicators while its wild-type
parental phage can lyse only one of two indicators. That is, a bacterium that
displays resistance to the original, wild-type phage may be selected by mixing
bacteria with a large excess of phages. The selecting phages are unable to form
plaques on these bacterial mutants. By plating an excess of phages using the
above-selected resistant bacteria as indicator, some phage host-range mutants
may be selected that are able to form plaques on the otherwise resistant
bacterium. Certain host-range (h-type) mutants, ones capable of infecting
both host types (bacteria that are resistant to the parental phage type as well
as those that are permissive), will display relatively clear plaques when plated
using the mixed indicators whereas the wild-type parental phages will display
easily distinguished plaques that are turbid owing to the presence of resistant
bacteria throughout the plaque (Stent, 1963).



Note though that Baylor et al. (1957) suggested the possibility of phage
evolution during mixed-indicator growth. They therefore warned against
using mixed-indicator plaques to initiate phage stocks, though presumably
the posited dual-host selection could be of interest in terms of phage experi-
mental evolution (Chapters 6 and 9). Of related interest, especially to concerns
of phage ecology, is the supposition that phage growth within naturally spa-
tially structured environments occurs within heterogeneous bacterial com-
munities in which a fraction — or perhaps the majority — of bacteria are not
susceptible to a specific phage. See Chapter 10 for additional consideration
of the impact of phage growth within mixed-phage-susceptibility bacterial
communities.

4.3.2.1.3 Minute plaques

Another early example of phage plaque-morphology mutants were the
so-called minute (m-type) plaques (Stent, 1963). A number of factors could
give rise to these smaller-than-wild-type plaques, though presumably the
most likely are latent-period extensions, even if only moderate extensions,
or dramatic reductions in phage burst size (e.g., to 10; Stent, 1963; Carlson
and Miller, 1994). One can imagine that a number of metabolism-disrupting
phage mutations could result in both extended latent periods and reduced
burst sizes, thereby giving rise to minute plaques. Amla (1981), for example,
reports on a minute mutant of cyanophage AS-1 which displays a reduced
burst size, lengthened eclipse period, and lengthened latent period, plus a
reduced rate of adsorption.

4.3.2.1.4 Rapid-lysis mutants

Quite famous, and centrally important to the development of molecu-
lar genetics, were the T-even-phage rapid-lysis (r-type) mutants (Stent, 1963;
Abedon, 1990, 1994). These phages fail to display an inducible lysis inhibi-
tion, which is a latent-period extension that is coupled in wild-type T-even
phages, such as phage T4 (Abedon, 2000), to dramatic burst-size increases.
Both the latent-period extension and burst-size increase are induced when
the adsorbing phage multiplicity to a given bacterium exceeds one (i.e., when
adsorption by one phage is followed, after a sufficient period, by adsorption by
a second or additional phage; Chapter 3). Lysis inhibition, by increasing aver-
age phage latent periods during plaque development, results in production
of smaller plaques than those produced by rapid-lysis mutants.

4.3.2.1.5 Plaques with greater turbidity

Phage mutants that display plaques that are more turbid than wild type
have also been described, and have even been mapped to a number of distinct

HIMO¥YD NOILVINdOd IDVHI NO FINIDNYLS TVILLVAS 10 LDVAINI



STEPHEN T. ABEDON AND JOHN YIN

loci (Adams, 1959). With so-called “ht”-type plaques the excessive turbidity is
speculated to result from slow phage adsorption (Stent, 1963). For more on
plaque turbidity, see Section 4.3.2.2.

4.3.2.1.6 Additional variation in plaque morphology

There exist yet additional plaque-morphology mutants. Phages can vary
in the amount of soluble “lysins” they produce (e.g., as against glycocalyx) and
therefore in the size of halos that can form around plaques (Section 4.2.5.2).
There also exist phage mutants that display sectored plaques (reviewed in
Abedon, 1994), also known as star or “s”-type plaques (Stent, 1963), with sec-
tors representing faster-spreading mutants of what otherwise presumably are
more slowly growing or spreading phages (for more on such overgrowth, see
Yin, 1993; Lee and Yin, 1996a; Wei and Krone, 2005). A related plaque mor-
phology variant is the so-called mottled plaque (Adams, 1959; Stent, 1963),
which is a plaque initiated by two or more phages that together display more
than one plaque-morphology phenotype, such as rapid lysis versus lysis inhi-
bition (Section 4.3.2.1.4). Mottled plaques essentially are mosaics where some
regions are dominated by one parental phage (and therefore one phenotype)
while other regions are dominated by the second parental phage (and there-
fore by the second phenotype). Mottled plaques can also be formed by indi-
vidual phages, though this occurs owing to a heterozygosity in some phages
that results from genomic terminal redundancy (Stent, 1963).

4.3.2.2 Within-plaque inhomogeneity

Plaque formation also results in inhomogeneities across a plaque’s
breadth. Plaques, for example, differ in terms of their turbidity, ranging from
quite clear with sharp edges to quite turbid with poorly defined edges; the
typical plaque, as produced by a non-temperate phage, is a hybrid of these
two extremes, displaying a more or less clear center with increasing turbidity
toward the plaque periphery. This can be seen in Fig. 16.1, where a turbid
area — “II” in that figure — surrounds a central “zone of clearing,” indicated
with “I.”

Turbidity presumably occurs as a consequence of the retention of intact
bacteria within the plaque clearing. Very little effort, however, has been made
towards the study of inhomogeneities within plaques. Our relative ignorance
is unfortunate given that plaques are the best model we have for phage
growth within spatially structured environments and, as noted in the intro-
duction, a great deal of bacterial ecology, including phage-bacterial interac-
tion, likely occurs within spatially structured environments (e.g., Chapter 11).



Here we consider three possible explanations for why plaques often dis-
play a “bull’s eye” morphology — that is, greater turbidity toward plaque
peripheries.

4.3.2.2.1 Mutation to phage resistance

Because the density of lawn bacteria increases over the course of plaque
formation, the density of bacteria present during the earlier stages of plaque
formation can be substantially lower than the density found, at a plaque’s
periphery, toward the end of plaque formation. In addition, bacterial phys-
iology likely is changing over time. Any process causing intact bacteria to
be retained within a plaque that can be affected by bacterial density or bac-
terial physiology should therefore vary in its impact going from a plaque’s
center, which forms earlier during plaque formation, toward its periphery,
which forms later. An example is bacterial mutation to phage resistance. If
mutation rates, on a per-bacterium basis, remain constant over the course
of plaque development, then greater numbers of resistant bacterial clones
should arise wherever higher densities of bacteria are present at the point of
phage exposure.

Since the density of bacterial lawns increases as lawns age, and therefore
as plaques spread outward, presumably more resistant bacteria are retained
toward the periphery of plaques relative to their centers. These resistant bac-
teria can replicate, forming relatively large microcolonies given a relative lack
of bacterial competition (Kaplan et al., 1981), as may be experienced within
the otherwise bacteria-free environment formed in the interior of a plaque.
The result should be greater turbidity away from a plaque’s center, consisting
of microcolonies of resistant bacteria surrounding a bull’s eye of less turbidity
toward the plaque’s center.

4.3.2.2.2 Microcolony resistance to phage penetration

Lawns of phage-permissive bacteria consist of bacterial microcolonies
initiated by individual bacteria, most of which are founded by bacteria that
are sensitive, at least in log phase, to phage infection and lysis. Should those
microcolonies become physically more resistant to phage penetration over
time, then this could give rise to an increased turbidity toward a plaque’s
periphery. That is, when first reached by phages, microcolonies at a plaque’s
periphery will have been growing for longer than microcolonies that are
first reached earlier in lawn development. See Yin (1991) for photographs of
plaque development that seem to suggest the occurrence of delays in micro-
colony elimination.
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We envisage three mechanisms that could contribute to greater retention
of microcolonies toward a plaque’s periphery: First, the delay between phage
contact and phage-induced complete lysis of a given microcolony could be
longer for larger microcolonies, where larger microcolonies occur later dur-
ing a lawn’s development. Second, microcolony centers may enter station-
ary phase, and thereby become resistant to phage infection and/or phage-
induced lysis (e.g., pseudolysogeny; Chapter 5). The existence of bacteria that
are at least temporarily refractory to phage-induced lysis could result in their
retention, at least temporarily, well within a plaque’s periphery. Third, it is
conceivable that the physiology of microcolonies found nearer to a plaque’s
periphery is under greater influence from the intact bacterial lawn found
outside these plaques than is the case for microcolonies found closer to a
plaque’s interior. The more peripheral microcolonies consequently may be
more likely to enter stationary phase earlier, either wholly or in part, relative
to microcolonies found further toward a plaque’s center.

4.3.2.2.3 Infection period extension

An additional reason for bull’s-eye formation is a special case, though we
mention it because of its long and important history in the study of plaque
morphology: the impact of T-even phage lysis inhibition. In lysis inhibition,
phage multiplicities that are greater than one give rise to phage infections
with greatly extended latent periods. Plaques produced by phages that can
display lysis inhibition show a significant turbidity toward their periphery,
and this turbidity is thought to consist of lysis-inhibited bacteria. It is con-
ceivable that for many of these bacteria lysis never occurs since changes in
lawn physiology could affect infection physiology such that lysis is delayed
indefinitely. Alternatively, it may be that phages that display lysis inhibition
are especially ill-equipped to penetrate large bacterial microcolonies. Long
infections at the edges of microcolonies may not lyse fast enough to allow
phage penetration to the interior of microcolonies before stationary phase
there, or within the lawn as a whole, is reached. See also Chapter 5 for con-
sideration of how pseudolysogeny might similarly contribute to increased
plaque turbidity.

4.3.2.2.4 Spatial distributions of phages in plagues

We have reason to expect that all but the tiniest plaques will be inho-
mogeneous with respect to phage density. In particular, phage density at the
center of plaques does not necessarily equal that toward the periphery, where
either higher bacterial densities later during plaque formation (Kaplan et al.,



1981) or longer periods of virion inactivation toward the center (Yin, 1991)
give rise to higher phage numbers toward plaque peripheries. Alternatively,
given non-productive phage adsorption to stationary-phase bacteria found at
the periphery of plaques (Section 4.2.5.1), we might expect a depletion of free
phages (reduced phage density) at a plaque’s edges.

4.3.2.2.5 Selective inhomogeneity

Selection acting on phages likely also varies across a plaque’s diameter
(Abedon, 2006). For instance, toward a plaque’s periphery there should be
selection for more rapid exponential growth, e.g., for shorter phage latent
periods when host densities are high (Section 4.3.1) because this could allow
so-located phages more rapid access to uninfected bacteria. For similar rea-
sons, during plaque enlargement there should be selection for more rapid
virion diffusion. Alternatively, towards a plaque’s center, once densities of
uninfected bacteria have been depleted, there should exist selection for greater
burst sizes even at the expense of longer latent periods, such as selection for
the T-even phage lysis-inhibition phenotype (Section 4.3.2.2.3). Finally, we
can envisage a selection for a continuation of phage growth even as the bac-
terial indicator enters into stationary phase (such as is seen with phage T7;
Yin, 1991).

4.4 CONCLUSION

We end this chapter with a reiteration that phage population growth
within a soft-agar overlay, as a plaque, may represent a plausible model for
phage population growth within more natural spatially structured environ-
ments, such as biofilms. Determining the actual correspondence between
within-plaque and within-biofilm dynamics of phage growth, however, will
require detailed experimental analysis of both processes, including of the
impact of both bacterial heterogeneity and convection in the latter. Further-
more, as biofilms are implicated in infectious disease (Lacroix-Gueu et al.,
2005), and further can serve as a means of effecting phage resistance to bac-
teriophages (Lacqua et al., 2006), a better understanding of phage infection
and population dynamics within spatially structured environments should
allow for greater refinement of phage-based bacterial eradication strategies
(Chapter 17).

4.5 APPENDIX: ROLE OF TIME DEPENDENCE

The incorporation of a latent-period delay into models of plaque forma-
tion (Section 4.2.3.4.1) is one means of dealing with a common difficulty
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in modeling rates of plaque-size increase (also known as spread or front
velocity). The difficulty, so far as model derivation is concerned, is a require-
ment that velocity measures be presented in units of distance over time. We
describe methods for achieving these units as follows.

All mechanistic models for the rate of plaque expansion share a depen-
dence of spread velocity on the square root of a diffusion coefficient (D)
divided by time (¢): +/D/t. This dependence is what one would expect
from dimensional arguments. Briefly, since the observable spread velocity (c)
has dimensions of length (d for distance) divided by time, i.e., ¢ = d/t, the
rates of the microscopic processes that influence ¢ must collectively combine
to produce a quantity that matches the d/t dimensions of that velocity. In all
plaque-expansion models to date, from Koch through Fort, units or dimen-
sions of length are introduced through the diffusion coefficient or diffusivity
of the phage, which has units of length squared as divided by time, D = d?/t,
typically of magnitude 10~7 cm? s~! (or ~ 10~ cm? min~!) for a phage-sized
particle in water.

In order to recover the unit of length (rather than d?), we take the square
root of the phage diffusivity: ~/D. Of course, taking the square root of the dif-
fusivity yields dimensions of /d2/t = d/+/t, which requires further contri-
butions from time-scale (or reaction rate) constants to attain the final dimen-
sions of velocity. These time constants ultimately contribute units of 1/4/t
to the velocity since (1/+/t) - (d/+/t) = d/t = c. Typically 1/4/¢ is found in
contributions from the time scale (or 1/rate) for adsorption of the phage to its
host cell, the delay or latent time required for the infected host to produce ini-
tial phage progeny (Chapters 2 and 15), and the time scale between the initial
release of phages to the time when the total yield of phages has occurred. The
recent models by Fort and coworkers (Fort and Méndez, 2002; Ortega-Cejas
et al., 2004) have highlighted a potential advantage from explicitly accounting
for the contribution from the delay or latent time in models of plaque expan-
sion. In the future, as we expand our understanding of how host cells and
microcolonies distribute spatially in both laboratory and natural systems, we
anticipate that length scales associated with microcolony sizes or between-
colony distances may well also influence the macroscopic rates of infection
spread (see Chapter 16 for discussion of one means by which incorporation
of microcolonies into plaque models may be achieved).

ACKNOWLEDGMENTS

Thank you to Stephen Krone, who read and commented on this chapter.
During the writing of this chapter, ].Y. has been supported by the National Sci-
ence Foundation (USA) and the National Institutes of Health (USA). S.T.A.



would like to thank Donivan Sphar, who, working in his laboratory as an
undergraduate for six weeks in the summer of 2004, inspired much thinking
on the biology of phage plaques.

REFERENCES

Abedon, S. T. 1989. Selection for bacteriophage latent period length by bacterial
density: a theoretical examination. Microb. Ecol. 18: 79-88.

Abedon, S. T. 1990. Selection for lysis inhibition in bacteriophage. J. Theor. Biol.
146: 501-11.

Abedon, S. T. 1992. Lysis of lysis-inhibited bacteriophage T4-infected cells. J.
Bacteriol. 174: 8073-80.

Abedon, S. T. 1994. Lysis and the interaction between free phages and infected
cells. In J. D. Karam (ed.), The Molecular Biology of Bacteriophage T4. Wash-
ington, DC: ASM Press, pp. 397-405.

Abedon, S. T. 2000. The murky origin of Snow White and her T-even dwarfs.
Genetics 155: 481-486.

Abedon, S. T. 2006. Phage ecology. In R. Calendar and S.T. Abedon (eds.), The
Bacteriophages. Oxford: Oxford University Press, pp. 37—46.

Abedon, S. T., and R. R. Culler. 2007. Bacteriophage evolution given spatial con-
straint. J. Theor. Biol. 248: 111-19.

Abedon, S. T., and J. Yin, in press. Bacteriophage plaques: theory and analysis.
In M. Clokie and A. Kropinski (eds.), Bacteriophages: Methods and Protocols.
Totowa, NJ: Humana Press.

Abedon, S. T., P. Hyman, and C. Thomas. 2003. Experimental examination of
bacteriophage latent-period evolution as a response to bacterial availability.
Appl. Environ. Microbiol. 69: 7499-506.

Adams, M. H. 1959. Bacteriophages. New York, NY: Interscience.

Amla, D. V. 1981. Isolation of characteristics of minute plaque forming mutant
of cyanophage AS-1. Biochem. Physiol. Pflanz. 176: 83-9.

Baylor, M. B., D. D. Hurst, S. L. Allen, and E. T. Bertani. 1957. The frequency
and distribution of loci affecting host-range in the coliphage T2H. Genetics
42: 104-20.

Benzer, S. 1955. Fine structure of a genetic region in bacteriophage. Proc. Natl.
Acad. Sci. U.S.A. 41: 344-54.

Benzer, S. 1961. On the topography of the genetic fine structure. Proc. Natl. Acad.
Sci. U.S.A. 47: 403-15.

Carlson, K. 2005. Working with bacteriophages: common techniques and
methodological approaches. In E. Kutter and A. Sulakvelidze (eds.), Bac-
teriophages: Biology and Application. Boca Raton, FL: CRC Press, pp. 437—
94.

®

HIMO¥YD NOILVINdOd IDVHI NO FINIDNYLS TVILLVAS 10 LDVAINI



®

STEPHEN T. ABEDON AND JOHN YIN

Carlson, K., and E. S. Miller. 1994. Enumerating phage. In J. D. Karam (ed.),
Molecular Biology of Bacteriophage T4. Washington, DC: ASM Press, pp. 427—
9.

Fort, J., and V. Méndez. 2002. Time-delayed spread of viruses in growing plaques.
Phys. Rev. Lett. 89: 178101

Hyman, P, and S. T. Abedon, in press. Practical methods for determining phage
growth parameters. In M. Clokie and A. Kropinski (eds.), Bacteriophages:
Methods and Protocols. Totowa, NJ: Humana Press.

Kaplan, D. A., L. Naumovski, B. Rothschild, and R. J. Collier. 1981. Appendix: a
model of plaque formation. Gene 13: 221-5.

Koch, A. L. 1964. The growth of viral plaques during the enlargement phase.
J. Theor. Biol. 6: 413-31.

Lacqua, A., O. Wanner, T. Colangelo, M. G. Martinotti, and P. Landini. 2006.
Emergence of biofilm-forming subpopulations upon exposure of Escherichia
coli to environmental bacteriophages. Appl. Environ. Microbiol. 72: 956—
59.

Lacroix-Gueu, P., R. Briandet, S. Leveque-Fort, M. N. Bellon-Fontaine, and M.
P. Fountaine-Aupart. 2005. In situ measurements of viral particles diffusion
inside mucoid biofilms. C. R. Biol. 328: 1065-72.

Lee, Y., and J. Yin. 1996a. Detection of evolving viruses. Nat. Biotech. 14: 491-3.

Lee, Y., and J. Yin. 1996b. Imaging the propagation of viruses. Biotech. Bioeng. 52:
438-42.

Mayr-Harting, A. 1958. Die Entwicklung von Phagenloechern und der mechanis-
mus der Phagenwirkung in festen Naehrboeden. Zbl. f. Bakt. Paras. Infek. u.
Hyg. 171: 380-92.

McConnell, M., and A. Wright. 1975. An anaerobic technique for increasing
bacteriophage plaque size. Virology 65: 588-90.

Ortega-Cejas, V., ]. Fort, V. Méndez, and D. Campos. 2004. Approximate solution
to the speed of spreading viruses. Phys. Rev. E 69: 031909-1-4.

Robb, F.T.,and R. T. Hill. 2000. Bacterial viruses and hosts: influence of culturable
state. In R. R. Colwell and D. J. Grimes (eds.), Nonculturable Microorganisms
in the Environment. Washington, DC: ASM Press, pp. 199-208.

Russel, M., and P. Model. 2006. Filamentous bacteriophages. In R. Calendar and
S. T. Abedon (eds.), The Bacteriophages. Oxford: Oxford University Press,
pp- 145-60.

Stent, G. S. 1963. Molecular Biology of Bacterial Viruses. San Francisco, CA: W. H.
Freeman.

Stirm, S. 1994. Examination of repeating units of bacterial exopolysaccharides.
InJ. N. BeMiller, D. ]. Manners, and R. . Sturgeon (eds.), Methods in Carbo-
hydrate Chemistry. New York, NY: Wiley, pp. 143-54.



Sutherland, I. W., K. A. Hughes, L. C. Skillman, and K. Tait. 2004. The interaction
of phage and biofilms. FEMS Microbiol. Lett. 232: 1-6.

Wei, W., and S. M. Krone. 2005. Spatial invasion by a mutant pathogen. J. Theor.
Biol. 236: 335-48.

Weld, R. J., C. Butts, and J. A. Heinemann. 2004. Models of phage growth and
their applicability to phage therapy. J. Theor. Biol. 227: 1-11.

Yin, J. 1991. A quantifiable phenotype of viral propagation. Biochem. Biophys. Res.
Commun. 174: 1009-14.

Yin, J. 1993. Evolution of bacteriophage T7 in a growing plaque. J. Bacteriol. 175:
1272-7.

Yin, J., and J. S. McCaskill. 1992. Replication of viruses in a growing plaque: A
reaction-diffusion model. Biophys. J. 61: 1540-9.

You, L., and J. Yin. 1999. Amplification and spread of viruses in a growing plaque.
J. Theor. Biol. 200: 365-73.

You, L., P. F. Suthers, and ]. Yin. 2002. Effects of Escherichia coli physiology on
growth of phage T7 in vivo and in silico. J. Bacteriol. 184: 1888-94.

®

HIMO¥YD NOILVINdOd IDVHI NO FINIDNYLS TVILLVAS 10 LDVAINI



CHAPTER 5

Contribution of lysogeny, pseudolysogeny, and
starvation to phage ecology

Robert V. Miller* and Martin J. Day

5.1 INTRODUCTION

How do bacteriophages exist in the hostile environments that their bacte-
rial hosts inhabit? In most environments, from the desert to the mammalian
gut, bacteria live for most of their existence in a starved state (Koch, 1971;
Morita, 1997) where energy, carbon, and other resources are in scarce supply.
Under such conditions we know that the latency period for phage infection
lengthens, that the burst size is greatly reduced (Kokjohn et al., 1991), and
that the half-life of virion infectivity (rate of decay) is short (Miller, 2006);
yet total counts of virus-like particles present in environmental samples are
high. Clearly bacteriophages have evolved strategies for surviving under these
unfavorable conditions. As survival-enhancement strategies, many biolog-
ical entities, from bears to bacteria, have evolved dormant states. During
phage infection we recognize analogous dormant states as lysogeny and as
pseudolysogeny. In this chapter we explore several aspects of the ecological
consequences of these “reductive” infections.

In addition to the material presented here, we direct the reader to addi-
tional reviews considering lysogeny, pseudolysogeny, and phage infection
of starved bacteria: Barksdale and Arden (1974), Ackermann and DuBow
(1987), Schrader et al. (1997a), Robb and Hill (2000), and Miller and Ripp
(2002). Related issues, especially of phage contribution to bacterial genotype
and phenotype, are also considered in Chapters 11 and 14.
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5.1.1 Phage lifestyles

Bacteriophages can potentially exhibit three different lifestyles, dis-
tinguishable as functions of phage genetics, host genetics, and host
physiological status. These lifestyles are described as productive, lysogenic,
and pseudolysogenic. Productive infection, in turn, may be distinguished
into lytic versus chronic, though only the former (lytic infection) will be
emphasized here. For an expanded view of the various phage lifestyles, see
Table 1.1 (Chapter 1).

Phage productive infection is characterized by bacterial adsorption that
is rapidly followed by replication of the phage genome, synthesis of viral
components, and release of mature phage particles such as through cell lysis
(Fig. 2.1, Chapter 2). Lysogeny is the indefinite persistence of a temperate
phage genome, as a mostly quiescent prophage, in the host cell. It is latent
and so its presence does not promote cell death or the production of phage
particles. Pseudolysogeny, on the other hand, is the unstable presence of
a bacteriophage genome in a host bacterium, where that genome fails to
replicate either as a productive infection or in step with cell division as a
lysogenic infection (see Table 1.1, Chapter 1, for issues concerning use of the
term pseudolysogeny). Traditionally only double-stranded (ds) DNA phages
have been believed capable of forming lysogens; however, this is now known
not to be the case, as the temperate Vibrio cholerae phage CTX® (Chapter 14)
has been shown to have a single-stranded (ss) DNA genome (Val et al., 2005).
To date the only report of a lysogeny-like state in RNA bacteriophages is the
establishment of a “carrier-state” in which the genomes of dsRNA phages
phi-6 and phi-8 have been shown to replicate as stable episomes with the
expression of certain, but notall, of the phage-encoded genes (Sun et al., 2004).

5.1.1.1 Lysogeny

Lysogeny, by definition, is one consequence of an infection of a bacterium
by a temperate bacteriophage (Miller, 2004), where the phage downregulates
its gene expression to establish a quasi-stable, long-term relationship between
the phage (now a prophage) and its host. Prophage replication is coordinated
with host-genome replication and progeny prophages are distributed to each
daughter cell at division. The molecular and physiological basis for lysogeny
by bacteriophage A in Escherichia coli has been highly studied and delineated
(Ptashne, 2004). Evidence of the importance of lysogeny in bacterial evolution
can be found in the bacterial genome, with whole-genome sequencing indi-
cating the common prevalence of prophages, including vestigial prophages
(the remains of bacteriophage genomes). Many bacteria, in fact, have
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multiple prophages present in their genomes — E. coli 0157:H7 strain Sakai,
for example, contains parts of 18 prophage genomes. This amounts to 16%
of its total genomic content (Canchaya et al., 2003).

Prophage residence often elicits new phenotypes in the host (lysogenic
conversion; Section 5.5.1) that increase host and, presumably, prophage fit-
ness. Frye and colleagues (2005) suggest that successful niche occupation
by bacteria can occur through the lysogenic conversion that results from
temperate-phage infection of bacterial strains; that the flexibility and mobil-
ity of phenotypes delivered by temperate phages thus contributes to the suc-
cess of the bacterial species. Edlin et al. (1975) suggest, further, that lysogeny
influences community composition by allowing survival and/or dominance
by lysogens. These new phenotypes may even open new ecological niches to
the lysogen by providing it with new metabolic functions or virulence factors
(Mahenthiralingam, 2004; Lindell et al., 2005; Chapter 14). The adaptation of
lysogeny thus modifies the typical predator—prey interaction between phage
and bacterium to a uniquely symbiotic relationship (for additional consid-
eration of lysogenic conversion, see also Chapters 11 and 14). The phage—
bacterium symbiotic relationship represented by lysogeny also provides safety
for the prophage from environmental insults that otherwise could result in
phage-virion decay (Section 5.2).

5.1.1.2 Pseudolysogeny

As compared to lysogeny, especially for phage A, a similarly detailed
mechanistic understanding of pseudolysogeny has yet to be developed
(Miller and Ripp, 2002). Pseudolysogeny describes a phage-host interac-
tion in which the phage, upon infecting its host, elicits an unstable, non-
productive response (Baess, 1971). Neither lysogeny nor productive growth
is initiated. However, the viral genome is maintained in the host cell for
potentially extended periods of time. Miller and Ripp (2002) christened this
unstable phage genome a “preprophage” in keeping with the nomenclature
of lysogeny. They hypothesized that the pseudolysogenic response occurs
because the host cell is so dramatically starved that it cannot provide the
phage with the necessary energy and substrates required for either a produc-
tive or lysogenic response.

Cellular starvation in environmental ecosystems is commonplace (Koch,
1971, 1979; Morita, 1997), though in many cases these periods of famine are
interspersed with periods of relative feast. Following the acquisition of such a
nutrient source by the pseudolysogen (that is, the preprophage-infected bac-
terium), the preprophage is supplied with sufficient energy to initiate virion
formation (lytic or productive response) or establish a stable true-lysogenic (or



reductive) relationship. As virions are rapidly inactivated in many hostile envi-
ronments (Miller, 2006; Section 5.2.2), the overall result of pseudolysogeny
is to protect and thereby extend the viral genome’s lifetime under conditions
where bacteria may be more readily acquired than productively infected. This
delay between phage adsorption and productive infection may explain at
least in part the numerical “largeness” of environmental phage communities
(Section 5.3).

5.2 IMPACT OF ENVIRONMENTS ON PHAGES

In this section we focus on the environmental impact on phages by means
of influencing bacterial physiology and thereby phage infection dynamics. As
a consequence, many environmental conditions limit production of high viral
titers. This impact is especially important given that, for example, phages in
aquatic environments are unstable and therefore have short infective half-
lives (Saye et al., 1987; Saye and Miller, 1989; Wommack and Colwell, 2000) —
decay rates of 5-30% per hour are not uncommon (Miller, 2006) and occur
even though several factors in the environment, such as attachment to sus-
pended particulates, may stabilize virions to some extent (Ripp and Miller,
1995; Chapter 11). Thus, environments can impact phages in terms of both
titers produced (phage replication) and titers retained (phage decay).

5.2.1 Impact of nutrients on phage replication

The nutritional and physiological states of the bacterial host are
paramount in determining the consequences of phage infection (Farrah,
1987; Moebus, 1987; Williams et al., 1987; Miller and Ripp, 2002; Ptashne,
2004; Miller, 2006). They can affect an infecting virus in four ways. First, nutri-
tional status can impact phage receptor presence. For instance, Escherichia
coli grown on medium containing a carbon source other than maltose will
be resistant to phage A infection because they will lack maltose permease,
which otherwise would serve as the phage receptor (the inducible malB gene
product; Ptashne, 2004). Second, as reviewed immediately below (Sections
5.2.2 and 5.2.3), nutritional status can impact phage growth parameters such
as burst size and latent period. Third, when ATP levels are higher than levels
of cyclic-AMP, as in a physiologically energy-rich phage-sensitive bacterium,
then the lytic-lysogenic molecular switch can be biased toward lytic infection
(i-e., as seen with the virulent response of phage 1), while the opposite physi-
ological state will set the switch towards a lysogenic response (Ptashne, 2004;
Section 5.3.1; see also Section 5.4.2). Lastly, phage genes can impact rates of
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lysogen replication, especially under starvation conditions (Section 5.2.4). In
other words, the bacterial nutritional state can profoundly impact the way a
temperate phage replicates.

5.2.2 Impact of host starvation on phage lytic growth

Lenski (1988) demonstrated that maximum yields and shortest latency
periods for phage infection are achieved when the host is growing under
optimal conditions (not often achieved in the environment). Several studies
have explored the influence of environmentally significant host generation
times on the efficiency of phage production (Kokjohn et al., 1991; Proctor
et al., 1993; Guixa-Boixareu et al., 1996; Moebus 1996a, 1996b; Schrader et al.,
1997b; Middelboe, 2000). These studies have revealed that latency periods are
lengthened and burst sizes of progeny phage particles reduced when com-
pared to laboratory-grown hosts (see also discussion in Chapter 10). Kokjohn
et al. (1991) demonstrated that the Pseudomonas aeruginosa phage F116 had a
latency period of 240 minutes in starved hosts while the period from infection
to lysis was only 100-110 minutes in host grown under optimal conditions
in the laboratory. The average burst size of this phage in starved hosts was
four phage particles per infected starving P. aeruginosa cell, while 27 particles
were produced in a well-fed host cell.

The same authors (Kokjohn et al., 1991) demonstrated that the burst size
of UT1, a P. aeruginosa phage isolated from the eutrophic Fort Laudon Lake
near Knoxville, Tennessee (Ogunseitan et al., 1990), had a latency period of
70-80 minutes with a burst size of 65 in exponentially growing hosts, but the
latency period was greater than 110 minutes, with only six particles produced,
in a starved host cell. Schrader et al. (1997b) observed similar changes with
various P. aeruginosa and E. coli phages. For instance, the burst size of P.
aeruginosa bacteriophage was reduced ten-fold in starved cells compared to
exponentially growing hosts.

5.2.3 Impact of inorganic factors on phage lytic growth

Limitations in other nutritional and environmental factors have also been
shown to affect phage production. Wilson et al. (1996) reported that nitrate and
phosphate depletion reduced the burst size and titer of bacteriophages even
though phosphate limitation did not affect adsorption rate of the cyanophage
S-PM2. The reduction in titer was due to the large fraction of cells that did
not produce any virions. Wilson et al. (1998) reported similar finding in
a phosphate-limited mesocosm. Addition of inorganic nutrients stimulated
phage production in natural subtropical estuarine ecosystems (Hewson et al.,



2001) and in both planktonic and algenate-associated Pseudomonas fluorescens
infected with bacteriophage ¢R2f (Smith et al., 1996).

Various investigators have hypothesized that the greater effect of phos-
phate over nitrate is due to the higher ratio of nucleic acid to protein in viruses
than in other types of organisms (Bratbak et al., 1993a). In this context, it is
interesting to note that inspection of the genomic sequence of the marine
virus Roseophage SIO1 suggests that this phage has acquired the gene for
a host-derived protein that is induced during phosphate limitation (Rohwer
et al., 2000). Likewise, phosphate-stress genes have been identified in the
complete genome of KVP40, a T4-like phage infecting a broad range of Vib-
rio spp. (Miller et al., 2003), and Sullivan et al. (2005) identified two T4-like
cyanophages that, in addition to host photosynthetic genes (psbA and hiliP),
contained phosphate-inducible genes (phoH and pstS). These authors believe
that these genes are likely involved in adaptation to phosphate stress, which
is often a limiting factor in marine environments.

5.2.4 Prophages and nutrient impact on host growth

The finding that the relative reproductive rate (fitness) of an E. coli lyso-
gen is raised by the presence of a temperate prophage (Lin et al., 1977) under
some environmental conditions indicates an additional complexity in the
bacterium-prophage symbiosis. The prophage enhances the growth rate of
the lysogen during aerobic growth in glucose-limited chemostats and retards
the rate during anaerobic growth. Widely different temperate phages such as
A, P1, P2, and Mu increase the reproductive rate of E. coli lysogens in limiting
glucose (Lin et al., 1977). Thus, these phages have two reproductive strategies.
They adopt a lysogenic life cycle when the host is in a poor physiological con-
dition and convert to a productive life cycle (which is lytic for most temperate
phages) under more physiologically favorable ones.

5.2.5 The paradox of viral numbers

The 1990s were characterized by a new interest in phage ecology and
the application of new techniques to the study and enumeration of bacte-
riophages in the environment (Suttle, 1993; Miller, 1998b). These studies
made it obvious that earlier estimates of phage numbers in the environment
were wrong and that phage numbers — especially total counts in aquatic
environments — were quite high, with particle concentrations often exceed-
ing 108 /mL (Miller and Sayler, 1992; Chapter 10; see also Chapter 11). Today
it is well established that bacteriophages play an important role in the ecol-
ogy of natural ecosystems and that phage-like particles are present in high
numbers in most environments (Wommack and Colwell, 2000; Miller, 2006).

®

XD010Dd IDVHJ OL NOLLVAYVIS ANV ‘ANIDOSATOANISd ‘ANTDOSAT 40 NOLLAIIIINOD



®

ROBERT V. MILLER AND MARTIN J. DAY

We are now left with a dilemma. How are large numbers of bacterio-
phages maintained in environments that seem hostile to phage development
and propagation? How do phages survive long droughts in host energy supply
if their virions are unstable? Even though most estimates of phage numbers
in the environment do not distinguish between infective and non-infective
phage-like particles, the existence of reservoirs of phages in natural environ-
ments must be entertained to explain their survival and high numbers. These
reservoirs have been created by the implementation of strategies developed by
bacteriophages over evolutionary time to raise their endurance and increase
their potential for survival. They are based on the adoption of alternate, if
quiescent, lifestyles: lysogeny and pseudolysogeny.

5.3 LYSOGENY: STRATEGY FOR LONG-TERM SURVIVAL
5.3.1 The lytic-lysogenic decision

Two lifestyles for the icosahedral-tailed phages have long been recog-
nized. The ecology of the first, productive or lytic infection, is reviewed in
detail in Chapters 2, 3, and 4. In addition, many phages (and perhaps all
phages when existing under certain environmental conditions) have the abil-
ity to initiate a reductive or temperate infection (lysogeny or pseudolysogeny;
Miller, 2004). The choice between productive and reductive lifestyles is deter-
mined to a great extent by the metabolic health of the host at the time of
infection (Ptashne, 2004). When a phage encounters a host that is unlikely
to provide the essential building blocks and energy needed for development
of progeny virions, a series of molecular events is initiated that leads to the
repression of the expression of a majority of phage genes and the establish-
ment of the viral genome (termed a prophage) in the host cell. Anthropo-
morphically, we can think of this as the decision by the phage to wait out
hard times in hopes that the “good times will roll again” at some time in
the future. In other words, the phage is betting that the host cell at some
point will become metabolically better able to produce a reasonable (that is,
a larger) burst of progeny virions.

A bacterium containing a prophage is described as a lysogen. When a
lysogen replicates, its chromosome divides and the prophage is also repli-
cated and then partitioned between the daughter cells. Various environmen-
tal conditions can lead to the termination of lysogeny (Miller 2000, 2004;
Ptashne, 2004). These are often conditions that damage DNA and induce the
SOS repair systems of the host (Miller, 2000; Ptashne, 2004). This is not to
say that the prophage itself is DNA damaged, but instead that the host is
experiencing insults that, perhaps, could impact the host’s survival and, by



extension, the survival of the prophage. The termination of lysogeny, through
induction, serves to sever the link between prophage and bacterial survival,
presumably resulting in increased odds of survival of the phage genome.

5.3.2 Lysogeny consequences

In the laboratory, lysogenic strains can be recognized by several charac-
teristics (Miller, 2004; Ptashne, 2004). These include the presence of virions
in liquid growth cultures due to spontaneous termination of lysogeny in a
minority of cells each generation. This termination of lysogeny is followed
by a productive cycle that produces virions and, for lytic phages, ends with
the lysis of the host, releasing the phage particles into the culture medium.
Lysogenized bacteria are also immune to superinfection by the virions of the
same immunity type as the resident prophage (Chapter 8). In the lysogen,
a soluble repressor that binds to regulatory operators in the phage genome
represses the expression of the prophage. The presence of this repressor in
the cytoplasm of the lysogen leads to immediate repression of expression
of any sensitive infecting viral chromosome due to binding of the repressor
protein to the operator sites of the superinfecting genome (Ptashne, 2004). In
addition, a prophage can contain genes that are expressed during reductive
growth that alter the phenotype of the host. This phenomenon, known as lyso-
genic conversion, can provide the host with new phenotypic characteristics
(Section 5.5.1; Chapter 14).

5.3.3 Lysogeny in aquatic environments

Since 1990, many studies of lysogeny in situ have been carried out in
aquatic environments (Miller, 2006). Aquatic environments have many char-
acteristics that do not favor phage production while still containing high
numbers of phage-like particles. These environments are populated by slow-
growing bacteria at relatively low concentrations of 10°-10°/mL (Bratbak
et al., 1990, 1993b; Thingstad et al., 1993). The bacteria find themselves in a
situation where nutrients are only available on a sporadic basis and growth
is likewise sporadic. Bacteria in these, as well as terrestrial environments,
often live in biofilms (Chapters 4 and 11). Several reports have indicated that
biofilms are excellent environments for the development of lysogeny under
carbon-limiting conditions (Corbin et al., 2001; Sutherland et al., 2004).

Many temperate bacteriophages and cyanophages have been isolated
from aquatic environments (Baross et al., 1978; Rambler and Margulis, 1979;
Muramatsu and Matsumoto, 1991; Ripp et al., 1994; Mitra et al., 1995; Pajni
etal. 1995; Wilson et al., 1996; Jiang et al., 1998). Ackerman and DuBow (1987)
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have estimated that between 21% and 60% of environmental bacteria are
lysogenic. If anything, recent evidence suggests that this number is low.
In a study of lysogeny during a bloom of cyanobacteria in a pristine
fjord in British Columbia, Canada, Ortmann et al. (2002) found that 80%
of heterotrophic bacteria and 0.6% of cyanobacteria contained prophages
inducible with mitomycin C. Miller et al. (1992) conducted a study in Fort
Loudon Lake in Tennessee that showed more than 80% of the P. aerug-
inosa isolates from the lake contained bacteriophage sequences in their
genomes.

Most commonly, mitomycin C induction of prophages (Jiang and Paul,
1998; Ortmann et al., 2002; Lisle and Priscu, 2004), ultraviolet (UV) light
induction (McKay and Baldwin, 1973; Rambler and Margulis, 1979; Miller,
2000), and in situ hybridization (Ogunseitan et al., 1990, 1992; Miller et al.,
1992) have been used to identify lysogens in nature. Each of these methods
has drawbacks. Not all prophage are inducible with mitomycin C or UV
light, so an underestimate is produced. Likewise, DNA probing depends on
the isolation of a representation of viral genomic material from the ecosystem
to prepare the probe (Miller et al., 1992; Ashelford et al., 2003). The methods
currently available to us are thus doomed to miss many lysogens.

The frequency of lysogeny has been investigated in several aquatic
environments where the amount of available carbon and energy varied
(Weinbauer and Suttle, 1996, 1999; Paul et al., 1997; Jiang and Paul, 1998). In
each of these studies, higher frequencies of lysogeny were noted in the more
oligotrophic portions of the environment, where carbon and energy were
most limited. In the Gulf of Mexico, Weinbauer and Suttle (1996, 1999) found
that 2-11% of bacteria contained inducible prophages in oligotrophic offshore
waters, compared to 1-2% in coastal waters. Gradients of lytic cyanophages
were observed by Sullivan et al. (2003), with high levels in coastal waters
and low levels in oligotrophic open-ocean waters. These authors speculate
that differences in population diversity, growth rates, and the incidence of
lysogeny underlay these trends. Finally, Lisle and Priscu (2004) found that the
frequency of lysogeny was high in the carbon-limited lakes of the McMurdo
dry valleys of Antarctica.

5.3.4 Lysogen induction in aquatic environments

McDaniel et al. (2002) followed induction of lysogenic Synechococcus spp.
in Tampa Bay, Florida. They found seasonal variation in the rates of prophage
induction and a presumably associated variation in the frequency of lysogens
and the titer of virions in these waters. Induction was highest in the late



winter months and was consistent with a pattern of lysogeny maintenance
during times of low host availability, resource limitation, and other adverse
environmental conditions. Lysogeny was fostered during times when it was
most advantageous to ensure viral survival. The authors speculate that the
limited number of lysogens and higher titers of virions observed during the
summer months might be due to greater exposure to UV light and/or the
higher water temperatures. These environmental factors have been shown
to increase induction rates of many prophages, leading to bacterial lysis and
virion production. These data seem consistent with an earlier study in Tampa
Bay thatindicated a seasonal switch from “dormant” lysogens (those that were
not capable of induction by mitomycin C) in the winter to inducibility in the
warmer months (Cochran and Paul, 1998).

Miller (2001) carried out a study in the Gulf of Mexico in which lysogenic
and non-lysogenic Vibrio parahemolyticus were incubated in situ in marine
microcosms. Half of the microcosms were exposed to solar radiation con-
taining solar UV light and half were incubated under conditions where they
were protected from UV exposure. Those exposed to solar UV irradiation
showed a diel induction of the lysogens resulting in an increase in the titer of
virions and reduction in the number of lysogenic bacteria in the microcosm.
These results were not observed in the microcosms that were not exposed to
UV light. This study lends credence to the hypothesis of McDaniel et al. (2002)
that solar UV can greatly affect the frequency of lysogens in natural popula-
tions of aquatic microorganisms. See Chapter 10 for additional consideration
of phages as found in aquatic habitats.

5.3.5 Lysogeny in terrestrial environments

Studies in terrestrial ecosystems have also shown correlations between
host-cell density, nutrient availability, and the frequency of temperate phages.
Ashelford et al. (1999) studied the seasonal variation of temperate and lytic
Serratia phages found in a sugar beet rhizosphere. They found high levels
of virions of temperate phages during periods of high host-cell density and
elevated metabolic activity early in the growing season, but titers were much
lower when cell densities were low due to nutrients dwindling late in the
growing season. Consistent with the findings of McDaniel et al. (2002) in
the aquatic ecosystem, these data are suggestive of the productive outcome
of infection of bacteria by temperate phages during times of plenty in the
rhizosphere microbial community, and the choice of lysogeny establishment
(reductive lifestyle) when environmental factors become limiting. See Chap-
ter 11 for additional consideration of phages as found in terrestrial habitats.
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5.3.6 Feast—famine impact on lysogen prevalence

The role of nutrient availability in the induction of lysogens in aquatic
environments was studied by Miller and Ripp (1998). They prepared micro-
cosms of starved P. aeruginosa and on a sporadic schedule added limiting
concentrations of yeast extract as a carbon and energy source. The micro-
cosms contained two genetically identifiable strains of P. aeruginosa. The first
strain (Strain I) was lysogenic for bacteriophage F116 (Miller et al., 1974). The
second (Strain II) was not lysogenic but was sensitive to infection by F116.
Initially the microcosms consisted of Pseudomonas Minimal Medium (Miller
and Ku, 1978) containing a very low level of nutrient (yeast extract at 10 —>%
[wt/vol]). The microcosms were inoculated and maintained for several days
to ensure that the host bacteria were starved for nutrients. Each week, a spike
of nutrient consisting of yeast extract (10 ~>%, final concentration) was added
to the culture. These conditions were designed to simulate the feast-famine
cycles so often encountered by microorganisms in the natural environment
(Koch, 1971). Within the 24-48 hours following each nutrient spike, an induc-
tion of Strain I lysogens occurred, resulting in a rise in the relative number
of phage particles. At the same time an increase in the percentage of Strain II
cells exhibiting the characteristics of lysogeny was seen. Nutrient spikes con-
tinued on a weekly basis up to 110 days. Each was followed by increases in the
relative numbers of virions and percent lysogeny of Strain II. No increases
were observed in control microcosms that were not spiked with nutrient.
These data illustrate that nutrient availability dramatically affects phage-host
interactions.

Some exceptions have been noted. Burroughs et al. (2000) observed lit-
tle correlation of gross nutritional status with burst size and frequency of
lysogeny establishment in a study of streptomycetes and their phages in a
soil microcosm. They felt that physical processes within the environment
such as nutrient diffusion were more important effectors of the ecosystem’s
dynamics. Their findings illustrate that consideration of nutritional concen-
trations are not sufficient in predicting an ecosystem’s ability to support viral
growth and phage-host interaction. Instead, determination of micro-scale
nutrient availability to the host must be considered, particularly in terrestrial
ecosystems.

5.3.7 Ecological relevance of lysogeny

John Mittler (1996) has modeled the evolution of the genetic switch used
by temperate bacteriophages in the decision-making process of lytic growth
versus the establishment of lysogeny. Using a chemostat model, he found that



in variable environments those bacteriophages that choose lysogeny more
often are favored over those with low probability of establishing lysogeny.
He found that the probability of survival also increased when lysogens had
higher rates of induction as environmental factors became favorable. The
opposite characteristics were found to be important for phage survival in con-
stant environments. Mittler’s findings are just those that would be expected
if lysogeny is an evolutionary adaptation for survival in changing environ-
ments. Consistent with this hypothesis, Mittler’s simulations suggest that
in both constant and variable environments, phages that evolved moderately
low rates of lysogeny establishment and induction are able to “hedge the
bets.” They can deal with changes in environmental factors (particularly host
and nutrient availability) in variable environments without sacrificing their
ability to compete in environments where conditions are stable.

The establishment of lysogeny requires that some energy and resources
be available to the infecting phage genome (Miller, 2004). In highly olig-
otrophic environments, bacteria may not possess even these minimal require-
ments necessary for the establishment of lysogeny. What then is the fate of
viruses that infect such hosts? Evidence is mounting for a transient state of
host—viral interaction (Section 5.4), referred to as “pseudolysogeny,” which
was alluded to by Twort (1915) and first fully described in an environmental
setting by Romig and Brodetsky (1961).

5.4 PSEUDOLYSOGENY: STRATEGY FOR
MEDIUM-TERM SURVIVAL

In 1992, Ogunseitan et al. studied the frequency of lysogeny in Fort
Loudon Lake, Knoxville, Tennessee. As mentioned earlier, it had been dis-
covered that approximately 80% of P. aeruginosa isolates from that lake con-
tained phage-specific DNA homologous to nucleic acid probes available to
these investigators. Even so, only 1-7% of the isolates contained inducible
prophages or displayed the characteristics commonly associated with true
lysogeny (Section 5.3.2). This led these investigators, like many before them,
to search for evidence of an alternative relationship, that is, for evidence of
pseudolysogeny.

5.4.1 Defining pseudolysogeny

The state of pseudolysogeny was first imagined by Twort (1915).
Although discussed in André Lwoff’s famous review of lysogeny (1953), the
phenomenon was virtually ignored until Romig and Brodetsky (1961) clearly
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Figure 5.1 The progressive relationships between host cells and temperate and virulent
bacteriophages.

described it in exploring the relationship between Bacillus spp. and their
viruses in desertsoils, although they did not use the term specifically. Thus the
exact origin of the term is difficult to discover. Even then, pseudolysogeny’s
potential importance to phage ecology has been recognized only in the recent
past. Operationally, the term describes a phage—host interaction in which the
nucleic acid of the phage (preprophage), following infection, neither estab-
lishes a long-term stable relationship (lysogeny) nor produces virions (which
in practice is a lytic response though it could broadly be described as a pro-
ductive response). The phage nucleic acid simply resides within the cell in
a non-active state. Unlike true lysogeny, the preprophage does not replicate
and is not segregated equally into all progeny cells (Baess, 1971; Ackerman
and DuBow, 1987; Ripp and Miller, 1997, 1998).

The interrelationships among the phage lytic lifestyle, lysogeny, and
pseudolysogeny in an environmental habitat are illustrated in Figure 5.1.
Both temperate phages and those that express a lytic phenotype under lab-
oratory conditions often exhibit pseudolysogenic characteristics in environ-
mental settings (Ogunseitan et al., 1990; Miller and Ripp, 2002). Ripp and
Miller (1997) hypothesized that under environmental conditions where cells
are highly starved (Koch, 1971; Morita, 1997) insufficient energy is available
in the host cell to initiate either of these typical laboratory-defined responses.
However, when nutrients become transiently available to the host cell and
sufficient energy becomes available for phage metabolism to proceed, the
preprophage initiates either establishment of true lysogeny or expression of
the lytic cycle.



Phages capable of establishing pseudolysogeny typically show highly
turbid plaques when initially isolated on host bacteria grown under
environmental conditions (Ripp and Miller, 1997, 1998; Miller and Ripp,
2002). Upon subculture on hosts grown on rich media, under ideal laboratory
conditions, plaque turbidity is highly reduced, often exhibiting a “clear” phe-
notype (see Chapter 4 for more on plaque turbidity). Thus, pseudolysogeny
provides obligately lytic phages (i.e., phages which cannot display lysogeny;
Chapter 1) with an alternative strategy, other than reproductive lysis, upon
infection of a bacterium found in a poor physiological state. In doing this, their
host survives the infection, and may propagate slowly to form a small pool
of pseudolysogenized progeny. However, the preprophage does not propa-
gate and is segregated into only one cell in the microclone. As more optimal
growth conditions occur and the host cell’s physiology returns to normal,
then virion production can be initiated.

As indicated above, the major difference between lysogeny and pseu-
dolysogeny is the lack of phage-genome replication. Thus during pseu-
dolysogeny, but not lysogeny, there is a unilateral inheritance of the phage by
just one of the daughter cells at cell division. When studied in situ or under
environmental conditions in the laboratory, pseudolysogens typically do not
spontaneously release phage virions, as is seen with true lysogenic cultures
grown under ideal conditions. Even so, molecular analysis such as colony
hybridization will demonstrate the presence of the preprophage sequences
(Ripp and Miller, 1997). Lack of superinfection immunity and superinfection
exclusion (Chapter 8) are also characteristic of pseudolysogens (Wommack
and Colwell, 2000; Williamson et al., 2001; Miller and Ripp, 2002).

5.4.2 Examples of pseudolysogeny

Pseudolysogeny has been observed in many species of bacteria, which
we review below. These observations demonstrate an essential characteristic
of pseudolysogeny: regulation by environmental conditions that restrict host
growth and survival (Ripp and Miller, 1997; Wommack and Colwell, 2000).
Nevertheless, the molecular and physiological basis for pseudolysogeny is
not yet understood.

5.4.2.1 Pseudolysogeny with Pseudomonas hosts

Ripp and Miller (1997, 1998) carried out several studies with the P. aerug-
inosa phages UT1 (Ogunseitan et al., 1990) and F116 (Miller et al., 1974). The
first study established the ability of long-term pseudolysogens of F116 to
resolve into active virion production or stable, true lysogenic relationships
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with their hosts. Even after 43 days of starvation, a nutrient spike to the
starved host allowed the F116 preprophage to elicit the production of virions,
thereby indicating both the maintenance of a pseudolysogenic state and its
resolution into productive infection (Ripp and Miller, 1998).

A second set of experiments utilized continuous culture conditions for P.
aeruginosa (Replicon et al., 1995) to study the dynamics of the pseudolysogenic
relationship in very slow-growing populations (14-hour generation times;
Ripp and Miller, 1998). Chemostat samples were analyzed for the numbers
of true lysogens (i.e., those isolates that were capable of spontaneous release
of mature virions) and for pseudolysogens (i.e., isolates that did not produce
virions but demonstrated the presence of phage F116 genomes by colony
hybridization). Throughout the extended life of the chemostat, a highly vari-
able portion (18-83%) of the population was shown to be pseudolysogenic.
When the progeny of individual pseudolysogenic isolates from the chemostat
were analyzed, only a small and variable fraction of the daughter cells con-
tained the phage genome. Ripp and Miller (1998) hypothesized that due to
the severely starved state of the host, not enough energy was available to the
infecting phage genome to establish stable lysogeny and the preprophage was
not replicated in synchrony with the host genome. As in abortive transduc-
tion (Arber, 1994), only one of the two daughter cells from each cell division
acquired the viral genome.

Similar results were obtained when microcosms of P. aeruginosa F116
pseudolysogens were incubated in situ in a semi-oligotrophic freshwater lake
(Rippand Miller, 1998). While microcosms incubated at the bottom of the lake
produced no phage-releasing cells (true lysogens), about 20% of the starved
population exhibited characteristics of pseudolysogeny. In a later publica-
tion, Miller and Ripp (2002) speculated that the lack of mature phages in
these bottom-incubated microcosms (surface microcosms did produce some
inducible lysogens) was due to the lack of solar UV light exposure. Such expo-
sure has been shown to be important in the induction of many environmental
lysogens including F116 (Kokjohn and Miller, 1985; Suttle and Chen, 1992;
Kidambi et al., 1996; Miller, 2001; see also Section 5.3.4).

Similar experiments were carried out by Miller and Ripp (2002) using
the obligately lytic phage UT1 (Ogunseitan et al., 1990). They demonstrated
that an environmental equilibrium between starved host cells and obligately
lytic phages can be established such that the host is not eradicated but instead
serves as a long-term safe haven for the viral genome. When environmen-
tal conditions improve (nutrients become available), phage particles can be
produced. These investigators found that the frequency of pseudolysogeny
establishment was inversely proportional to the availability of nutrients.



Tuomi et al. (1995) saw a correlation between an increase in the ratio of
phage particles per bacterial cell and an increased availability of carbon and
energy in a seawater microbial community. Although the authors did not
investigate further, these data suggest the possibility that additional nutri-
ents increase levels of activation of lysogens or pseudolysogens leading to
the production of phage virions. The data are consistent with the findings
of Ripp and Miller (1997) that addition of an energy source to a freshwater
microcosm allowed 15-day-starved pseudolysogens of P. aeruginosa to lyse,
releasing phage particles. It has been well established in environmental stud-
ies that nutrient status influences the decision between lytic and lysogenic
growth upon primary infection (Wilson and Mann, 1997). Thus, the data of
Tuomi et al. (1995) extended the observation of a close link between nutrient
concentration and the maintenance and termination of lysogeny and pseu-
dolysogeny in salt-water environments.

5.4.2.2 Additional examples of pseudolysogeny

The Halobacterium salinarium—phage Hsl system illustrates the essen-
tial characteristics of pseudolysogeny (Torsvik and Dundas, 1980; Reiter
et al., 1988). Cultures of H. salinarium are often characterized by sporadic
lysis, with the release of phage Hs1. However, stable lysogenic clones of the
survivors cannot be subcultured, indicating pseudolysogenic infection. The
salt concentration of the medium is crucial to the outcome of infection of
H. salinarium with Hs1. This halophile will not survive at concentrations of
NaCl lower than 17.5% [wt/vol]. At this salt concentration phage infection is
invariably productive. However, as the concentration of salt approaches 30%,
a concentration that does not favor host growth, the majority of infections
lead to pseudolysogens. In other words, pseudolysogeny is favored under con-
ditions where it is likely to increase the potential for phage survival (Torsvik
and Dundas, 1980).

Pseudolysogeny of Azotobacter vinelandii by phage A21 was studied by
Thompson et al. (1980a, 1980b). They also observed that the unstable pseu-
dolysogenic state could be converted to a stable one of true lysogeny. This
observation is consistent with the idea that pseudolysogens do indeed rep-
resent preprophages in the sense that pseudolysogens of temperate phages
possess some potential to form lysogens instead of productive infections.

Los et al. (2003) studied pseudolysogeny in E. coli infected by the obli-
gately lytic phage T4. They used carbon-limited chemostats and found that
this phage can form pseudolysogens not only when growth is completely
inhibited but also in very slow-growing host cells. The rI gene product of this
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phage was demonstrated to play an important role in the establishment of
pseudolysogeny. This gene has previously been shown to be indispensable
for lysis inhibition in this phage (Paddison et al., 1998; Tran et al., 2005;
see Chapter 3 for further discussion of lysis inhibition). Thus, the transient
state of pseudolysogeny in both lytic and temperate phages may be activated
by regulation of rI-like genes. Clearly additional research is needed to fully
understand the molecular genetics of pseudolysogeny.

Besides Romig and Brodetsky’s (1961) observations of soil isolates of B.
subtilis, Bramucci et al. (1977) identified a pseudolysogenic phage in a soil
isolate of Bacillus pumilus. Several species of soil mycobacteria have demon-
strated characteristics of pseudolysogeny as well (Baess, 1971; Grange, 1975;
Grange and Bird, 1975). Pseudolysogens have also been identified in the
mycoplasma species Acholeplasma laidlawii (Roger, 1983). Phages isolated
from soil and animal droppings have been shown to exist in a state of pseu-
dolysogeny in Myxococcus virescens and M. fulvus (Brown et al., 1976), and
pseudolysogenic states have been identified in soil Streptomyces spp. (Marsh
and Wellington, 1992).

Aquatic systems have also yielded information on the occurrence of pseu-
dolysogeny. Ogunseitan et al. (1990, 1992), as noted above, studied lysogeny
and pseudolysogeny among lake Pseudomonas spp. Following careful scrutiny
of numerous marine phage-host relationships, Moebus (1996b, 1997) con-
cluded that pseudolysogeny is a common phenomenon in marine ecosys-
tems. Williamson et al. (2001) determined that isolates of the marine bac-
terium Listonella pelagia were unstable during long-term storage at —80° C
and exhibited various characteristics of pseudolysogens.

Pseudolysogeny has also been identified in human- and animal-
associated as well as pathogenic bacterial species. Drozhevkina et al. (1984)
inspected over 1000 isolates of Vibrio cholerae strains from ponds, sewage,
and fecal samples for the frequency of lysogens and pseudolysogens. Since
then, the cholera toxin associated with human disease has been found to be
associated with the temperate phage CTX® (Davis et al., 2000; Faruque et al.,
2000; Mukhopadhyay et al., 2001). In their study, Drozhevkina et al. (1984)
found that approximately 1% of the strains were pseudolysogens. Thus, pseu-
dolysogeny must be considered when developing epidemiological models for
this disease. Pseudolysogens of group A streptococci have also been discov-
ered to be associated with toxigenic conversion in that species (Nida and Fer-
retti, 1982), and a similar phage-carrier state (pseudolysogeny) is observed
among Bacteroides fragilis strains using DNA probes of phages isolated from
sewage (Booth et al., 1979).

Yet additional microorganisms have been shown to display character-
istics of pseudolysogeny. Archaebacterial isolates have been studied (Reiter



et al., 1988), and pseudolysogens identified in several environmental strains.
Wall et al. (1975) similarly identified “phage carriers” that they believed to
be pseudolysogens among strains from a collection of the photosynthetic
bacterium Rhodopseudomonas capsulata.

5.4.3 Ecological relevance of pseudolysogeny

Although described by Romig and Brodetsky (1961) in environmental
(soil) isolates of Bacillus subtilis, the environmental importance of pseu-
dolysogeny has only been seriously considered in the past 15 years (Miller
and Ripp, 2002). The pseudolysogenic state allows increased longevity of the
preprophage genome in hostile environments. In this state, the viral DNA has
the potential of enduring for extended periods of starvation of a host. In this
way, labile phage virions are not required to distinguish between starved and
not-starved bacteria, infecting only the former, but instead employ a mecha-
nism of phenotypic plasticity following adsorption: they initiate infection but
subsequently employ a productive, pseudolysogenic, or lysogenic infection
strategy depending on phage type and host physiology. Through evolution-
ary modifications, the phage thus has adapted itself for survival under harsh
environmental conditions (Roszak and Colwell, 1987).

Evidence is rapidly accumulating that pseudolysogeny is spread widely
among divergent environments and a wide variety of bacterial hosts (Section
5.4.2). Wommack and Colwell (2000) suggest that pseudolysogeny affords
“phage populations a means of quickly reacting to environmental changes.”
They hypothesize that influxes of small amounts of nutrients into a nutrient-
limited marine ecosystem can stimulate both bacterial production and bac-
terial mortality through lytic activation of preprophages.

5.5 PHAGE-INDUCED HOST ALTERATION

The evolution of lysogeny has allowed the creation of a symbiotic rela-
tionship between phage and host. Not only is the phage genome provided
with a safe haven from an antagonistic environment, but the host’s fitness
to deal with this same intimidating environment can be increased (Lin et al.,
1977). Through lysogeny, the host’s phenotype is altered by the addition or
loss of various characteristics due to expression of genes that are part of the
prophage’s genome. In some cases this phenomenon may be referred to as
various forms of specialized transduction (Breitbart et al., 2005), where bacte-
rial genes are carried by lysogen-forming temperate phages (Chapter 11). Fur-
thermore, some temperate phages have novel genes which when expressed
confer new phenotypes on the host cell. When phenotypes are so gained this
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is termed lysogenic conversion. In addition, bacterial genes can be moved
between hosts by viruses, a phenomenon referred to as generalized trans-
duction (Miller, 1998a, 2001, 2004; Chapter 11).

5.5.1 Lysogenic conversion

While supplying protection to the host from superinfection is its most
fundamental expression (Ptashne, 2004), the manifestation of lysogenic con-
version includes a multitude of characteristics. In different species of phages
and bacteria, these changes may include alteration in receptors that pro-
tect the bacterium from infection by other bacteriophages (Saye and Miller,
1989); acquisition of components of metabolic systems (Cavenagh and Miller,
1986; Ptashne, 2004) including a portion of the photosynthetic complex in
cyanobacteria (Mann et al., 2003; Lindell et al., 2004, 2005); and acquisition of
an ability to produce bacteriocins (Ivanovics et al., 1976), antibiotics (Martinez-
Molina and Olivares, 1979), or pili (Karaolis et al., 1999). One subcategory of
lysogenic-conversion genes encodes toxins that can enhance the virulence of
the bacterial host (Chapter 14). Another new trait conferred by many of the
larger genome phages is a restriction-modification system (Rocha et al., 2001).

5.5.2 “Lytic” conversion

Bacteriophages sometimes carry host-like genes that are expressed dur-
inglyticinfection. In temperate phages, these functions may also be expressed
during lysogeny. Here we present these phage-expressed functions as exam-
ples of “lytic” conversion to mirror the better-appreciated “lysogenic” con-
version effected by prophages (Section 5.5.1). Both phenomena, in general,
may be described as examples of “phage” conversion (Barksdale and Arden,
1974). The classical case is that of the diphtheria toxin genes that are carried
by corynebacteriophage 3 (Chapter 14) and expressed during both lytic and
lysogenic growth (Holmes and Barksdale, 1970).

An additional and interesting example of this phenomenon of “lytic”
conversion has recently come to light. Several cyanophages carry genes for
polypeptides (D1 and D2) that are found in the core of the photosystem II
(PSII) reaction center (Mann et al., 2003; Bailey et al., 2004; Lindell et al., 2004,
2005; Clokie et al., 2006). The Synechococcus cyanophage S-PM2 contains the
genes psbA and psbD, which code for D1 and D2. These proteins are very labile
and turnover rapidly in the PSII. The phage genes are expressed during lytic
infection and are believed to be important in maintaining the photocenter
activity during lytic development of this T4-like phage (Mann et al., 2003;



Bailey et al., 2004; Clokie et al., 2006; Lindell et al., 2005). This phage infects
not only Synechococcus spp. but also Prochlorococcus spp. (Bailey et al., 2004).
Other phages of Synechococcus and Prochlorococcus also contain these genes.

Cyanophage examples of “Iytic” conversion are not limited to genes
actively involved in photosynthesis. Instead, some Prochlorococcus phages
contain cyanobacterial analogs of the hli (high-light-inducible protein, HLIP),
petE (plastocyanin) and petF (ferredoxin) (Lindell et al., 2004). These proteins
are important to the photosynthetic process and protection from photobleach-
ing. Thus, phage genes can not only augment otherwise host-mediated pro-
cesses, but can overtly protect them as well.

Lindell et al. (2004) suggested that horizontal gene transfer (HGT) among
cyanobacteria mediated by these various cyanophages might play an impor-
tant role in ensuring the fitness of these organisms in their environmental
setting. Zeidner et al. (2005) examined uncultured environmental cyanophage
and prophage populations of Synechococcus. Their study revealed strong evi-
dence supporting the hypothesis that these genes are undergoing transduc-
tional HGT among Synechococcus and Prochlorococcus populations. By carry-
ing genes that enhance bacterial function during lytic phage infection, these
phages also serve as a genetic pool and therefore may play important roles in
the evolution of their host (Miller, 2004; Zeidner et al., 2005).

5.6 CONCLUSIONS

Bacteriophages are important in natural ecosystems. They regulate the
size of bacterial populations (Wommack and Colwell, 2000; Ashelford et al.,
2003; Chapters 2 and 10). They also increase bacterial diversity by regulating
horizontal gene transfer through virus-mediated transduction (Miller 1998a,
2004; Weinbauer and Rassoulzadegan, 2004; Chapter 11) and by lysogenic
conversion (Weinbauer and Rassoulzadegan, 2004; Section 5.5.1). Viruses
certainly have increased the diversity of their hosts (Chapter 10) and have
likely contributed to bacterial speciation (Miller, 1998a, 2004; Miller and Day,
2004; Weinbauer and Rassoulzadegan, 2004; Bull et al., 2006).

Within this context, lysogeny and pseudolysogeny have important envi-
ronmental and ecological consequences, increasing the likelihood of the sur-
vival of both the phage and its host. As it is clear that no more that 1%
of the bacterial “species” on earth can be cultured in the laboratory, it is
equally evident that our knowledge of the vast diversity of bacteriophage
“species” that influence environmental microbial communities is highly lim-
ited. Metagenomics and other modern techniques of molecular microbial
ecology need to be applied to the future exploration of the lysogenic, Iytic,
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and pseudolysogenic interactions between bacteriophages and their hosts.
Such techniques are critical to the advancement of our understanding of the
mechanisms of bacterial diversity and evolution.
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CHAPTER 6
Phage evolutionary biology

Siobain Duffy and Paul E. Turner*

6.1 INTRODUCTION

Evolutionary biology and microbiology, with the ushering in of the molec-
ular revolution, developed a tenuous relationship (Woese, 1994). Further iso-
lating these disciplines, once unified university biology departments split
in two, with organismal versus molecular emphases. Because phage biolo-
gists were pioneers in molecular biology, they were placed on the molecular
side of the divide along with the rest of microbiology, whereas evolutionary
biologists, with their less reductionist approaches to biology, were grouped
with researchers in zoology, botany, paleontology, and ecology (Rouch, 1997).
Consequently, microbiologists were physically isolated from model organ-
ism researchers such as Drosophila evolutionary geneticists, and intellectu-
ally removed from discoveries such as rapid ecological radiations of wild
populations and theories explaining biodiversity and speciation. Evolution-
ary biologists, in turn, were isolated from microbial experiments that bore
on evolution, even though some historically significant discoveries in evolu-
tionary biology used microbes, especially bacteriophages. Despite these past
rifts, there exists a newfound appreciation for the power of using microbes
to explore evolution and ecology: as molecular researchers had long realized,
there are profound advantages to employing small, relatively simple, and
rapidly replicating organisms as models for deciphering universal biological
truths. Microbiologists, too, in this age of genomics, are increasingly aware of
the crucial importance of ecology and evolution in their research. Within this
new research climate, bacteriophages — the most numerous organisms on our
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planet (Wommack and Colwell, 2000; Hendrix, 2002) — have come to be rec-
ognized as crucial to our understanding of past, present, and future processes
of evolution. This chapter furthers this ongoing synthesis by introducing the
principles of evolutionary biology with examples from the phage literature,
and by summarizing the current state of phage evolutionary biology.

This chapter also introduces the second emphasis of this monograph
(Part II: Phage evolutionary biology), which consists of Chapters 6, 7, 8, and
9. Chapter 7 takes an opposite tack from that employed in this chapter, har-
nessing our understanding of phage genomics and applying this knowledge
to elucidating principles of phage evolution. Chapters 8 and 9 then return to
the theme of employing phages as model systems in evolutionary biology:
Chapter 8 considers phage—phage interactions at or within individual bacte-
ria while Chapter 9 provides an overview of experimental adaptation from the
perspective of phages. See also Chapter 1 for additional discussion of phage
evolutionary biology.

6.2 WHAT IS EVOLUTIONARY BIOLOGY?

Evolutionary biology is an incredibly broad field that bridges all other
areas of biology, including phage biology. When public health microbiolo-
gists show that phages bearing toxin genes can turn benign bacteria into
virulent pathogens, they demonstrate the evolutionary importance of hori-
zontal gene transfer and sex in prokaryotes (Briissow et al., 2004; Chapters
11 and 14). When structural phage biologists note that the shape of the RNA-
dependent RNA polymerase in the dsRNA bacteriophage ¢6 is similar to that
of the mammalian hepatitis C virus — even though the amino acid sequences
show no homology — they note either remarkable convergent evolution or the
robustness of polymerase shape through common descent (Butcher et al.,
2001; Chapter 7).

The decades of effort by molecular biologists that determined the
sequences, functions, and structures of phage enzymes involved in DNA
synthesis, repair, and protein production were useful to biologists outside
the phage community, as both tools and concepts, because all biological enti-
ties on our planet are related through evolution. As Jacques Monod famously
quipped about the preferred host used in much of this classic phage research,
“What is true for E. coli is true for the elephant, only more so” (Monod and
Jacob, 1961). Consequently, all biologists owe a debt to the phage experiments
that revealed basic molecular underpinnings of the whole of biology, such as
evidence that nucleic acid (not protein) is the hereditary material (Hershey
and Chase, 1952) and elucidation of the general nature of the triplet genetic
code underlying protein translation (Crick et al., 1961). Even James Watson



and Francis Crick, co-discoverers of the structure of DNA (1953), respectively
were or were to become phage biologists.

6.2.1 Microevolution and population genetics

Evolution is change in the genetic makeup of a population that transcends
the lifespan of single individuals (Futuyma, 1998). Evolution encompasses
two levels of such change — change within a species (microevolution) and
change among species, including the origin of new species (macroevolution).
While nearly all of this chapter will deal with the processes and outcomes of
microevolution, speciation is considered in Section 6.6.

As “population change over time” defines evolution, it is useful to discuss
evolution in terms of changing genotype frequencies: population genetics.
There are five mechanisms that account for changes in genotype frequencies
within populations: mutation, recombination, natural selection, drift, and
migration (Hartl and Clark, 1997). This chapter will detail the first four of
these mechanisms and highlight the contributions of phage research to our
understanding of these forces. The effects of migration on phage evolution
(as opposed to the evolutionary ecology of source and sink habitats; Dennehy
et al., 2006) have been poorly explored in phages, and will not be discussed
(see, however, the discussion of phage metapopulation ecology in Chapter 2
and Morgan et al., 2005). After summarizing the canonical forces involved
in population genetics, we discuss several more complicated evolutionary
concepts, such as genotype-by-environment interactions (trade-offs, Section
6.5.1) and gene interactions (epistasis, Section 6.5.2).

6.3 CREATION OF VARIATION

The two mechanisms which can create genotypic variation are mutation
(Section 6.3.1) and recombination (Section 6.3.2). Mutation changes an exist-
ing allele — a particular gene variant — into a different allele by changing its
nucleotide sequence. Recombination usually changes which alleles exist in
combination rather than immediately altering allele frequencies in a popu-
lation. These new combinations of alleles are part of the variation among
individuals in the population. Other evolutionary forces serve to change the
frequencies of these variants over time (Section 6.4).

6.3.1 Mutation

It is simple to understand how mutation can change allele frequencies
in a population. Mutation — through polymerase error, natural enzymatic
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Figure 6.1 Jackpot distribution of mutations, after Luria and Delbriick (1943). The open
ovals represent phage-susceptible bacteria; the filled ovals are phage-resistant bacteria. As
the four populations grow (in the absence of phages), resistance mutations arise
spontaneously and the trait is passed along to direct descendants (daughter cells), causing
high variance in the frequency of resistant bacteria across populations (left to right these
are 2, 2, 0, and 4 resistant bacteria).

processes, or environmental exposure to ultraviolet (UV) light or other muta-
genic agents — results in a gene that differs in nucleotide sequence from its
parent copy. In the early 1900s, geneticists realized that mutants could be
created using X-rays and with newly discovered mutagenic chemicals. How-
ever, it was not clear how the mutations arose. Were mutations induced in
an individual in response to an environmental challenge (that is, other than
exposure to a mutagen)? Alternatively, were mutations continually produced,
regardless of their usefulness in a given environment?

Luria and Delbriick (1943) were the first to demonstrate that mutations
were random, and not induced as an adaptive response within individuals.
Their research measured the frequency of Escherichia coli resistance to the
bacteriophage T1 (then called «). If mutations to resistance were induced
by contact with the phage, then roughly equivalent proportions of replicate
cultures of phage-sensitive E. coli should form resistant colonies on agar
plates containing an excess of phages. However, if mutations to T1-resistance
occurred spontaneously and randomly within a growing culture prior to expo-
sure to phage T1 on the plate, then there should be highly variable numbers
of resistant colonies. Luria and Delbriick (1943) found the latter pattern, and
deduced that mutation to phage resistance occurred late in some cultures,
but very early on in others (see Fig. 6.1 for a schematic of the “jackpot” dis-
tributions of mutations).

Phages are still on the cutting edge of mutational research. Genomic
mutation rates are unknown for most organisms, but phages have provided
several such estimates (mostly due to work by John Drake and colleagues).
Table 6.1 lists currently available mutation rates in phages, including two
RNA bacteriophages, Qf and ¢6, which, due to their replication using
lower-fidelity polymerases, have higher mutation rates than DNA phages
(Drake, 1993). Investigating the mutation rate in different portions of a phage
genome will help determine if the distribution of mutations in genomes is
truly random, or if phages instead possess mutational “hot spots.” Finally,



Table 6.1 Mutation rates measured in bacteriophages.

Phage Genome Mutation rate Reference

Qp ssRNA 1.5 x 1073,3.5 x 10~* Drake, 1993; Batschelet et al., 1976

b6 dsRNA 2.7 x10°° Chao et al., 2002
¢X174 ssDNA 7.4 x 10~© Raney et al., 2004
M13  ssDNA 7.2 x 107 Drake, 1991

by dsDNA 7.7 x 108 Drake, 1991

T2 dsDNA 2.7 x 1078 Drake, 1991

T4 dsDNA 2.0x 1078 Drake, 1991

Mutation rates are compiled from studies determining the per nucleotide, per
generation mutation rate. Omitted are the many studies on phage mutation fre-
quency.

molecular biology and experimental evolution in phages has been invaluable
in determining the interactions of mutations with different environments
(trade-offs, Section 6.5.1; also Chapter 2) and with other mutations (epistasis,
Section 6.5.2).

6.3.2 Recombination

Recombination is an important force in the evolution of both prokary-
otes and eukaryotes, and was first experimentally demonstrated to consist
of DNA-strand breaking and joining in phage A (e.g., Meselson and Weigle,
1961; Campbell, 1962; Gellert, 1967). Recombination shuffles genetic mate-
rial, changing allele combinations to ones that may or may not respond better
to natural selection. The importance of recombination in phage evolution is
covered in Chapter 7, while the role of recombination in evolution exper-
iments is covered in Chapter 9. Here we describe the two basic forms of
recombination, and how they pertain to phages.

Homologous recombination, as occurs among DNAs possessing highly
similar sequences, is the most common consequence of molecular recom-
bination. It can mix, within individual genomes, which alleles of gene A are
physically joined with which alleles of gene B. Homologous recombination
typically will occur between genomically similar phages upon coinfection.
Coinfection can occur between two newly infecting phage genomes (Chap-
ter 8), between a newly infecting phage and a resident prophage (Lawrence
et al., 2002; Chapter 7), or even among resident prophages (or their progeny)
within polylysogenic bacteria (Ohnishi et al., 2001).

®
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Heterologous recombination occurs when gene exchange is asymmet-
rical. For example, templates can be switched between portions of a single
phage’s genome or between genomes of coinfecting phages, which yields
gene (or gene-portion) duplication, insertion, or deletion (Mindich, 1995).
Bacterial genes that integrate into phage genomes via illegitimate recom-
bination are another important example of heterologous recombination
(Chapter 7). The duplicate copies or regions of genes created by heterologous
recombination can mutate and diverge from one another. This can allow one
gene copy to take on a new adaptive function, while a functioning copy of the
old gene is retained in the phage genome. The redundant copy, however, can
also simply be inactivated into a pseudogene by mutation, or deleted from
the genome entirely. These processes can lead to closely related phages with
different genome sizes (e.g., Bollback and Huelsenbeck, 2001).

6.4 ACTION ON VARIATION

Genotypic variation in a population can underlie differences between
individual phenotypes. If some of these phenotypes are fitter than others,
then natural selection (Section 6.4.1) can increase the frequency of the alleles
carried by the individuals of high fitness. In contrast, drift (Section 6.4.2) does
not take the phenotypic effects of alleles into account. Drift explains frequency
changes of alleles that have no effect on fitness (neutral alleles), and the
change in the frequencies of all alleles when natural selection is not a strong
force in a population. Both of these mechanisms act on heritable variation,
that is, genetic variation caused by mutation or recombination which can be
passed on to offspring. Both mechanisms can also lead to an allele becoming
“fixed” (present in all or nearly all individuals) in a population.

6.4.1 Natural selection

Natural selection is the name given to the idea that individuals which
are better adapted to the current environment than other members of a pop-
ulation, due to some genetically heritable phenotypic trait (i.e., individuals
which are genetically fitter), will have more, and more successful, offspring
than individuals that are less fit. Their offspring will, in turn, have greater
reproductive success (more children will survive to have more children), and,
absent bad luck (Section 6.4.2), the fitter genotypes consequently will increase
in frequency over generations. Since this process of natural selection is key to
understanding the evolution of organismal adaptation, a fundamental con-
sideration in understanding the evolution of life (Darwin, 1859), we explicitly



summarize the three criteria necessary for natural selection to occur within
a population:

(1) heritable variation in a phenotypic trait

(2) variation in reproductive success (survival and fecundity)

(3) correlation between variation in the phenotypic trait and variation in
reproductive success

The simplest example of natural selection acting within a phage system would
be inoculating a bacterial culture with two otherwise identical obligately lytic
phages, where one had a burst size of 100 and the other of 110. All else being
equal, the phage with the larger burst size should be the majority genotype
after a given period of time. In this very simple example, the more generations
of phage growth that occur, the bigger numerical advantage —in both absolute
and relative terms — for the phage with the larger burst size (see Fig. 15.2 A
of Chapter 15). As introduced above, we would describe this more successful
phage as fitter than the less successful, in this case smaller-burst-size, phage.
This “fitness” is often defined as the relative number of grandchildren an
individual produces, but more generally fitness is relative reproductive suc-
cess: the differential ability for individuals within a population to survive and
pass their genes to viable offspring, which in turn survive and reproduce
(Futuyma, 1998).

Early phage researchers conducted countless selection experiments,
adapting phages to new hosts, to resistant hosts, and to varying environmental
conditions. Modern phage evolutionary biologists similarly have researched
some selective conditions in great depth, adapting phages to different hosts
(e.g., Crill et al., 2000), different temperatures (e.g., Bull et al., 2000; Poon and
Chao, 2004; Knies et al., 2006), different levels of coinfection (e.g., Turner and
Chao, 1999), unnatural amino acids (Bacher et al., 2003), and the presence of
antisense RNA (Bull et al. 1998). Other selection experiments have allowed
phages to recover fitness from very low values, imposed through popula-
tion bottlenecking (Burch and Chao, 1999) or by gene deletions (Heineman
et al., 2005). Selection experiments are discussed further in Chapter 9 (see
also Chapter 1).

6.4.1.1 Measuring fitness

To quantify fitness differences between bacteriophage genotypes,
researchers typically measure the absolute or relative numbers of offspring
after a given time period in a given environment. In the simplest example
below, the fitness of phage X is the number of phage produced over a given
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period of time, ¢ ( X;), given a starting quantity of phage at time 0 ( X,). Fitness
is abbreviated as W (Futuyma, 1998).

. (6.1)

To compare the fitness of phage X to another genotype, for example a common
competitor, phage Y:

. Wx
RelativeW = — (6.2)
Wy

The selective advantage of one genotype over another is called the selective
coefficient, s, and is often given as log(fitness).

There are many ways to measure the fitness of a phage. Published exam-
ples include absolute phage population growth rate in broth (e.g., Bull et al.,
2004), total phage production per plaque (Poon and Chao, 2005), phage pop-
ulation growth rate relative to a marked competitor phage (e.g., Duffy et al.,
2006), and plaque size (Burch and Chao, 1999; Schuppli et al., 2000). Still
others measure parameters that are only part of the phage life cycle, such
as average burst size or attachment rate, which they use as surrogates for
more comprehensive fitness measures (Pepin et al., 2006). Fitness can be
measured using culture-based methods (usually involving plating), or geno-
typically with techniques such as real-time qPCR (Edelman and Barletta,
2003), sequencing, and northern (or southern) blots (de la Peha et al., 2000).
There are advantages and disadvantages to all of these methods, though repli-
cable methods that are robust to day-to-day environmental changes in the
laboratory are preferred (Chapter 9 contains additional thoughts on fitness
measurements).

6.4.1.2 Consequences of selection

Natural selection can only “see” the overall fitness of an individual (the
phenotype), and is the process of more fit phenotypes leaving more descen-
dants, thereby increasing the frequency in the population of whatever alleles
these fit individuals carry. Because fitter individuals usually carry beneficial
alleles, selection tends to increase the frequency of beneficial alleles. The
classic example of natural selection is the “selective sweep,” where a newly
created genotype (created via mutation or recombination) replaces a previ-
ously dominant genotype within a population (Atwood et al., 1951).

A sweep occurs when a beneficial genotype unequivocally has a more
fit phenotype than the other phenotypes present (for an example in phage
$X174, see Wichman et al., 1999). The greater the fitness advantage (selective
coefficient), the faster the genotype will increase in frequency. However, when



two genotypes have equally fit phenotypes, selection cannot differentiate
between them, and neither genotype can sweep through the population. This
“clonal interference” can cause two or more genotypes (the “clones”) to co-
occur in a population over time (that is, each “interferes” with the other
becoming fixed), until one genotype happens to fix stochastically.

An example of clonal interference in phages would be a population that
consists of two different but equally fit phage clones that have mutated to
overcome the phage resistance of their common host. Each clone has a ran-
dom chance of becoming the fixed clone; the probability is proportional to the
clone’s existing frequency in the population. However, it is likely that more
mutations will arise in one or both clonal backgrounds prior to this random
fixation. If a genotype with a higher fitness arises, it will selectively sweep
through the population, purging the population of the previously clonally
interfering strains (for more information, see Chapter 9). Interested read-
ers are encouraged to check the recent literature for experimental evolution
research on the coliphages $X174 and MS2 (e.g. Bollback and Huelsenbeck,
2007).

If a population is adapting to a fixed environment — such as phages
evolved in the laboratory on a naive strain of bacteria — then it is predicted
that the first mutation fixed should be the most beneficial (greatest increase
in s) of the beneficial mutations which the phage population happens to find
by spontaneous mutation. The next mutation should then be the most fit
of those sampled (happened upon by spontaneous mutation) in the genetic
background of the genotype that had swept to fixation (Orr, 2005; see also
Chapter 9). It is important to note that not all possible beneficial mutations
will be fixed. A few of the reasons include: not all may be spontaneously
found in the population; they may not be as beneficial as another mutation
present; they may be clonally interfered with; or they may be lost by pure
chance when there are few copies of the mutation in a population (i.e., soon
after it has arisen). Even mutations possessing the greatest possible benefit
could either fail to arise in a population or, if they do arise, could by chance
go extinct prior to becoming fixed.

6.4.1.3 Neutrality and selection against deleterious alleles

Many, if not most, mutations are deleterious (Futuyma, 1998). Of the
remainder, the majority appear to be neutral — they neither increase nor
decrease organismal fitness. An example of a neutral mutation is a syn-
onymous substitution in a protein-coding gene where the protein conse-
quently produced is identical, and there is no codon bias influencing the
speed with which the protein is translated. The remaining very small fraction
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of mutations, which are neither deleterious nor neutral, are beneficial in a
given environment.

Deleterious mutations and alleles are selected against, causing their
genotypes to leave fewer descendants over time. The speed with which a
deleterious mutation disappears from the gene pool is proportional to the
magnitude of its selection coefficient; that is, as for beneficial mutations
(Section 6.4.1.2), selection acts most efficiently on harmful alleles of largest
effect. As neutral mutations do not influence an individual’s fitness, selection
does not influence the allelic frequencies of these mutations.

Because experimental evolution of microbes (see Chapter 9) generally
involves very large population sizes, natural selection overwhelms the effects
of drift, and adaptation usually occurs through fixation of mutations that are
beneficial in the treatment environment. However, mutations that are neu-
tral or nearly neutral in the current environment are constantly being gener-
ated, and some might be adaptive in a different environment. The example
of bacterial mutation to phage-resistance (Section 6.3.1) demonstrates this
“exaptation” — a trait that is not adaptive in the current environment but
which inadvertently anticipates a need in a future environment (Fig. 6.1). An
exapted allele will increase in frequency if the population is placed in a new
environment where it is beneficial. An additional example of an exaptation
is a phage carrying a spontaneous mutation that can attach to an altered host
receptor. The altered receptor is not yet present but subsequently evolves in
the bacterial population as a means of phage resistance, only to be exploited
by the exapted phage.

6.4.1.4 Levels of selection

This chapter has covered how natural selection acts on individual phe-
notypes to change allele frequencies in a population. But selection can act on
other levels as well. For example, selection can act at the level of the gene,
instead of at the level of organismal phenotype. A selfish gene promotes its
own fitness by increasing its allele frequency at the encoding locus, other
than by means of natural selection acting on the organism as a whole, or by
replicating to create multiple copies of itself within the genome. By definition,
these actions of a selfish gene are to the detriment of the overall individual
organism, thus creating a conflict between selection acting at the level of the
gene and selection at the level of the organism.

Conflicts between levels of selection arise within even relatively simple
biological systems, such as bacteria and phages (Burt and Trivers, 2006).
One level of conflict is that between a temperate phage and its host bac-
terium. Until the phage becomes lytic again, an integrated phage and its host



share a common interest in bacterial ability to undergo rapid cell division
(Chapters 5 and 14). The association allows efficient vertical transmission
of the phage inside the host genome, and the prophage may simultaneously
enhance bacterial fitness, for instance, by providing the host with immunity
against superinfecting phages (Chapter 8).

As the host bacterium and lysogenizing phage have ultimately different
fitness goals (more bacterial offspring versus more phage progeny), there
can exist a conflict between the prophage and the bacterial genes within the
host genome. Therefore, it is in the host’s interest not to carry the potentially
lethal parasite, and it should inactivate the prophage if possible (Lawrence
et al., 2001). Selection on phage fitness similarly will be acting in a different
way than selection on bacterial fitness, and there may be separate selection
acting on the fitness of individual genes. The conflicting selection pressures
acting on the entire prophage versus genes within a prophage have been
poorly articulated in the literature, but see Chapter 14, and also the analysis
of Abedon and LeJeune (2005) on the selective pressures on a phage-encoded
bacterial virulence factor.

Another example of differing levels of selection is a temperate phage that
is parasitized by a transposon. The transposable element could move from the
prophage and reproduce itself elsewhere in the host genome. The transposon
and the alleles within it can thus improve their fitness by increasing trans-
poson copy number, but this may harm the fitness of the bacterial host (e.g.,
through new insertions that inactivate genes), in turn potentially decreasing
fitness of the lysogenized phage. Phage ¢pR73, which appears to be a P4-like
satellite phage parasitized by a retron (Ec73), is a real-life example of this
complex situation (Inouye et al., 1991). The retron is capable of independent
replication and integration, but its impact on the ecology and evolution of
phage $R73 and E. coli has not been investigated. This system (Ec73, $R73,
and their E. coli host) is even more complicated, as P4-like phages are not
capable of independent replication and require a genetically distinct helper
phage such as phage P2 (Dehé and Ghisotti, 2006). The levels of selection
conflicts arising between coinfecting phages are explored in Chapter 8.

6.4.2 Genetic drift

Drift was first described by Sewall Wright in his attempts to explain
how populations may not always achieve their maximum fitness in a fixed
environment (Hartl and Clark, 1997). He envisioned an adapting population
on a landscape, a geometric plane representing genotype space, with peaks
and valleys of fitness corresponding to the phenotype associated with each
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of those genotypes. In this adaptive landscape, selection would bring the
population to the top of the closest peak, even if that were not the highest
peak (most fit genotype) on the landscape. If the environment changes, then
the location of the optimal peak may shift, perhaps allowing the population
to ascend a higher peak via natural selection. For instance, if a phage is well
adapted to a bacterium, but the bacterium becomes resistant to the phage,
then the adaptive peak will have shifted from its previous location. The best
phage host-range genotype currently in the population would be that closest to
the top of this shifted adaptive peak, and therefore the most favored (most fit)
genotype. This metaphor, known as the shifting balance theory of Wright's
adaptive landscape, is a useful heuristic to explain how environmental and
adaptive change can together cause populations to explore different fitness
optima through time.

Environmental change is not the only way that populations can shift to
new fitness optima. Wright was also the first to conceptualize a way for popu-
lations to meander (drift) down an adaptive peak, when drift becomes a more
potent force than natural selection. Most easily understood as inbreeding
depression, drift is strongest when population sizes are too small for natu-
ral selection to effectively alter allele frequencies. A small population may
have too little genetic variation on which natural selection can act. Alterna-
tively, there may be plenty of genetic variation, correlating with variation in
reproductive fitness, but the population may continue to experience inter-
mittent small population sizes (“bottlenecks”). The sampling error of indi-
viduals that survive these bottlenecks can overwhelm changes in genetic fre-
quency due to selection. Bottlenecks thus can disrupt the correlation between
a trait and reproductive success, and thereby weaken the effects of natural
selection.

In the absence of natural selection, all mutations are neutral — even if they
could be deleterious or beneficial in a different selective environment. Con-
sequently, independent of selection all alleles have a probability of becoming
fixed in the population that is equal to the frequency of the allele in its popu-
lation. In the case of largely haploid organisms such as phages and bacteria,
the probability of a new mutation (copy number = 1) drifting to fixation thus
is 1/N, the frequency of a new mutation in a population of size N.

The time needed to fix the mutation through drift is proportional to
N, the effective population size (Hartl and Clark, 1997). Most microbial
evolution experiments involve serial transfer, where a propagated population
fluctuates in size between a maximum value and the bottleneck (minimum
population size) imposed by the researcher. As N, equals the harmonic mean
of population size over the course of these fluctuations, not the arithmetic



mean, then even infrequent small bottleneck sizes disproportionately lower
N,. That is, for means of population size,

N, = harmonic mean < arithmetic mean (6.3)
Represented mathematically this is
N=n/(1/Ni+1/N;+A+1/N,)) < (Ni+ N, + A+ Ny)/n (6.4)

where n is the number of measurements of population size, N, is the pop-
ulation size as measured at time or generation x, and x =1,2,3, ..., n.
From Equation 6.4 we can illustrate the impact of smaller numbers on har-
monic means versus arithmetic means: for example, for the list 1, 5, 5, 5
the harmonic mean is 2.5 while the arithmetic mean is 4. Small population
bottlenecks consequently have a disproportionate influence on effective pop-
ulation sizes, resulting in strong effects of drift relative to those of natural
selection.

6.4.2.1 Muller's ratchet

Because sexual (genetic exchange) mechanisms are very common in bio-
logical populations, evolutionary biologists have continually asked the ques-
tion (e.g., Chapters 8 and 9): what is the adaptive significance of sex? One
classic hypothesis is that sex evolved to combat ‘Muller’s ratchet’, the buildup
of deleterious mutations in small populations (Muller, 1964). In asexual pop-
ulations of small size there is a tendency for slightly deleterious mutations
to accumulate; mutation-free individuals become rare and they can be eas-
ily lost due to drift. Asexual populations can only reconstitute mutation-free
individuals through reversions or compensatory mutations, which are less
likely the smaller the population. Hence the term Muller’s ratchet, because
of the similarity to a ratchet tool that only clicks forward and cannot move
in reverse. In contrast, sex can stop or slow down Muller’s ratchet because it
allows two parents to exchange their genetic material and produce offspring
that contain fewer harmful mutations.

Muller’s ratchet was first demonstrated empirically with the RNA bac-
teriophage ¢6 (Chao, 1990). As phage plaques can be initiated with a single
virus particle, plaque-to-plaque serial transfers of phages can be used to force
an evolving population through bottlenecks consisting of a single individual
(N = 1). Chao (1990) passaged 20 replicate lineages of ¢p6 through 40 such
bottlenecks, and observed that all 20 populations evolved to be less fit than
the wild type ancestor (6-71% drop in fitness). Clearly, drift rather than nat-
ural selection drove the fitness changes. This result was also shown using
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another RNA phage, MS2 (de la Pefa et al., 2000). Chao (1990) noted that
asexual organisms can avoid Muller’s ratchet if they acquire compensatory
mutations (discussed in detail in Section 6.5.2.1) sufficiently often. Other
phage studies have examined hypotheses for the evolutionary advantage of
sex in populations of large size, such as the ability for sex to bring together
multiple deleterious alleles so that selection can more efficiently purge dele-
terious alleles from a population (Malmberg, 1977; Froissart et al., 2004).

6.5 MUTATIONS AND THEIR ENVIRONMENT

Mutations do not exist in a vacuum; they arise in a genome contain-
ing other loci, and are expressed differently depending on the environment.
Mutations therefore can interact with other loci within a genotype, and the
same mutation can be beneficial in one environment and deleterious in
another. These complex relationships are explored below.

6.5.1 Trade-offs

Trade-offs occur when an increase in fitness in one aspect of an organ-
ism’s phenotype correlates with a decrease in fitness in another aspect of an
organism’s phenotype. Classic examples of evolutionary trade-offs occur in
life-history traits such as age of first reproduction and the number of offspring
produced, analogous to phage latent period and burst size (Chapters 2 and
3). Briefly, a phage can improve its reproduction in two ways: by increasing
its burst size to produce many progeny per round of replication, or by short-
ening its latent period to more rapidly initiate the next cycle of replication.
There is an assumed trade-off underlying the two life-history strategies: if a
phage maximizes its burst size, it must lengthen its latent period to allow
sufficient time to make a large number of progeny. If a phage minimizes
its latent period (approaching the lower limit of the eclipse period), then it
cannot produce as large a burst.

The genetic basis for trade-offs has been a fruitful area in phage evolu-
tion research. There are two genetic mechanisms for trade-offs, antagonistic
pleiotropy, where the mutation conferring the benefit in one dimension of
the phenotype necessarily is deleterious in another, and accumulation of con-
ditionally deleterious alleles (Elena and Lenski, 2003). In the second, neutral
or nearly neutral mutations accumulate in genotypes in one environment,
either by drift or by hitchhiking with a beneficial mutation in a selective sweep.
These neutral mutations can have deleterious effects in another environment,
and therefore the phage shows the same trade-off between improved fitness
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Figure 6.2 Fitness (log, growth rate, “GR”) of two populations of phage ¢$X174 on E. coli
(C) and S. enterica (S) over the course of a chemostat evolution experiment where phages
evolved on a single bacterial host at a time. The first adaptation to S. enterica (S1) did not
cause a further loss in fitness on E. coli relative to the ancestor (A). Similarly, when S1 was
evolved on E. coli, fitness increased on E. coli without a loss of fitness on S. enterica (SC),
indicating no trade-off in adaptive performance on E. coli. However, trade-offs were seen
when the populations were evolved again on S. enterica (SCS). (Reprinted with permission
from Crill et al., 2000 [Genetics 154: 27-37], (c) 2000, Genetics Society of America.)

in the selected environment and decreased fitness in an unselected environ-
ment. However, different mutations are responsible for the different fitness
effects in the two environments.

Short-term experimental evolution studies in phages have revealed that
most but not all mutations affecting host range (Duffy et al., 2006; Ferris et al.,
2007) and virion-to-host attachment rate (Pepin et al., 2006) show antagonistic
pleiotropy. An example of fitness changes due to an unknown number of
mutations in phage $X174 is shown in Fig. 6.2. Mutations that increased
$X174 fitness on E. coli did not cause a reduction in fitness on Salmonella
enterica, but $X174 adaptation to S. enterica showed a fitness trade-off on
E. coli. After adapting further to E. coli, both populations regained fitness
on E. coli without losing fitness on S. enterica. It is therefore possible that
the mutation conferring the trade-off was not antagonistically pleiotropic,
but instead was a hitchhiking, conditionally deleterious mutation, which was
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lost by both populations during further adaptation to E. coli. Alternatively,
the mutation might have been antagonistically pleiotropic, and the fitness
loss on E. coli may have been compensated by additional mutational change
(Section 6.5.2.1). Sequencing data alone could not rule out either explanation,
but direct molecular tests of one reversion mutation indicated that it was
antagonistically pleiotropic for attachment rate, a component of fitness (Crill
et al., 2000).

No phage studies have yet confirmed the evolution of conditionally dele-
terious mutations, but with further analysis of some very long-term evolution
experiments (Wichman et al., 2005), their prevalence in phages may be deter-
mined. Small DNA phages like $X174 offer the best opportunity to test the
effects of single mutations in multiple environments, as evolved mutations
can be placed into the ancestral genetic background with site-directed muta-
genesis (Crill et al., 2000; Pepin et al., 2006). This combination of molecular
tools and rapid evolution also makes phages ideal for studying another kind
of interaction between mutations, epistasis.

6.5.2 Epistasis

Understanding mutation and adaptation would be easier if biology fol-
lowed the simplifying assumptions necessarily used in theoretical models
that attempt to mathematically describe the complexities of the real world
(e.g., see Chapters 2, 10, 15, 16, and 17). It would be trivial to understand
mutational effects if they were absolutely beneficial or deleterious in all
environments, for example, but there exist obvious and strong genotype-
by-environment interactions (Section 6.5.1). In the same vein, it would be
convenient if mutations had the same magnitude of effect (in a fixed envi-
ronment) in all genetic backgrounds, but this is not the case (Weinreich
et al., 2005). The contingent fitness or phenotypic effect of one mutation on
another mutation is called epistasis.

Epistasis can cause a population to be trapped on a smaller peak in
an adaptive landscape, preventing it from scaling a larger peak: this results
from the number of mutational changes necessary for drift to move the
population away from the current peak, which can be higher given gene-
to-gene phenotypic interactions (Poon and Chao, 2005). Epistasis can also
help reduce the fitness cost of mutational load within an individual genotype.
Mutations to drug resistance in the human immunodeficiency virus (HIV)
can exhibit “antagonistic” epistasis (also described as “diminishing-returns”
epistasis) where two harmful mutations are less deleterious in combination
than expected by their individual effects. This result explains the unexpectedly
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Figure 6.3 A schematic of epistatic interactions between two beneficial mutations.
Mutation A has a fitness effect of 1 unit, mutation B has a fitness effect of 1.5 units. If
these mutations act independently, then a genotype with both A and B mutations has a
fitness improvement of 2.5 (AB). If the mutations interact synergistically through positive
epistasis (AB+), then the fitness benefit is greater than 2.5. If the mutations interact
antagonistically (AB—, meaning diminishing returns or, among beneficial mutations,
negative epistasis), then their combined effect is less than 2.5.

high fitness of multi-drug-resistant HIV strains that hamper efforts to control
the AIDS pandemic (Bonhoffer et al., 2004).

A hypothetical example of epistasis is shown in Fig. 6.3. If two benefi-
cial mutations interact synergistically (“synergistic” epistasis; Fig. 6.3, AB+),
then their effects are greater together than one would expect from their sep-
arate effects (which in the absence of epistasis would be exactly additive on a
selection coefficient, or log(fitness) scale, i.e., Fig. 6.3, AB). If two deleterious
mutations interact synergistically then their combined fitness effect is worse
than expected. The opposite of synergistic epistasis is antagonistic epistasis,
where two beneficial mutations are not as beneficial in combination (Fig.
6.3, AB-), or two deleterious mutations are not as deleterious in combina-
tion. The reader should be warned, however, that different papers on epistasis
use different terms for these various concepts of epista