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Preface

Medical informatics as a discipline is not very old, yet in the fifty years of its
existence some shifts in interest have occurred. The development and evaluation of
information systems has been there from the beginning. This topic was driven by tech-
nology changes (new database approaches, progress in electronic communication and
standardization issues, etc.). In the first decades research was also devoted to investi-
gating basic medical and biological processes. The analysis of signals, for example
EKGs, EEGs and signals from chemical analyzers and images was an important re-
search area. Emphasis was initially on data analysis techniques but gradually shifted to
interpretation of the processed data by means of statistical and pattern recognition
methods. This trend continued and gradually the emphasis shifted from the provision of
information to the provision of knowledge.

At present computers are ubiquitous. New technologies make computers almost
invisible. Nanotechnology provides important extensions to our armamentarium. Com-
puting based on DNA and enzymes is currently investigated in several research centers.
Such computers can help us for example to determine certain pathological cells in tis-
sues and when detected the “computers” release a drug to kill these cells. Ubiquitous
computing will support our aging societies. People can stay longer at home with the
help of computers that monitor them.

Some of the problems that we have to solve — apart from technical ones — in our
opinion are reminiscent of the problems we had to solve in the beginning of medical
informatics. But now we have the advantage of hindsight.

About three hundred manuscripts were submitted and finally 143 of them were
accepted. We thank all the reviewers for their work. Without them it would have been
impossible to obtain a program with a quality as the one that is presented in this
Proceedings. We are also very much indebted to NWO (Netherlands Organisation for
Scientific Research) that provided grants for inviting two keynote speakers.

We are sure that the program contains interesting information for a broad audience.
We wish you a happy stay in Maastricht and much pleasure in reading articles from this
Proceedings.

Arie Hasman

Reinhold Haux

Johan van der Lei
Etienne De Clercq
Francis H. Roger France
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Abstract. In a retrospective review, a parallel is drawn between the challenges by
which a research department in biomedical informatics is confronted and those of
a symphony orchestra. In both areas, different disciplines and different groups of
instruments can be discerned. The importance of mastering one's instrument and
the harmony between the team members is stressed. The conductor has to stimu-
late the individual players so that they can all have a successful career. Competi-
tion between orchestras and performance assessments determine survival and
success. A record of refereed publications is crucial for continued existence.
Conclusions are that biomedical informatics is typically multidisciplinary, that
hypotheses underlying research should be carefully formulated, that the time from
research to application may easily take 20 years or more, that mutual trust and
knowing each other's competences is essential for success, that a good leader gives
enough room to all team members to develop their careers, and that the outcomes
of assessment studies are related to the quality of publications.

Keywords: Biomedical Informatics, Refereed Publications, Quality of Research,
Assessment, Research Management

1. Introduction

This will be a different lecture than I have ever given before. It will be a mixture of
professional and personal experiences, of lessons learned during my path in biomedical
engineering and medical informatics — let's call it for now biomedical informatics — and
of experiences at the perimeter of my direct professional life’.

To start right away with a confession: If I had the talents, I would not have studied
physics and not have chosen a career in biomedical research, but it would have been
music instead, the piano or the violin. So, instead, I remained just an amateur musician.
However, old love never dies. Therefore, in my lecture I will make excursions to
music, musicians, instruments and the orchestra as an ensemble of persons working and
performing together. In particular the orchestra is a representative example of a multi-
disciplinary research group, in the way they harmoniously play together. There is an-
other reason why this comparison can be made, since for both music as an art and
research in biomedical informatics as a science, human creativity and perseverance are
essential. But wasn't it Thomas Edison who said that creativity is 1% inspiration and

" The title of my lecture is inspired by Benjamin Britten's The Young Person's Guide to the Orchestra:
Variations and Fugue on a Theme of Purcell.

¥ [In honor of Prof. van Bemmel. A special topic on Medical Informatics — Art or Science? will appear in
Vol. 45, Issue 6 of Methods of Information in Medicine at the end of 2006. This paper will be part of the
Special Topic. The Editors]

£P.0. Box 1738, 3000 DR Rotterdam, the Netherlands. J.vanBemmel@ErasmusMC.nl.

¥ Because of the character of this lecture — a personal review of lessons learned during my path in research —
this document contains primarily so-called self-references, which is in general not a good sign for any
publication. I hope that the reader is lenient this time for me giving these biased citations.
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99% transpiration? People who play an instrument and persons who conduct research
know the truth of this expression.

During all my life I have been involved in research. The interest for it started early,
around the same time that my love for music was also being aroused. It was the age
that I spent much of my time as a young amateur astronomer, constructed my first tele-
scope, and also played and enjoyed music. At school we regularly attended special con-
certs given by the Rotterdam Philharmonic Orchestra, where its conductor, Eduard
Flipse, explained vividly how the different instruments functioned and contributed to
the harmonic sound of the orchestra. Benjamin Britten's composition The Young Per-
son's Guide to the Orchestra: Variations and Fugue on a Theme of Purcell is a perfect
educational introduction. Although the conductor is the leader, the musical standard is
given by the oboist, with his A-note (440 Hz).

In a similar way as Britten introduces the different themes and instruments, I will
explain the various elements of our research. I will give some examples from the past
and will sketch the circumstances and the requirements for our type of research, which
is impossible without teamwork and without the fine-tuning of one's own work with
that of others. As said, a research group can easily be compared with an orchestra, and I
will frequently make this comparison in the following, alternating between the two
areas. In both fields, all team members have to play their own party as part of the
orchestra or the group, and should perfectly master the instruments they play. But that
is not enough; you should carefully harmonize with the music others are playing,
because only together one can create perfect music. Therefore, you have to listen atten-
tively to each other and to pay careful attention. Before being able to play difficult
compositions, lots of exercises and experiments are to be done.

Let me in the following convey to you some of my past experiences in carrying out
R&D in biomedical informatics, both in playing an instrument myself and in conduc-
ting an R&D orchestra over many years. This also involved many external assessments
and several contests with other orchestras, because both music and research are very
competitive.

In my lecture I will discuss the following elements: (2) Instruments, (3) Exercises,
(4) Difficult compositions, (5) Conducting, (6) Concerts and contests.

2. Instruments

A modern symphony orchestra consists of several groups of instruments: (1) the strings
(from violin to double bass), (2) the woodwinds (e.g., piccolo and flute, oboe and
clarinet, horn and bassoon), (3) the brass instruments (trumpet, trombone, tuba, French
horn), (4) the percussion instruments (e.g., the drums, the triangle, the xylophone, the
harp and the tympani), and (5) the keyboards (e.g., the chimes, the piano, the cembalo
and the organ). The groups are related by the similar ways, by which they produce
sound when playing a composition. In a similar way, the members of a research group
in biomedical informatics are also characterized by the different skills they contribute
to research, such as people with a medical, biology, physics, mathematics, chemistry,
informatics, programming, or engineering background. A research group in our field
has a multidisciplinary composition.

There are also parallels with respect to the methods and the instruments used in
both areas, and there are some similarities between building musical instruments, such



J.H. van Bemmel / The Young Person’s Guide to Biomedical Informatics 5

as a violin, a flute or a grand piano, and developing instrumentation, systems and soft-
ware. The same applies when playing and using the instruments. In all such cases, one
need to be a good craftsman and thoroughly master one's instrument, that is, have
studied at least one profession in great depth. In particular in our modern time of multi-
disciplinary research, each team member should be able to collaborate with people
from other disciplines, but at the same time be an expert in at least one mono-discipline
(see, e.g., a recent report on this matter [1]). If not, we will not be able to play our
instruments properly, to conduct experiments, and to perform well in a research team.

Let me give you an example from the beginning of my own research, which I started in
the field of perinatal medicine. The year I initiated this research was 1963. Computers
were not yet available and we had to build the instruments ourselves from scratch.

Perinatal medicine

The goal of our research was (1) to get insight in the condition of the fetus during preg-
nancy and birth in order to understand the sometimes dramatic events that take place
during delivery, and (2) to develop instruments to record biosignals reflecting the con-
tractions of the uterus and the condition of the fetal heart and the circulation.
Fa ductus arterlosus When a fetus is developing, it grows
placenta / aortic arch with fl n

Baroreceplors o, from a few cells only, to a newborn of
D v ateyand  about 3.5 kilograms. Of course, the
i same applies to all its organs, inclu-
il daplisksiore ding the fetal heart, which starts beat-
JN oardi vty enventicie  10g from about 22 days after concep-
B avdomina tion. After about 10 weeks it is detec-
o :; - table by ultrasound and as early as 12
Em weeks its ECG can sometimes already
: be recorded from the mother's abdo-
minal wall. In the early times of our
Fig. 1. Scheme gf the fetal circu]ation (for details perinatal research we developed in-
see the publications referred to in the text). strumentation that could detect fetal
ECGs with amplitudes of a few microvolts only. This required the avoidance and can-
cellation of noisy disturbances from active abdominal muscles as well as from external
sources, and of the maternal ECG. We even had installed a cage of Faraday within an
experimental labor room in an obstetric department, to isolate all electromagnetic
disturbances coming from the outside world. It was the time that we also developed the
first digital fetal monitor, not yet with the chips of today, but with digital circuitry we

had to construct ourselves with transistors and with hard-wired data processing.

waste material /
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nutrients
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the mother
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arteries 1

<= \:Egb
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Animal experiments

You may understand the great satisfaction we experienced, when we were able to
monitor in real time the condition of the fetus during birth. The first times that we col-
lected the perinatal data from the fetus, they were strange to all of us. The reaction of
the fetus to uterine contractions sometimes appeared to be very dramatic, and it took a
while and many meetings with colleagues abroad to interpret the signals. It also
required more basic studies and experiments, not possible in a clinic, with women in
labor. Therefore, we decided to study the physiology of the fetal circulation in depth
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and to conduct animal experiments with sheep and their unborn lambs, and in parallel
to develop computer models of the fetal circulation, which is very different from the
one after birth (see the scheme of Fig. 1). In our animal research, no sheep or lamb
needed to be sacrificed. On the contrary; many lambs, once born, were brought up by
the family of one of us, my PhD student and colleague Ton Veth.

Concerning the computer modeling, take note that this was the time before the first
digital computers were available, and therefore we developed a model of the fetal cir-
culation on a large hybrid — i.e., analog and digital — computer. This research, which
included the development of instrumentation both for clinical and experimental data
collection, for data processing and computer modeling, required a multidisciplinary
team. Our team, with people from different universities, consisted of physicists like me,
clinicians, electronic engineers, biochemists, anesthetists and physiologists.

Prior assumptions

What was extremely important in all these complex studies — in the animal experiment
easily 10 to 15 people were involved — was to carefully formulate the hypotheses
underlying our study and to ask ourselves what questions should be answered in our
investigations. It is my experience, that one cannot pay enough careful attention to the
formulation of hypotheses and prior assumptions. If not, we shall have to pay the price
in disappointing outcomes. In short: wrong a priori's are reflected in negative out-
comes. In processing the data, the same principle applies. Therefore, in all R&D it is
wise to make an extensive list of all prior information we possess and on that basis
design the requirements for the instruments and the software that have to be developed.
The same orderliness, of course, applies to the testing and evaluation of the procedures
and instruments we use. I will come back to this point in the next section.

The results of our perinatal research were published in different journals, biomedical,
clinical and engineering. Medical informatics journals as such were not yet in exis-
tence, but we had several publications in the /[EEE Transactions in Biomedical Engi-
neering [2,3]. Different PhD dissertations were the outcome of this research, including
my own [4], the first one in a row. Many publications followed, also in medical jour-
nals, e.g. [5-7], and as review chapters in handbooks [8,9]. It reflects one of the
difficulties of our multidisciplinary field: we are expected to publish our results in
journals belonging to at least two, sometimes more, different worlds: biomedical and
scientific, the former to be discerned in the fundamental preclinical and the clinical
disciplines, and the latter in physics, chemistry, or computer science, including medical
informatics.

What lessons can we draw from this early experience?

Biomedical informatics is characterized by a multidisciplinary approach.
Each team member should be an expert in at least one mono-discipline.
To obtain valuable results, an in-depth approach is necessary.

Science cannot make progress without international collaboration.

The hypotheses underlying a study should be carefully formulated.
Wrong prior assumptions are reflected in negative outcomes.

It is wise to make an extensive list of all available prior information.
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e Results are typically published in journals belonging to different disciplines.
3. Exercises

The example I gave above was representative for both basic and applied research, for
which a multidisciplinary team was indispensable. I will now come to another area,
much more concise and involving data from many more patients: electrocardiography.
It is a field where much basic knowledge was already available about the electro-
physiological functioning of the heart.

First computers

After the first period of conducting research without the availability of even the most
primitive digital computers — there were none, except for special-purpose processors,
built by ourselves — the first programmable digital computer arrived at the nearby
University of Utrecht. It was of a Dutch brand, called X-1, and its processing language
was ALGOL-60. The only input possible was by an 8-hole paper tape. I now write the
year 1965. In this case, we did not have to develop the entire hardware ourselves, but
software enabled us to do at least part of the data processing. For data acquisition we
still had to build the instruments ourselves. It is as if you buy your own piano, but still
have to design and build your own keyboard. And, of course, in all circumstances you
have to learn to play the instrument yourself. It lasted some time before the entire piano
could be purchased from computer industry. Nowadays, the complete system as we had
designed at that time is available on a few chips only, including well-elaborated soft-
ware. But that took some decades to develop. Let me tell you part of the story.

In 1966 1 attended the first conference in the field of what we now call biomedical
informatics. The city was Elsinore in Denmark, where Shakespeare had located his
tragedy Hamlet, with its famous sentence 7o be or not to be, that's the question. One of
the reasons that I wanted to go to this conference was that I could meet there Hubert
Pipberger, one of the very first who processed adult ECGs — in his case vectorcardio-
grams, VCGs. He had a computer, a CDC 3100, that he had installed a few years
earlier in the VA hospital in Washington DC. We had already developed the instru-
mentation to acquire VCGs and ECGs, had started collaboration with an advanced
cardiologic clinic in Utrecht, and had started the data processing on the X-1. The
meeting in Elsinore with Hubert, a pioneer in the field of ECG processing, was very
stimulating and in the years thereafter I had many contacts with him, during visits,
workshops and conferences, and we had collaboration in several projects. In all other
research projects that I have directed, I have stimulated my PhD students and col-
leagues to get in touch as early as possible with the best groups in the world and, if
possible, to start collaboration. Again, multidisciplinary and international collaboration
and cross-fertilization is of utmost value, a fact that is increasingly recognized [1]. I
think it was Hubert Pipberger who taught me the short sentence that expresses it all:
Research is People.

Electrocardiology

The first years were tough. The signals that we acquired had to be sampled, digitized
and stored on paper tape, because the X-1 could only accept such type of input. This



8 J.H. van Bemmel / The Young Person’s Guide to Biomedical Informatics

was understandable, because it was a computer for mathematicians only. Only once a
day it was possible to offer two big rolls of paper tape to the operators: one with the
program that I had developed, and one with one or two ECGs I wanted to process. It
was a very cumbersome process, but one thing I have learned very well in those times
was that every programming error was severely punished, because it would take me at
least one full day before I had corrected the mistake and could offer the processing job
again. But what was worse — because our ideas underlying the processing were still
very innovative — was that only by experimentation, by trial and error, it was possible
to assess the effects of our ideas. In other words, of the program many different
versions had to be developed in order to gain more insight. Before I offered a
processing job to the operators, I had already thought it over in detail and already dry-
run it several times in my brain. I know that experienced musicians and conductors also
do their 'dry' exercises by studying the written notes from paper, before even touching
their instrument. When looking at the written music, you can even hear it in your head!

I guess that Antonio Stradivari from Cremona and Heinrich Steinweg from Seesen
in Germany (called Steinway after his emigration to the USA) must also have had simi-
lar experiences when developing and building and, above all, fine tuning their instru-
ments. This also must have taken much time, to be counted in many years. In my case,
I could not wait that long and therefore got a special permission to operate the X-1
computer myself, soon to be replaced by a much more powerful X-8. Yet, although
much faster, it still remained a system that could perform only one job at a time. Disk
memory was nonexistent; data and programs were stored on a drum and the operating
system worked with a ferrite core memory.

Luckily, we got more members in our orchestra and obtained the funding to buy
our own computer for the growing amount of computing. In 1968 we purchased the
first PDP-9 in our country, from Digital Equipment Corporation in Massachusetts. The
cost of it was tremendous, in today's currency easily several million Euros or Dollars. It
had a core memory of 16 kwords of 18 bits, two so-called DEC-tapes that could each
contain 256 kwords, and no mass memory. The input was 5-hole paper tape and
commands were given either by a teletype writer or by switches on the control panel. In
this way, our throughput time was reduced to minutes instead of days. Besides, we
were able to process data of many more patients, so that we could start a study into
different cardiac diseases and collect a database. An analog-to-digital converter was
still not available, so that we had to develop one ourselves. Our first results were
published in Homer Warner's journal Computers in Biomedical Research [10-13].

The processing of ECGs is a very representative example of problems we may
meet in processing biomedical data: (1) It concerns the collection of a large database of
well-documented data so that the relationship between the data and disease patterns can
be studied; (2) It requires the close collaboration with clinicians to get access to ECGs
and patient record data and, (3) to exploit their knowledge in interpreting the data and
assessing the results; (4) it is necessary to have profound knowledge of signal proces-
sing methods and pattern recognition, and to cleverly master programming. Again,
without multidisciplinary collaboration all this is impossible.

Variability
When designing a computer program, it is important to take into account the same prin-

ciples that I mentioned before: the careful formulation of the underlying hypotheses,
and the listing of all knowledge and information you already have available. Yet, at this
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stage | must make an important further remark: in all biology and medicine nothing is
standard; no two organisms or organs are the same, and even the same organ or orga-
nism may behave very differently the next moment in time. This phenomenon we call
variability, which is quite different from noise and disturbances or from missing data.
People doing research in other areas, such as physics, are not or much less confronted
with such difficulties. This is the main reason why we always must collect a
sufficiently large database to be able to take this variability into account. The same
holds for human interpretation: never trust one observer or expert only. Instead, make
use of a panel of human observers. With all this we were confronted in this line of
research (see, e.g., [14]). Let me give you an example of this variability, both of the
data and the observers, having a large effect on the interpretation of a database of
ECGs.

Reference

From Pilate stems the expression What is truth? [15]. Sometimes, this also applies to
the relationship between biomedical data and diseases. The problem is often, that the
data may point to different disease patterns, such as different types or degrees of car-
diac infarctions. In some instances, the disease may be somewhere in between normal
and abnormal, e.g., a heart of a sportsman with a slightly enlarged left ventricular wall,
or a patient with left ventricular hypertrophy caused by an aortic valve obstruction. All
this is related to variability and our definition of what is a disease and what is normal.
To assess the existence and degree of a cardiac disease, different ways may be followed
to find the 'truth’. One way to obtain a proper reference for evaluation, is to rely on a
panel of experts, the other is to try to find 'independent’ clinical signs to diagnose the
disease, e.g., by catheterization or post-mortem data. ECG interpretation systems may
be based on either 'truth’ (i.e., experts or clinical signs).

Evaluation
In the 1970s our system for ECG and VCG interpretation came to completeness, the

1980s were the decade of thorough
N perts evaluation, and the 1990s the decade

heishic
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@ PTOMTHTNS . . . .
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. A pens at all (see, e.g. [16,17]).
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- ) tained to both clinical and electro-
60" = 1 ' ' ! ! physiological insights, and signal pro-
60 65 70 75 80 85 90 cessing methods and software devel-

_ %% agreement with ulm_mal data ; opment. The decade of evaluation
Fig.2. Total accuracy of ECG interpretation

systems and cardiologists against two different was also most §X01t1ng, ‘t?ecause vir-
reference values: ECG-independent clinical tually all ECG interpretation systems
data and the group agreement of experts. in the world took part in a very large
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project, called Common Standards for Quantitative Electrocardiography (CSE), during
many years subsidized by the European Union. We formed a core group of six people
from different countries [18], collaborated with all existing groups in Europe, the USA
and Japan, and had many fundamental meetings on the composition of the database to
be used for testing, and on the results of the evaluations. The 'truth’ had to remain secret
(it still is!) so that no system could be tuned and optimized with the 'truth' as reference.
The reference center was at that time in the hands of Jos Willems, who was
independent and had no commercial interest or whatsoever in the outcomes, except
scientific. Perhaps, CSE has been the largest international assessment study in our field
ever done and the final results were published in top journals [19-21. The 'truth' consis-
ted of both 'independent' clinical signs and the final weighted 'verdict' of a group of
eight international experts (see Fig.2). The whole endeavor showed the complexity,
duration and cost of an assessment study. It also demonstrated the importance of
evaluation studies, because the outcomes of such studies are directly related to the
quality of the systems we developed and to the benefit of patients and clinicians who
were going to use them.

Lessons to be drawn from this experience:

Only by many exercises one learns to play an instrument properly.

Get in touch with the best groups in the world and, if possible, start collaboration.

International collaboration and cross-fertilization is of utmost value.

It is of great value to rethink a program many times before actual data processing.

In many instances, in biomedicine a large well-documented database is essential.

Profound knowledge of methods, such as signal processing and pattern

recognition, is crucial.

To compensate for errors in human interpretation a panel of experts is required.

e Diagnostic systems may be based either on expert knowledge or on 'independent'
clinical signs.

e The time from basic research to application is very long and may easily take 20
years or more.

e  The Reference in an assessment study should be kept secret.

e Assessment studies are of importance for the quality of health care and the benefit

of patients.

4. Difficult compositions

Several 'lessons' to guide a young biomedical informatician may already have been
derived from the two preceding cases. In the description of the third case, however, I
want to convey my experience in a field that is not as fundamental as perinatal
medicine or as confined as electrocardiology, but in an area that includes the whole of
health care. It concerns the development of electronic health records, also called elec-
tronic or computerized patient records, in short: EHRs. We initiated our research for
the development of EHRs in the beginning of the 1980s. We started in primary health
care and R&D is still ongoing in clinical medicine. Let me briefly describe the different
stages of our R&D and point to some important aspects that may be of wider interest.
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Electronic health records

The structure of health provision in our country is, in a way, ideal for the introduction
of EHRs. Each citizen has one General Practitioner (GP), who coordinates her or his
health care, keeps a comprehensive patient record, and refers the patient, if necessary,
to a specialist or a hospital. In the early 1980s, developments were started to introduce
EHRs in primary care. Our team was deeply involved in this, and we concentrated from
the very onset on the patient record itself. We had, from the beginning, close colla-
boration with industrial partners, because an R&D department is not able and should
itself not be responsible for the implementation and maintenance of information pro-
cessing systems in health care. Our goal was not only to develop an EHR system, but
also to shape the infrastructure to be able to conduct research in primary care. We also
had the intention to broaden later on to clinical care in hospitals.

The priorities in the first decade were on the realization of EHR systems, to start
collaboration with primary care centers, and to shape a network for research [22]. In the
second decade — roughly from the beginning of the 1990s onwards — we started many
research projects dealing with the quality of health care, the integration of EHR sys-
tems with decision support systems [23,24], and post-marketing surveillance of drugs.
This research is still continuing and expanding. Nowadays, we are no longer involved
in R&D to realize an EHR system, but have built up a network in primary care for
conducting research, together Wlth many clinical partners.

In the first half of the g i
1990s we started a parallel ' £2,% yenane o
development, intended to |%3& 2k 3 ‘ t;: follow-up visit [each action

. TESH g t;: hospital admission contains
realize an EHR system for ‘E; B33 : i s kel ents
clinical use, based on the [&=%2% | [l folowup visk
concept of structured data iﬂi}*—*—;——\.‘ —t _
entry. This rather basic == % R

= ——— L = e ——— =

research also .took about. 10 ¢me axis | \
years, before it resulted in a t, t, t:., foo k.
system that is able to be ) o pen e i | )
used in the entire area of — problemno2 averts relationships

clinical care, because of its Fig. 3. Different elements in a structured EHR: events, actions,
conceptual approach (e.g., and data elements. The EHR may contain different problems,
[25]). The system is now and data in the EHR may be interrelated. Time stamps on the
being implemented in seve- data are essential for inferencing and decision support.

ral clinical departments and we have the basic software made available as Open Source
on the Internet, in order to have as much as possible feedback from users worldwide
[26]. We foresee that the R&D around this system will continue for some time, but in
parallel clinicians are using it to start their own research projects, using the system.

The development of a clinical EHR system that ideally comprises all patient-
related data, from the patient history up to diagnostic and therapeutic results, appears to
be an extremely complex enterprise (for a scheme, see Fig. 3). This is also the expe-
rience from many research groups and industries worldwide. It is an area still full of
pitfalls and difficulties. Perhaps, the most complicated point is that a clinical EHR sys-
tem should be implemented in an environment, where every patient history and treat-
ment could be different, and with clinicians with different backgrounds and ideas. One
has the feeling that the musicians in a clinical orchestra are all of them soloists and
have sometimes only minor experience in playing together. In some instances they are
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even not used to obey the conductor. This is the reason why there are fundamental
differences between the automation in health care and in banking, traffic control, or
industry. Health care can seldom be standardized. Human beings are twice in the loop
of information processing: as a subject, the clinician and as an object (or 'contra-
subject’), the patient. This, of course, is related to what we have remarked in the
preceding sections on variability and observer variation. Every young person who
wants to follow a career in biomedical informatics should keep this in mind.

In primary care we have been very successful, and nowadays 100% of all GPs in our
country use information systems containing an EHR, most of them are collaborating
with their colleagues, and many of them with our team in a network. In clinical care
there are still some major challenges ahead. The complexity of clinical patient care is
much larger, there is much less standardization possible, and all clinical specialties are
in a process of continuous change, because medical science itself is permanently
renewed. EHRSs in a clinical environment, therefore, should permit much more freedom
to the clinician to implement her or his own ideas. Perhaps, the way a clinician uses an
EHR system in a hospital environment is comparable to a cadenza in a piano or violin
concert, or to an improvisation in a jazz concert. Here, the creativity of the musician
should not be hampered by the instruments or the orchestra. This freedom, however, is
in sharp contrast with standardization.

Our R&D in the field of EHRs also showed that it is important not to give up when
sometimes major difficulties arise, as a result of, for instance, the conflict between free-
dom and standardization, or the lack of financial support or competent clinical collabo-
ration. A conductor for motivation, inspiration and team building is then utterly indis-
pensable. In some circumstances, R&D in biomedical informatics is comparable with
atonal experimental music, where sometimes even the rhythm is absent. My advice
then is: don't give up; perseverance is pivotal.

Lessons to be drawn from this experience:

e For some R&D it is important to have, from the onset, collaboration with industry.
e An R&D department is not able and should not be itself responsible for the imple-
mentation and maintenance of information processing systems in health care.

e For clinical research it may be needed to invest first in the realization of its
infrastructure.

To obtain user feedback Open Source on the Internet is a possible way to go.

In health care one should be aware that there are no standard patients or clinicians.
This is fundamentally different from banking, traffic control, or industry.

Do not give up in cases of lack of finances, competent researchers, or clinical
collaboration.

e A leader is indispensable for motivation, inspiration and team building.

5. Conducting

Using the three research lines as illustrations, we were already able to discuss some
difficulties to which the orchestra of biomedical informatics may be confronted, the
sometimes very different types of music that have to be performed, and some important
lessons that could be derived on how to conduct research. The examples may have
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shown that the road from a first idea to success and final implementation is sometimes
long and winding. While walking the road, al kinds of events in and around the team
may take place for which some action may be desirable. In this section, therefore, I
want to pay attention to the importance of how to maintain the spirit and the quality of
the team.

Team building

The first observation is that in every environment where people work together, mutual
trust and knowledge of each other's competences is of critical importance. In shaping a
research group the most crucial moment is when someone is to be hired as a member of
the team. Before a member of an orchestra will be nominated, she or he has to have an
interview and should participate in an audition. Similarly, members of a research team
will be selected on the basis of their curriculum vitae and an interview with the respon-
sible leadership. Perhaps, giving a lecture may be part of the selection process. Once
someone becomes a member of the team, a clear mutual agreement should be made on
tasks and responsibilities, which should regularly, say once a year, be reviewed.
Without trust in each other's competences and contributions, no orchestra can be
composed.

Competences

It is the task of the leader of the team to find out what are the strong qualifications of
all team members and, foremost, to offer them the opportunity for further enhancing
their competences. The central secret of a team spirit is that everyone loves to play her
or his party, in harmony with the other members of the orchestra. The conductor of the
orchestra should never be afraid to recruit musicians who play some instrument better
than he himself. On the contrary; a good leader is characterized by the fact that enough
room is given to everyone to develop her or his career. Only then, mutual respect will
grow. The only difference between senior and junior team members is their level of
experience and the responsibility they have; for the rest all team members are equal. No
instrument in the orchestra can be missed when a great symphony has to be performed.

Training

The advantage of the university is that the talents of young musicians and potential
soloists can be discovered at an early stage. I see it as a blessing that the interest of
students can be aroused very early, that they can be acquainted early in their education-
al track with biomedical informatics, and be offered already an apprenticeship while
still being a student. Some of them may want to continue for an MSc degree and part of
the latter ones for a PhD. This is exactly how several of the core staff of our department
got interested in biomedical informatics. After a thorough learning period they became
the section leaders of groups of musicians, e.g., of the strings or the woodwinds.
Training takes time, at least 10 years or so, before being able to become a player on an
international platform. The conductor should shape the conditions, whenever possible,
for the further development of the careers of everyone in the orchestra, from starting
musicians to experienced soloists.
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Conducting

I have never seen an orchestra with two conductors (except for the separate boys' choir
in the St Matthew's Passion of Johann Sebastian Bach), and certainly no ship with two
captains. The same applies to a research department. Of course, projects, as part of the
department's R&D, may have different principal investigators. A large research insti-
tute may have a board, but also then its chairman will be the leader, indicating the
general directions. The conductor has a great responsibility, because he has to guard the
quality of the orchestra and to listen attentively whether the music is harmonious and
follows the professional rules. If he observes disharmony, he should not hesitate and
take, if possible, immediate action. If he does not pay attention, also others in the or-
chestra may be influenced by the false sound and start deviating from the right track.
The result is a waste of time, talent and energy.

The leader of a research group has also to pay attention to the quality of the publi-
cations, to check whether the proper methodology was applied and the correct instru-
ments were used. Motivation and inspiration are key characteristics of a research
leader. At regular times, meetings should be organized to discuss progress, and presen-
) \] tations should be given by all members of the
team.

Having respect for every individual person
and paying attention to her or him is perhaps the
most important task of the leader. This is the
more so for the junior members of the group,
such as PhD students. Always be honest, keep
your promises, don't hesitate to tell when you
think there is a problem, listen carefully to every
single instrument. Always maintain integrity.

An important point is, to keep the team spirit
going, for instance by regularly organizing social
events. Celebrate the acceptance of a publication,
hire a ship to sail to an international conference
(Fig. 4). All these 'recommendations' seem self-
evident — and indeed they are, because all major
research groups in our discipline follow the same
or similar rules. Nevertheless, for young musi-

: r—— - cians it is wise to make themselves aware of the
Fig. 4. Sailing with a tall ship (1100 . D . .
m?® of sail) from Rotterdam to the importance to maintain high quality and good
heart of London to attend Medinfo conduct, by the musicians and the conductor.
Funding

I remember that in the early times, when funding was not in such short supply as
nowadays — there were far fewer orchestras — it was not extremely difficult to obtain
financial support for one's research. This was on the one hand very advantageous,
because writing proposals for grants was (at least in our country) much simpler and
competition between the different orchestras was much less. This was also the situation
until far in the 1980s for the funding from the European Union. On the other hand, it
was in some sense also less positive, because competition between research groups and
orchestras stimulates the improvement of the quality of the work that is to be per-
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formed. At present, competition and 'fishing in the same pond' is much harsher
everywhere. Here is a parallel with music as well; there is a much higher demand for
the top orchestras than for mediocre ones.

Funding of research comes roughly from four different resources: (1) public fun-
ding, e.g., to finance tenured positions; (2) competitive funding, e.g., from a national
science foundation; (3) subsidies from non-profit research foundations, e.g., for cancer
or cardiac diseases; (4) financial support from industrial companies and other private
corporations. The amount of effort to be invested in writing research proposals to
obtain a grant is very considerable and success is far from guaranteed. Yet, it is my
experience that for solid research, sooner or later, financial resources will always
become available. The most important condition for success is, however, to build an
excellent publication record, that is, by publishing articles in journals with a high
enough impact factor. Of course, there are many more parameters involved whether a
research grant will be awarded. It depends, in general, on the outcome of regular
assessments of the research of a department, to be discussed in the next section.

Lessons to be drawn from this experience:

In research, mutual trust and knowing each other's competences is essential.
e  The most crucial moment is when someone is to be appointed as a member of the
team.
e A leader should not be afraid to recruit staff who are more competent than he
himself.
A good leader gives enough room to everyone to develop her or his career.
Interest of students in biomedical informatics should be aroused early.
Motivation and inspiration are key characteristics of a research leader.
Having respect for every person and paying attention is the most important task of
a leader.
Competition for research funding has become severe everywhere.
For solid research, sooner or later, financial resources will become available.
e Funding depends, in general, on the outcomes of regular research assessments.

6. Concerts and contests

The goal of the many exercises of an orchestra is, of course, the performance during a
concert with live public. Only the best orchestras play in the most famous concert
halls and are invited to let their music be recorded on compact disk. The very best
musicians are invited to act as soloists during a concert. Reviews of a concert in
newspapers may contribute to fame or failure. In a way, the same applies to research.
Presentations are given for colleagues at a conference, and sometimes members of the
research group are requested to give an invited lecture elsewhere. The best output,
however, is a journal publication, where the article has been scrutinized by referees.

Regular assessments

The existence and survival of research institutes is increasingly dependent on regular
assessments. An assessment, usually done by an independent review committee of
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peers, is a suitable instrument to obtain insight into the quality of research. Its out-
come is directly related to the quality of publications in peer-reviewed journals.
Assessments are of particular importance if the results of biomedical informatics
R&D are to be applied in clinical practice.

The goals of research assessment are twofold: (1) Improvement of the quality of
research; and (2) Accountability of how the resources were spent.

The rating of the quality of research is a relative matter, even when formal proce-
dures are applied. There are no absolute standards. Only comparison with similar insti-
tutions elsewhere may offer an impression of the position of an institution on the
quality scale. All evaluations contain subjective elements and, even with peer reviews,
one should be cautious, because the composition of the assessment committee is essen-
tial for the outcome. This is why members of a review committee should be drawn
from different centers and the committee should preferably be composed by an inde-
pendent organization. Moreover, it is advisable to use a well-defined protocol with
clear instructions pertaining to the intention of the assessment [27], to exclude indivi-
dual opinions and to enable comparisons over time.

Personally, I have had extensive experience in participating in and undergoing
external assessments. In general, four aspects are to be considered [28]:

The quality of the research;

The productivity of the scientific output;

The relevance of the research for academia and society;

The future perspective, feasibility and vitality of the research.

L=

Although the report of a review committee usually contains judgments on the reviewed
research in wording, it has also been proven useful to position the research on a five-
point qualitative rating scale with scores, which are given separately for all four aspects
mentioned above:

5  Excellent Internationally at the forefront and with a high impact

4 Very good Internationally competitive and nationally at the forefront
3 Good Nationally competitive and internationally visible

2 Satisfactory Solid but not exciting. Nationally visible

1 Unsatisfactory ~ Not solid, nor exciting. Not worth pursuing

In our country, we have over 25 years of experience in assessing the research in uni-
versities and semi-public research institutes. Key instruments for the assessments are
well-defined protocols that are also used in an internal system for self-assessment. The
experience with research assessment over the years shows that evaluation increasingly
assists in improvement and accountability.

Lessons to be drawn from this experience:

The best research output are publications that are scrutinized by referees.

The survival of research institutes is increasingly dependent on regular
assessments.

® The outcome of an assessment is greatly determined by the quality of publications.
® For the assessment, a well-defined protocol should be used
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® Such protocols can also be used for self-assessment.

7. Conclusions

Most of the conclusions were already drawn at the end of each section. Therefore, no
essentially different conclusions will be formulated in this concluding paragraph. The
only remark I would like to make is that I am aware that the short reflection on my own
research was, of course, very personal and of a confined character. I understand that
other musicians and conductors will probably have their own reflections that may differ
from the ones expressed above. It should also be realized that the type of research in
our field is continuously changing.

For instance, since the last few years we have realized the joint venture of research
between different departments of our Faculty of Medicine. Examples are the
establishment of an advanced Image Processing Group between our Dept of Medical
Informatics and the Dept of Radiology; the close collaboration between our Dept and
the Information Processing Group in the University Hospital, Erasmus MC, on the
implementation of structured EHRs; and the joint endeavor with the Dept of Epide-
miology regarding post-marketing surveillance of drugs, with the help of our large
primary care research database, the so-called IPCI project. As a matter of fact, a
department of (bio)medical informatics would be non-existent if there would be no
close collaboration and sometimes even integration with other departments in and
outside the hospital. In summary, several characteristics in biomedical informatics
research remain to be of central importance:

Biomedical informatics is characterized by a multidisciplinary approach.
Hypotheses underlying research should always be carefully formulated.

Results are typically published in journals belonging to different disciplines.
International collaboration and cross-fertilization is of utmost value.

In many instances, in biomedicine a large well-documented database is essential.
The time from basic research to application may easily take twenty years or more.
Assessment studies are important for the quality of health care and the benefit of
patients.

In research, mutual trust and knowing each other's competences is essential.

A good leader gives enough room to all team members to develop their careers.
Funding depends, in general, on the outcomes of regular research assessments.
The outcome of an assessment is greatly determined by the quality of publications.
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Abstract. Expanding on our previous analysis of Biomedical Informatics (BMI),
the present perspective ranges from cybernetics to nanomedicine, based on its
scientific, historical, philosophical, theoretical, experimental, and technological
aspects as they affect systems developments, simulation and modelling, education,
and the impact on healthcare. We then suggest that BMI is still searching for
strong basic scientific principles around which it can crystallize. As -omic
biological knowledge increasingly impacts the future of medicine, ubiquitous
computing and informatics become even more essential, not only for the
technological infrastructure, but as a part of the scientific enterprise itself. The
Virtual Physiological Human and investigations into nanomedicine will surely
produce yet more unpredictable opportunities, leading to significant changes in
biomedical research and practice. As a discipline involved in making such
advances possible, BMI is likely to need to re-define itself and extend its research
horizons to meet the new challenges.

Keywords: Biomedical Informatics. Medical Informatics. Bioinformatics.
Ontologies. Nanomedicine. Virtual Physiological Human.

1. Introduction

Several analyses of the current scientific status of Medical Informatics (MI),
Bioinformatics (BI), and Biomedical Informatics (BMI), that has evolved over the last
few years from the convergence between MI and BI, have been published over the last
decade [1][2]. The authors of this paper have earlier contributed to this debate [3][4].

MI researchers have sometimes stated they encounter difficulties in receiving the
scientific recognition that they think the discipline deserves [4]. In some cases, MI has
been considered a pure engineering discipline, focusing on the technology related to
health care. Could this situation be only circumstantial or might it reflect a trend that
may become further accentuated? What could be the future of MI and BI? Will they
merge into BMI or will they remain independent?

2. Proposal for a more systematic analysis of MI, BI, and BMI

In a series of various papers, the authors have analysed the scientific status of these
three disciplines [3][4], using as a framework various ideas from the philosophy of
science. We extend these ideas below, following various directions.

2.1.Historical

One of the goals of cybernetics was to study the components of what can be referred to
as “human information systems”. In contrast, MI has not made this a main concern.
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Instead, MI has been primarily involved in designing and developing applications for
patient care, with computational methods for basic research on human physiology and
pathology rarely impinging on its central agenda. BI, on the contrary, when faced with
new challenges in the analysis of complex gene networks and pathways, or the
influence of the environment in genetics, is connecting to the emerging subfield of
“systems biology. In the process, some of the original ideas and methods from
cybernetics are being re-introduced, and re-thought in the context of the latest
experimental paradigms in biology. The emergence of nanobiotechnology promises to
accelerate this trend, possibly catalyzing a new “nanocybernetics”. Researchers such as
Benenson, at Harvard University [5] propose to adapt the concept of Wiener’s
automata to the biomolecular world, as with an automaton built to recognize the
characteristic molecular complexity of cancer cells and destroy them while leaving
normal cells intact. In this sense, traditional biological research carried out “in vivo”,
“In vitro”, and recently “in silico”, can be carried out “in info”.

2.2. A brief analysis from the philosophy of science

In one of our recent papers [3], we compare MI and BI based on ideas from major
philosophers of science. This use is different from recent work that introduces
philosophical ideas at the heart of BMI. Ontologies introduce informatics methods for
creating a shared consensus about the concepts that underlie a specific domain [6].
While ontologies provide new approaches to knowledge engineering [7], they still must
demonstrate that they can advance the scientific theories supporting MI. Some
philosophical arguments are pertinent in considering this issue. For instance:

a) An ontology, itself, cannot be the scientific basis for triggering a paradigm shift.
Kuhn suggested that a paradigm shift provoked a change in the underlying ontology [8].
An example comes from physics —a field where this kind of philosophical analysis has
been carried out for well over a century. It was relativity theory that changed the
meaning of the concepts “light” and “time”. Without the theory, no ontology could
have been developed to anticipate the new meanings of these two concepts.

b) The history of informatics and “preinformatics” disciplines illustrate some
examples that should not be forgotten when attempting to redefine biomedical fields,
such as physiology. Let us take an example. Recent efforts suggest the development of
a broad, universal biomedical ontology, from scratch. At its core, “concepts”, as used
by original ontologists such as Gruber [6], would be changed to “entities”. Also
proposed is a new usage of the term “process”, based on ideas of energy exchange and
transformation. These “entities” and “processes” are then proposed to be used in
redefining physiology, based on ontological assumptions. From an informatics
perspective, this approach looks interesting, but from a physiological perspective they
harken back to the “pre-cybernetics” period before the 1940’s. One of the main
achievements of cybernetics researchers was to show that physiology involves
exchanges of information (with signalling in organisms) rather than simply the
exchange of energy. Wiener himself considered the human body as an entire
“message” [9]. The greatest drawback of returning to a strictly thermodynamical, or
“energy-based” approach in physiological ontologies, as suggested above, is that it
cannot represent the many information-based physiological processes that we find
within organisms, such as signal messaging, feedback loops within their nervous
systems and the homeostatic processes which are so pervasive at many physiological
levels. .
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c¢) Ontologists are currently taking holistic or top-down approaches in building
biomedical ontologies [10]. From such a perspective, concepts (or entities) and
relations (or processes) are being made explicit in computer representations. It can be
argued that ontologies should be also generated using a bottom-up approach, scaling
findings up from the molecular level, and both approaches, top-down and bottom-up,
then combined. While building generic ontologies top-down from scratch may prove
useful in describing human-designed and controlled systems and tasks such as database
integration, the uncertainty and incompleteness surrounding our knowledge of
continuously evolving groups of organisms in complex environments should make us
very cautious in thinking of them as an a-priori valid scientific basis for deducing
possible consequences about living systems.

d) More traditional ontologists such as Hartmann, or the Nobel laureate Konrad
Lorenz [11] pointed out that integrative approaches in biology —and medicine— failed
in their day, because they did not to consider different conceptual levels. According to
Lorenz, it is not possible to deduce structure at higher levels based on characteristics of
those from lower levels. This can be easily understood from an example from physics,
where Einstein’s theory of relativity applies and is adequate to explain phenomena at
interplanetary distances, whereas quantum mechanics is needed at the atomic level.
Neither can be deduced from the other and, even more fundamentally, both cannot hold
true at the same time —they depend on the questions posed within their own specific
experimental designs. Physicists continue to seek a new, integrated, unified theory to
reconcile them. In biomedicine, terms that appear superficially alike, or even identical,
frequently have very different meanings for a molecular biologist, a pathologist or an
internist. Using a reductionist approach we cannot build up physiology simply from
molecular biology, pathology from physiology, or public health from pathology.
Similarly, the environment produces very different effects at the biochemical and the
population level. Attempts to create extended ontologies that cover all levels of
biomedicine, from atoms to populations, must consider such constraints and their
implicit limitations for both knowledge- and software-engineering purposes.

2.3. Theoretical foundations

MI researchers have obtained outstanding results in theoretical research, related —as
stated above— to topics such as natural language processing, uncertainty management,
or image processing. But none of these or other advances has been strong enough to
establish a scientific basis for the independent recognition of the discipline. Major
challenges that are information-centered, such as understanding how consciousness
works in humans, or how information is coded in the brain, have remained completely
outside the mainstream of BMI. While these two challenges should indeed be primarily
addressed by neuroscientists, cognitive scientists or neuro-informaticians, one might
argue that a widely “integrating” field such as BMI should also consider such problems
as part of its scope. They might indeed provide some of the underlying theory that the
discipline needs to advance scientifically, and lead to external recognition. Insights into
how brain function affects information processing would also have a deep impact in
clinical medicine —especially on psychiatry, neurology, and on sensory integration and
feedback for healthy subjects also.

There are areas whose research outcomes will be central to BMI. For instance,
representing and modelling genotype-phenotype data and their interaction with the
environment (and nutrition) is a major challenge where researchers from systems
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biology are focusing efforts and extending both computational as well as biological
modelling. It presents an excellent opportunity for BMI researchers to participate.

2.4. Experimental research

Since the 1960s, researchers have applied a variety of techniques and tools (e.g.,
statistics, pattern recognition, and machine learning) to discover knowledge such as
clinical prediction rules from large databases. In doing this, researchers wanted to
avoid biases in the knowledge acquisition process from one or more experts. Yet,
regrettably, few of these systems are actually used routinely to support medical practice.
In many ways, data mining is an example of how difficult it is to encourage
interactions between BMI researchers and professionals from other related areas.
Biomedical statistics has developed for more than five decades, with significant impact
on epidemiology and public health, but relatively little interaction with BMI. More
vigorous exchanges could create a synergy, improving not only medical data analysis
but also more efficient and deep knowledge integration and experimentation,
facilitating the acceptance of project outcomes by medical practitioners.

2.5. Simulation

Researchers aim to predict cell behaviour by creating models that include cell
features [12] as well as environmental data. Computers help to simulate the dynamic
changes of cellular metabolism [13]. Virtual simulations use for this purpose data from
the different “omics” projects that have proliferated over the last few years. At a higher
level, BMI researchers have built disease models for over three decades. An early
example is the CASNET expert system which incorporated a causal model, linking
observations and pathophysiological states of the eye diseases comprising glaucoma
[14]. More recently, complex simulations can reproduce pulmonary diseases using the
Virtual Lung or cardiac physiology. By increasing the complexity and expanding the
limits of specific simulations, researchers have proposed the development of an
ambitious project, the Virtual Physiological Human (VPH) [15]. This project aims to
integrate partial simulations from different systems —e.g., cardiac, lung, kidney, and
others—, organs, and cells, into a whole simulation of the entire body. In the VPH, an
integrated virtual human model would facilitate navigation, representation and
simulation of physiological processes and, finally, carry out “in silico” experiments
that can be used for testing diagnostic devices or new drugs.

Contrasting the Visible Human Project [16] and the VPH the former had as goal to
build a 3-D anatomical representation of the human while the VPH aims to build a 3-D
simulation of the physiological body, including metabolic pathways, biochemical
reactions, electrical signaling and regulation processes, among others. While this is one
of the most challenging programs that BMI researchers can address, we should keep in
mind the difficulties mentioned above about jumping between the different biomedical
“levels”, from molecular biology to cells, from cells to tissue in systems and organs,
from these to whole organisms, and from individuals to populations. Our knowledge
here has significant gaps which must be filled before the VPH can be completed.
Despite this, it is one of the most challenging ideas proposed during the last years,
though considerably more ambitious in scale, and less clearly realizable than the
Human Genome Project (HGP).
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2.6. Training and education

The introduction of the technologies and new subfields such as, for instance,
nanotechnology, molecular automata, or complex simulation models, will require a
background that is different from that provided by the current curricula predominant in
BI or MI. Since the areas of convergence are larger and quite different, new methods of
modelling, analysis, and interpretation will be needed, overlapping with engineering,
cognitive science, operations research, and most of the basic sciences. How good
should BMI professionals be as mathematicians, physicists, or chemists? How good
should they be in biological bench research? How can they possibly find the time to
master the multiple disciplines and integrate the knowledge this entails? How can they
compete with the specialists in increasingly narrow —omics subspecialties, and how
with those in the increasingly important and related environmental and public health
ones? In short, is there a good “complementarily symbiotic niche” to these other
disciplines that can be designed for the biomedical informatician?

2.7. Impact in healthcare: Genomic medicine and nanomedicine, just two more
“paradigm shifts”?

The success of the HGP and other omics-related projects has introduced new
approaches to basic medical science and healthcare, generically labelled as Genomic
Medicine. Diseases such as cancer, a plethora of rare diseases, and many others are
now being explained from different perspectives, including genetic information.

For Genomic Medicine to become real, in Europe, the European Commission has
funded initiatives, such as the INFOBIOMED network of excellence and the ACGT
(advanced Clinico-Genomic Trials) project, to develop methodologies for integrated
analysis of biomedical information in clinical trials. In this scenario, many
collaborative actions are being proposed. For instance, building biobanks that will
gather clinical and genomic data; providing clinical data to bioinformaticians that will
test their metabolic pathway representations; building new biomedical ontologies, or
introducing omics-based data models in innovative genomic-based electronic health
records. The goal is not to “deconstruct” the components of clinical practice and
provide the computer tools that are needed for health professionals, but to shift clinical
practice towards new approaches, deeply anchored in basic science.

In 1959, the Nobel laureate Richard Feynman proposed that there were no
scientific obstacles to avoid the manipulation of atoms [17]. In his visionary speech, he
also anticipated uses that this new approach could have for biological research. A good
40+ years later, a new discipline, called “nanotechnology”, is slowly arising.

As nanomedicine begins to define itself, an increasing rate of discoveries will
ensue, promising to deliver new diagnostic and therapeutic methods for medicine.
Bionanomachines can work in the tiny space of living cells and be tailored for medical
applications. Complex molecules that seek out diseased or cancerous cells, sensors for
diagnosing diseased states, replacement therapy using custom constructed molecules,
may be able to treat different diseases and conditions, opening a new horizon for
medicine [18]. In nanotechnology, nanoparticles and nanomaterials are built as
biodetection agents for deoxyribonucleic acid and proteins. In addition, nanodevices,
such as nanowires and nanotubes, can be combined with nanoarrays to create
automated nanodetection platforms. Molecular imaging modalities based on quantum
dots and magnetic nanoparticles introduce new methods to intracranial imaging.
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Paradoxically, just as the term “genomic medicine” is beginning to enjoy some
currency after the completion of the HGP, a new term, “nanomedicine”, comes calling
at the door, claiming to be its newest, exciting frontier. Genomic medicine and
nanomedicine, then have an incredible potential to transform biomedicine and
healthcare but, whereas they promise to deliver methods and technologies far more
ambitious, they still need the theoretical foundations that are the basis for solid
scientific disciplines, suggesting a fruitful field where adventurous BMI researchers
can explore with specialist colleagues in the fields needed to make concrete advances.

3.Conclusions

From a scientific perspective, it can be argued that there are no real paradigms or
theories that crystallize BMI around one or a very few core principles. On the other
hand, the discipline may have not promoted or encouraged sufficient debates about its
underlying science. When a rare unanimity around certain issues, or “hot topics” arises
among researchers, it can often lead to periods of great breakthroughs. Later, once this
unanimity ceases, other issues substitute for the old ones, and a new cycle ensues.

As a final thought— while BMI has contributed to change the face of healthcare
and improve the lives of people like few other scientific disciplines, it still needs the
strength and self-confidence, which can be reflected in stimulating controversies
characteristic of the more established sciences and their technologies.
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Abstract. The objective of this paper is to identify trends and new technological
developments that appear due to an ageing society and to relate them to current
research in the field of medical informatics. A survey of the current literature
reveals that recent technological advances have been made in the fields of
“telecare and home-monitoring”, “smart homes and robotics” and “health
information systems and knowledge management”. Innovative technologies such
as wearable devices, bio- and environmental sensors and mobile, humanoid robots
do already exist and ambient assistant living environments are being created for an
ageing society. However, those technologies have to be adapted to older people’s
self-care processes and coping strategies, and to support new ways of healthcare
delivery. Medical informatics can support this process by providing the necessary
information infrastructure, contribute to standardisation, interoperability and
security issues and provide modelling and simulation techniques for educational
purposes. Research fields of increasing importance with regard to an ageing
society are, moreover, the fields of knowledge management, ubiquitous computing
and human-computer interaction.

Keywords: Medical Informatics, Ageing Society, Telecare, Smart Homes.

1. Introduction

In most developed countries, healthcare systems face a number of challenges leading to
an increased demand for health and social care. These challenges are mainly related to;

1.

The demographic development — a decreasing number of younger people will
have to support increasing numbers of older, retired people. The old age
dependency ratio in Europe is expected to double by the middle of this
century' and the number of persons aged 80 and over (oldest-old) is expected
to nearly triple, rising from 18 million in 2004 to 50 million in 2051. [1]

The economic development — higher standards of living will lead to greater
expectations of the quality of healthcare systems. At the same time, public
health services have to cope with financial resource constraints and shortage
of skilled labour [2]. The cost for health and social care in Sweden is about
9.2% of GNP [3] and the corresponding figure for US is about 15% of GNP.
Moreover, in Sweden, as an example, the cost of healthcare increases with

! This means that whereas in 2004 there was one elderly inactive person (>65 years-old) for every four
persons of working age (15-64 years-old), in 2050 there would be about one inactive person for every two of
working age.
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about 0.8% per year due to demographic changes and another 0.8% due to
medical technology development.

3. Societal factors — an increasing number of elderly people live alone, and
increased mobility in society results in families/relatives distributed over large
geographical areas.

In the future, effective delivery of healthcare will be more dependent on different
technological solutions supporting the decentralisation of healthcare, changed life
styles and increased societal demands. To prepare for this development, each European
Member State is to develop a national or regional roadmap for e-Health, targeting the
above mentioned challenges focusing mainly on the deployment of electronic health
records, interoperability issues and reimbursement of e-health systems [4]. Besides
‘enlargement of the European Union’ and ‘health policies and systems change’,
‘ageing’ and ‘technological development’ have been identified as key drivers for
change in the future healthcare delivery [5].

The goal of this article is therefore to identify trends and new technological
developments that appear due to an ageing society and to relate them to research in the
field of medical informatics.

2. The process of ageing
2.1. Definitions

European policies present the paradigm of active ageing as a coherent strategy to make
ageing well possible in ageing societies. Active ageing is about adjusting people’s life
practices to the fact that they live longer and are more resourceful and in better health
than ever before, and about seizing the opportunities offered by these improvements. In
practice it means adopting healthy life styles, working longer, and remaining active
after retirement. [6]

Successful ageing is a frequently discussed topic in the social, psychological and
medical sciences. Biomedical models define successful ageing largely on the absence
of disease and the maintenance of physical and mental functioning whereas socio-
psychological models emphasise life satisfaction, social participation, functioning and
personal growth [7]. Both models have been discussed mainly from the academic point
of view of the respective investigators and few studies specify the meanings older
people themselves attach to these models. Thus, a pilot study points out that older
people perceive ‘successful ageing’ as coping strategies for later life [8].

2.2. Self-care models and coping strategies

Older people are not a homogenous group. In general, their needs and goals of life are
not fundamentally different from those of other adults. They want to remain
independent as long as possible and to keep control over their lives once outside help is
needed, thereby maintaining the feeling of independence [9]. Individual needs and
goals depend to a large extent on individual physical and psychological health
conditions and are closely related to a person’s overall attitude towards healthcare,
illnesses and manner of living. This is also reflected in the way a person cares for
herself and manages her life.
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Backman and Hentinen describe a model with four modes of self-care
characterised by different degrees of activity by home-dwelling elderly [10].
Depending on the mode of self-care, the elderly person

- continues living as an active agent (responsible self-care)

- accepts life as it comes (formally-guided self-care)

- denies getting old (independent self-care) or

- has adesire to ‘give up’ (abandoned self-care).

According to this study, self-care is not a separate part of elderly people’s lives but
is associated closely with their past life and with the future. Elderly persons’
approaches to managing everyday life and the problems of ageing can be understood as
various types of coping. Dunér and Nordstrém [11] describe active, adaptive and
passive coping strategies. Those who manage actively primarily use problem-focused
coping which is focused on solutions. Those who manage adaptively or passively use
emotion-focused coping, in which feelings are more central than actions. Strategies
depend on both internal and external resources and usually develop from active to
passive towards the end of life.

2.3. Older people and information and communication technology (ICT)

A common prejudice by care professionals is that older people are unable or not willing
to use new technology. 80% of Europe’s home care decision makers e.g. believe that
the acceptance of ICT-based services amongst older adults is very low [12]. According
to SeniorWatch®, 44 million older people (36%) have access to a computer at home and
33 million (26%) are regular computer users. However, computer involvement
decreases with age: In the age range between 50 to 59 years 57% have home accesses
to a computer, and 46% are regular users. At the same time, only 19% of those who are
80 years and older have home access to a PC and 6% are regular users [12]. The 2005
Eurostat ICT survey in all 25 member states revealed that 24.9% of the private
individuals in age group 55-74 used the Internet over the past 12 months [13].

Moreover, older people feel unrecognised as a target group: 70% feel that in the
media, ICT is only connected to younger people and 48% of the 50+ population blame
manufacturers for not incorporating their needs in product characteristics. At the same
time, more than half are keen on following technological developments, and half do not
feel too old to familiarise with computer technology. [12]

Although we know relatively little about older people’s use of technologies,
research on cognitive ageing provides us with some knowledge about the challenges to
confront during system development such as age-related declines in psychomotor
skills, especially in dexterity and hand-eye coordination, and cognitive skills,
especially processing capacity and automated response [14]. Despite these age-related
declines, older adults are remarkably adaptive and can continue to perform at a high
level [15].

2 The SeniorWatch project consisted of an Older Population Survey (n=9661;age=50+) and a Decision
Maker Survey (n=512)
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3. Recent technological advances
3.1. Telecare and home-monitoring

Tele-monitoring is one way of responding to the new needs of home care in an ageing
population. Being the first innovations in the field of telemedicine/telecare, vital sign
parameter measurement and audio/video consultations (‘virtual visits’) are the
available techniques most frequently described in the literature [16]. Most promising
applications for tele-monitoring are chronic diseases such as cardiopulmonary disease,
asthma, and heart failure or for assessing the level of activity of elderly people [16, 17].
Current research explores wearable devices for multiple parameter monitoring
connected to wireless body area networks (WBAN) [18] or to be built in into smart
clothes [19-21]. Developments in different scientific fields such as nanotechnology,
cybernetics and artificial intelligence promise the emergence of new technologies in
the future as e.g. automated consultations (person-to-machine or agent-to-machine) and
self-diagnosing devices [2] moving towards chip implanted biosensors [22].

3.2. Smart homes and robotics

In smart homes ICT has already been installed for controlling a variety of functions
such as opening/closing doors, switching on/off lights, smoke and gas detectors and
temperature control; and for communicating with the outside world. Smart homes and
telecare complement each other — smart homes prepare for the technical infrastructure
that is to be filled with telecare services.

Such an infrastructure can address the prevalence of neurological and/or cognitive

disorders in the elderly and enhance their ability to function independently within their
residence [23]. Emergency help, prevention and detection of falls, and monitoring of
physiological parameters are areas where older adults perceive that they would benefit
from advanced technology. However, they also express concerns about the user-
friendliness of the devices, lack of human response and the need for training tailored to
older learners [24].
Current developments strive towards ambient intelligent environments where bio- and
environmental sensors are combined with new methods for context-aware computing to
allow for ageing in place (e.g. [25]). Research in the areas of biomedical and assistive
robotics is directed towards the creation of mobile, humanoid robots to assist elderly
with mobility declines [26-28].

One of the main challenges for smart homes is, however, not technological but
social. It must be a sanctuary that is secure and private, and provide a harmonious
space for relaxation and socialisation [29]. Moreover, the increasing introduction of
medical devices into the homes of the elderly and their interaction with different kinds
of ICT solutions requires close surveillance and analysis of the medical, legal and
ethical responsibilities.

3.3. Health information systems and knowledge management
Increased citizen demands, decentralisation of healthcare and a shift from provider-

driven to patient-centred healthcare delivery increases the demands on health
information systems (HIS) and knowledge management.
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Hitherto, health information systems have been to technology-centric and there is a
lack of new theories and models for the design of more flexible and interoperable HIS
able to support collaborative clinical work and knowledge and careflow management
[30]. Elderly people, often suffering from multiple diseases, need proactive
management from healthcare professionals following agreed protocols, shared care
plan and personal life goals [31]. This requires an ICT infrastructure with improved
support for coordination of work and cooperation, including decision support, between
different healthcare professionals, especially with regard to the high number of
substitutes working in the home care sector. Such a cooperative work approach should
not only involve care professionals but also the patients themselves and their relatives
which are today a fairly unused resource. With suitable tools and a reasonable
approach, they could be engaged to a larger extent in the care process and thereby
enhance its quality. Ubiquitous computing offers the possibility to provide the different
users with relevant, context-dependent information and services unobtrusively [32].

However, an important prerequisite for the widespread introduction of new
technologies in the healthcare sector is the acquisition of new types of skills by
citizens, patients, doctors, nurses and other healthcare professionals. These skills
translate to new abilities, competencies and, above all, mindsets and attitudes to new
ways of working that are more responsive to the needs of citizens. [33]

4. Future scenario — Implications for medical informatics

Perhaps in 10 years most people aged over 65 will live in smart homes with the
necessary assistive technology in place and with elderly-friendly Internet access
guaranteeing social connectedness to the outside world. Elderly people will wear
“smart” clothes and be surrounded by ambient measurement devices, surveying daily
activities and monitoring their health status no matter whether they live with a chronic
disease or just want to control or improve their individual fitness level. They will
automatically be informed about any measures they could employ by themselves in
case they deviate from their individual health profile. If necessary, the personal
healthcare advisor will be alerted to take appropriate measures with their consent. The
service fee will be withdrawn automatically from their healthcare bank account.
Depending on the degree of severity of the present situation, the personal healthcare
advisor can be a physical person, i.e. a relative, a nurse, a primary care physician or a
highly qualified medical specialist, or a virtual individual with the appropriate medical
skills suggesting appropriate measures to rectify the situation. The personal healthcare
advisor will, of course, directly involve the older person’s healthcare support team if
necessary. Elderly people can rely on all-day health monitoring with individual
problem handling based on approved medical and nursing practice.

This scenario — whether it becomes reality or not - reveals a number of challenges for
the field of medical informatics:

- The establishment and analysis of individual health profiles requires a holistic
approach to support older people’s lifestyles and reliable methods for
integration of information from a variety of technically and locally distributed
databases including medico-technical equipment and registries on elderly
care. Standards, interoperability and security still remain key challenges.
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- Healthcare support teams have to be provided with the right information
immediately wherever they are located, implicating that the fields of
knowledge management and ubiquitous computing are crucial.

- Older people’s interaction with the healthcare system requires personalised,
user-friendly, context-aware interfaces that are both multi-modal and multi-
lingual and adapt to the elderly person’s environment and needs. The field of
human-computer interaction becomes increasingly important.

- The delivery of healthcare will be re-organised, becoming more information
intensive and complex. The trend towards lifestyle management, prevention,
shared care and telehealth requires education of prospective users of the
systems we develop. Modelling and simulation techniques can be used to
support this.

The scenario also shows a strong intertwining between medical informatics and
medical technology. How much and which kind of technology we want in our future
homes - if we want it at all - depends on individual needs, self-care processes and
coping strategies.

5. Conclusions

An ageing society requires increased accessibility of care outside traditional care
settings with increased efficiency, individualisation and equity of quality-oriented
healthcare with limited financial resources. This puts high demands on interoperability,
usability, safety, security, availability and accessibility as well as on legal and ethical
aspects. Innovative technologies do already exist and ambient assistant living
environments for our ageing society are being created. However, we also have to adapt
these technologies to the older peoples’ self-care processes and coping strategies and to
find improved ways to organise work for health professionals. Moreover, we should
use ICT as an enabler for the establishment of interactive networks among the involved
care professionals, patients and relatives.

ICT has the potential to bridge distances, to provide social inclusion without
necessarily raising costs and to enhance quality of care, if carefully observed from a
medical and ethical perspective. However, ICT should enable and not destroy
independent living for the older population. Therefore, the individual person has to
decide if, when and which kind of possible technology should be installed in the home.
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Abstract. Ubiquitous informatics in health care can be seen as its pervasively
presence everywhere, at home as well as in office and patient room, for various
purposes such as patient follow up, health care professional training, aid to
decision making and to public health management.

Its worldwide rapid extension could only happen in relation to major progresses
such as overall availability of personal computers, diffusion through the worldwide
web as well as coverage of almost all fields of medicine.

Challenges include a profound change in patient-physician relationship, a reform
in health care management and financial methods, as well as the need to identify
uniquely all healthcare partners, while respecting confidentiality and private life.
Keywords: Ubiquitous Informatics, Health Care, Electronic Patient Record,
Distance Learning

1. The Concept of Ubiquity for Informatics

“Ubiquitous” [1] is defined in the Oxford English Dictionary as “everywhere
pervasively present, as God”.

Until the beginning of the 21* Century, no human being neither any object could
pretend to be ubiquitous. Now, ubiquity is attributed to computer applications, in that
sense that they can be obtained almost everywhere, at home as well as in office and
patient room, like GPS in a car or internet at the end of a cell phone capturing also
digital images.

Is such ubiquity a divine gift to humanity? Or, on the contrary, isn’t it a way to
emprison the information society and to reinforce the power of Big Brother ?

In furtherance to the diffusion of computerized information systems in the whole
society, its extension in medicine is impressive. Informatics covers now almost all
fields of health, from genomics to public health. [2][3][4][5]

After a description of progresses that led to ubiquity in health applications, we will
describe some challenges and dangers to avoid.

2. What led informatics to Ubiquity ?

Computers exist only since the second world war. They were commercialized in the
1950’s and applied to health care since the 1960’s
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The two major steps that led to ubiquity can be identified as, first, the creation of
the Personal Computer (PC) or microcomputer in the 1980°s in the USA and its rapid
diffusion, and second, the world wide web (www) produced by the CERN'

Combined PCs and the www made a revolutionary change in almost all
international health care information systems. They are inextrically related. Planning
for the 21* Century requires a deep understanding of societal and behavioural changes
in relation with this technologic environment.

3. Progresses in Health Care
3.1. Extension to all Fields of Medicine

The use of computers in medicine begun with clinical laboratories and hospital
administration, soon followed by electrophysiologic signal analysis, drugs distribution
and medical record summaries [6]. We still used Hollerith cards in the early 70’s. We
had to travel to the Computer Center. What a different world today!

3.1.1. From Medical Informatics to Health Informatics

Concepts behind words have their importance. “Informatics” is one of the rare
French words that was accepted in the USA after the war. It is made of the conjunction
of two terms:

o Information, ic the communication of instructive knowledge in a form that can be
processed by a computer;

e and automatic, ic “acting by itself’, or more exactly acting following sequential
instructions loaded in a software and processed in a computer hardware.

As Professor Francois Gremy correctly observed, informatics is not a “science” but
“the rational management of information by a computer”. [7]

Medical informatics is still used in many countries, to describe its applications in
medicine, but “health informatics” has been preferred by ISO, the international
organization for standards, because it includes not only clinical medicine, but also
biology, genetics, patient records as well as population statistics. [8]

As a matter of fact, “health informatics” covers now almost all fields of medicine
(see figure 1), from the microscopic to the macroscopic, from bio-informatics to public
health, from the cell to the society. Telematics and Telemedicine imply Informatics at
distance and electronic communication for medical applications.

3.1.2. Bio-Informatics

At the microscopic level [9], the present knowledge of human genome could not be
obtained without computers. Biochemistry as well as immunology are major fields of
bio-informatics.

3.1.3. Digital Imaging [10]

Imaging benefited of spectacular innovations that resulted from interprofessional
rather than interdisciplinary cross-fertilization.

! Centre Européen de la Recherche Nucléaire
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Computerized Tomography or CT Scan or Tomodensitometry (using
conventional Xrays) was imagined by Sir G. Hounsfield, a British electrical engineer
during a discussion with physicians around a cup of tea.

Echosonography, using ultrasounds, reflecting tissues with various intensity, was
introduced in the Royal Navy during the last world war, in order to detect submarines.
It is also the fruit of a collaborative work between engineers and physicians, while the
RMN (Nuclear Magnetic Resonance) was developed by the use of a technique applied
by chemists to identify the composition of chemical agents.

The PET-Scan (Positron emission tomography) is another tool that describes
organ function, like the degree of a tumoral activity in complement to anatomic
description obtained by a CT Scan.

These technologies and many others in digital radiology have in common the
obtention of an image of tissues that could not be seen by former radiologic or isotopic
techniques, with less risk for the patient, but also a higher cost for society.

Digital imaging authorizes surgical procedures associated to visual exploration, in
the so-called “interventional radiology”. RMN is associated to stercotaxic
neurosurgery, while robotics improves the surgical act, by programming quick and
more refined sutures than those performed by a human being.

Most of these computerized techniques are industrialized. It is to say that the
physician becomes a specialized instrumentalist of a technique marketed and diffused
worldwide.

3.1.4. The EPR

The Electronic Patient Record is another challenge for contemporary medicine.

A medical record has been defined as “the memory of all data of a patient, both
individual and collective, constantly updated”. [11]

The “paper record” has become more and more difficult to manage because of the
multiplicity of specialists and the large volume of results to be classified. In my
institution, Cliniques Universitaires St Luc in Brussels, a 1000 beds teaching hospital
of the University of Louvain Medical School, with 400,000 outpatient visits a year, we
felt that we had made a first major step when we unified the folders in 1976 by making
mandatory a unique identifier by patient, but we could not reach a total unique record,
because of the resistance of specialists.

The unit medical record could only be obtained in 2000 when it was completely
automated and became “paperless” or at least with “less paper”. Such evolution could
not be done easily, because laboratory computers were not fully compatible with
several other systems, such as the administrative data, drug prescriptions or digital
imaging.

Our EPR, called “Medical Explorer”, is a nice “document retriever”. However, a
table of content, like a “problem list”, as proposed by Larry Weed, is still missing.

3.1.5. Hospital Management

Management has been another privileged area for the development of health
informatics.

It includes HIS (Hospital Information Systems) [4][5] that moved from
centralized architecture in the seventies (a mammouth model that disappeared because
too homogeneous) to decentralized models in the 1980’s (a Balkanization that could
not survive to lack of compatibility: it was to heterogeneous), and finally to the present
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distributed architecture, since the 1990’s, where each computer system can be inserted
in the network as a logo piece, using the concept of client-server information system,
where PCs are spread in all units, as well as wireless instruments, with access from
outsiders (general practitioners, other institutions).

3.1.6. Public Health

Public health applications of informatics received attention since the beginning. They
include epidemiologic surveys, managing models, financing reform, preventive
measures and Health Systems Research.

Cost control has been a major objective of all governments since the seventies.

Technologic progress and new drugs cost more and more. Even if governments
agree to attribute a bigger portion of their budget to health care (£ 10% in Belgium in
2006) and even if patients agree to pay from their pocket a larger fraction of the bill
(above 5%), it appears necessary to rationalize health care management in order to
obtain the best performance and quality of care. [12]

Until 1990 hospital accounting was based on technological productivity
(investments in personnel, buildings and techniques that could result in a number of
procedures, of admissions, bed occupancy, length of stay, ...).

Bob Fetter proposed to measure case mix [13], ic diagnoses and procedures by
patient stay in order to explain resource consumption (measure of medical
productivity). Hospital productivity could be measured.

In order to reform hospital financing systems and to reduce length of stay, a
Minimum Basic Data Set (MBDS) [14] containing all diagnoses and all procedures
linked to financial data by patient stay has been proposed and accepted by the EEC.
The European MBDS published in 1982 was the starting point of the hospital reform in
Belgium, France, Italy, Portugal and elsewhere.

The MBDS was not designed, however, only for hospital financing, but also for
quality of care development, clinical research and hospital epidemiology. Linkage to
the content of the EPR could allow such developments, if terminology standards can be
obtained in Europe.

3.1.7. Societal values and ubiquity applications

Two comments have to be made about Figure 1

First, if a line is going from the lower part on the left to the upper part on the right,
indicating the size in scale that was just described, there is a second line going from the
top on the left, to the bottom on the right, indicating that the perception of scientific
value by our society [15] is mainly attributed to the results at the microscopic scale and
much less to societal developments. “Impact factors” of publications and Nobel prizes
are good examples of this approach.

Second, ubiquity of informatics in health care results from the multiple progresses
described in so many fields. A radiologist can now consult a RMN and the electronic
patient record at home in order to give his advice to a clinician in an emergency room;
an orthopedist using telemedicine could instruct a general practitioner on what to do in
case of fracture on someone living far away from a hospital. Even surgery could be
practiced at distance, while everyone has access at home to medical literature, and
students could be trained in statistics everywhere...



36 FH. Roger France / Progress and Challenges of Ubiquitous Informatics in Health Care

Microscopic Macroscopic Individual Society = 4
A
~
~
~
~
~N- Size in scale
~
~ o
~
~
~
~
~
~ ~
~ -
~
~
. -
~
-
~
~
~
~
~
~
~
~
~
~
~
~ ~
Scientific « value » ~o
~ ~ *
»
>
Bio Informatics Imaging EHR Management Public Health
Genomics Electron microscopy Clinical informatics HIS Epidemiology
Biochemistry Histoloby, pathology E prescription LIS Financing
Immunology Numeric imaging Laboratories Clinical research Prevention
Arteriography Monitoring Systems development ~ Health Systems
Scanner Research
RMN
PET Scan
Figure 1

3.2. Geographical extension

Computers are now diffused worldwide.

Industrial countries (USA, Europe, Japan, ...) have build complex fiberoptic
networks and use satellites for data communication. Emerging market countries (such
as “BRIC” Brazil, Russia, India, China) are following rapidly.

Africa and some developing countries in Asia and South America seem to lag
behind. However, all populations need water and information, water storage and
parabolic aerials, even in far away located villages.

4. Challenges of ubiquitous informatics in healthcare

The pervasively presence of health informatics everywhere has dramatically progressed
but this “technological progress” introduces profound changes.

Fundamental ethical questions can be raised about patient autonomy, as well as
about respect of confidentiality and private life. Laws on patient rights and on health
informatics have to be adapted. Financial reforms have to take into account equity in
health care and the development of quality.

4.1. A major change in patient-physician relationship
Ubiquity modifies the practice of medicine. In case of telemedicine, there is no full

control locally (example: biopsy) neither at distance (example: diagnosis of pathology).
Risks might be associated, to which liability issues have to be identified.
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In the physician office, a screen replaces the former paper record. Hospital care
can be transferred to home care, especially for chronic insufficiencies (cardiac, renal,
hepatic) in old age.

Alarm systems might provide security signals to isolated persons, and infrared
devices placed on mental ill patients could help health professionals to follow their
movements.

Patient willingness to donate organs, or to forbid access to their record after death
can be stored on a national platform, as well as their life testament, their wish not to
prolong life by medical means, or their consent to euthanasia.

Patients and physicians have equal access to the literature through the web. In rare
diseases, the patient might become more knowledgeable than his doctor.

The patient empowerment is in progress everywhere. His autonomy is increasing
as well as his liability in partnership with health professionals for his care.

Most patients adapt to change, but they can be perturbated by this intrusion of
machines in human relations. A few years ago, a questionnaire has been distributed in
the cardiac intensive care unit of Prof. J. Col in St Luc Hospital in Brussels in order to
identify patient perception of informatics for their care. Many of them were too sick to
understand what the electronic devices were aimed at, but an engineer, well aware of
the role of the computer, told to his physician when he entered in his room and watched
vital signs on the screen: “Dear Doctor, I would rather prefer that you auscult me as
before, than to watch data on the screen”.

4.2. A major change in health care management

A systematic documentation on all diagnoses and procedures by patient modifies the
societal approach to health care. There is more transparency of practices, better
surveillance of results of care and of safety issues. Comparisons of practices allow
governments to introduce incentives in order to reduce length of stay, to avoid overuse,
underuse and misuse of techniques, diagnostic tests or treatments and to reduce costs of
care. National platform might help to diffuse such information everywhere.

Case mix measures by APRDRGs as done in Belgium allow to finance hospital
production by type of diagnoses rather than by linear administrative measures.

Several new areas of research are now being tested like “Evidence Based
Medicine” [16] that require well established criteria to diagnose and to treat frequent
diseases groups of patients.

Clinical pathways is another way to optimize the sequence of care by pathology.
[17]

Equity measures and quality of care could also benefit from ubiquitous
informatics when applied appropriately.

4.3. Conditions for changes

In order to obtain ubiquitous informatics in health care, aiming at optimal health care,
patient centered, at home as well as in institutions, it appears necessary to respect
fundamental ethical principles, such as:

e  patient right to autonomy

e independance of clinical judgment

e protection of confidentiality and private life
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e cconomic interest should never dominate over ethical considerations

This implies that each patient should be identified by a set of unique identifiers, to
be crypted by a Trusted Third Party (TTP), where the objectives of information
processing correspond to each partners role. The delivery of care should be kept
separate from aggregated anonymyzed data for research, statistics and other studies, as
well as from administrative data to be processed for individual payment.

Technical solutions exist, like the proposed BeHealth [18] platform in Belgium, a
pilot project that intends to give a secure access to health data through a common
Federal network, where a TTP distributes the personal identification numbers keys
(public and private) after irreversible encryption from the Federal register numbering
system by citizen, as well as verifies authentication of sources and authorizations of
uses.

In conclusion, ubiquitous informatics becomes a reality in health care.

However, are our citizens, health professionals and financial bodies ready to take
the necessary steps in order to meet the ethical and organizational challenges that
ubiquity generates?

This meeting between medicine and informatics provokes a constant call into
question.

The societal choice to accept or not unique health identifiers, that respect patient
data confidentiality appears to be one of the key issues in the beginning of this century.
Should we fight for a separate health identifier by patient or will we accept to leave the
citizen with a unique national number for all kinds of purposes: taxation, retirement,
health, justice, and others?

Another fundamental issue concerns the role of the medical profession in the
progressive invasion of industrial business that gives a new face to health care. Will
they be well enough public health trained in order to obtain a natural leadership in
patient care or will they be infrodated to economic rules?

Finally, technologies can be the best or the worst. Will they be applied
ubiquitously to help the patient to suffer less and to be healed by facilitating access to
appropriate care, or will humanity be more and more prisoner of big brothers that might
organize technology for their profit?

We live today a mutation of the medical practice through ubiquitous informatics.
The human character of the patient-physician relation has to be preserved.
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Abstract. “Smart homes” are defined as residences equipped with sensors and
other advanced technology applications that enhance residents’ independence and
can be used for aging in place. The objective of this study is to determine design
specifications for smart residences as defined by professional groups involved both
in care delivery to senior citizens and development of devices and technologies to
support aging. We assessed the importance of specific devices and sensors and
their advantages and disadvantages as perceived by the interdisciplinary expert
team. This work lays the ground for the implementation of smart home
residencies and confirms that only an interdisciplinary design approach can
address all the technical, clinical and human factors related challenges associated
with home-based technologies that support aging. Our findings indicate that the
use of adaptive technology that can be installed in the home environment has the
potential to not only support but also empower individual senior users.

Keywords: Medical Informatics, Smart Homes, Assistive Technology, Aging,
Residential Facilities.

1. Introduction

As the segment of the population over the age of 65 years keeps growing and average
life expectancy increases, new models of positive ageing are being developed to allow
senior citizens to adapt to degenerative changes and maintain functionality, autonomy
and quality of life. Such models aim to address ways with which seniors can cope with
health-related issues such as falls, sensory impairment, immobility, and medication
management. The development of “smart homes” aims to meet older adults’ desire to
remain independent at home by proactively addressing older adults’ needs. The term
“smart home” refers to a residence equipped with a set of advanced electronics and
automated devices designed to enhance health care delivery and remote physiological
monitoring of residents, to enable early identification of possible problems or
emergency situations and to maximize residents’ safety and overall well-being. Smart
home features usually include motion-sensing devices for automatic lighting control,

! Corresponding Author: George Demiris, 324 Clark Hall, University of Missouri — Columbia, Columbia,
MO 65211 USA. E-mail: gdemiris@gmail.com
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motorized locks, door and window openers, mobilized blinds and curtains [1], smoke
and gas detectors and temperature control devices.

The study presented here is part of an initiative placed within the framework of
Aging in Place, a model of long-term care for older adults [2]. In this model, seniors
direct the timing and intensity of health and personal care services delivered to them in
their residences, and thus, have the opportunity to ‘age in place.” The specific initiative
includes Tiger Place, a 34,000 square foot facility in Columbia, Missouri [3]. In
preliminary work [4] assessing older adults’ perceptions of the technology, seniors
identified potential application areas for advanced technologies such as emergency
help, prevention and detection of falls, and monitoring of physiological parameters.
Overall, older adults had an overall positive attitude towards devices and sensors that
can be installed in their homes in order to enhance their lives.

The objective of this study is to determine design specifications for smart
residences as defined by an interdisciplinary team of experts, namely, professional
groups involved both in care delivery to senior citizens and development of devices and
technologies to support aging. This work lays the ground for the implementation of
smart home residences and is based on the belief that only an interdisciplinary design
approach can address all the technical, clinical and human factors related challenges
associated with home-based technologies that support aging.

2. Material and Methods
2.1. Design

This study utilized a focus group approach which included both clinical and non-
clinical domain experts. The focus group protocol was based on structured and open-
ended questions defined by published literature and previous work. Both qualitative
and quantitative data analysis methods were employed. Specifically, a content analysis
of the sessions was performed and ratings were analyzed using SPSS.

2.2. Sample

We conducted focus groups with a convenience sample of experts in delivery of care to
older adults and/or design of smart home applications. In order to include a diverse
group of professionals we recruited experts from both the clinical and non-clinical
sector. Experts in the clinical domain included nursing researchers with clinical
gerontological nursing experience, social workers and health psychologists. Experts in
the development of “smart home” devices and technologies included engineers and
computer scientists. The sample was selected from an academic setting and all subjects
had research experience and an extensive publication record in their domain for more
than 10 years. Participants were invited to discuss the design specifications of a smart
residence for the typical TigerPlace resident who is a senior in his/her eighties, retired
and still independent in most basic and instrumental activities of daily living.

2.3. Data Collection

The focus group protocol included a structured questionnaire and open-ended
questions. The participants were asked to rate the importance of specific devices and
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features for a smart residence in the context of TigerPlace and its typical residents. The
devices and features included actuators for environmental control (i.e., mechanical
devices such as window or door openers that are simple to use and allow users to
control specific environmental attributes), heating ventilation and air conditioning,
infra red sensors, iris recognition, personal data assistants, pressure pads (that send a
signal to a control unit and instigate an action if triggered by the weight of a person’s
step), smart cards (with an embedded microprocessor for data storage) and emergency
communication systems (that can be used to send an emergency alarm or allow two-
way communication between resident and care provider). These items included in the
protocol were identified during focus groups with senior adults in a previous study [4]
and also defined by Dewsbury et al [5] as common “smart” home features. Participants
were asked to provide a rating on a 5-point Likert scale for each of the items and
discuss explanation for their ratings. The engineering experts were then asked to
discuss the advantages and disadvantages of different types of smart home network
protocols, namely bluetooth, busline based technology, X10.

2.4. Data Analysis

Ratings for the structured questions were entered into an SPSS program for analysis.
Responses to open-ended questions and comments were reviewed and coded by two of
the authors. The participants of every group were asked to identify the desired and
undesired features of smart home technology resulting from consensus among all
members of every focus group session. During this exercise focus group participants
had to work as a group and identify ways to exceed their professional silos by
interacting and debating with experts in other fields. These items were identified by the
two coders independently and findings were compared to identify inter-rater reliability.
Finally, the preferences of the experts were entered into the CUSTODIAN software
system. This system was funded by the European Union and is managed by the Robert
Gordon University in the UK [5]. This software suite is publicly available and
provides a visualization tool that enables users to test scenarios and set-up
configurations. Based on the ratings and feedback of the experts, a model apartment
was created to visualize the concepts discussed during the focus group sessions and
provide a blue print for the system design.

3. Results

A total of twelve subjects participated in four sessions. The sessions lasted in average
64 minutes (SD 7.3 min). Participants included three nurses, four computer engineers,
two social workers and three health psychologists. Table 1 summarizes the ratings of
the participants.

All participants found pressure pads to be very important. One participant stated
that a pressure pad can provide means of monitoring the residents in a non-obtrusive
manner and without violating their privacy. Another participant stated that it is
important to have this feature on many locations throughout the residence to allow for a
continuum of monitoring.

Smart cards were perceived as useful by most participants. One participant stated
that a smart card can be very useful for residents who have dementia and find
themselves in an unfamiliar setting assuming that the infrastructure is in place to allow
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for the smart card use. Two participants saw benefits in smart cards that entail parts of
the medical record and would allow for residents to use these when they interact with
health care providers. All participants rated emergency communication systems as very
important. Infra-red sensors were also perceived as useful by participants. Two of them
stated that such sensors can be utilized to detect presence of people or pets in the
apartment or detect movement. Heating and air conditioning were perceived by all
participants as very important; however, most commented that climate controls and
thermostats are already in place.

Table 1: Participant ratings of devices & systems

Perception of importance of smart home devices and features (N=12)
(1: Not Important At All; 5: Very Important)

Average SD
Pressure Pads 5 0
Smart Cards 5 0
Emergency Communication system 491 0.3
Infra-Red sensors 4.55 0.69
Heating Ventilation and Air Conditioning 4.45 0.93
Actuators for environmental control 3.36 0.50
Personal Data Assistants (PDAs) 3.22 0.83
Iris Recognition 1.55 0.52

Actuators for environmental control were perceived as very helpful. Three
participants emphasized however that a possible dysfunction of such devices can be
very problematic and frustrating to users who have learned to rely on them. Two
participants stated that door openers in this context appear more important than window
openers. One participant emphasized that the operation of doors and windows needs to
be studied carefully when considering a potential automation so as to prevent
unexpected injuries. One participant stated that voice control over window or door
openers would be ideal; however, voice recognition has not reached an optimal state.
One participant stated that a Personal Data Assistant (PDA) could function as a
reminder tool or to enable residents to control their medication. Three participants
commented that the current interfaces of PDAs are not user-friendly for people with
visual impairments and thus, PDAs could be difficult to operate for senior citizens.
Specifically, one participant stated that the keys are too small and the finger
coordination can be problematic for elderly users with functional limitations. Another
participant acknowledged these problems but stated that both the interface and the
operation of a PDA can be easily modified to address the user needs of senior citizens.
As can be seen in Table 1, an iris recognition feature was not perceived as very
important for the typical resident. One participant saw a potential implementation for
the purposes of medication management if there is a need to ensure the identity of the
individual handling medication. Most participants, however, saw no obvious benefit to
utilizing this technology.

There was no significant difference in the scoring between professional groups,
and the concordance was high (ICC Coefficient 0.85, F=1.7). Two items had less
concordance between the professional groups, namely iris recognition and Personal
Data Assistants, where engineers rated these in average slightly higher than nurses,
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social workers and health psychologists (difference in average scores of 1.2 and 0.7
respectively, p<0.05).

One of the respondents commented that these technologies should be integrated to
support the functional independence of older adults. The sensors should trigger
coordinated responses so that the sensor that recognizes the situation of a stove left on
too long alerts the resident and/or the care provider. Another participant saw great
benefit in a technology that can provide clinicians with information about daily and
long term trends. Two participants stated that they can see increased efficiency of the
use of smart home technologies if they involve family and friends. Table 2 summarizes
the most important features of smart home technology as defined by the experts.

Table 2: Desired and Undesired Features of Smart Home Technology as Defined by Experts (n=12)

Desired Features: Undesired Features:

Non-intrusive Introduce new risks or hazards

User friendly Place burden on the residents

Usable, accessible Limit activities of the residents

Accurate Increase anxiety

Reliable “stigmatize” residents as being frail or in
Easy to maintain need of special assistance

All engineering experts defined the network protocols as complementary rather
than competing because each can play a great role in the infrastructure of a “smart”
residence. Two respondents stated that the advantage of X10 is that it can control
household appliances easily and in a cost-efficient way. They also emphasized that
bluetooth is a wireless low power solution with limited range but with advantages in
interconnecting wirelessly objects that are close together. Three respondents rated bus
technology as easy and convenient and useful in minimizing electromagnetic noise.
They perceived this technology as reliable. All experts stated that wire connection
makes sense when there is close proximity of objects and that safety conditions need to
be taken into consideration to minimize potential safety hazards (such as a resident
tripping over a cord).The preferences and ratings of the experts were taken into
consideration when a prototype “smart” residence was designed with the CUSTODIAN
software platform. All items that received a rating higher than 3 on the five-point
ordinal scale as well as other suggestions were incorporated into the design. General
actuators for environmental control such as window openers, control units for doors
and light were integrated in all rooms. The prototype was then reviewed and approved
by the experts as a blue print that reflects their statements and views.

4. Discussion

An interdisciplinary approach is essential to design a home that is flexible and
responsive to the needs and limitations of the residents. The value of interdisciplinary
teams is not a new concept in gerontology. Such teams overcome the problems of the
traditional health care organizational model, which reinforces functional specialties and
silos of expertise. The interdisciplinary team approach promotes integrated and
coordinated care for older adults in which all participants in the care-delivery process
are focused on the older adult rather than their specialty. During both the design and



50 G. Demiris et al. / Facilitating Interdisciplinary Design Specification of “Smart” Homes

development phases of a smart home, experts from different disciplines need to be
included. Furthermore, end-users should participate in the early discussions and be able
to provide feedback during the design specification phase as there may be a
“disconnect” between expert beliefs and end user perceptions. The study presented here
results from a previous study assessing end users perceptions of “smart” home
technologies [4] and describes an effort to document experts’ feedback and integrate it
into the design of the smart home application. As Rogers [6] points out, we need to
shift from a model of “technological determinism”, namely that technology itself
should be the impetus for change, to a model of the social construction of technology
where technology is influenced by societal norms and needs.

5. Conclusion

The success of smart homes will depend on the level of compliance with universal
design principles that are holistic and inclusive [7]. Many of the challenges that older
adults face, whether functional or cognitive limitations, have been traditionally
addressed by the utilization of mechanical adaptive devices, which allow the user to
adequately function in their environment, but not necessarily actively participate in it.
The use of adaptive and assistive technology that can be installed in the home
environment has the potential to not only support but also enable and empower
individual users. This study contributes to the emerging field of smart home
technologies as it provides insight into the typical features of smart homes and their
advantages and disadvantages as perceived by professional experts.
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Abstract. We have constructed a haptic immersive workbench to be placed in the
patients” home for daily adjusted rehabilitation. We also propose a system for
Internet based connection and communication between patients and between
patients and a clinical rehabilitation center and clinical assessment/evaluation
centers. The benefits of a system for rehabilitation after stroke, based on VR,
Haptics and Telemedicine should be: increased quality of life, lesser isolation,
feeling more secure, fewer tiring transportations, more frequent exercising, better
compliance to training, lower cost for transportation. The long term recovery for a
larger group of patients with motor impairments is presently under evaluation.

Key words: haptics, home care, rehabilitation, stroke, virtual reality

1. Introduction

We employ contemporary ICT (Information and Communication Technology), Virtual
Reality, Haptics and Telemedicine, in our research to develop: 1) A precise quantitative
assessment tool and a training device for neurological impairments, especially for
stroke patients. The tool will be a low cost set-up that can be distributed to the patients’
housing on a lending basis or be placed at local “activity centres”. 2) Assessment and
training programmes/routines for this tool. 3) Telemedical routines for daily “I see you,
you see me” communication between the patient and the rehabilitation clinic, for
retrieving assessment data from the patient and for tuning the patient’s training
exercises. Presently, we have a functional laboratory set-up for parts 1 & 2, above, and
have started clinical trials with patients for part 3.

Stroke is one of our most widespread diseases and the principal cause of
permanent physical impairment in the adult population (1). The number of persons that
will suffer from stroke is anticipated, by 2020, to have shifted stroke from the 6"
leading cause of lost disability adjusted life years to the 4™ in the world (2). With
rehabilitation most patients improve considerably and can increase their quality of life
(1). During the post acute phase patients are living in their homes or in other non-
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hospital housing. There are well-functioning assessment and treatment procedures for
rehabilitation after stroke, but they have some disadvantages. One is the fact that they
seldom record movements precisely. Most of these procedures are designed for use in
clinical settings, and are therefore not commonly used in the patients’ homes or extra
hospital situations, like local activity centres. These conditions hamper the regularity in
training or force the patients to frequent travels to and from clinics. These travels are
tiring for the patients and costly for the society.

A new treatment strategy that so far has not been tried to any greater extent in
rehabilitation is Virtual Reality (3-7). The method implies that in a computer
environment it is feasible to create a virtual three-dimensional world. Besides the visual

. component it is also possible to integrate “virtual”
1 ' touch sensation or force feedback to the hands. This
IL

.

latter technique is named Haptics. Here one can
actually feel the objects that are handled, this in
addition to the visual perception. The user gets an
impression of the three-dimensional interface as being
natural. This experience is created by the co
localisation of senses in the virtual set-up. The user
works with tools in the hands in a realistic
environment, exactly like he/she had the hands inside
the computer screen. In our laboratory set-up the virtual
environment consists of a haptic equipment that looks
like a stylus shaped instrument attached to a lever system freely movable in all
directions (figure 1). Thus, the user can see, feel and handle virtual objects like they
were real objects. The user gets the feeling of being integrated in a simulated
environment (7). Continuously the haptic device record all positions, movements and
forces, which are stored in the computer for further processing, analysis and
assessment. Built into the haptic system are motors and vibrators that can produce the
sense of gravity, friction and elasticity.

The aim of the project is that this rehabilitative service could promote the learning
of arm motor abilities at distance from the health facilities. In this way the healthcare
professionals are able to continue the treatment and the initiated rehabilitation program.
All components of the proposed project exist in prototypes or are developed. Presently,
we cooperate with Sensegraphics (sensegraphics.se) in order to develop our hard- and
software and to evaluate the possibilities to implement this system in health care
organisations and in patients’ housing.

-~

Figure 1. VR and Haptics
workstations.

2. Material and methods
2.1 Experimental System

A scenario for the use of such a telemedicine system is the following. The clinic
supplies the patient with a portable telemedicine system (Figure 1) at the time of the
discharge from the hospital. Back at their home the patient will be able to exercise
freely at their own suitable time and in a familiar environment. At specific exercise
hours the therapist can monitor and coach the patient from a distance. In this way the
healthcare professionals will have an opportunity for feedback about patients’
rehabilitation progress and have the opportunity to make necessary adjustments to the
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rehabilitation  programme. The

el

proposed system consists of three e — " R
major components outlined in ‘ e o i + &+
Figure 2; a home rehablhta‘qon < ‘/1- -
system, a larger  hospital “- =

rehabilitation system and a clinical

evaluation unit. The home and
hospital systems use Sensegraphics
virtual reality solutions that use the

Fanent (momar (Fatent (Fomal | Pater (Home; | Patent (Foma) |
technology called haptics to allow 3 - :ﬁ" 2
users to see and feel objects that \'- \‘_-_ . \-_ \‘-_
exist only in the computers -
memory. The rehabilitation systems | 2 | | “Whawar| | T comeston
w1l.1 fc?ature a library of engaging e
activities and “games” that are
simultaneously entertaining for the
patient and beneficial for Figure 2. A home rehabilitation system, a larger
rehabilitation; i.e. the games will hospital rehabilitation system and a database

. . administration system.
train certain movements so that the 4

patient can perform their daily training exercises in a fun and stimulating environment.
2.2. System components and connections (Figure 3)
2.2.1 Patient Database System

The patient database system is a central database server that maintains an archive of all
patient information. This database is accessible to the rehabilitation staff in order to
allow them to plan a rehabilitation program for patients. The data can also be useful for
research studies into various aspects of the rehabilitation process.
Data stored in the database would include;

* Results of each game, number of times run, performance for each run

* Raw hand movement data, captured at 1000Hz, for every run

» Game events time stamped to match the raw hand movement data

2.2.2 Rehabilitation Management System

The management system is a computer that acts as a front-end to the game library,
patient database system and training systems. From the management system, staff can
observe and graph patient’s progress, prescribe games to be played by each patient and
communicate (using audio and video links) with patients.

2.2.3 Patient Assessment

A Clinical Evaluation Unit will be implemented allowing rehabilitation staff to
measure and monitor the patient’s performance during assessment runs. Assessment
runs will be performed using the standard training games run on the standard hospital
based training system. All games will, by default, generate time-stamped motion data
(X, y, z, yaw, pitch, roll and button press information) at 1000Hz. This data is stored
together with time / date and patient information for subsequent analysis.
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Figure 3. System components and connections.
2.3 Telemedicine platform

A client/server system will be constructed, based on two standard computers, high
performance web cameras, microphones, a SQL database and a high-speed digital loop
technology network. The system uses protocols within the TCP/IP suite and enables the
transfer of real time system data and log files that shows the patients result, and data
concerning video/audio teleconference between the patient and the clinical personnel.

3. Results

The data stored by the system can provide the rehabilitation therapist with an objective
view of the patient’s progress and the effect of the therapy. The report of the patient’s
activity includes all the relevant information and data graphs (fig 4 and 5). This version
of the web data portal was intended for research use, and was designed to be easy to
use and powerful enough to provide enough flexibility.

Besides raw-data graphs, the system provides the movement data that is captured
in position (x, y, z) and orientation (yaw, pitch, roll) of the haptic stylus together with a
time-stamp and any application event messages that may be useful in subsequent
interpretation of the data. In figure 4, a movement of the stylus/hand is recorded

Before

Figure 4. Raw data for the hand trajectories at baseline (A), during intervention (B),
and at follow-up (C). The trajectory serves to illustrate the range of kinematic
responses
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illustrating the range of kinematic responses for one movement unit at baseline (A),
i R during intervention (B), and
S T S e e at follow-up (C). The visual
i inspection reveals a variation
in movement pattern for all
patients, especially the end-
point (black circle) suggests
a different planning process
for striking the target.
A simple utility is
: provided that allows for
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: movement data at a rate
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Figure 5. Movement data that is captured in position (x, y, z) lensth velocity and
and orientation (yaw, pitch, roll) of the haptic stylus together gth, . . .
with a time-stamp and any application event messages that acceleration information. In
may be useful in subsequent interpretation of the data. figure 5 is a chart

exemplifying hand
movement velocity at continuous stages of rehabilitation, which present the patient’s
performance in each trial compiled across trials, blocks, or days. Basically, these are
the graphs that show whether or not the patient is improving. Trial performances are
computed after each trial is finished and stored in the database.
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4. Discussion

The increasing costs of providing healthcare services to an ageing population and
changing pattern of use of hospital resources, i.e. fall in the average length of stay, are
shifting the focus of care from hospital to home or nearby community centres. This
current trend of cost containment in health care has prompted a search for innovative
methods of providing quality care. One method is the use of telemedicine. A modern
telemedicine communication technique has the potential to improve the communication
and prolong the contact with the patient after being discharged. Telemedicine systems
minimises the barrier of distance, and makes it possible to be able to conduct
evaluation and rehabilitation program at rural locations, at great distance from the
clinic.

This solution is also able to monitor every tiny movement made by the patient
while using the system, which can be recorded and sent back to the hospital (Figure 3).
Such data is invaluable in not only monitoring the patients progress, but in creating a
knowledge-base of stroke victims and even being able to validate drugs that may help
stroke or even other neuromuscular victims

Keeping the application web-based brings a number of advantages, i.e. the service
could be offered at the same cost without regards to long distance telecommunication
facility charges. Furthermore, a web-based implementation should allow enough
bandwidth when it comes to simultaneous video conferencing and precise data
acquisition mode in the rehabilitation system, even when the web connection is
temporarily low (buffer system). In this client/server system the server reside in the
clinic and the clients in the patient’s homes or at a community rehab centre. The
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clients, placed at a distance from the clinic, will get an input signal from the haptic
device, when the patient is doing the exercises. These signals are then computed,
acquired and then, within the TCP/IP protocol transmitted through a high-speed digital
loop technology network to the server on the clinic side of the connection where it can
be examined and evaluated in real-time. This system allows real-time monitoring of the
exercises. Furthermore these data is stored in a SQL database. By this system the
values of the progress in the exercises can be easy stored and look up on for further
examination and evaluation. Besides sending the images from the exercise program the
therapist also will have the opportunity to have an ongoing video conference through
the session. With the help of this telemedicine system the therapist can actually watch
the patient exercising in real time by distance at the clinic, follow the progress and be
able to support and coach him/her through it with the help of the video conference
service.

5. Conclusion

The benefits of a system for rehabilitation after stroke, based on VR, Haptics and
Telemedicine should be: increased quality of life, lesser isolation, feeling more secure,
fewer tiring transportations, more frequent exercising, better compliance to training,
lower cost for transportation.
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Abstract. Ubiquitous computing is a promising paradigm to support health care
outside traditional care institutes. Sensor-based systems may continuously collect
data on a person’s health status and context, and provide immediate feedback or
contact a remote physician. This paper presents a novel programming model to
facilitate the development of such systems. The model, which has been inspired by
tuple spaces, offers robustness for ad hoc mobile environments and explicit
support for data streams
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1. Introduction

Demographic developments in society lead to an increasing demand for health care.
The main reasons are that people get older and become increasingly aware of disease
risks and a healthy life style. At the same time health-care budgets are under pressure.
These two developments demand for new ways of delivering health care services.

One approach is to support people in having a healthy life style or managing their
disease while residing outside traditional health care institutes. In this case, sensor-
based systems continuously acquire data on a person’s health status and context. These
data can be interpreted locally by the system, which may give immediate feedback or
control an actuator, or be sent to a remote care provider for further interpretation.

For example, when a patient is discharged from a hospital after heart surgery, a
sensor may continuously measure the patient’s heart rate. If the heart rate value
exceeds a threshold, the patient’s cellular phone automatically warns a remote
physician. This concept may also be used to coach a person training for a marathon:
while running, a small wearable computer advises the runner to adapt his or her speed
based on the measured heart rate.

A system that supports an individual’s health is called a personal health system. It
consists of sensors, actuators, and appliances (such as cellular phones and PDAs)
within the range of an individual person. A personal health system may be connected to
other systems, such as hospital information systems, tele-health-care services, or fitness
centres. An important requirement is that it should be able to support persons with
multiple diseases, and be extendable with new hardware and software.

" Corresponding Author: Wim Stut, Philips Research, High Tech Campus 31, 5656 AE Eindhoven,
Netherlands. E-mail: wim.stut@philips.com
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As persons move around, devices or networks may become unreachable. Hence,
personal health systems are in fact ad hoc mobile computing environments that show
intermittent connectivity. Yet, robustness is a core requirement for these systems.
Another characteristic of these systems is that they deal with data streams rather than
individual data values as they continuously monitor a person’s status and context.

There is currently very little support for building personal health systems.
Applications are generally tailored to specific hardware and poorly integrated with
other applications. We believe that lightweight middleware may solve many of the
issues needed to develop open and portable applications that can operate independently
of the characteristics of specific hardware devices such as sensors.

As a step in this direction, we present a novel programming model for the
collection, exchange, management, and access of data in personal health systems. The
paper is organised as follows. Section 2 describes the problem that we solved. Our
programming model is explained in Section 3. Section 4 summarizes a prototype
implementation. Finally, we discuss our work in Section 5.

2. Material and Methods
2.1. Problem description

Today, personal health systems are typically aiming at a single disease or purpose. This
leads to unnecessary duplication of equipment and makes it difficult to offer integrated
health support when patients have multiple diseases or goals. For example, if the
patient and the runner from the previous section are the same person, with current
technology he or she has to wear two heart rate sensors, and both a mobile phone and a
wearable computer when running. Moreover, the sports application does not know that
this person has had heart surgery, and cannot adapt its advice accordingly.

Furthermore, each personal health system has its own architecture, which makes it
difficult to reuse components. Each has its own solutions for robustness and handling
ad hoc mobility, or does not support these features at all. From a system development
point of view, it would be much more efficient if these systems could be based on a
shared architecture. Functionality that is needed by multiple applications can then be
offered by a common middleware layer, which can support a range of devices.

As a contribution to solve these problems, we have developed a programming
model for the collection, management, and access of data in personal health systems.
The model is based on a shared data space concept, and explicitly offers robustness in
ad-hoc mobile environments. The model hides sensors for applications: each
application merely specifies what kind of data it needs (like heart rate) and at which
frequency; the middleware finds the appropriate sensor, and warns the application if it
cannot meet its request. The patient data as collected and stored in the data space can
serve as basis for multiple applications, each targeted towards a specific disease.

2.2. Scenario
To further illustrate the problem domain, consider the following scenario:

Jim likes running. To improve his performance he wants to know his heart rate during
his training sessions on a per-second basis, he therefore buys a heart rate sensor and a
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PDA that communicate wirelessly. Unfortunately, several times a week Jim feels dizzy.
His family doctor suspects a small cardio-vascular problem, and wants to know Jim’s
heart rate and blood pressure during the day on a per-minute basis. The heart rate
sensor that Jim already has, is accurate enough, and can thus be used for this purpose
too, for measuring blood pressure, another sensor is used. The collected sensor data
are stored on Jim’s PDA such that the doctor can inspect these data at Jim's next visit.

What makes this scenario interesting from a system’s perspective?

e the sports application and the cardio-vascular application share the heart-rate
sensor but have different sampling frequency requirements. When Jim is not
running, the heart rate needs to be collected only once per minute. We could
unnecessarily drain batteries when collecting these data every second.

e the cardio-vascular application needs sensor data only once per minute. Even
if more data are available (due to the fact that Jim went running and the sports
application asked for heart rate values every second), these additional data
items need not be used by the cardio-vascular application.

e the sensor data must be available for future use in the order that they are
produced by the sensor. In particular, when Jim, at his next visit, tells the
doctor that he felt dizzy yesterday around 10 am, the doctor may connect her
PC to Jim’s body area network (BAN) to visualize the heart rate and blood
pressure values as measured between 9 AM and 11 AM.

e the collection of data is orthogonal to the processing of data. At Jim’s first
visit to the doctor, the doctor sets the desired frequency to one sample per
minute. The software that is used for this may run on the doctor’s PC that is
temporarily connected to Jim’s BAN. However, the collecting of sensor data
must continue when the associated application is not connected.

e the system’s reaction to the removal of the heart rate sensor depends on the
applications that are present. It would be no problem at all if, before his first
visit to the doctor, Jim turns off his heart rate sensor after running. However,
if this sensor is also used for collecting heart rate values for the cardio-
vascular application, the system should warn Jim.

e details about the sensors should be hidden to the applications. The
applications are merely interested in data that reflect the status of the person;
whether the heart rate is measured by one or multiple sensors is irrelevant to
the applications. Implementation changes in sensor technology should not
affect the applications that use sensor data.

3. Programming Model

To address these issues, we have developed a programming model inspired by Linda-
like shared data spaces [1]. Data spaces have shown to be a powerful concept when it
comes to separating applications in time and space: the components do not need to co-
exist in time for them to communicate and need not know about each other’s existence.
The asynchronous and connectionless programming paradigm of data spaces makes
them more attractive for ad hoc mobile computing environments than the remote
procedure call model (systems based on the latter model are less robust when devices
or networks become unreachable).
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In contrast to other approaches, our shared data space works on data streams rather
than only single data items, as is normally the case. The components in our system
(sensors, actuators, and applications) communicate via a distributed shared data space.
These components do not need to know each other; instead they communicate via
typed data elements. The components write and read data elements to and from the data
space via generic operations.

Typically a data space contains data of a single person and is distributed over
multiple nodes. These nodes communicate via a wired or wireless network, and may
temporarily be disconnected. The data space system software is responsible for moving
or replicating data elements between the nodes of the data space. This is hidden for the
component developers; they can focus on application-level functionality.

Sensor data are typically processed in the same order as produced by the sensors.
The processing may take place immediately, or later. To make the programming of
applications easier, the model contains an explicit stream concept, where a stream is
defined as a time-ordered collection of typed data elements (see Figure 1). No
assumptions are made about the frequency: even the data elements produced by a
sensor that measures the heart rate only once per day, can be viewed as a stream.

collected data

—

stream [o[e oo oo 0[]

collecting

Figure 1. A stream in a distributed shared data space

Components may create a stream, which requires specifying the type of the data
elements in the stream, such as HeartRate, and providing a unique name by which the
stream can be identified. A stream can then be opened either for reading or writing
elements. Since different readers may simultaneously access a stream at different
positions and in different manners, opening a stream returns an application-specific
descriptor that is subsequently used for all stream accesses by that application.

Data elements can only be appended to a stream (i.e., at the right-hand side in
Figure 1), at which point they are timestamped. To read data from a stream the reader
must first position itself in the stream via the seek operation. Data elements can then be
read via the read operation. The effect of the read operation is that the reader gets a
copy of a data element. The reader receives the data elements in the same order as they
have been added to the stream.

As illustrated in the scenario, different readers of a stream may want to receive
data at different frequencies. We have chosen to let the reader define its own frequency
via the operation setReadFrequency. The side effect of the read operation is that the
position of this reader in the stream is adapted according to its frequency. In other
words, subsequent read operations return elements at the specified frequency. A read
may block the caller until a sample is available.
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The system may be instructed to immediately collect a data sample (which can
then be read). As an alternative, an application may tell the system to start the
continuous collection of data samples (at a specified frequency). We deploy call-backs
to handle exceptions, such as when there is no data available.

An important observation is that the shared data space hides how it actually
collects data, and from which sensors. We believe this to be an important contribution
as it allows us to decouple applications from specific hardware.

4. Prototype implementation

To validate the data space concept we have built a prototype for a part of the scenario
of Section 2.2 (see Figure 2). The heart rate is measured by a sensor that is connected
wirelessly to a PDA via an 802.15.4 link. The PDA and laptop communicate via the
network access profile of Bluetooth.

The PDA contains a sports application, which asks the data-space middleware to
collect the heart rate at a frequency of 1 Hz when the user is running. The laptop (of the
family doctor) contains a cardiovascular application; when Jim visits his doctor and
connects his PDA to her laptop, this application asks the middleware to collect heart
rate samples at a frequency of 1/60 Hz.

E

heart rate sensor hub

Figure 2. Overview of the prototype implementation.

Both the PDA and the laptop have data-space software. Both devices host a data-
space kernel that contains stream data and that offers the data-space operations to the
local applications. When the PDA and the laptop are connected, both kernels
synchronize their contents by exchanging samples using an IP socket.

Once the middleware (on behalf of an application) has asked the sensor to start
sampling at a certain frequency, the sensor autonomously sends the heart rate at this
frequency. When a sample cannot be delivered (e.g., because the connection between
the sensor and the PDA has broken), both the sensor and the PDA raise an alarm to
inform the user that something is wrong. Note that this alarm is raised only after a
sample could not be taken.

The prototype confirmed that the system continues to operate correctly even if a
network connection breaks. The prototype did reveal that the clocks of the sensor and
the PDA drift apart (about 10 ms per minute). This was an issue since the software on
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the sensor and the PDA need a timer to know the next sampling moment. We solved
the problem by sending a clock synchronization message from the PDA to the sensor
every 10 minutes to keep the drift within reasonable limits.

5. Discussion and Conclusion

This paper has presented a novel programming model to facilitate the development
of personal health systems. The model, which has been inspired by tuple spaces, offers
robustness for ad hoc mobile environments (data does not get lost when devices or
networks become unreachable, and users are informed when the system cannot fulfil its
tasks), separates applications and sensors, and explicitly supports data streams. We
now briefly discuss related work for such systems.

MiLAN [2] is middleware for (medical) sensor networks. Its underlying goal is to
maximize the system lifetime by reducing energy consumption. Applications explicitly
specify the desired data types and quality (e.g. depending on the patient’s status).
MiLAN combines these requests, and determines the most feasible sensor set that
satisfies the applications’ requirements.

Secure UPnP [3] deals with secure access to and data transport in wireless health
care systems. However, little attention is paid to data distribution with intermittent
connectivity, or to the separation of applications and sensors. Fluid Computing [4]
specifically addresses system robustness with intermittent connectivity, but offers no
support to applications to transparently gather sensor data.

Earlier work has shown that the data space concept is a promising concept for ad-
hoc mobile computing environments with intermittent connectivity. For example,
LIME is aimed at applications that exhibit logical and/or physical mobility [5]. All
communication takes place via transiently shared tuple spaces distributed across the
mobile hosts. At any moment an application running at a host, can access the tuples
located on its own host and the hosts it is connected to. The set of tuples accessible by
a particular agent residing on a given host is altered transparently in response to
changes in the connectivity pattern among the mobile hosts.

However, to our knowledge, existing data space models do not offer explicit
support for accessing data streams and for collecting sensor data in a way that
applications are shielded from low-level interfaces. We believe that by letting
middleware offering this support, robust and better personal health applications can be
developed. Future experiments should lead to further insight in this.
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Abstract. In spite of their name, ‘ubiquitous’ technologies are not yet ubiquitous
in the true sense of the word, but rather are ‘novel’, being at the research, pilot,
and selective use stages. In future, the proliferation in types of application, the
major increase in cases and data volumes, and above all the dependence on
ubiquitous technologies will raise practical, ethical, and liability issues. Equally
significantly, it will require health service redesign, including new response
services. Health informaticians need to be active in stimulating consideration of
all these issues, as part of both social and professional responsibility.

1. Introduction

Ubiquitous technologies present a major new opportunity for the use of health
informatics in health and healthcare, primarily by the paradigm shift of changing the
monitored health environment of the patient from that of the health facility (usually
hospital) to that of the patient’s daily living environment (not only their home, but any
location where they happen to be). It is pervasive technologies which have enabled
this to happen, by making monitoring devices portable, wearable, implantable, and
capable of inclusion in many domestic devices.

However, as with many innovations in the health field, the driving forces tend to be an
amalgam of technological enthusiasts, and early application innovators. This is fine at
the innovation stage. However, for such technologies to become truly ubiquitous, and
the normal expectation for every eligible citizen, a radically different scenario needs to
apply, to which little thought has yet been given. It is the responsibility of the health
informatics community to stimulate consideration of the long term implications of truly
ubiquitous (as opposed to currently selective) applications of these technologies.

2. Environments of Application and Client Groups of Ubiquitous Technologies

Broadly speaking, the areas of application of ubiquitous technologies fall into two
distinct categories. The issues raised are quite separate.
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2.1. Mobile Telemetric Monitoring

Telemetric monitoring by wearable, worn or implanted devices enables a specific
physiological dimension such as heart function to be monitored continuously (or at
regular frequent intervals) wherever the person is located. Monitoring devices worn on
the body, and whose recorded data are subsequently downloaded, are already well
established applications. However, the latest technologies not only enable monitoring
to be done continuously and usually unobtrusively, but they can either download data,
or communicate alerts of the existence of exceptional patterns as soon as they occur.

2.2. Domestic Environment

Secondly, a range of technologies is emerging which enables the monitoring of the
activities, and thereby the well-being, of citizens perceived to be at risk, including
whether doors are opened, lavatories flushed, and refrigerators opened. These
measures are indirect and circumstantial — they indicate the apparent following of a
normal pattern of daily living, but they do not prove that the ‘normal’ is in fact
happening. For instance, a refrigerator can be opened without anything being removed.
An exception is video surveillance, which uses a different technology in one of two
ways: televisual contact (often known as telecare) involves the monitored person
responding to a video telephone link on demand or on request, whereas remote
surveillance involves involuntary monitoring of the ongoing movements of a person.

2.3. Client Groups

The client groups for these technologies also vary. The general assumption is that the
elderly will be the prime beneficiaries. This is undoubtedly true, as more persons live
longer, and by virtue of being maintained through chronic conditions these elderly
citizens are likely to have ongoing morbidity which puts them at risk, ranging from
circulatory disorders and diabetes through to confusional states. Moreover, as the
elderly increase as a proportion of society so new paradigms of healthcare and health-
related support for daily living will have to be developed because of the unsustainable
volume and cost of the demands upon a finite health system.

However, the elderly should not be seen as the only potential beneficiaries. Many
younger adults develop chronic or life-threatening conditions, and they too have the
potential to benefit from specific forms of ubiquitous technology. Those with mental
illness may at times be at risk, not least through failure to take essential medication,
and there are arguments for applying the benefits of ubiquitous technologies here too.
Some infants are already the beneficiaries of continuous monitoring, as with respiratory
monitors for children considered at risk of Sudden Infant Death Syndrome.

3. The Restricted Vision of Ubiquitous Technology Advocates

Pervasive technologies, and their application into ubiquitous technologies, are as yet a
young science at an early stage of development. Current conference themes tend to be
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about the development and proof in use of such technologies [1], or their use to
devolve workloads [2]. This is understandable, and acceptable in the short term.
However, the next stage, and the reason why an MIE conference theme is important, is
that these technologies then need mapping forward. Once the basic technologies are
proven, the discerning health policy maker (and this should include architects of health
informatics policy) should next ask a series of focused questions. These include:

e What clinical conditions or circumstances render ubiquitous technology an
appropriate recommendation for a care regime, and within it for an individual?

e  What is the prevalence of such conditions, and what is the optimal demand?

e  What is the balance between passive data recording for interpretation by a
clinician expert, against algorithm-based automated interpretation of data to
trigger immediate alerts?

e  Where alerts are triggered, has the health care response mechanism been put
in place, including adequate briefing, data access, and resourcing?

e How will the data be interlinked to the patient record, and be made available
to other clinicians with a duty of care?

e How will supply be allocated and made equitable, balanced against likely
demand from patients or relatives for immediate implementation?

e  What will be the position regarding patients who decline such technologies, or
actively circumvent them, as an intrusion into personal life?

e Are all aspects of the technical infrastructure available and able to cope,
including installation and maintenance technicians?

e Have liability issues been resolved, for instance if a patient comes to harm
because a device has failed or because an algorithm did not identify an
adverse event?

e  What are the costs, including informatics support, and how will they be met?

Until each of these questions can be answered unequivocally in the affirmative, the
clear implication is that the technology cannot be made available as a routine part of
the health system without serious issues of either unmitigated risk, or inequity in
availability. When health informatics applications start to become part of a health
system, and an assumed available part of patient care, health informaticians need to
move from being merely advocates of technology and should assume roles in service
design and ethics, to ensure a responsible solution.

4. Challenging Conundrums

The preceding section highlighted the practical questions that need to be asked before a
technology is applied to a disease condition or client group in a specific locality as part
of the fabric of regular care and support. These are essential issues in the move from
novelty to healthcare tool. Several parties need to be involved, including lead
clinicians, funding and policy-making bodies, and informatics staff, to agree what is
both desirable and feasible.

However, the health informatics world (with the other key interest groups) also needs
to address another range of issues. These are the societal and ethical issues. In general



68 M. Rigby / Ubiquitous Technologies in Health

they are generic, though the specific issues may vary locally. The following are
examples:

Conundrum 1: The Medical Record

User-worn monitoring devices such as ECG monitors are usually fitted and
downloaded in a hospital or diagnostic environment, where the data are considered part
of the medical record. Ambulatory health staff such as community nurses who are
requested to visit regularly a frail elderly person to ensure their well-being are expected
to keep a professional record of their calls, and for these patient records to be available
to the wider care team. Failure to keep adequate records, and failure to report alerts
(including not being able to make contact with the patient), are considered breaches of
professional conduct with serious consequences. Therefore by definition, once a
person is allocated a form of ubiquitous technology to monitor their health status or
daily living at the behest of a health professional treating a condition, the ubiquitous
technology (and any related software and peripheral devices) must be considered a part
of medical care, and the data captured thus be considered part of the health record.

Conundrum 2: Raw or Processed and Summated Data?

In these scenarios the data volumes are potentially huge, and at raw data level some of
the items (such as regular heartbeats or lavatory flushing) are trivial. On the other
hand, if only summated analyses of the data are entered in the health record, detail
which may later be found to be significant may be lost. These are major issues.

Conundrum 3: Circumvention, Misinterpretation, and Non-compliance

As indicated earlier, many ubiquitous technologies monitor a phenomenon that is a
proxy for detecting activities of normal daily living. Others monitor physiological
signs, with the assumption that the context is normal living. But older citizens, or other
groups with a long-term health problem, do not necessarily live classic ‘nice old
person’ lifestyles. They are also autonomous individuals, who may resent having every
occurrence of an activity monitored. Older citizens, even those with health problems,
do have illicit sexual liaisons. They may have friends round for a drinking session —
indeed, they may take part in risky behaviour knowing that they have less remaining
life to be compromised. They may even take part in illegal or criminal activities.
Ubiquitous technologies are by definition intrusive: they may identify any of the
foregoing situations. Thus while most elderly persons or disease sufferers will
welcome appropriate ubiquitous devices, others will find them intrusive for good, or
less good, reasons. So what are the responsibilities, how do the organizational users of
ubiquitous systems react, when the following occur?

a) Detection of risky personal behaviour such as a heavy drinking party,
consumption of illegal drugs, or a sexual liaison?

b) Extra-ordinary readings (in the clinical sense) trigger decision-support based
automatic algorithms, caused by this type of activity. Must elderly or other
persons with chronic conditions ‘behave themselves’ or be disqualified from
health support — a situation which does not occur (except in very special
situations) with regard to other health care?
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¢) A monitored person who is mentally competent deliberately circumvents the
technology to maintain privacy, but not on a regular basis. Are they labelled
as ‘non-compliant’ and deprived of full healthcare support, and conversely
how is the health provider protected from liability?

Conundrum 4. Interested Third Parties

It is an aspect of good health care that persons take responsibility for their own health,
and that families and natural communities seek to support their frail or ill members. In
the traditional treatment of illness this is itself at times a difficult issue — the patient
record and decisions are private, yet the next of kin are encouraged to take an active
part in the support of the patient. Ubiquitous technologies bring new dimensions to
this complex relationship, both positive and negative, raising issues such as:

a) A relative exerts great pressure on the health system for the installation of
monitoring technology for their elderly parent living on their own. The
patient argues strongly against this on grounds of privacy and inhibition of
lifestyle. The relative threatens to raise questions of inadequacy of care if this
equipment is not provided, whilst the elderly person threatens to jeopardize its
use. What are the issues for the clinician, and the healthcare organization?

b) Next of kin request installation of monitoring equipment in a dependent
person’s home, and when informed it is not available from healthcare systems
resources they offer to purchase this themselves. If this were a baby
monitoring device for an infant this would be seen as good parenting. Is it
good citizenship for family carers themselves to monitor the home of an
autonomous adult who has serious health risks but whose mental capacity has
not been challenged?

¢) Adult children request to be able to access the monitoring records of their
elderly parent, so as to adjust their support. In some parts of the United States
this is now possible. Would it be legal, and ethical, within a European state,
or between European states? How would a health professional respond to a
request from the grown up child of the patient asking for care to be changed,
and how would the emergency services respond if they received a call from
the remote adult offspring requesting they make an emergency visit to the
patient?

d) A private company sets up a business, offering domiciliary monitoring
services using pervasive technologies. Is this ethical? Are there any controls
in existence? Is this a free market, in which any relative, or indeed patient, as
well as healthcare agency, can subscribe to such services?

5. Discussion

Ubiquitous technologies are currently exceptional or novel in their application — a
paradox of terms and concepts. The current research related to them reflects this
developmental stage of the technology, and its very early application in the applied
health domain. If it is to be effective, and above all live up to its name of “ubiquitous”,
by definition it must be widespread and routine in those situations where it is
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appropriate. Thus the debate must move from focusing solely on the technologies and
whether they work, through to their systematic application and their embedding into
the local health system. Indeed, given the future challenges of the ageing population,
and the drive to supported living of younger adults with chronic health conditions,
coupled with the population’s wish to reduce the risks of health problems, ubiquitous
technologies must not just be bedded into the health system, but by very definition
produce a paradigm shift in the design and functioning of that system [2]. New
definitions of “health” and the responsibility of “health systems” are necessary, and the
new technologies must show their ethical and legal responsibilities by having
paradigms for ethical control and legal accountability.

Very broadly, this coincides with the maturity of health informatics as a discipline and
profession. No longer are health informaticians solely technicians supporting
implementation of technologies which automate paper-based systems. Health
informaticians now need to be involved in the organizational development and policy
development processes, indicating how health systems can be redesigned based upon
technologies once these have been proved sound and reliable.

For a technology to be considered mature and validated, beta site validation and policy-
supporting evidence are needed, followed by service design and linked education and
training [3]. Thus health informatics needs to be engaged in the strategic thinking as to
how ubiquitous technologies based on pervasive technology sciences, can be used as a
building block in the next generation of health systems. If health informaticians are not
going to be active in addressing the kind of issues raised in this paper, then health
informatics as a discipline is not being socially or scientifically responsible. There is
little evidence of this type of debate happening to date, largely because ubiquitous
systems are themselves new, but now is the time for this visioning to start, followed by
development of methodologies, controls, and accountabilities.

6. Conclusion

Ubiquitous health technologies are not yet living up to their name by the general
definition of “ubiquitous”, but need to do so if they are to achieve their purpose. The
developers of pervasive and ubiquitous technologies need to interact with a policy-
related group of health informaticians to identify and respond to the future issues and
challenges as much as the future opportunities and benefits, and from this they need to
interact with health policy makers to harness these technologies safely, ethically and
efficaciously — characteristics of a mature and responsible profession.
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Abstract. When care professionals from different organisations are involved in
patient care, their different views on the care process may not be meaningfully
integrated. Objective: To use visualisation and interaction design solutions
addressing the specific demands of shared care in order to support a collaborative
work process. Methods: Participatory design, comprising interdisciplinary seminar
series with real users and iterative prototyping, was applied. Results: A set of
interaction and visualisation design solutions to address care professionals’
requirements in shared home care is presented, introducing support for identifying
origin of information, holistic presentation of information, user group specific
visualisation, avoiding cognitive overload, coordination of work and planning, and
quick overviews. The design solutions are implemented in an integrated virtual
health record system supporting cooperation and coordination in shared home care
for the elderly. The described requirements are, however, generalized to comprise
all shared care work. Conclusion: The presented design considerations allow
healthcare professionals in different organizations to share patient data on mobile
devices. Visualization and interaction design facilitates specific work situations
and assists in handling specific demands in shared care. The user interface is
adapted to different user groups with similar yet distinct needs. Consequently
different views supporting cooperative work and presenting shared information in
holistic overviews are developed.

Keywords: Medical Informatics, Nursing Informatics, Integrated Healthcare
Systems, Home Care Services, User-Computer Interface, Needs Assessment

1. Introduction

Although the need for ICT systems in home care is acknowledged, there is still a lack
of support for this type of cooperative work. Clinical use is often hampered by poorly
designed user interfaces [1, 2], and a large number of health information systems
developed actually fail in supporting healthcare professionals in their work. In shared
care the situation becomes even more complex; care professionals from different
healthcare organisations participate in a care process that is often not meaningfully
integrated and patient information is distributed among different information systems,
impeding existence of a seamless and consistent workflow between the involved
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professionals. A patient receiving care under such conditions may not receive the
appropriate care, and can be subject to unjustified interventions [3].

Shared home care requires both information at the point of care (POC) and ICT
systems that are developed, not traditionally, i.e. for one care profession, but for the
entire care process and all professions involved. Cooperation in shared care is
successful when clinically adapted ICT systems provide care professionals with insight
into other care professionals’ work, support for coordination of work, POC access to
documentation, and support for information sharing between different professions.

This paper focuses on describing how the specific requirements of shared home
care [4] affect the demands on visualisation and interaction design of ICT systems.
[lustrations of design solutions from a mobile virtual health record (VHR), developed
in the Swedish action research project OLD@HOME (5], are presented.

2. Material and Methods

OLD@HOME, a 3-year action research project lasting from 2002 until 2005, resulted
in a prototype system, developed for inter-organizational healthcare, which provides a
seamless and consistent information and communication flow between home
healthcare and primary healthcare. A VHR, integrating data from different care
provider systems, is in use today and supports general practitioners (GP), district nurses
(DN) and home help service personnel (HHS) with information needed at the point of
need, in both web- and pocket pc-applications, the former used on a TabletPC and the
latter implemented on a PDA [5].

It is argued that ICT systems in healthcare must be designed with consideration of
the information requirements, cognitive capabilities and limitations of the end users, as
well as considerations of daily work in process-oriented organisations [6, 7]. Therefore,
a practical method, based on a participatory design [8, 9] approach, resulting in a
requirement specifications that can directly be used as basis for implementation [10]
was applied. In this method, real users, in this case 3 HHS, 2 DN and 2 GP, are
involved in interdisciplinary working groups and assist in acquiring correct user needs
in cooperative work, e.g. shared care.

In order to develop visualisation and interaction designs that actually meet the
special needs in shared care, an iterative and incremental prototyping process with high
end user involvement was used; in interdisciplinary working groups design solutions
were iteratively improved through paper prototypes, storyboarding, design sketches
and different levels of prototypes, until an adequate level of refinement was reached.

3. Results

In shared home care, specific requirements can be attributed to mobile care, ubiquitous
access and cooperative work [4]. Based on existing visualization and navigations rules
[1, 11-14], we propose design solutions addressed specifically to requirements for
shared care, excluding problems that are common to ICT products in general.

Identifying origin of information
Care professionals working in home care need POC access not only to information
from their own health record system; they also need insight in other professionals’
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work, irrespective of in which care provider organisation the information has its origin.
When accessing shared information, it is however important that the user can easily
identify who provided the information in order to interpret it correctly; colour coding is
used for this purpose (Figures 1 and 3).

Holistic presentation of information

Some information is important for and documented by all healthcare professionals; e.g.
risk factors. Access to these distributed notes not only provides a more extensive
overview of the patient’s health, but also acts as a tool for quality control, ensuring that
contradictory information is discovered and adjusted. Risk factors are, e.g., gathered
from all connected systems and accordingly colour coded (Figure 3). Each profession’s
documentation regarding risk factors is presented simultaneously, creating a quick and
holistic overview of the patient’s problems. The risk factors in the HHS’ pocket pc-
application are easily reached by an “[!]-icon” (Figures 1 & 2) always accessible from
the menu bar, and contains identical information as the web application (Figure 3).
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Figure 1: Risk factors on the PDA, an example Figure 2: Avoiding cognitive information
of simultaneous presentation of information overload; only documentation needed at POC is
gathered from different feeder systems and displayed, information from feeder systems is
accordingly colour coded. filtered to the needs of a specific profession.

Figure 3: Risk factors on the web, placed at the top of the application; an example of simultaneous
presentation of information gathered from different feeder systems and accordingly colour coded.

User group specific visualisation

Different user groups might have different requirements regarding presentation of
information, and information deriving from one feeder system sometimes need to be
displayed differently for different user groups, taking users knowledge of the domain
into consideration. The prescription list e.g. is filtered and only parts that are essential
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to the HHS are displayed in their view; medical information such as prescribed drug,
preparation, dosage and strength are gathered from the GP’s system, whereas clarifying
notes, adapted to the need of HHS, derive from the DN (Figure 2). The GP and DN on
the other hand, need access to a more complete, traditional prescription list.

Avoiding cognitive overload

Access to integrated information gathered from several feeder systems increases the
risk of cognitive information overload. However, not all information that can be made
available is necessary to access for all healthcare professionals at POC. It is therefore
important to analyse the different user groups’ information needs, e.g. specific
information requirements for DN, HHS and GP. Based on this analysis only
documentation needed at POC is displayed and interaction is facilitated through a
logical information structure, i.e. a three level architecture (Figure 4). Tabs are used as
entry points; each tab indicates a specific work task and consistently contains an
overview, a detailed view and, where applicable, a writing mode. This is identical for
both platforms since similar situations for the users require consistent sequences of
actions.

S > ”
Tab & e = Writing
a 1| Overview etailed view
Work Situation mode

Figure 4: Three logical levels appear consistently in the VHR.

When documenting new information, e.g. writing a new note or updating the care plan,
recently added documentation is available in the same view, thereby both reducing the
cognitive load, as there is no need to remember what was written before, and
supporting novice users by providing examples. This increases the personnel’s
confidence and experienced safety, as well as the general quality of documentation.

General Anamnesis Status Care plan Daily notes Prescriptions Signatures
- Integrated care plan - Performed measures
Date Diagnaosis / Problem DN Care Plan  Current Care Plan - Details

31/8/2006 Difficulty in remembering the & Show Diagnosis  Diabetic
prescribed medication

28/1/2004 Diabetic

. Measure 1 Test: HHS control fast blood sugar
28/1/2004 Iat;z rrl_l,l’sl'ui;:if‘ama L/Tirritation  ghow avory otherThilrsday Show

Goal 1 Keep blood sugar on regular, low
level

(%)
=

ho

Measure 2 Admin of prescribed medication:

31/8/2006 Sense of loneliness & Show HHS give insulin on delegation 08am. Show
and 08prn. every day
2/10/2005 Shower Show Measure 3 Support: HHS assist / are present
around meals, making sure he eats Show
2/10/2005 Personal care Show regularly.

Signature DD, 28/1/2004 16:06

Figure 5: Integrated view of DN’s and HHS’ individual care plan for elderly as presented in the web
application.

Coordination of work and planning

The coordination of shared care places large demands on the information processing
capacity of involved healthcare providers and the efficiency of their communication.
Integrated views, e.g. DN’s and HHS’ individual care plans for elderly (Figure 5), are
developed to enhance integration of different care practices into a collaborative work
process, and to keep track of jointly planned activities. A holistic view of the work
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process is achieved and accessible at POC. Highlighting of unread documentation
(Figure 5) provides immediate notification of up-dates, and the interaction structure
based on logical levels (Figure 4) clarifies the work process of care planning. The
integrated care plan also works as a reminder to perform and evaluate measures,
improving the care professionals work process.

Quick overview

To provide a holistic view of the patient’s health is crucial, but different professionals
have different needs of information content in these overviews. The VHR uses pre-
defined compilations of keywords in specific views, e.g. aggregations of the most
recent notes under the keywords “status” and “patient history” in the GP’s and the
DN’s views, aggregations of the latest documentation from all care professionals and
aggregations in the integrated care plan. Keywords are easily distinguishable in these
aggregations by the use of bold lettering (Figure 5). Taking users knowledge of the
patient into consideration is an important criterion for tailored overviews; information
well known to a professional should be possible to hide, e.g. by hiding risk factors in
the VHR, thereby freeing more space for tab information and focusing on information
that is new to the user.

4. Discussion

Visualisation and interaction design can be used to enlighten specific requirements. For
shared care the main requirements are to identify the origin of information, to get
simultaneous presentations of relevant information in form of holistic overviews, and
to recognize new or updated information quickly. Moreover, the information needs to
be available at the point of care (POC) and accessed using mobile devices.

For POC documentation, the work process has to be supported. The presented
design solutions are optimized to support cooperative work using intuitive user
interfaces and easy interaction methods. There is, however, a strong dependency
between the visualisation and interaction component and the underlying information
structure of the ICT system. Context-dependent reduction of available information
reduces the risk of information overload and supports quick overviews; thereby
reducing time spent searching for information and coordinating work.

The presented design solutions are based on participatory design. Results from real
target users in operational environment are, however, not yet available. Early usability
and user satisfaction evaluations, performed by 14 HHS, 4 DN and 2 GP during the
design phase, show promising results regarding augmented knowledge and
competence, increased safety and improved interdisciplinary cooperation. Usability
studies are now being conducted in laboratory settings for evaluation of the system’s
effectiveness and efficiency. The results thereof will later be triangulated with field
studies validating the utility and further user satisfaction evaluations.

5. Conclusions
Only with deliberate attention to the user interface, can we improve the ways in which

information technology contributes to the efficiency and effectiveness of healthcare
providers [1].
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The presented design considerations allow shared home care personnel to enhance
and integrate their work processes. Applied visualization and interaction designs
facilitate specific work situations in shared care, support cooperative work and present
shared information in adapted views for different staff categories. Designs for
identifying origin of information, quick overviews, avoiding of cognitive overload,
simultaneous and/or different presentations of documentation, and coordination of
work and planning are important to visualize for shared care personnel. The work
process is elucidated by the navigation structure in the VHR. Early user satisfaction
results exhibit that augmented knowledge and competence, gained through adapted
views of required information when working in a mobile environment, result in
increased safety and improved interdisciplinary cooperation. The participants
emphasise improved work situation; less paper-work, safer documentation, more
meaningful work, access to information, limiting the cognitive work load, and on a
personal level; improved competence and feeling secure when working at a patient’s
home, as a result of accessing information provided from the entire team.
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Abstract. Under the safety net of hospital-based patient safety informatics (PSI)
system, RFID is build to adapt emergency department safety needs and the process
improvement activities. We implemented the RFID framework as the electronic
patient identifier into the process improvement of ED workflow; it defined as the
safety portal to introduce PSI safety features on the real-time basis. METHODS.
Since 2004, we were applying RFID technology into a 200 daily visits emergency
department of the regional medical center in Taipei, Taiwan. We then developed
wireless web-based RFID safety portal to implement the real-time safety
reminders such as the laboratory and radiology reports to the physician who can
make decision promptly to the patients in the ED. RESULTS. Under the ED safety
portal, the diagnosis time for physicians to make clinical decision is largely
reduced nearly 40 percent due to the safety enhancement RFID system. ED
physician who could actively receive patient’s updated clinical data to make
clinical decision via web-based informatics system reasonably decreases.
CONCLUSIONS. The effectiveness of RFID system not only enhance patient
identification during ED process but combine ED safety net which providing
needed data for ED physician and staff who visit ED patients with valuable
real-time data on time. Patient safety on ED can be clearly improved from the
embracing modern technology and build up a patient centered ED environment.
Keywords: Safety Portal, High Risk Reminder (HRR), Radio Frequency
Identification RFID, Emergency Department ED
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Introduction

Real time critical reports may save patient’s life in emergency department (ED). Over
the last few years, radio frequency identification (RFID) has become the symbol of
auto-identify media of various industries. In health care, there are several settings in
which RFID has been useful and valuable in patient tracking and vital sign monitoring
(1) (2). Adapting on-line laboratory critical value alert and real-time radiology
high-risk reports as the bricks and mortar of safety guards could ED physicians to care
patients more effectively. As the result, we persist to seek ways to improve safety. Via
ED safety portal, ED staff execute bedside point-of-care testing for safety improvement
in patients with suspected critical value of real-time reminder is an effective scheme
that leads to enhanced efficiency by reducing test turnaround times and providing
informative data for ED physician to make clinical decision more effectively.

Results

As most people’s experiences of ED is the long waiting of the results of laboratory and
radiology test, there is no sigh of major improvement on safety issue (3). This paper
introduce the flow of ED safety management not only focus on the real-time reminding
system which disasters or major incidents, the ED always bears the brunt of accepting
and treating patients with various physical and mental problems as well (4). The ED
represents the primary portal of entry into the most hospitals. Thus, emergency
physicians and all ED staff play a crucial and central role in the identification their
patient and perform correspond procedure correctly, subsequent ED management and
correct referral to outpatient clinics follow up or observation unit as designated to its
clinical results. The ability to expeditiously respond to such an event depends on the
state of preparedness of the ED and its staff. The ability to adapt to the diagnosis time
and effectiveness, as well as functional and structural safety management in the ED is
the basic criteria of ED safety guard (5).

Discussion

The objective was to evaluate both the effectiveness and safety of High-Risks Reports
(HRR) of laboratory and radiology reports. During 18 months running periods, 3,215
laboratory and 1,725 radiology alerts were issued. The alerting system has contributed
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Figure 1. Integrated Red-time High-risk Alerting System

to safety and patient care. All laboratory and radiology critical alerts are legible
accomplished to prescribed physician, and potential delayed diagnosis errors have been
avoided (6). Some studies have shown that point-of-care testing in the ED can reduce
waiting time to making medical decisions for patients receiving appropriated treatment
effectively. It needs more study to find evidences to show reductions in ED length of
stay. Reducing length of stay only when decision making about patient disposition
depends on the results of a specific blood test. For acute coronary syndromes, that is
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Table1. RFID System in the Emergency Department

Category Description
ED Capacity 200 visits per day Tertiary Teaching Hospital
ED Implementation Patient Identification for Patient Safety
Real-time Alert Laboratory data Critical values*
(short message to ED |[Radiology report Fracture, tumor,
physician phone) free air, hemorrhage

RFID and mobile device

Tag Class II RFID passive chip 80 cents each, and
13.56 MHz 15 cents as recycled
PDA Pocket PC $US 450

*Critical data include: radiology report, pathology report etc.

exactly the case because any decision about patient disposition is highly dependent on
the result of cardiac biomarkers (7). RFID tags in wristbands for all ED patients. As it
give each patient a unique ID, physicians and nurses during busy rounds use the
wristband to identify each patient, pull up an electronic medical record to verify
treatment and medications. Tags allowed medical staffs on the bedside recognize right
patient while reading real-time critical data from handheld PDA. HRR may transmit
that patient’s health information to the designated ED medical personnel who is
providing point of care. The effectiveness of HRR is currently testing the system at ED,
which serve 200 visits daily. RFID tags also can be used to identify medications and
blood products, those items recently is scheduled for next stage of continuing
improvement by current ED research team.

Today, critical single dose medications can have their packaging identified with tags.
In the future, individual pills will have a tag embedded in them, allowing for even more
exact checking of medications upon administration. Use of tags assists in the standard
verification procedure of medication administration by helping to identify the right
patient and right drug including route and dose Therefore, this system is likely to create
concerns about the security of ED safety systems, due to increased data aggregation,
ubiquitous access, and increasing reliance on safety methodological solutions. But we
also justify the fair cost of the same technology can help building more robust, more
reliable systems that may increase quality of the most ED system.
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Conclusion

Safety enhancement under ED flow management is complicated and interrelated
processes. The integration of RFID identification and high-risk alerts are viewed as
critical in achieving effective and safe patient care. However, these systems are
complex; all parts need to be aligned, and the systems must work together to produce
the desired outcomes. In healthcare, automation using RFID capabilities is of growing
importance because of the Institutes of Medicine study and the integrated electronic
medical record.

In order to improve ED safety and successful implementation of point-of-care testing in
the ED is cooperation between ED staff and the paramedical team as medical
laboratory and imaging department that is responsible cooperation, which decreases
many of the managerial hinders that often are linked with implementation of such
point-of-care testing in the ED clinical basis (8). Under safety portal system, results of
ED are more swiftly available to clinical staff than traditional laboratory-based results.
What question this study addressed whether use of point-of-care testing performed by
nurses could decrease ED length of observation patients. What this study adds to our
knowledge In an ED that required real time reminder which may accelerate time
dependent diagnosis such as acute myocardial infarction of cardiac marker results
before an inpatient disposition decision was made, the use of point-of-care troponin I
testing by ED nurses decreased the overall ED length of stay by approximately 2 hours.
How this might change clinical practice in this ED safety practice (9), the introduction
of RFID safety portal enhanced critical value into point-of-care and decreased the
length of stay. Our research theme may wish to investigate whether this or other
strategies that decrease laboratory turnaround time to build a safer ED care
environment is the ultimate goal.
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Abstract. Mobile Medical Services, such as Home Care and EMS (Emergency
Medical Services) are to the general public probably most visible part of public
health care. A great amount of expectations are placed on the quality of care given
by these units. Sometimes providing this care is very intensive and all available
attention has to be placed on the patient. However, documenting the treatment is
very valuable for the treatment of the patient later on. In this paper we present a
system that automates many tasks in documenting the treatment. Furthermore, our
system is capable of producing a far more detailed documentation that has been
available before. This makes reliable research of mobile medical care possible and
opens new possibilities in educating paramedics and nurses.

Keywords: Documentation, Mobile Health Units, Data Acquisition, Data Security

1. Introduction

Documentation of medical care is almost as important as the care itself. Medical care
without any knowledge of a patient's former medical history can be more difficult and
lead to wasting resources with repeated examinations and treatments. As the medical
care evolves in a more and more technical discipline, we have a whole new set of tools
for monitoring and documenting both the care and physiological findings. An extensive
material of measurement values combined with documentation of treatment procedures
is valuable material for example for research on effectiveness of a procedure or some
medicine. Another great potential with the extensive material comes with estimating
the quality of treatment. With precise timing information it is possible to evaluate
treatment cases in light of the decisions made by the staff. Evaluating if a procedure or
administered drug really helped the patient in light of the physiological state can be
very valuable in training and educating of health care providers. [1,2,3,4]

System overview is presented in Figure 1. Data is collected from measurement
devices to a collector device, and the communication is managed wirelessly. The
collector device is also connected to a remote application server. All data collected
from devices is converted to XML form and the application server offers standard
interfaces (HL7). Our aims in security are that only accredited parties can access the
system and others cannot get any information from the system.

a
These authors contributed equally to this work.
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The rest of the paper is organized as follows: Section 2 introduces the used
technology, Section 3 discusses about data processing, and security solutions of the
system are presented in Section 4. Conclusions follow in Section 5.
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Figure 1. System overview

2. Technology

Documentation process is managed with the help of wireless data acquisition (DAQ)
equipment and a collector device, see Figure 1. The collector device runs
documentation management software (DMS), which gathers data from DAQ devices
and also offers user interface for paramedics, nurses, medics, or patients of medical
home care. Gathered data can be temporarily stored in database of the collector device
or it can be transmitted wirelessly to a remote server (located in a hospital or a health
care centre).

2.1. Devices

The collector device has to be light, movable, handy, and fast [5, 6]. Personal Digital
Assistants (PDA) or Tablet PCs meet these demands [7]. Features like touch screen,
wireless communication (Bluetooth, IrDA, WLAN, and GPRS), phone, mobility,
compactness and price make both device groups competitive compared, for example, to
a laptop. A PDA is a better option when only a few measurements are performed. If the
collector device has to manage several incoming and outgoing data transmissions, a
Tablet PC is better choice because of its better processor capacity and screen.

Digital and wireless medical measurement devices and sensors, such as, blood
pressure and oxygen saturation instruments, are attached to a patient. When usability is
pursued, the wireless solution ensures almost unlimited mobility of a user with the
collector device. To improve the usability of our documentation system we also use a
digital pen [8] and a bar code reader. With the digital pen, all written data can be saved
into a database or transmitted forward. For example, when filling a required paper form
of a medical treatment, written text can be transformed into an electronic form (such as
a picture form) or the handwriting can even be recognized and transformed into
character data with help of a capable software. A bar code reader is an excellent tool
for rapid identification and documentation of, for example, given medicine ampoules
or individuals with an identification card.
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All medical measurement devices and other wireless data acquisition (DAQ)
devices are managed by the software. With the DMS, the end user or administrator can
handle data acquisition frequency and functions of each DAQ device. To get highly
modifiable software for different situations, different users, and different instruments,
we use LabVIEW (National Instrument) [9] for software implementation. The
programming language is widely used in information technology, signal processing and
handling, and data acquisition and presentation systems. Because of wide amount of
predefined programming tools (for communications and data acquisition) of LabVIEW,
programming errors decrease [10]. Also, the software can be rapidly modified to meet
individual demands of users [11]. Mobile devices (PDA, Tablet PC) have less capacity
than PC, so program code of the DMS to be as optimal and powerful as possible.
LabVIEW can also be easily used for mobile development due to its PDAModule.

2.2. Communication

Distinguished from the communication between measurement and collector device, the
communication between remote server and the device is bidirectional [5]. Bidirectional
data transmission enables, for example, dialogical connection between medical
consultant and a home care patient, or, between a paramedic and a hospital. The needed
connection is handled with TCP/IP using GPRS/WLAN communication, and with
Bluetooth and IrDA communications between devices. Using GPS with GPRS
communication, there is a possibility to trace the location of the device and its user.

When demanding a good usability, also easy maintenance of the system has to be
taken into account. Wireless communication improves use and mobilization of the
system as the user does not need to try to modify or update software, or, if the device
does not work properly, try to fix it. Using the bidirectional connection, most of the
work can be remotely handled by an administrator.

3. Data Processing

Processing data in health care requires several matters to be considered. Not only
security aspects, or constraints and commitments brought by law, but also a careful
elaboration of the actual form of data. Fragmentariness of data and data systems is still
a remarkable problem in using clinical information in different units of health care [4].
In many cases the data transmission means copying a paper document and sending a
physical paper to a receiver, and further writing data from that paper document to some
certain special and local data system.

As new measurement devices and other tools increase the amount of specific data
substantially, the data handling is in a challenging situation. Standardizing data relieves
data handling, processing and transfer. Health Level Seven (HL7) [12] is an
international community of healthcare creating standards for the exchange,
management and integration of electronic healthcare information. Standards of HL7 are
based on XML that has become a universal standard form of data, in general.

3.1. Standards

XML [13] is a flexible text format designed for electronic publishing, and for the
exchange of wide variety of data on the Web and elsewhere. XML techniques support
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interoperability of data processing; data transmission between independent services,
data transformation, updating and formatting, and distribution of data in different
formats. For these reasons, the use of XML is spreading all over the world among
different organisations to improve their collaboration. Nowadays XML can be
compared to a world wide industrial standard.

The Clinical Document Architecture (CDA) [12] is an ANSI-certified standard
from HL7. CDA specifies the syntax for a clinical document, and provides a
framework to define the document with full semantics. A CDA document can contain
any type of clinical content. CDA defines large amount of different type of clinical
documents, for example, documents for patients personal data, laboratory request and
response, discharge summary, and so on. Although CDA uses XML, it also allows for a
non-XML body; pdf, Word document and jpg, for instance. Several countries all over
the world are already using CDA, and it is expected to become a wide-ranging global
standard.

3.2. Data Flow in Mobile Medical Services

HL7 provides standards for different clinical documents, but data gathered from home
care or EMS do not necessary include all information needed for that certain CDA
document. On the other hand, there might not even be defined a certain CDA document
yet, for example, for EMS needs, when the development of documents is still ongoing.
In these cases data being in XML still brings the advantages of using standards, in
general. Using XML allows the data to be processed with general XML tools and
softwares, eliminating the need of using tailored solutions in the process.

In the documentation system of mobile medical services, the data is gathered from
different devices and transformed into XML, see Figure 1. The data is sent to the
Application Server, where it is stored. From the Application Server there are interfaces
for needed CDA documents from the stored data. Using HL7 standards the data can be
sent and combined easily to the third-party systems.

4. Security of the System

In any medical data system, security is of paramount importance. We have designed
our system so that following requirements are fulfilled: 1) Access to the system is
granted only to strongly authenticated, accredited parties. 2) Any confidential data will
not be exposed to any outsiders. An authenticated accredited party must have a
treatment relationship with a patient in order to access the data of that patient. 3) The
system must guarantee integrity of all data within the system. 4) All documents must be
signed with a digital signature that is legally valid. A user cannot deny a signature at a
later time.

4.1. Treatment relationship and Role based access control

In an ideal world any person working with patient data should only be interested in
those patients that she is treating. Therefore, we use the concept of Treatment
relationship as an access requirement. Treatment relationships are set up using the
system and all treatment relationships are recorded to the system. Once defined, a
treatment relationship cannot be deleted, but it can be ended. After a treatment
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relationship has been ended, the treating person can access the data of that particular
patient but can not change any of the data.

Defining access control can be a tremendous task in a system that has thousands of
users. Errors are likely to occur if access rules are defined for each user separately.
However, in an environment such as the public health care one can define different
roles, which a user might have, such as a nurse or a paramedic [3, 4]. Defining access
rules for each of these roles is rather straight forward as is also assigning roles to users.
Thus, we have adopted the usage of roles instead of individual access rules.

The second requirement is satisfied by using the notation of treatment relationship
in the access control and end-to-end encryption of all data that is transmitted outside
the system. This encryption is achieved using SSL protocol with a requirement of
strong mutual authentication.

4.2. Security of Bluetooth

Bluetooth communication has built-in security mechanism that provides confidentiality
and integrity of data. There have been several reports about security problems in
Bluetooth communication. However, in our system all the data transmitted via
Bluetooth communication is measurement data and as such does not identify the
patient. Even in the unlikely case of someone breaking the Bluetooth encryption, the
privacy of the patient is not compromised.

4.3. FINEID and Digital Signatures

The PRC (Population Register Centre) in Finland issues electronic id cards to citizens
and people permanently living in Finland. Each such card contains a private key and a
corresponding public key certificate, called a Citizen Certificate. The Citizen
Certificate had been issued to 96100 people by the end of year 2005 [14].

The FINEID (Finnish Electronic Identity) can be used to authenticate the holder of
the card in electronic applications and it can also be used for producing legally
bounding digital signatures. The FINEID infrastructure also provides a CRL
(Certificate Revocation List) service [15]. We satisfy the first of our requirements by
using the FINEID infrastructure to implement a two-factor authentication, hence the
user is in possession of the smart card, and knows the required PIN (Personal
Identification Number) to access the functions on the smart card.

Our system uses tamper resistant smart cards of the FINEID infrastructure with
smart card readers on all devices which want to access any part of the system. The keys
of a user are created on the smart card. It is practically impossible to extract the private
key from the card. The card also contains a processor that can produce a signature
using the private key on the smart card.

As with any data, especially with patient data, integrity is a very important factor.
We use digital signatures for two purposes; first to be sure that we always know who
has added, edited or deleted a piece of information within the system. Secondly, as the
digital signature ties together both the data and the signer, it can be used to detect
whether any changes has been made after signing the data. Since the holder of the
FINEID card is the only one in possession of the private key, no-one else can produce a
valid signature on behalf of that user [15]. This satisfies the requirement of non-
repudiation stated in the requirement 4.
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5. Conclusions

A lot of work has been done in the area of documentation of mobile medical services.
However, adequate usability for end-users has not been achieved. The strength of our
solution is full mobility enabled by wireless communication and compact devices. The
system is designed with well-tried solutions, such as predefined data acquisition and
handling tools, data managing with standards like XML, and strong security practices.

The main improvement to medical care that our system provides is detailed
information about the treatment on the field. In terms of information this data gives
solid ground to further treatment. In addition, the extensive documentation enables
traceability of treatment procedures, medicines and patient's responses to
aforementioned. Special benefits that follow traceability can be seen in fields of
research and education. An extensively documented treatment session can bring
valuable insight to training of paramedics and nurses. Furthermore, as the amount of
cases grows, statistical research methods can be applied to study different phenomena,
such as quality of care or effectiveness of some medicine in given circumstances. This
lays ground for evidence based medicine on a field where it has been practically
impossible before.
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Abstract. The emerging amalgamation of informatics, communication
technologies, and entertainment electronics in the field of Biomedical Technology
combined to, first, the increase in length of the mean life expectance, and, second,
the hospitalization cost avalanche, will facilitate gradually the development of a
new Hi-Tec home-care environment. We have developed a home-computer based
system, addressing crucial aspects of the development of contemporary home —
care that comprises of: First, the employment of low-cost commercially available
components, supporting home-care patient’s well-being observation, including
eventually vital-signs monitoring. Second, software means for the processing, the
evaluation, and the targeted transmission of the acquired health-data. Third,
software tools for the planning, the documentation, and the management of the
corresponding home-care case. The present paper constitutes a progress report of
the ongoing development efforts.

Keywords: Home—Care, Telemedicine, Nursing, Treatment Cost, Fuzzy Logic

1. Introduction

The continuous evolution, growth and integration of information, communication and
electronic technologies, together with the miniaturization of Biomedical Equipment
and their merging with Informatics and Medical Decision Making techniques, will
eventually alter the way that health care is going to be delivered in the future. The
combination of these technological innovations with the increase of mean life
expectance and the hospital care cost avalanche indicates that the 21st Century Hospital
will increasingly encourage home-care and especially Telemedicine supported one.
The mission of this emerging Hospital will most probably be completed by a network
of various associated Institutions, providing several interrelated types of preventive
medicine, care for aged citizens, rehabilitation services for impaired persons and

1 Corresponding Author: Basile Spyropoulos, basile@teiath.gr
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mental health-care programs and, generally, providing care closer to home-care than to
rather that of the traditional hospital-care.

Therefore, we have developed a home-computer based system, addressing crucial
aspects of the development of contemporary home — care that comprises of: First, the
employment of low-cost commercially available components, supporting home-care
patient’s well-being observation, including eventually vital-signs monitoring. Second,
software means for the processing, the evaluation, and the targeted transmission of the
acquired health-data. Third, software tools for the planning, the documentation, and the
management of the corresponding home-care case. The present paper constitutes a
progress report of the ongoing development efforts.

2. Monitoring Hardware

The hardware part of the system comprises of the following modules: First, a custom-
made ECG acquisition module, equipped with a commercially available RF link
(Parallax 433 MHz RF transmitter — receiver) between the custom made ECG-
amplifier and the PC. Second, a finger pulse oximetry probe (disposable Nellcor)
integrated into a custom-made (using an embedded Parallax BASIC Stamp controller)
photo-plethysmography based Oxygen Saturation (SpO2) measuring device, enabling
also the estimation of Heart Rate (HR) and Respiration Rate (RR). Third, another
custom-made Carotid Sounds (CS) acquisition module, using a stethoscope combined
with a miniature microphone, plugged to the PC’s soundcard, for the extraction of
Heart Rate (HR) and Respiration Rate (RR).

¢ CAROTIC SOUND O " OXVGEN THERAPHY }
PULSE OXIMETRY [ Jl ACQUISITION | \ RF ECG MODULE I “ | DEVICE
‘ v

STORAGE OF HR. §40; RR. RR varisbility

|
¥ T OXYGEN THERAPY FUZZY ADVISOR

— e FCG ANALYSIS & ALARM ALGORITHM
J $p0; OR CAROTIC SOUND ANALYSIS
o

=
[— 1

Figure 1: The overall monitoring hardware block diagram.

The acquired row data and trends of S,0,, HR, RR, ECG waveforms, Oxygen
Therapy advice etc. are appropriately processed to produce decision supportive data, as
described in the following part, while they can be easily stored in the home computer
and / or transmitted to another location. The transmission can be achieved through
wireless point-to-point links, modem and telephone lines on both, landlines and mobile
cellular telephone lines, by a designated location through secured paths over the
internet and, finally, through two satellite communication links, the Inmarsat Mini-M
(connection speed 2.4 Kbits/sec), and the Inmarsat Fleet77 (connection speed 64
Kbits/sec).
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It should be mentioned here that the pulse oximetry module is employed only if
the patient is in need of Oxygen Therapy, as in cases of Chronic Obstructive
Pulmonary Diseases (COPD). The overall monitoring hardware block diagram is
presented in Figure 1, while the Carotid Sounds (CS) acquisition module and two
typical acquired waveforms are presented in Figure 2.

oottt e
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Figure 2: Details of the Carotid sound acquisition module and Heart Rate and Respiration Rate waveforms
acquired through the Carotid sound acquisition module.

3. Processing, evaluation, and transmission of the acquired health-data

A Fuzzy logic algorithm was designed and implemented for producing advice on
Oxygen Therapy management [1]. The system’s response is best described with the
graphical representation of the relationship between a pair of input parameters and the
system’s output as shown in Figure 3.

Figure 3: The fuzzy system block diagram (left) and graph surfaces of input parameters versus systems
output (right).

Three of the physiology parameters acquired by the acquisition modules, the
Oxygen Saturation (S,0,), the Heart rate (HR) and the Respiration Rate (RR) are used
as inputs for the algorithm. The change in Oxygen Saturation over time (dS,0,), which
is a reliable factor for evaluating stability, deterioration or improvement of patients’
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health status, is also included in the model as an indication of the effectiveness of
oxygen therapy.

The inputs are translated from crisp values to linguistic variables and the system’s
response is dictated by a set of fuzzy rules, which were derived based on well
established respiration physiology principles. The system actually produces an advice
on the percentage change of Oxygen flow to the patient and the translation of its output
back to crisp values is performed with the centroid defuzziation method.

Ventricular fibrillation (VF) and malignant ventricular tachycardia (VT) that
causes the patient to be pulseless and unconscious are life threatening cardiac
arrhythmias. Early defibrillation is the key to achieve a satisfactory survival rate from
cardiac arrest and the general medical consensus is that VF and malignant VT should
be shocked and all other rhythms should not. The detection of shockable rhythms was
made by employing two different techniques that were previously introduced by the
same authors that is the Image Analysis and the CDF-SKEW techniques [2].

According to the Image Analysis Technique, every used ECG record is considered
to be an image and it is divided into 80 equal regions of interest (ROI) by dividing the
image into 20 regions in the time-axis and then into four regions, defined by the limits
Vmax, %2 Vmax, 0, -1/2 Vmax and —Vmax, in the amplitude axis. Discrimination
between shockable and non-shockable rhythms is possible by measuring the optical
density (the number of “filled” pixels) in these ROIs. Normal sinus rhythm has a
specific distribution of optical densities across these regions, whereas the
corresponding distributions of VF and VT rhythms are remarkably different. These 80
optical density values are used for the classification of the ECG images by the freeware
commercially available neural networks program Attrasoft Decision Maker.

The CDF-SKEW technique is a combination of two Descriptive Statistics
Functions. These functions allow someone to obtain a quick overview for a set of data
without having to consider each observation, or datum, individually. The Cumulative
Probability Distribution Function (CDF) and the coefficient of Skewness (SKEW) were
used as criteria for the classification of cardiac rhythms as shockable or non-shockable.

Figure 4: Classification criteria: The Cumulative Probability Distribution Function (CDF) and the Coefficient
of Skewness (SKEW) (left), and the Average pixel density distribution (right)

Concerning the processing of the data acquired through the custom-made Carotid
Sounds (CS) acquisition module, it should be kept in mind that the sounds and the
waveforms of Heart Rate (HR) and Respiration Rate (RR) can be easily reproduced by
employing one of the numerous media player freeware tools, while the extraction of
direct clinical data, and FFT or otherwise transformed data, is obtained, either through
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custom-made software or through excellent commercially available tools such as
MATLAB, DADISP etc.

4. Software tools for the planning, the documentation, and the management of
home-care

The developed model allows for every Hospital Department or Medical/Nursing group,
to individually assign an appropriate set of diagnostic, monitoring and treatment
activities that can be actually performed in home-environment, together with a nursing
— activity treatment plan to specific diagnoses codes that are coded according to
Diagnosis Related Group (DRG) codification. These profiles of home-care activities
are custom-made and every user, i.e. every physician responsible for discharging a
patient from hospital, is actually allowed to set up his own profiles.

During the formation of these profiles the user can attach to each activity a set of
nominal fees. This set consists firstly of the official Insurance Agencies reimbursement
amount, which in Greece is in most ceases much lower than the actual cost of the
services provided, and, secondly, by a currently valid financial rate. This later is
estimated by a software tool that we have already developed and allows for a rational
approximation of the effective mean cost for several elementary medical activities [3],
[4]. Thus, the developed system ignites, when relevant, the approximation of the
individual case-cost.

Upon the actual discharge of a patient the physician can use one of the predefined
profiles, create a new one or modify an existing one in order to adapt his home-care
profiles to specific instances and to emerging new demands. At this point, the
appropriate patient and administrative data, as well as the relevant medical information
are acquired, either by using an already installed EHR system or even manually, if no
EHR is available.

After assigning the appropriate profile to the specific patient, the physician can
print a number of forms, including the schedule of the home treatment, instructions for
medication doses and proper administration, educational notes for the patient himself
or for his relatives and diagrams of physiologic measurements, such as glucose or urine
levels, blood pressure, pulse e.t.c. that the patient should monitor.

The system also provides for the production of forms that will be filled by the
nursing personnel during the care visits in order to document their activities. These
forms include a detailed schedule of the planned visits, which indicates the activities
and / or interventions that the nursing personnel should perform during each visit and
must be later filled in with the actual outcome of the visit.

The filled forms are returned to the responsible physician who evaluates them and,
depending on his evaluation, can modify the care — plan of the specific patient in any
suitable way. The actual flow diagram of the developed system is illustrated in the
following Figure 5.

It should be mentioned here that the diagnostic and treatment activities are
classified according to International Classification of Diseases Version 9 (ICD9), while
the Australian Refined DRGs (AR-DRGs) have served for the case codification, since
DRGs are not yet been introduced in the Greek National Health System. The Nursing
Interventions taxonomy of the Clinical Care Classification (CCC) system [5], which
provides a coding structure for assessing, documenting and classifying home and
ambulatory care, was used for the documentation of nursing activities.
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Figure 5: Flow-chart of the developed system

5. Conclusions

The described solution is set up by employing simple, low-cost, commercially
available components, supporting home-care patient’s vital-signs monitoring. The
overall cost of the components of the prototype, beyond the PC, is less than 400 Euros.
The system includes in house developed software means for the processing, the
evaluation, and the targeted transmission of the acquired health-data, and software
tools, for the planning, the documentation, and the management of the corresponding
home-care case. The on-going testing of the system shows that it is able to contribute
to an effective home — care package solution, supporting not only well organized
nursing care, but further, a structured total Patient Supervision and Treatment home-
care approach.
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Abstract. This paper proposes a novel method for aligning multiple genomic or
proteomic sequences using a fuzzyfied Hidden Markov Model (HMM). HMMs are
known to provide compelling performance among multiple sequence alignment
(MSA) algorithms, yet their stochastic nature does not help them cope with the
existing dependence among the sequence elements. Fuzzy HMMs are a novel type
of HMMs based on fuzzy sets and fuzzy integrals which generalizes the classical
stochastic HMM, by relaxing its independence assumptions. In this paper, the
fuzzy HMM model for MSA is mathematically defined. New fuzzy algorithms are
described for building and training fuzzy HMMs, as well as for their use in
aligning multiple sequences. Fuzzy HMMs can also increase the model capability
of aligning multiple sequences mainly in terms of computation time. Modeling the
multiple sequence alignment procedure with fuzzy HMMs can yield a robust and
time-effective solution that can be widely used in bioinformatics in various
applications, such as protein classification, phylogenetic analysis and gene
prediction, among others.

Keywords: Bioinformatics, Multiple Sequence Alignment, Fuzzy Integrals, Fuzzy
Measures, Hidden Markov Models, Protein Domains, Phylogenetic Analysis.

1. Introduction

Multiple sequence alignment is a powerful technique that is used by modern
bioinformatics systems almost in all their applications. The biomedical methods and
algorithms used in MSA have vast importance in solving a series of related biological
problems. Protein function prediction exploits MSA in order to recognize patterns left
behind by evolution and identify conserved regions that may be of structural or
functional importance. In phylogenetic analysis, rates or patterns of change in
sequences cannot be analyzed unless the sequences can be aligned [1]. The need for
analyzing multiple sequences has led to the development of new methods, such as
CLUSTAL-W [2], PSI-BLAST [3] and HMMER [4] that can overpower classic
methods of pairwise sequence alignment [5].

The well-known and widely used statistical method of characterizing the spectral
properties of the residues of a genomic or proteomic pattern is the HMM approach.
Profile HMMs have proved to offer a robust solution for MSA. Their wide use in
bioinformatics has led to the creation of large profile databases [6],[7] that can offer
biological knowledge (alignments, phylogenetic distribution, domain organization) for

" Chrysa Collyda, Lab of Medical Informatics, Faculty of Medicine, Aristotle University, Thessaloniki,
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solving various problems, such as protein classification [8], building of phylogenetic
trees [9], or gene function prediction.

However, an issue with the use of HMMs in MSA is its simplifying assumption of
stochastic independence. This property, though, is not at all obvious when examining
genomic or proteomic sequences; an underlying dependence may exist between current
and previous states. Fuzzy HMMs have been introduced in speech recognition [10], in
order to relax this assumption and resolve similar model definition issues.

In this paper, a novel way of profile HMM representation is defined by using fuzzy
integrals and fuzzy operators in HMMs instead of probability theory. The classical
HMM probabilities are replaced by fuzzy possibilities. Though, the profile HMM
structure is kept intact in terms of states and observations. The Choquet integral [11] is
used for the integration over the HMM states and a new fuzzy measure is used for its
application. The advantage of using these fuzzy operators is that they are less
constrained than classical integrals and probabilities, thus relaxing the independence
assumptions that are necessary with probability functions in classical HMMs. This
transformation also reduces the space of computations, thus yielding better response
times. In order to perform MSA with the new model, the existing HMM algorithms
that are used to train the model and score sequence alignments are also transformed for
the fuzzy case.

The rest of the paper is structured as follows. Chapter 2 presents the mathematical
background for HMMs and fuzzy measures. In Chapter 3, we mathematically define
the new profile fuzzy HMM model for MSA and describe the transformed fuzzy HMM
algorithms. In Chapter 4, we depict the potential use and impact of the new alignment
method in two example bioinformatics problems, i.e. motif discovery for protein
classification, and phylogenetic analysis, while conclusions and future work are
highlighted in the last chapter.

2. Background
2.1. Profile Hidden Markov Models

HMMs are statistical models used for MSA that allow the comparison of one gene or
protein with a group of others, therefore facilitating the production of distinct
differences between itself and the others. HMMs are a generalization of the profile in
terms of statistical weights, rather than scores. At each position, the profile HMM gives
the probability of finding a particular residue, an insertion, or a deletion. A profile
HMM is composed by a number of interconnected states, each of which is able to emit
observable output symbols, i.e. residues or gaps. Each state contains symbol emission
probabilities and state transition probabilities. The symbol emission probabilities b
represent the probability of emitting each possible symbol k& from a state j, whereas
state transition probabilities ¢;; are the probabilities of moving from the current state i
to a next one j. An observation sequence O=0;0,...0Or can be generated by starting at
an initial state and continuously changing of states, by also emitting symbols, until a
specific end-state is reached at time 7. The only visible outputs in this procedure are
the emitted symbols, while the actual transition between states remains “hidden”.
Figure 1 depicts the structure of a profile HMM used for MSA, as introduced in [12].
Multiple alignments are used as a training set to build the model. One match state is
assigned for each alignment column, insert states serve to insert extra symbols relative
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to the match states, while delete states allow for skipping positions in the training set
aligned sequences. There are totally N=3*m+3 states in a profile HMM, where m is the
number of its match states.

Figure 1. An example profile HMM with four match states.

We now formulate mathematically the profile HMM, according to [13] in order to
better describe its fuzzyfication in the following chapter. A profile HMM A = (A, B,;r)

with N states and a vocabulary ¥ ={v,,0,,...,v,,} of M output symbols can be fully
defined by the matrices 4, B and 7, where:

e A={ay;}, 1<i,j<N: the state transition probability distribution

e B={p(k)}, 1<;<N, 1<k<M: the observation symbol probability
distribution

e 7={z},1<i<N: the initial state distribution

The utilization of profile HMMs for MSA can be divided in three problems [13]:

e Problem I: Computation of an observation probability according to the model:
P(O|A). This is the problem of evaluation (HMM scoring), and it is usually
solved using the forward-backward procedure.

e Problem 2: Computation of the state-sequence which fits the best to an
observed sequence. This is the alignment problem. The Viterbi algorithm is
usually used solve this problem and recover the hidden part of the model.

e  Problem 3: Computation of the model parametersA, B and 7 to maximize the
probability of one observation. This is the training problem, and the EM
algorithm is usually exploited to this end.

In the next paragraph we discuss the elements of the theory of fuzzy measures and

fuzzy integrals that help in the definition of the fuzzy approach to profile HMMs.

2.2. Fuzzy Measures and Fuzzy Integrals

Classical HMMs are characterized by various probability distributions inside and
between the states of the model. The probability distribution, though, has a restrictive
property; the property of additivity. I.e., for any subset 4 and B,
AnB=2 = P(4UB)=P(4)+P(B) (1)
In order to relax this constraint and take the relations between subsets into
consideration, a generalization in terms of fuzzy measures has been introduced [14].
For the implementation of fuzzy HMMs, a possibility measure can be defined, such
that
P(4U B)=max(P(4),P(B)) )
The max operator in the above equation is the fuzzy intersection operator. For a
finite fuzzy set X ={x,,x2,...xn}, the density x’ of a fuzzy measure u can also be

defined [15] as i’ = u({x,}) .

i
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The fuzzy measure of Equation 2 can then be used with fuzzy integrals to
compute integrations over fuzzy sets.

The fuzzy integral I of a function #: X—[0,1] over a subset AcX with respect to
the fuzzy measure g is written as:

1= [h(x)o u() Q)

where 4() is a notation which indicates that the measure x should be used.
For the case of profile HMMs, the integration is done over the states that are a
discrete set. In such cases, the discrete Choquet integral [16] can be used:

I= Z[h(xi)_ h(xf—l )111‘." ’ (4)
i=1

with defined x,:0=h(x,)< h(x,)<...<h(x,), and the discrete step 2 :

(bl i -
lLl, =
0 otherwise

These new definition of measures and integrals are the major innovations for the
new fuzzy profile HMM. The fuzzy measure replaces probabilities that are used in

classical profile HMMs, and the fuzzy integral is used for the integration over the
states.

3. Fuzzy Hidden Markov Models for Multiple Sequence Alignment

A fuzzy profile HMM can now be defined. Its structure, in terms of states and
observations, remains the same as in the classic profile HMM, but fuzzy logic replaces
probability theory, and new definitions of the model variables are required.

The fuzzy profile HMM 7 :(Z,E, ;7) with N states S={S,,S,,...,Sy} that can be
observed through a space of observations Q with observations O=0,0;...0r
corresponding to unknown state sequences 0=q,,¢>, ..., ¢r can be fully defined by the
matrices 4, B and 7, where 4 is the fuzzy state transition matrix, B is the fuzzy
observation matrix and 7z is initial state fuzzy density. Two fuzzy variables
xeX={x;x,,..., xy} and yeY={y,,v,,..., yy} are used to represent the state at time ¢ and
t+1[16].

In these terms, 7,(4) is the grade of certainty that the initial state is in A.
Respectively, for X, X andy, c v, @, (X, |Y,) is the grade of certainty that the state at
time #+/ is in Y, given that the previous state was Xj. Concerning the observation
space Q, cQ, b(Q,) is the grade of certainty that the current observation is in 2,
given a current state S;.

The manipulation of the above defined parameters causes a different approach in
resolving the three basic problems of HMMs.

Specifically, the problem of HMM evaluation can now be solved using the fuzzy
forward-backward algorithm. 07‘.(1) is the grade of certainty of 0=0,0;...O7 and x; at

time 7. The initialization step is @ (i)=7z A5(0,), while the induction step becomes:

70)= X ) a0 A F(0.,) ©
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where the sum is the discrete Choquet integral, the A operator stands for the fuzzy
intersection operator, and g is defined in Equation 5. From the above equation, it is

possible to observe that the assumption of independence of the observation until time ¢
is not necessary anymore neither is necessary the knowledge of the next state. The
answer to the Problem 1 as stated in Chapter 2.2 for the forward and backward
variables respectively is:

P01 2)= 3.0 PO14)=35()+5(0) (7, )

In the fuzzy case, the grade of certainty for a sequence is used to score the model.
The Choquet integral is computed over the states at each time 7, where the integration
step ( (¢, j)— ", (¢, j)) becomes a value j at time ¢+1.

Respectively, the fuzzy Viterbi algorithm, which is used for the alignment of new
sequences to the model, uses the Choquet integral and multiplication for the fuzzy
intersection operator in order to define the variable ¢ for the fuzzy case:

50)= max {0,110, .la.0.5.00) ©)

where p (i, j) =[x (t, j)- w2, (e, j))/@,(i) . 5,(i) is the degree of certainty for a single
state sequence finishing at time ¢ in a state S..

Similarly, for training the fuzzy HMM model, the fuzzy version of the EM
algorithm can be derived, again by using the fuzzy coefficient that multiplies the state
transition coefficients and summing up using the Choquet integral.

4. Example Applications in Bioinformatics

By summarizing the diversity of information in an existing alignment of sequences, it
is possible to predict whether new sequences belong to a protein family. The fuzzy
profile HMMs can be used in bioinformatics to reorganize protein domains, by
rescoring their profiles. This process leads to a different representation of protein data
in terms of motifs, since the new scores obtained by the definition of the fuzzy HMM
allow for the discovery of novel motifs that may exist in protein sequences. The protein
function, as it is described by its motifs can be predicted using separate motif datasets
that yield either from the classical profile HMM or the fuzzy HMM. Motif-based
protein classification is then performed for each dataset respectively, thus providing the
bioinformatician with enhanced quality assessment of the classification results.

Another potential impact of the proposed method is in phylogenetic analysis, a
powerful tool in clinical bioinformatics that enables the identification of genetic
diversity in viruses and the course of diseases progression, among others. Any effective
sequence-based phylogeny inference begins by performing efficient MSA. A feature of
profile HMMs, which have been used for MSA so far, is that these are finite models for
the probability distribution over an infinite number of possible sequences. Profile
HMMs have the great benefit on generalized profiles that they are formally built on the
probability theory. Though, this theory restricts the flexibility of the models because
the sum of the probability distribution over all modeled sequences must equal to one.
In consequence, the probability of one sequence cannot be increased without
decreasing the probability of another sequence in the profile-HMM. Fuzzy profile
HMMs lack this restriction, thus enabling a better representation of the sequences
common residues, and ultimately the construction of better phylogenetic trees.
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5. Conclusions

In this paper we discussed a novel generalization of the profile HMM, which exploits
fuzzy measures and fuzzy integrals in order to build, score and produce alignments in a
more time-efficient manner. The new approach relaxes the independence restriction
implied in classical profile HMMs, thus providing more biologically meaningful
alignments. We have mathematically formulated the new model, by also describing the
modifications of the standard HMM algorithms for the fuzzy case. Finally, we
discussed the potential impact of performing MSA with this new method in two
example applications in bioinformatics. Future work involves the application of the
method in phylogenetic analysis, as well as the creation of a whole new series of
profiles that can then be used in protein classification.
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Abstract. Modelling in systems biology currently lacks clinical applications. As a
possible approach leading to clinical relevance the modelling of tissue homeostasis
is proposed. As an example a model of epidermal homeostasis is presented which
reproduces central morphological and kinetic characteristics of epidermal tissue.
Each individual cell is modelled as an agent. The tissue arises as an emergent phe-
nomenon from the interactions of agents. Each agent’s behaviour is qualitatively
modelled by a simple differentiation state-flow program. Epithelialisation under
the influence of parameters concerning stem-cell location is briefly demonstrated.

1. Introduction

Systems-Biology aims at the systematic analysis and modelling of as large and com-
plex biological networks as possible. Today, systems-biology already has become an
important discipline [1, 2] although its modelling side lacks still a clear link to clinical
applications. To limited intracellular systems the toolbox of non-linear dynamics has
been successfully applied [3, 4]. Nevertheless, the construction of larger systems is the
more difficult the larger these systems get. Therefore, here a new approach is sug-
gested. Clinical relevance for modelling could be much better gained by switching to a
higher abstraction level by modelling tissue homeostasis instead of only focusing at
quantitative intracellular biochemical networks. This approach has major advantages.

Firstly, genomics and proteomics technologies work with homogenized tissue. So
the spatial resolution of molecular processes in high-throughput technologies is rather
neglected. In the contrary to this, in a clinical setting the morphological analysis of
tissue is the prevailing criteria for defining and diagnosing diseases.

Secondly, modelling tissue homeostasis is concerned with rather slow biological
processes. An average regeneration of human epidermis takes 20-25 days while signal
transduction processes are executed in milli- and microseconds [5]. Slow processes
have the advantage of opening the possibility of qualitative modelling. Most biological
knowledge published in literature today describe biological phenomena in a qualitative
way.

So, can tissue be functionally modelled today? According to the reductionist para-
digm systems should be reconstructed bottom-up. Unfortunately, modelling at the
tissue level on the basis of completely reconstructed intracellular networks exceeds our
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technological capacity by far in the coming time. On the other hand, the analysis of
tissue morphology is a corner-stone of clinical diagnosis — actually it’s the gold-
standard. Concluding, it is not the question if tissue functionality can be modelled.
Rather it is the question of how it can be done as it will become mandatory for clinical
bioinformatics and systems biology to gain a substantial understanding of many critical
diseases.

Different approaches for tissue modelling are known [6, 7]. Simulation of tissue
homeostasis per definitionem has to model the proliferation and differentiation activity
of major parts of the tissue in order to simulate the regenerative capacity of the tissue.
Until today only few works model aspects of tissue homeostasis [8-11]. Recently a first
prototype has been presented for modelling both, proliferation and differentiation,
while maintaining an intact tissue morphology and tissue kinetics [12].

The epidermis is an excellent example for this kind of modelling as it represents
the most complex epithelium. Epithelial tissue covers all body organs like skin, liver,
bladder, lung, small intestine, kidney and lines the body’s cavities. Over 85% of all
cancers arise from a disturbed epithelial homeostasis. Carcinomas are characterized by
a loss of spatial tissue integrity. This can be generally described as an unbalance of
epithelial proliferation and differentiation. Thus modelling the tissue homeostasis in
epidermis may be a good field for studying systems biological modelling in a clinically
relevant setting.

We here describe how qualitative modelling has been used to develop a simple
agent based discrete differentiation program for epidermal keratinocytes. This discrete
differentiation program is used to control the fate of individual agents in a multi-agent
environment. A biomechanical model of interacting cells allows the passive spatial
movement of cells by proliferative activity inside the tissue. In the following it is
shown how from the interaction of all agents different morphologies of a human epi-
dermis arise as emergent phenomena. This emergent behaviour of the agent-society can
produce different epidermal homeostatic morphologies.

2. Method

The model has been implemented in the java software environment MASON [13] sup-
porting the efficient simulation of agent societies. All agents have one common source-
code implementation. The simulation environment executes the agents in a semi-
parallel manner.

2.1. Biomechanical Model

The model consists of a biomechanical and a biochemical component. The biome-
chanical component reflects the spatial part of the simulation while the biochemical
component controls each participating cell’s internal program. Emergent behaviour of
the simulation is enabled by simulating the tissue as a multi-agent society where each
single cell is represented by an agent. The individual agents cannot move by their own
force (cell migration). They can only be moved if necessary to minimize structural
forces inside the tissue. As a simple biomechanical model for each cell a force linear to
the distance of the cells is assumed. To allow an interactive simulation cells move
heuristically in limited fractions of the forces exerted on it. If two cells overlap they try
to partially restore their appropriate distance. If two cells are in a short limited distance
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they adhere to another. In this way both, adhesion and passive cellular movement are
implemented. To avoid artificial side effects the available space for cells is the un-
winded surface of a cylinder. Towards to bottom the cell’s movement is restricted by a
constant basal membrane. At the beginning the simulation consists only of an undu-
lated basal membrane and a small set of stem-cells. Figure 1 shows the constants avail-
able for determining the layout of the basal membrane and the seeding of the virtual
stem-cells in the simulation.

Basal Opening (BO)

Basal Amplitude (BA) | - -- \c=-——- - J-——_. Depth Fraction (DF),
above or below stem cells
are seeded.

Distance between stem cells (SD)

Figure 1: Constant parameters determining the basal layout of the simulations

2.2. Biochemical Model

The biochemical model of the simulation is qualitatively described by a flow of states
as depicted in figure 2. Although the epidermis consists of further cell types like
Langerhans-cells and melanocytes 95% of the cells are keratinocytes. Therefore, all
cells included in the simulation are keratinocytes. Each agent executes the same differ-
entiation program which is therefore common to all in-silico keratinocytes.

Stem cells are assumed to be proliferating asymmetrically which means that after
completion of the cell cycle the stem cell remains a stem-cell, but has produced a dif-
ferentiating daughter cell. This is consistent with a recent report [14] which shows that
asymmetric proliferation is important for building a stratified epithelium. Cells which
have been produced by stem cells are assumed to be transit-amplifying (TA) cells
which possess a limited proliferation capacity. Proliferating TA-Cells asymmetrically
produce differentiating “early spinosum cells” named after the layer stratum spinosum
as described in figure 3. Under the influence of high extracellular Ca*" Concentration
these cells differentiate in the model into ,,Late Stratum Spinosum Cells*.

Lifetime (1000h) exceeded

Cell Death
Lifetime
fraction > ﬁ

Stem TA Cell Early Late Granular
Cell |:> Spinosum I:> Spinosum I:> Cell

Proliferation Proliferation
62h 62h

High Ca® High Lipids

Figure 2: Qualitative differentiation model of a healthy single cell

Healthy epidermis is characterized by a Ca*’-Gradient which is assumed to play a cen-
tral role in regulating epidermal homeostasis. The passive transportation theory as-
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sumes that the trans-epidermal waterflow transports Ca®" towards the stratum corneum
under which Ca*" is accumulated.

The transepidermal water flux is realised implicitly in the model. When two cells
collide, the lower cell transports a fraction of its calcium environment to the upper cell.
In the same way further objects like lamellar bodies are transported upwards. Lipids are
produced in the model beginning from the stratum spinosum on where they are en-
closed in lamellar bodies. These bodies are later secreted at the surface of the epidermis
where they are secreted as a central component for building the stratum corneum.
Visualising the stratum corneum requires the graphical modelling of corneocytes which
has not been addressed here. Therefore in this simulation only the building of the two
basic components of the stratum corneum through the underlying epidermal strata from

stratum basale to stratum granulosum has been modelled.
\Epidermal strata
Corneum

¥~ Basale

Figure 3: Section of human epidermis

The successful establishment of a stratum granulosum is set equal to successfully
establishing an epidermal barrier which reduces the transepidermal waterflow. In this
way a feedback of the whole system is achieved. Cells are taken out of the simulation
after they reach a certain constant age independent of where there are at this moment
localized in the tissue.

3. Results
Epithelialisation is shown in Figure 4. The resulting morphology represents the behav-

iour of the total agent society. We varied the basal parameter settings of the simulation
according to table 1.

Parameter Scenario 1 Scenario 2 Scenario 3 Scenario 4
BO 150 pm 150 pm 150 pm 150 pm
BA 40 pm 10 pm 40 pm 40 pm

DF 2% 2% 50% 50%

BD 8 um 8 um 8 um 8 um
Above/Below Below Below Below Above

Table 1: Behavioral scenarios of the simulated epidermis defined by modifications of basal membrane related
parameters.
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Late Stratum Spinosurn Cells

%
':af-{;‘;f::’%‘ g ?

Early Stratum Spinosurm Cells
=180 h t=500 h

Stratum Granulosum Cells

t=1000 h t=2000 h

Figure 4: Intact morphology of the tissue emerges after epithelization of the model-space.
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The evaluation of the four different scenarios (1, 2, 3, 4) shows four examples of mor-
phologies obtained with the simulation (Figure 5). The standard scenario 1 shows a
basal opening of 150 um and a basal amplitude of 40 pm as shown in figure 1. The
depth fraction of 2 % means in combination with the parameter below means that stem
cells are seed in the lower 98% of the rete ridges. In this are stem cells are seeded with
a distance of 8 pm. The other three scenarios show three different modifications of
these settings. In scenario 2 the basal amplitude is reduced to create an epidermis with
shallow rete ridges. In scenario 3 stem cells are only seeded in the in the upper parts of
the rete ridges while in scenario 4 stem cells are exclusively seeded in the bottom of the

ridges.

Scenario 1 Scenario 2

Scenario 3

Scenario 4

Figure 5: Different morphologies at the same timepoint t= 2100 h right after obtaining tissue homeostasis.

Parameters are set according to table 1. Compared to Figure 4 a slightly lower transepidermal waterflux has

been chosen to produce pronounced layers.
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4. Discussion

The standard-scenario 1 reflects rather strong rete ridges as this a difficult situation for
the simulation. This scenario makes clear that the differentiation of the cells may not be
simply related to the aging of the cells as it could be the case with just a flat basal
membrane. Instead the cells at the bottom of the rete ridges need a time-space behav-
iour different from the ones at the edges of the rete ridges. The well layered morphol-
ogy shows that the described differentiation program can achieve this. In scenario 2
shallower rete ridges are produced similar to aged epidermis. In scenario 3 there are too
few stem-cells to obtain a fully populated epidermal morphology. In scenario 4 stem-
cells are located at the top of the rete ridges. The differences between scenarios 1 and 4
reflect a rather historical dispute of where epidermal stem-cells are located. It is inter-
esting to see that the higher stem-cells seem to lead to low density populated low rete
ridges, a thicker epidermis, a changed tissue differentiation pattern, and a more irregu-
lar epidermal surface.

5. Conclusion

It was shown that simulation of epidermal homeostasis with a limited and rather simple
qualitative differentiation program is feasible and may yield interesting results. The
approach opens the possibility to include more detailed knowledge about the behaviour
of individual cells. This integration of more biomolecular knowledge in the present
prototype could show a way of how the systems-biology approach could contribute to
clinically relevant bioinformatics.
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Abstract. The most important knowledge in the area of biology currently consists of
raw text documents. Bibliographic databases of biomedical articles can be searched, but
an efficient procedure should evaluate the relevance of documents to biology. In
genetics, this challenge is even trickier, because of the lack of consistency in genes’
naming tradition. We aim to define a good approach for collecting relevant abstracts for
biology and for studied species and genes. Our approach relies on defining best queries,
detecting and filtering best sources.

Keywords: Medical Informatics, Information storage and Retrieval, Natural Language
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1. Introduction

Research in biology produces a huge amount of knowledge which is mostly available as
raw text data. Biomedical databases and portals like Medline', HON? or CISMeF® provide
an important effort for its capitalisation and diffusion. Querying such databases allows
documents related to one’s topics of interest to be reached easily and quickly. The general
biomedical purpose of these databases is undoubtedly vital for progress in biomedicine.
Scientists from various disciplines (psychology, cardiology, biology, etc), can find citations
relevant to their questions. However, it is necessary to define the relevance of every one
document to specific domains of biology and medicine. In this paper, we address the
computing of document relevance to molecular biology, notably for the species and genes
which are of interest in our study.

During the manual curation of the scientific literature in the context of biology, the first
task is to define if the document is relevant to biology. Database curators usually define if
the document may also describe experiments with given genes. The automation of this
process, as it is aimed during contests on text retrieval and information extraction, follows
the same schema. In the Challenge Evaluation task for the Knowledge Discovery and Data
Mining (KDD) in biology [1] systems needed to return three types of information: (a) a
ranked list of papers as for the need of their curation, (b) a decision on whether to curate or
not each paper, and (¢) a decision on whether the paper contains target gene products.

*Corresponding author: Natalia Grabar, U729, 15 rue de I’Ecole de Médecine, 75006 Paris, France;
natalia.grabar@spim.jussieu.fr

]Catalog of biomedical literature: www.ncbi.edu/entrez
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During the Text REtrieval Conference (TREC) competition on biological documents,
systems needed to detect Medline citations that contain a description of gene function as
specified in the query [2]. The same decision, on whether documents have to be processed
or not according to a given topic, has to be made during more modest tasks, i.e. when
building relevant biological corpora for text mining. We have then to decide on whether to
include or not documents into the corpora. The underlying assumption is that the quality,
both precision and recall, of these corpora will define the quality of the information that
may be further extracted. In the following sections, we present the context of our work (sec.
2), the source materials (sec. 3), and methods for the detection of relevant biological
corpora (sec. 4). We then present and discuss the obtained results (sec. 5), and outline the
perspectives of this work (sec. 6).

2. Background

Comparative biology addresses the genetic conservation and developmental diversity
across species. To precisely compute genetic conservation and generate clusters of genes
with a similar function, a new method, namely the Best-Balance Constraint Procedure
(BBCP) has been recently developed [3] This method combines two kinds of information:
microarray experiments and comparison of protein sequences. The first one glves
information about homologue genes, having similar expressions into the same organism,
and the latter allows pointing out ortholog genes from different species. With two studied
species, D. melanogaster and C. elegans, BBCP has generated over 700 clusters containing
over 3000 genes. The biological meaning and validity of clusters involve consulting
functional annotations in databases. For the studied species, we can consult FlyBase [4] for
D. melanogaster and WormBase [5] for C. elegans. But these databases are often
insufficient and scientific literature have to be consulted. In practice, the analysis of such
literature can imply the consultation of hundreds of citations, which is extremely time-
consuming. Computer work described in [3] took about 1 month for collecting, analysing,
weighting the data and generating clusters. In contrast, the definition of the biological
content of the resulting clusters by consulting the scientific literature took several months.
For such purposes, automated methods for text mining are strongly needed.

Before the application of these methods, corpora on the topics of interest have to be
built. Medline contains over 12 millions citations and represents the most used source of
biomedical literature. It serves to research on text mining, information retrieval, and natural
language processing. In our work, we use this database to collect scientific literature related
to our topic. The main query material is composed of species and gene names. However,
their use for querying Medline is error prone: gene naming lacks of discipline and
consistency, and gene names are known to be ambiguous [6]. For instance, Bazooka, the,
for, wee, up are all gene names. The purpose of this paper is to define the best approach for
building relevant corpora for text mining. It relies on two points: (1) definition of queries in
order to obtain the most precise results, and (2) resolving gene names ambiguity and
computing the relevance of abstracts to species and genes of interest. Our approach relies as
well on the detection of journals which are more relevant to the topics of interest. Working
with comparative biologists, where the task of corpora building has to be performed as
often as new species and genes are involved in biological phenomena and/or experiments,
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gives more reasons to perform research on methods to build high quality corpora.

3. Material available

Our source material consists of species names and some of their genes grouped into
clusters. Current species are D. melanogaster and C. elegans. The list of species names
synonyms comprises Drosophila melanogaster, fruit fly, and Caenorhabditis elegans,
nematode, worm. A group of 3850 genes (1925 for each species) was classified into 719
clusters [3]. We took advantage of the reference databases for these two species, namely
FlyBase and WormBase. 1047 gene symbols are already recorded in there, 24 for the worm
and 1023 for the fly. Some of recorded genes have aliases. 12,544 is the total number of
gene names with their aliases. Gene Ontology (GO) provides 18,315 preferred terms to
describe gene functions. These terms are structured into three separate hierarchies
corresponding to molecular functions, biological processes, and cellular components. Since
2003, GO is included in the UMLS [7] and about 18% of GO terms have been linked to
existing Metathesaurus concepts. For these terms, UMLS provides the synonyms. We use
Medline and its eutilities®, tools for collecting useful abstracts. Eutilities tools send query
terms to Medline and download on the local computer the resulting abstracts. It is possible
to set the threshold of the number of downloaded abstracts for each query. Queries have
been sent to Medline by December 2005. GO, FlyBase, WormBase and UMLS have been
updated within the same period.

4. Methods for sifting and filtering of abstracts

Our query material consists of species and gene names and, for some gene names, of their
aliases. The problem is that gene names, especially those of D. melanogaster, are known to
be ambiguous [6]. Abstracts collected with queries composed with ambiguous gene names
may thus be noisy. Before applying methods for gene function(s) mining we aim at
defining the best method to build the corpora and being sure that our corpora are relevant to
the species and genes being studied. We used a two-step process. First, we defined which
queries are able to provide the most precise results. Second, we resolved gene names
ambiguity and computed the relevance of abstracts to the studied species and genes. We are
also interested in detecting the sources most relevant to the query content.

Our source material, species and gene names, allowed us to define four sets of Boolean
queries: (1) gene symbol AND its aliases grouped together in the same query (set
GeneSynoSer); (2) each gene symbol AND each alias as separate query (set Genelso); (3)
each gene symbol AND each alias AND species names (set Gene + Species); (4) species
names AND their aliases AND words like gene, genetics, etc. (set Species). Punctuated
gene names (wee-1.3, BcDNA:GM03307, D-Fos) are protected with quotes. The first three
types of queries have been thresholded to 200 abstracts at most. For the last type of queries,
we collected all the available abstracts. Once abstracts were downloaded we computed their
relevance to biology area and to the query. The °‘relevance score’ combines three

‘he tp://ncbi.nih.gov/entrez/query/static/eutils help.html, to be used for numerous
queries on off-peak periods, with no more than one request every 3 seconds.
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parameters: (1) Centrality of abstracts for biological area. It is evaluated through the
density of biological terms, like those from GO [8]. We projected GO terms and their
synonyms onto abstracts and computed the useful content of each abstract. This
corresponds to the percentage of GO words in a whole abstract length. The manual
validation showed that the useful content rate has to be set to at least 6%; (2) Centrality of
abstracts for the species: at least one mention of the species is required; (3) Centrality of
abstracts for the gene being studied: at least two occurrences of gene names are required.

5. Results and discussion

In Tab. 1, we indicate, for each query, the figures on downloading abstracts from Medline
and on their filtering. The first column Query exposes four kinds of queries. Results are
indicated for both species, D. melanogaster and C. elegans: the number of downloaded
abstracts (Medline), the number of abstracts after the filtering with the relevance rate set to
6% (filtr), and the reduction percentage (%) due to filtering. The reduction percentage is
correlated with the precision of each query. The last line Total indicates the total number of
abstracts that remain after the filtering procedure.

D. melanogaster C. elegans
Query Medline filtr % Medline filtr Y%
GeneSynoSer 89,408 2322 2.6 10,194 1873 18.4
Genlso 138,602 4812 35 8513 1760 20.7
Gene + Species 14,645 4843 33.0 1626 1488 91.5
Species 21,439 4931 23.0 12,833 3103 24.2
Total 8391 3367

Table 1: Sifting abstracts from Medline and their filtering.

The number of returned abstracts (Medline) is always more important for D. melano-
gaster than for C. elegans. We can see two reasons for this: (1) D. melanogaster is more
studied than C. elegans (Gene + Species and Species); (2) gene names for D. melanogaster
are more numerous and ambiguous that those for C. elegans (GeneSynoSer and Genelso).
Upon filtering (filtr and %), we noticed that the number of remaining abstracts is reduced:
2.6-33% of fly abstracts and 18.4-91.5% of worm abstracts survived the selection rate of
6%. When only gene names and aliases are used (GeneSynoSer and Genelso), queries give
the noisiest results. This is particularly true for D. melanogaster: precision is then 2.6 and
3.5, while for C. elegans we obtain up to 18.4 and 20.7 of precision. As previously
observed [6] and as pointed out by our study, fly gene names are indisputably ambiguous.
Our global filtering method decreased gene name ambiguity through categorising the whole
abstract, thus ensuring any one abstract is related to biology.

When only species names are used, precision for both species is comparable, and it is
higher compared to using gene name queries: 23% for the fly and 24.2% for the worm.
These figures are difficult to explain. Only possibility is that all downloaded abstracts for
these species may not refer to precise genes or may refer to genes which are not in our list.
Moreover, the filtering was based on abstracts while genes and possibly their functions are
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mentioned in full text documents (Although the most important information of a full paper
is usually concentrated in the abstract, even if the highest information coverage is located in
the results sections [9]). When gene names and aliases are combined with species names
(Gene + Species), collected abstracts show the better precision: 33.0% for D. melanogaster
and 91.5% for C. elegans. In this case, species carry out the first disambiguation of gene
names, like in [2]. The further filtering helped to rank abstracts according to their relevance
to the biology.

Queries show different results: Species keywords give the best coverage, while Gene +
Species give the best precision. But what so ever the query is, it is necessary to rate
abstracts and keep only the most relevant ones. We assumed that the same strategy can be
adopted for rating abstracts for other species and genes. We also assume that it will be
necessary to perform further disambiguation of gene names, which will be more contextual.
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Figure 1: Abstracts downloaded (Genelso) Figure 2: Abstracts after filtering

In order to define the most important sources (journals, symposia, ...) we analysed the
two graphics shown above (fig. 1 and fig. 2). These figures show the distribution of sources
and their papers first when downloading them with Genelso queries and then after filtering.
The X axis (Journals) indicates the number of sources and the Y axis (Papers) the number
of papers from each of the sources. For instance, during the downloading step (fig. 1),
about 20 sources provide with about 30 papers. The extremities of the curves, which are
very extended, are not included in the graphics. The results are similar for all the queries:
they follow the Zipf law. According to this law, the probability that an item occurs starts
high and tapers off. In our experiment, few journals propose a very large number of articles
while many others propose fewer articles. We noticed thus that the downloaded top ten
sources are not always relevant to biology. These top ten sources include J Biol Chem
(5289 articles), Proc Natl Acad Sci U S A, Mol Cell Biol, Biochem Biophys Res Commun,
Biochemistry, Development, J Virol, EMBO J, Oncogene and Genetics. After filtering (fig.
2), the remaining top ten seems to be more relevant to developmental and evolutionary
biology: Development (493 articles), Genetics, Proc Natl Acad Sci U S A, Dev Biol, J Biol
Chem, Genes Dev, Mech Dev, Mol Cell Biol, Cell, Curr Biol. This suggests that while it is
possible to enhance the biological significance of the query (searching for the best
representative sources), this may result in an increase of the silence effect. Querying large
bibliographic databases, appears then to be more interesting for collecting more complete
corpora. Our results suggest as well that even if an article is published in a source relevant
to biology, the relevance of this article to studied species and genes must be confirmed.
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6. Conclusion and Perspectives

We have presented experiments on defining the best approach for collecting text corpora
relevant to molecular biology and specific species and genes. When working with Medline
abstracts, use of species names and their aliases gives the best coverage, while the
combination of species with gene names gives the best precision. In all cases, it is
necessary to rate the relevance of the abstracts and keep only the most relevant ones. We
showed that it is more interesting to work with large bibliographic databases and not only
taking into account the most relevant known sources. For the evaluation of biological
relevance, we performed a home rating of abstracts. It would be interesting to compare our
results with Medline abstracts which are already referenced in FlyBase or to apply our
method to the abstract set of KDD contest [1]. Querying the remote Medline server is time-
consuming and may overload the server. Installing a copy of Medline on local computers is
advisable and should increase the flexibility of the process. The entire content of Medline is
available as a set of text files’. Moreover, Java and Perl tools are available for loading this
file into a local relational database [10]. Our future work is related to the extraction of the
functional profiles of the genes by taking advantage of the GO resource.
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Inferring gene expression networks via
static and dynamic data integration
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Abstract. This paper presents a novel approach for the extraction of gene
regulatory networks from DNA microarray data. The approach is characterized by
the integration of data coming from static and dynamic experiments, exploiting
also prior knowledge on the biological process under analysis. A starting network
topology is built by analyzing gene expression data measured during knockout
experiments. The analysis of time series expression profiles allows to derive the
complete network structure and to learn a model of the gene expression dynamics:
to this aim a genetic algorithm search coupled with a regression model of the gene
interactions is exploited. The method has been applied to the reconstruction of a
network of genes involved into the Saccharomyces Cerevisiae cell cycle. The
proposed approach was able to reconstruct known relationships among genes and
to provide meaningful biological results.

Keywords: systems biology, machine learning, DNA microarrays

1. Introduction

Over the last few years a noteworthy research effort has been devoted to the
development of methods for the automated extraction of gene interaction networks
from DNA microarray data [1]. The data can be static, i.e. snapshots of gene expression
in different experimental conditions, such as in mutants, or dynamic, i.e. time series of
gene expression data collected during the evolution of processes of particular interest,
for example the cell cycle. The results provided by gene interaction learning algorithms
are phenomenological models, which may suggest hypotheses about the topology of
the underlying cellular pathways [2]. In particular, knockout experiments are
considered the most effective way to reveal gene relationships. However, such
experiments are typically static, since they are expensive and the number of potential
knockouts is very high.

In this paper we will propose a new method for building gene interaction networks
by combining Saccharomyces cerevisiaec expression data coming both from static
knockout experiments [3] and from wild type time series measurements [4]. We
believe that the combination of these different data sources allows us to better exploit
the information provided by DNA microarrays, as advocated in [5].

The method herein presented exploits a simple regression model to describe the
gene expression dynamics and uses a genetic algorithm to search through the space of
possible gene network structures [6]. Together with the ability to take into account both

' Corresponding Author: prof. Riccardo Bellazzi, Dipartimento di Informatica e Sistemistica, via Ferrata 1,
27100 Pavia, Italy. E-mail: riccardo.bellazzi@unipv.it
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static and dynamic data, a distinguishing feature of the proposed approach is the
inference of a set of potential interaction networks, which can be ordered on the basis
of their posterior probability with respect to the data.

2. Method

In this paper we propose a method to infer gene interaction networks relative to the
Saccaromyces Cerevisiae cell cycle. The basic steps of the method can be summarized
as follows (Figure 1):
learning of an initial network topology using knockout data;
2. selection of the genes involved in cell cycle;
3. filtering of the genes on the basis of the available data about cell cycle
dynamics;
4. learning of the final interaction network and of a model of gene expression
dynamics through a genetic algorithm search coupled with regression models.

Disruption Network I Gene
Ontology

dl‘l S P ‘ Biological Process:

DNA microarrays

on mutants —# D 6800 X 276 cell cycle
duonl, “ iy !
q‘l q,aa
D= 502 X 34
DNA microarrays
on cell cycle cgoz 1 ‘%02,3

v B |

Dynamic model +
GA search Frequency
Analysis

G226 _ q,l ‘1419

C=||D| 226x[236 5 SRE AR
sz,zz cLZﬁ_l cézs,i

Gene-gene
interaction
network

Figure 1. The proposed method

2.1. Learning the initial network topology from mutant data

This step is based on the analysis of the data made available by Hughes et al. [3]: the
authors collected the data of 276 experiments in which a single gene had been
knocked-out and the RNA abundance of all the other genes (about 6800) had been
measured through cDNA microarrays. The goal of this study was the detection of the
functional modules of each mutated gene. Starting from the knockout experiments, it is
possible to derive a preliminary network of gene interactions. First of all a matrix £
(6800x276) can be built, where each element e;; contains the expression level for gene i
measured in experiment j (that is when gene j has been mutated). The next step consists
in the transformation of matrix £ into a discretized matrix D, where the element d;=1 if
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e; exceeds a gene specific threshold and d;=0 otherwise [3,7]. The matrix D thus
obtained can be mapped into a “disruption network™ [7], where an arc from gene j to
gene i is drawn if d;=1.

2.2. Gene ontology and dynamic filtering

We decided to focus our attention on the genes belonging to the Gene Ontology
biological process “cell cycle”. In this way the dimension of the matrix D was reduced
to 502 x 34.

In order to learn a dynamical model of the control of the genes involved in cell
cycle, it is necessary to resort to dynamic data. In the case of the yeast cell cycle, the
reference data are the ones coming from a well-known experiment from Spellman et al.
[4], where expression values were collected in 18 different time points (one each 7
minutes, from 0 to 119 minutes). Since under the experimental conditions used by the
authors the yeast cell cycle lasts 66 minutes, it is possible to observe almost two
complete mitotic cycles. The knowledge on the dynamics of the cell cycle period,
together with the information on the sampling time, limits the scope of the
investigation to the search for relationships which can be reasonably detected in the
available data. In particular, given the sampling time, we cannot detect signals with
frequency components higher than (1/(2*7) min"). We therefore decided to filter out
the gene profiles with energy content located in high frequencies, setting a cut-off level
at 0.05 (1/20) min™. This choice is able to preserve the cell cycle frequency and its first
harmonic component. In this way the matrix D has been further reduced to 226 x 19.

2.3. Learning dynamic models

Starting from the connection matrix D obtained after low-pass filtering, we
implemented a novel algorithm to select the final model of the gene network
interactions. Such algorithm consists of two ingredients: a) a dynamic mathematical
model that describes the available data; b) a strategy to search for potential
relationships in the unexplored portion of the connection links (a matrix D’ 226 x 207).
We have selected dynamic linear models since they are the simplest class of models
which allows for periodic or damped oscillation behaviors.

The dynamics of the expression level (x) of the i-th gene is thus described using an
“additive regulation model” [8] :

n
x(k+D)=ax,(k)+ Y a,c;x;(k)
J=Li#j
where the ag; are the connection weights and the matrix C=|D D% is the
connection matrix obtained by concatenating the known matrix D"’ and the
unknown matrix D “**?" that has to be learned from the data.

Given a certain network topology, the parameters a; can be learned from the
available data through least square fitting. If also the topology is unknown, as in our
case, it is possible to follow a model selection approach to compare different models,
i.e. different C matrices. We used the Bayesian Information Criterion (BIC) as the
score to rank the examined models and we employed a Genetic Algorithm strategy to
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search through the model space. Supposing that the models for each gene are
independent of each other, it is possible to look for the best scoring models relative to
each gene and then combine them in an overall network. In particular, the Genetic
algorithm has been implemented by using the following settings: 20 “individuals” (i.e.
possible models for each gene) per generation, cross-over probability = 0.85, mutation
probability = 0.15, and probability of selecting the i-th individual which is proportional
to the fitness (inverse of BIC). For each gene, we ran the algorithm 30 times, each time
letting it evolve until the fitness calculated at every generation reached stability (i.e. its
variation remained below a predefined threshold).

3. Results

Interesting results have been obtained in all phases of the learning process. To evaluate
such results, we selected 22 genes whose role in the cell cycle is well characterized and
we extracted from the inferred networks only the relationships relative to this subset of
genes.

We first examined the network built exploiting the data coming from Hughes’
disruption experiments. The resulting network (shown in Figure 2a) contains some
links that appear to be supported by the information available in the literature: the gene
Sicl, for example, is connected to its transcription factor Swi5, while Cinl and Cin2 are
linked to Swi4, a component of their transcription factor.

The network was then extended following the strategy proposed in this paper. The
overall model, obtained by combining the best scoring models found for each gene, is
characterized by a satisfactory goodness of fit (RMSE=0.045). Moreover several
connections among the known cell cycle genes have been added (dashed arrows in
Figure 2b) and a significant number of these reflects the knowledge available in the
literature about gene interactions. In particular, the following interesting relationships
can be observed: a) Cdcl4-Sicl. Cdci4 is a phosphatase required to exit from mitosis:
by direct dephosphorylation of key substrates, Cdc14 promotes Sicl accumulation, thus
allowing the switch between mitosis and G1 phase of the cell cycle. This connection
expresses therefore a physical link between the two genes involved. b) Swel-CIb5 and
Swel-Swi4. These links, on the other hand, suggest complex interactions between the
elements involved. We can indeed interpret these connections as an indication of the
co-expression of these genes, that all play an important role at the Start of the cell
cycle.

We then examined the connectivity of the networks derived in the different runs of
the algorithm and we observed that in each of them only a small portion of the genes is
connected with more than 40 other genes. In particular, the most connected genes,
conserved in all the runs, appear to be: Swi4, the DNA binding component of the SBF
transcription factor; the B-type cyclin CIb2, activator of Cdc28 at the G2/M phase of
the cell cycle; Bim1, which is the microtubule-binding protein that together with Kar9p
delays the exit from mitosis when the spindle is oriented abnormally; Rnrl
(Ribonucleotide-diphosphate reductase), which is regulated by DNA replication and
DNA damage checkpoint pathways; Dsk2, a nuclear-enriched ubiquitin-like
polyubiquitin-binding protein, required for spindle pole body (SPB) duplication and for
transit through the G2/M phase of the cell cycle; Fus3, a mitogen-activated protein
(MAP) kinase that mediates both transcription and G1 arrest in a pherormone-induced
signal transduction cascade.
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4. Conclusions

The approach described in this paper is an example of how different types of
knowledge and data sources can be conveniently integrated in gene network learning.
The current implementation of the method combines both static and dynamic gene
expression data with prior information about the analyzed biological process. The
algorithm was able to reconstruct known relationships among genes and to provide
meaningful biological results and seems therefore suitable for further investigations
and refinements. Differently from other strategies for modeling gene regulation, such
as Dynamic Bayesian Networks, Boolean Networks and Differential equations, the
presented algorithm offers a flexible way to explore the space of interaction networks
while taking into account prior knowledge [1]. An interesting extension would be to
include in the strategy also other types of genome-wide data. Several researchers have
indeed recognized that expression data alone are not sufficient to build reliable models,
because, given the high number of genes, it is possible to derive many models that
describe the expression data equivalently well. Therefore recent approaches integrate
other prior biological knowledge, such as information on the transcription factors and
their binding sites and on protein interaction data [9-10].
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a)

b)

Figure 2. Results relative to a subset of well characterized cell cycle genes. a) The
preliminary network inferred from the knockout data from Hughes et al. [3]. Elliptical
nodes represent mutated genes; b) The final network obtained using the method
proposed in this paper: the new nodes and links are represented as parallelograms and
dashed arcs.
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Abstract. The recent advances on genomics and proteomics research bring up a
significant grow on the information that is publicly available. However, navigating
through genetic and bioinformatics databases can be a too complex and
unproductive task for a primary care physician. In this paper we present
diseasecard, a web portal for rare disease that provides transparently to the user a
virtually integration of distributed and heterogeneous information.
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1. Introduction

The recent advances in molecular biology and the last achievements of the Human
Genome Project [1] have raised the expectations on the use of this knowledge in
medicine [2]. It is also expected that the synergy between genomics and medicine will
contribute to the understanding of genetic level implications to the human health [3, 4].
On this context, and due to the rapid expansion of biomedical knowledge, the reduction
of computing costs and the spread of internet access, there is a huge amount of
electronic data, provided by a vast amount of database implementations. These
databases provide valuable knowledge for the medical practice. But, given their
specificity and heterogeneity, we cannot expect the medical practitioners to include
their use in routine investigations [5]. To obtain a real benefit from them, the clinician
needs integrated views over the vast amount of knowledge sources, enabling a
seamless querying and navigation.

In this paper we present Diseasecard (www.diseasecard.org), a public web portal
system that provides a single entry point to access relevant medical and genetic
information available in the Internet about rare diseases. By navigating in the entire
alphabetic list, or by searching directly a disease name, a gene symbol or an OMIM
code, the user can retrieve information about near to 2000 rare diseases. After the
identification of the disease, the portal will present a structured report, containing the
details of the pathology and providing entry points to further resources either on the
clinical and genetic domains [6].

' José Luis Oliveira, University of Aveiro, DET/IEETA, jlo@det.ua.pt, www.ieeta.pt/~jlo
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2. Material and Methods

The main concept in diseasecard is to present to the user “a card for each disease”. To
attain this goal the card is built upon a navigation workflow that guides the user along
several well-know public databases [6]: Orphanet, Clinical Trials, OMIM, Entrez
Gene, HGNC and Expasy (Figure 1). This selection of biomedical resources came from
a selection made over the most significant databases registered in The Molecular
Biology Database Collection, published by NAR (Nucleic Acids Research) [7]. From
this core set, diseasecard’s engine retrieves not only local information but also links to
other resources that are relevant to build a complete pathology-to-gene card.
Disease name
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Figure 1: Diseasecard data sources network. Each box represents a data source containing respective
retrievable concepts (URLs). Some of these concepts lead to other data sources and other concepts.

Since the cards’ construction is based on a predefined template [8], the explored data
sources are always the same so the respective queries/URLs are similar, except their
query ids. Because of this feature we can map the building task into a single protocol.
By this way, the hard job that is navigating through databases and retrieve information
can be delegated to the system. Thus, Diseasecard application provides an engine
which automatically builds card instances based on an expert-user-defined protocol
descriptor. Through this protocol, an expert user can define the sources to be consulted
during the querying process as well the information keywords to be retrieved for each
source. This protocol is then interpreted by a parser which converts the XML syntax
into process tasks. Figure 2 shows the current architecture of Diseasecard System. The
XML Protocol Descriptor (XPD) engine launches a collection of web wrappers through
the Internet according to the settings defined in the XPD file. After these operations are
completed, the XPD engine organizes all the gathered information in a conceptual
network, according to a hierarchical structure that is defined in another XML file — the
Card Descriptor.
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Figure 2: The Diseasecard System architecture. Diseasecard package is the core application which provides
the web interfaces to the general user. XPD Engine implements and manages the retrieval tasks during
information extraction. GUI is a client application which allows expert users to create, to edit and upload
protocol and card descriptors through a graphical user interface. These descriptors (xml protocol descriptor
and xml card descriptor) are rule files which are plugged into the XPD Engine and used to create diseasecard
instances. The first descriptor defines the navigation pathways while the second one specifies the hierarchical
graphical structure for each generated card.

DiseaseCard is a web application developed with Java technology (Java Server Pages
and Jakarta Struts), running on Tomcat 5 web server. All system and user’s information
is stored and managed in a MS SQL Server relational database. To build the conceptual
map of disease, the system uses the SVG model.

3. Results

Figure 3 shows a graphical representation of a small example of an XPD file. This
illustration represents rules that will be processed by the XPD engine in order to
explore several concepts associated to genetic diseases like disorders and mutations,
drugs, polymorphisms, protein structure, gene nomenclature, protein sequences, etc.
This retrieving process begins at the morbidMap resource, which is based on one of
three start keys (disease name, gene symbol or omim code). Through this protocol,
Diseasecard system can provide the answers to several questions that are relevant in the
genetic diseases diagnostic, treatment and accomplishment [9], such as:

e  What are the main features of the disease?
Are there any drugs for the disease?
Are there any gene therapies or clinical trials for the disease?
What laboratories perform genetic tests for the disease?
What genes cause the disease?
On which chromosomes are these genes located?
What mutations have been found in these genes?
What names are used to refer to these genes?
What are the proteins coded by these genes?
What are the functions of the gene product?
What is the 3D structure for these proteins?
What are the enzymes associated to these proteins?
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Figure 3: Partial graphical view of an XPD file. Each box represents a web source and the information that
can is available in this database. The engine starts on MorbidMap resource based on a word, a gene symbol
or omim code associated to a disease. The web wrappers will gather then the remaining information from one
site according to the information that is collected from the previous points.

Using this set of questions we present below, as illustration, a summary of the
diseasecard results for three particular rare diseases: the Fragile X Syndrome the
Achondroplasia and Fabry disease.

Disease name: Fragile X Syndrome

1.

honN

10.

1.

12.

What are the main features of the Fragile X Syndrome?

- Fragile X syndrome is the most frequent cause of inherited mental retardation. It is caused by a
dynamic mutation i.e. the progressive expansion of polymeric (CGG)n trinuleotide repeats located
in the non coding region at the 5' end of the FMR1 gene at Xq 27.3.[...];

Are there any drugs for this disease? [Empty];

Are there any gene therapies or clinical trials for this disease? [Empty];

What laboratories perform genetic tests for this disease?

- University of Leipzig - Medical Faculty - Institute of Human Genetics;

- Department of Clinical Genetics - Lund University Hospital;

- [

What genes cause this disease?

- This disease is caused by a mutation in the FMR1 gene. The official name is fragile X mental
retardation 1;

On which chromosome is FMR1 located?

- The FMR1 is located at locus Xq27;

What mutations have been found in gene FMR1?

- 5 entries have been found in the literature for this gene with omim code = 309550;

What names are used to refer to this gene?

- FMR1 is the official symbol for the gene;

- FRAXA is an alias;

What are the proteins coded by this gene?

- 1 protein has been found in SwissProt with accession number QO06787, entry name
FMR1_Human and name Fragile X mental retardation 1 protein;

What are the functions of the gene product?

- RNA-binding protein. Associated to polysomes and might be involved in the transport of mRNA
from the nucleus to the cytoplasm.

What is the 3D structure for this protein?

- The structure for this protein is available in PDB with the code 2FMR.

What are the enzymes associated to these proteins? [Empty]

Disease name: Achondroplasia

1.

What are the main features of the Achondroplasia?

- Achondroplasia is the most frequent form of chondrodysplasia with a prevalence of one child in
every 15,000. This type of dwarfism is characterized by short limbs, hyperlordosis, short hands,
and macrocephaly with high forehead and saddle nose [...];

Are there any drugs for this disease?

- Norditropin;
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3.

Are there any gene therapies or clinical trials for this disease?

There are two complete studies sponsored by National Human Genome Research Institute (NHGRI):

10.

11.

12.

- Study of Skeletal Disorders and Short Stature

- Issues Surrounding Prenatal Genetic Testing for Achondroplasia

What laboratories perform genetic tests for this disease?

- Universita degli Studi di Verona - Laboratorio di Genetica Molecolare;

- Department Center of Medical Genetics - University of Antwerp;

- Centro de Anélisis Genéticos (Zaragoza);

- [.I

What genes cause this disease?

- This disease is caused by a mutation in the FGFR3 gene. The official name is fibroblast growth
factor receptor 3;

On which chromosome is FGFR3 located?

- The FGFR3 is located at locus 4p16;

What mutations have been found in gene FGFR3?

- 26 entries have been found in the literature for this gene with omim code =134934;

What names are used to refer to this gene?

- FGFRa3 is the official symbol for the gene;

- CEK2, JTK4 are alias and ACH is a previous symbol;

What are the proteins coded by this gene?

- 1 protein has been found in SwissProt with accession number P22607, entry name
FGFR3_Human and name Fibroblast growth factor receptor 3 [Precursor];

What are the functions of the gene product?

- Receptor for acidic and basic fibroblast growth factors. Preferentially binds FGF1.

What is the 3D structure for this protein?

- The structure for this protein is available in PDB with the code 1RY7.

What are the enzymes associated to this protein?

- 1 enzyme has been found in Expasy with EC=2.7.1.112 called Protein-tyrosine kinase

Disease name: Fabry Disease

1.

10.

11.

12.

What are the main features of the Fabry Disease?

- Fabry's disease (FD) is an X-linked inborn error of glycosphingolipid metabolism due to a deficient
activity of alpha-galactosidase A, a lysosomal homodimeric enzyme. The enzymatic defect leads
to the systemic accumulation of underivatized neutral glycosphingolipids in plasma and tissues
LI

Are there any drugs for this disease?

- Fabrazyme: AGALSIDASE BETA;

- Replagal: AGALSIDASE ALFA;

Are there any gene therapies or clinical trials for this disease? [Empty]

What laboratories perform genetic tests for this disease?

- University Medical Center Utrecht

- Unidade de Enzimologia (Porto)

- Institut de Pathologie et de Génétique asbl (Loverval)

- [.I

What genes cause this disease?

- This disease is caused by a mutation in the GLA gene. The official name is galactosidase, alpha;

On which chromosome is GLA located?

- The FGFR3 is located at locus Xq22;

What mutations have been found in gene GLA?

- 52 entries have been found in the literature for this gene with omim code =301500;

What names are used to refer to this gene?

- GLA is the official symbol for the gene;

- GALA is an alias;

What are the proteins coded by this gene?

- 1 protein has been found in SwissProt with accession number P06280, entry name AGAL_Human
and name Alpha-galactosidase A [Precursor];

What are the functions of the gene product?

- Catalytic activity: Hydrolysis of terminal, non-reducing alpha-D- galactose residues in alpha-D-
galactosides, including galactose oligosaccharides, galactomannans and galactohydrolase.

What is the 3D structure for this protein?

- The structure for this protein is available in PDB with the code 1R47 and 1R46.

What are the enzymes associated to this protein?

- 1 enzyme has been found in Expasy with EC=3.2.1.22 called Alpha-galactosidase

The results presented above allow answering the set of questions previsously rised, for
the Fragile X Syndrome, Achondroplasia and Fabry diseases. Besides these three, the
diseasecard site currently links information for around 2000 rare diseases.
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4. Conclusion

The Diseasecard is a web portal for rare diseases, based on an automatic information
retrieval engine that provides, transparently to the user, a virtually integration of
distributed and heterogeneous information — using a pathway that goes from the
symptom to the gene. With this system, medical doctors can access genetic knowledge
without the need to master biological databases, teachers can illustrate the network of
resources that build the modern biomedical information landscape and general citizen
can learn and benefit from the available navigation model.

Acknowledgements

The present work has been funded by the European Commission (FP6, IST thematic
area) through the INFOBIOMED NOoE (IST-507585).

References

[1] I. H. G. S. Consortium, "Finishing the euchromatic sequence of the human
genome," Nature, vol. 431, pp. 931 - 945, 2004.

2] A. E. Guttmacher and F. S. Collins, "Genomic medicine-a primer," The New
England Journal of Medicine, vol. 347, pp. 1512-1520, 2002.

[3] A. Bayat, "Science, medicine, and the future: Bioinformatics," British Medical

Journal (BMJ), vol. 324, pp. 1018-1022, 2002.
[4] F. S. Collins and V. A. McKusick, "Implications of the Human Genome
Project for Medical Science," JAMA, vol. 285, pp. 540-544, 2001.

[5] W. Sujansky, "Heterogeneous database integration in biomedicine " Comput.
Biomed. Res., vol. 34 pp. 285-298 2001
[6] G. Dias, J. L. Oliveira, J. Vicente, and F. Martin-Sanchez, "Integration of

Genetic and Medical Information Through a Web Crawler System,"
Biological and Medical Data Analysis (ISBMDA'2005), LNBI 3745, pp. 78-
88, 2005.

[7] M. Y. Galperin, "The Molecular Biology Database Collection: 2005 update,"
Nucleic Acids Research, vol. 33, 2005.

[8] J. L. Oliveira, G. Dias, I. Oliveira, P. Rocha, I. Hermosilla, J. Vicente, I.
Spiteri, F. Martin-Sanchez, and A. S. Pereira, "DiseaseCard: A Web-Based
Tool for the Collaborative Integration of Genetic and Medical Information,"
Biological and Medical Data Analysis (ISBMDA'2004), Lecture Notes in
Computer Science, vol. 3337 / 2004, pp. 409, 2004.

[9] J. A. Mitchell, A. T. McCray, and O. Bodenreider, "From Phenotype to
Genotype: Issues in Navigating the Available Information Resources,"
Methods of Information in Medicine, vol. 42, pp. 557-563, 2003.



1.6 Health Standards



This page intentionally left blank



Ubiquity: Technologies for Better Health in Aging Societies 133
A. Hasman et al. (Eds.)

10S Press, 2006

© 2006 Organizing Committee of MIE 2006

HL7 RIM: An Incoherent Standard

Barry Smith™™“' and Werner Ceusters®

¢ Department of Philosophy, University at Buffalo, Buffalo NY, USA
" Institute for Formal Ontology and Medical Information Science, Saarbriicken, Germany
¢ Center of Excellence in Bioinformatics and Life Sciences and National Center for
Biomedical Ontology, University at Buffalo, Buffalo NY, USA

Abstract. The Health Level 7 Reference Information Model (HL7 RIM) is lauded by its
authors as ‘the foundation of healthcare interoperability’. Yet even after some 10 years
of development work, the RIM is still subject to a variety of logical and ontological
flaws, which has placed severe obstacles in the way of those who are called upon to
develop implementations. We offer evidence that these obstacles are insurmountable
and that the time has come to abandon an unworkable paradigm.

Keywords: HL7, RIM, standardization, ontology, realism

1. Preamble

A message to mapmakers: highways are not painted red,
rivers don’t have county lines running down the middle,
and you can’t see contour lines on a mountain. [1]

What follows is an exegesis and critique of the HL7 Reference Information Model (RIM).

We will focus primarily on the relevant portions of [2], official codex of HL7 Version 3

(“Normative Edition 2005”), in which the RIM is asserted to be ‘credible, clear,

comprehensive, concise, and consistent’, ‘universally applicable’, and ‘extremely stable’.

These assertions not only contradict many statements to be found within HL7’s own

internal email forums, they are also belied by the frequent revisions to which the RIM has

been and is still being subjected, and by the fact that the RIM continues to be marked by
major flaws (for which further documentation is provided at [3]). Such flaws include:

e problems of implementation: The decision by HL7 to adopt the new RIM-based
methodology was adopted already in 1996; after ten years of effort, and considerable
investment in the RIM itself and in the development of associated message types,
DMIMs and RMIMs, the promised benefits of interoperability remain elusive;

e problems of usability in specialist domains: The RIM methodology consists in defining a
set of ‘normative’ classes (Act, Role, and so on), with which are associated a rich stock
of attributes. When the RIM is applied to a new domain (for example pharmacy), one
needs to select from just these pre-defined attributes, rather as if one were attempting to
create manufacturing software by drawing from a store containing pre-established parts
for making every conceivable manufacturable thing, from lawnmowers to hunting bows.
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Email: phismith@buffalo.edu; internet: http://ontology.buffalo.edu/smith.
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We do not know of even one example where a methodology of this sort has been made
to work successfully;

e problems of scope: What are called ‘Acts’ (roughly: intentional actions) play an over-
whelmingly central role in the RIM, so that of its ‘foundation classes’ only Entity
(defined as: ‘A physical thing, group of physical things or an organization capable of
participating in Acts, while in a role”’) is left over to comprehend those things which are
not Acts. How, on this basis, can the RIM deal transparently with information about,
say, disease processes, drug interactions, wounds, accidents, bodily organs, and many
other phenomena central to healthcare, given that the latter are neither Entities nor Acts?

e problems of documentation: The RIM documentation is not only disastrously unclear,
and poorly integrated with those other parts of the V3 documentation for which the RIM
itself is designed to serve as backbone; it is also subject to a series of internal
inconsistencies (for example in its sloppy use of terms such as ‘act’, ‘Act’, ‘Acts’,
‘action’, ‘ActClass’ ‘Act-instance’, ‘Act-object’) of a sort which should surely be
avoided in the context of work on messaging standards.

e problems of learnability: Can HL7 V3 be taught, and therefore engaged with and used
by a wider public, given the amateurish quality of its documentation, the massive
number of special cases, the frequent amendments, and the complex hurdles that must be
overcome in creating a message?

e problems of marketing: Are the grandiose marketing claims made on behalf of HL7 V3
as ‘the data standard for biomedical informatics’ justifiable, given the many still
unresolved problems on the technical side?

2. Double Standards

In spite of large investments in HL7-based information systems, some of them by national
governments, and in spite of the now familiar difficulties encountered in creating working
implementations on the basis of such investments, there is astonishingly little secondary
literature on the HL7 standard itself. One consequence of the absence of evidence-based
criticism from independent outsiders is the appearance of certain symptoms of intellectual
inbreeding in HL7’s own literature, which is marked above all by an air of boosting self-
congratulation. We believe, against this background, that the HL7 endeavor can only
benefit from forthright criticism, and it is in this spirit that our remarks are offered here.

For reasons of space, we shall focus on just one set of defects, which concerns the
RIM’s unsure treatment of the distinction between information about an action on the one
hand and this action itself on the other. The former is what is recorded in a message or
record. The latter is what occurs, for example within a hospital ward or laboratory. When
challenged, RIM enthusiasts will insist that the RIM is concerned exclusively with the
former — with information — and of course the very title of the RIM is in keeping with this
conception. Interspersed throughout its documentation, however, we find also many
references to the latter, often conveyed by means of the very same expressions. This
problem is of crucial importance, given the characteristic claim advanced on behalf of the
RIM that it will provide a shared, rigorous semantics for HL7 V3 messages, of a type which
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V2 lacked. For it shows that what the RIM in fact provides is deep confusion.

As example, consider the treatment of the RIM class LivingSubject, which is defined,
confusingly, as follows:

A subtype of Entity representing an organism or complex animal, alive or not. (3.2.5)

Examples of this class are then stated to include: ‘A person, dog, microorganism or a plant
of any taxonomic group.” From this we infer that a person, such as you or me, is an
example of a LivingSubject. At the same time in 3.2.1.13 (which is, oddly, the only
subsection of 3.2.1 in [2]) we are told that LivingSubjects, including persons, can occupy
just two ‘states’: normal, defined simply as ‘the “typical” state’, or nullified, defined as:
‘The state representing the termination of an Entity instance that was created in error.’

Can it really be true that we are here being invited to postulate two kinds of death for
human beings: normal death, and a special kind of death-through-nullification in the case of
those persons who were created in error? Or is it not much rather the case that by
‘LivingSubject’ the RIM means not (as is asserted at 3.2.5) ‘mammals, birds, fishes, bac-
teria, parasites, fungi and viruses’ but rather information about such entities? The answer,
bizarrely, is that it means both of these things; for there are in fact, co-existing side by side
within its documentation, two distinct conceptions of what terms in the RIM are supposed
to designate.

What we shall call the information model conception of the RIM is enunciated for
example in 1.1 of [2]:

The Health Level Seven (HL7) Reference Information Model (RIM) is a static model of health and health

care information as viewed within the scope of HL7 standards development activities. It is the combined

consensus view of information from the perspective of the HL7 working group and the HL7 international
affiliates. The RIM is the ultimate source from which all HL7 version 3.0 protocol specification standards
draw their information-related content.
The RIM, according to this first conception, is intended to provide a framework for the
representation of the structures of and relationships between information that is independent
of any particular technology or implementation environment. It is thus designed to support
the work of database schema designers, software engineers and others by creating a single
environment for messaging which can be shared by all healthcare institutions.

What we shall call the reference ontology conception of the RIM can be inferred,
first, from the many programmatic statements describing the RIM’s purpose, which is to
facilitate consistent sharing and usage of data across multiple local contexts. For in striving
to achieve this end of consistency (and thus to rectify problems affecting implementations
of HL7 V2), the RIM cannot focus merely on healthcare messages themselves, as bodies of
data. Rather it must provide a common benchmark for how such bodies of data are to be
formulated by their senders and interpreted by their recipients. We can conceive of only one
candidate benchmark for this purpose, namely the things and processes themselves within
the domain of healthcare which messages are about and which are familiar to those engaged
in message formulation. That this is indeed the benchmark adopted by the RIM will become
clear when we examine the many passages in its documentation in which definitions and
examples are provided to elucidate the meanings of its terms.

Rather than distinguishing the two tasks, of information model and reference ontology,
and addressing them in separation, the RIM seeks to tackle both simultaneously, through
ambiguous use of language. Expressions drawn from the vocabulary of healthcare are used,
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alternately, both with familiar meanings (which enable the RIM to secure a necessary rela-
tion to corresponding activities in the healthcare domain) and with incompatible technical
meanings (when the RIM is attempting to specify the relevant associated type of data).
Thus for example ‘stopping a medication’ means both: stopping a medication and: change
of state in the record of a Substance Administration Act from Active to Aborted (3.1.5).

3. ‘Objects’

According to the information model conception, the RIM, and the HL7 messages defined in
its terms, are about objects in information systems — hereafter called ‘Objects’ — which
‘represent’ things and processes in reality. Thus the human being named ‘John Smith’ is
represented by an Object containing John Smith’s demographic or medical data. This
Object is different from John Smith himself. HL7’s Glossary defines an ‘Object’ as:

An instance of a class. A part of an information system containing a collection of related data (in the form of

attributes) and procedures (methods) for operating on that data.

It defines an ‘Instance’ as: ‘A case or an occurrence. For example, an instance of a class is
an object.” Yet under the entry for the class ‘Person’ in the same Glossary we are told that
‘Instances of Person include: John Smith, RN, Mary Jones, MD, etc.” For HL7,
accordingly, ‘John Smith, RN’ is not the name of a human being; rather, it is the name of an
Object which goes proxy for a human being in an information system.

Because Objects are bodies of data, and because different data about John Smith will
be contained in the different information systems involved in messaging, ‘John Smith, RN’
will refer ambiguously to many John Smith Objects. How, then, is messaging about John
Smith (the human being) possible, given that senders and recipients will associate distinct
John Smith Objects with each given message?

This is, to be sure, a hard problem, and the HL7 community deserves some credit for
having recognized its importance. The RIM can go part way towards alleviating it in the
case of persons by insisting that information objects include corresponding unique
identifiers such as social security numbers. Indeed the HL7 Glossary defines a ‘Person’ as a
‘single human being who ... must also be uniquely identifiable through one or more legal
documents (e.g. Driver’s License, Birth Certificate, etc.).” In the ideal case, at least (which
would require each institution to maintain a mapping of its own locally unique patient IDs
to all the locally unique patient IDs used by the institutions it is communicating with), such
identifiers could serve to bind the different Objects together in such a way that they would
all become properly associated with what we would normally think of as one and the same
person. But what works for Persons will in almost every case not work for Objects
representing things and processes of other types (for instance tumors, epidemics, adverse
reactions to drugs), since unique identifiers for the latter are almost never available under
present regimes for recording healthcare data [4].
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4. ‘Acts’

The term ‘Act’ refers, within those passages in the RIM which conform to the information
model interpretation, not to acts (intentional actions), but rather to associated Objects. Thus
at 3.1.1 “Act’ is defined as meaning: ‘A record of something that is being done, has been
done, can be done, or is intended or requested to be done.’

Confusingly, however, we are provided, in explication of this definition, with examples
not of records but of intentional actions themselves (referred to not as ‘Acts’ but as ‘acts’):

The kinds of acts that are common in health care are (1) a clinical observation, (2) an assessment of health

condition (such as problems and diagnoses), (3) healthcare goals, (4) treatment services (such as medication,

surgery, physical and psychological therapy), (5) assisting, monitoring or attending, (6) training and

education services to patients and their next of kin, (7) and notary services (such as advanced directives or

living will), (8) editing and maintaining documents, and many others.
At 3.1.14, similarly, the class PatientEncounter (a subclass of Act) is defined as ‘An
interaction between a patient and care provider(s) for the purpose of providing healthcare-
related service(s).” An instance of PatientEncounter, then, is not a record of an action, but
this action itself — as is made clear by the examples provided to elucidate this definition,
which include: emergency room visit, field visit, occupational therapy. The class Procedure
is defined as ‘An Act whose immediate and primary outcome (post-condition) is the altera-
tion of the physical condition of the subject’ (3.1.15), with examples: chiropractic treat-
ment, balneotherapy, acupuncture, straightening rivers, draining swamps.

The class Observation is defined as:

An Act of recognizing and noting information about the subject, and whose immediate and primary outcome

(post-condition) is new data about a subject. Observations often involve measurement or other elaborate

methods of investigation, but may also be simply assertive statements. (3.1.13)
From this we can infer, dizzyingly, that we are again dealing not with records of actions (of
observing, measuring, etc.), but rather with these actions themselves, a view supported also
by the RIM’s assertion, still in 3.1.13, to the effect that Observations ‘are professional acts
... and as such are intentional actions’, as also by its treatment of other subclasses of Act,
such as DeviceTask, SubstanceAdministration, and Supply — all of which are similarly
interpretable only against the background of a reference ontology conception of the RIM
and thus as standing in conflict with the RIM’s own definition of ‘Act’. When, in contrast,
we turn to other subclasses of Act, for example Account, or FinancialTransaction, then we
find that the corresponding definitions revert to the information model conception.

We are told at 3.1.1 that, while an Act-instance ‘represents a “statement™’, ‘the Act
class is this attributable statement’. We can interpret this strange language as follows: each
Act-instance is a statement describing what some clinician on some occasion has heard,
seen, thought, or done. The Act class is the class of such coded, attributable statements. An
Act-instance is, more precisely (in 3.1.1 at least), either an attributable statement or some
similar attributable use of language such as an order or request, which serves as the coded
accompaniment — the record — of what takes place in reality, for example when a surgical
procedure is performed. There then follows a most peculiar passage, which has been
criticized already in [5]:

Act as statements or speech-acts are the only representation of real world facts or processes in the HL7 RIM.

The truth about the real world is constructed through a combination (and arbitration) of such attributed
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statements only, and there is no class in the RIM whose objects represent “objective state of affairs” or “real
processes” independent from attributed statements. As such, there is no distinction between an activity and
its documentation. (3.1.1, emphasis added)
The italicized passage captures what we might think of as the naked essence of the
confusion at the heart of the RIM between reference ontology and information model.

5. Conclusion: Can the RIM be Saved?

Messaging standards are like telephone systems: they can function sensibly only if there is
a large network of willing users. This means that to succeed such artifacts must be marked
by clear use of language and clear documentation. The RIM documentation, as we have
seen, is systematically ambiguous. What is needed, if HL7 V3 is to satisfy its need for a
uniform information representation that is coherent, clear and implementable, are two
separate, though of course related, artifacts, which might be called ‘Reference Ontology of
the Healthcare Domain’ and ‘Model of Healthcare Information’, respectively. The former
would include those categories, such as thing, process, anatomical structure, disease,
infection, procedure, etc., needed to provide a compact and coherent high-level framework
in terms of which the lower-level types captured in vocabularies like SNOMED CT could
be coherently organized [6]. The latter would include those categories, such as message,
document, record, observation, etc., needed to specify how information about the entities
that instantiate the mentioned types can be combined into meaningful units and used for
further processing. HL7’s Clinical Document Architecture could then be related in an ap-
propriate way to this Model of Healthcare Information, thereby avoiding the current coun-
terintuitive stopgap, which forces a document to be an Act. And HL7’s Clinical Genomics
Standard Specifications could similarly be related in an appropriate way to the Reference
Ontology of the Healthcare Domain, thereby avoiding the no less counterintuitive current
stopgap, which identifies an individual allele as a special kind of Observation.
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Abstract. The definition of common system semantics is an explicit and generally
accepted precondition for comparability and exchangeability of data from different
systems. We have looked back on 15 years of experience with a data model that
was developed in a co-operative effort by experts from various hospital cancer
registries as the foundation of a new tumour documentation system (GTDS). The
data model is based on the definition of a common basic data set for hospital
cancer registries which is agreed by the German Association of Comprehensive
Cancer Centres (ADT). This paper presents an "entity relationship" view of this
model. Since data exchange among registries and with hospital or practice
information systems is becoming increasingly important we describe our method
to import data from such systems. We discuss the requirements that systems have
to have for a most effective way of exchanging data with a hospital cancer registry.
The most important feature is the possibility to associate disease phenomena and
therapies with each other and with an entity that represents the tumour across
encounters. The reference model we present respectively the requirements we
propose for other communicating systems might also fit for other chronic diseases.
Keywords: Cancer, Tumour, Registry, Documentation, Data Model, Reference
Model, Chronic disease

1. Introduction

From a technical perspective, important preconditions for the exchange of data in
health care seem to be solved. For instance, Health Level Seven's (HL7) version 3 [1]
(including e.g. the Reference Information Model (RIM) and the Clinical Document
Architecture) provides a framework for the development and implementation of
messages in health care including the exchange of documents. Yet domain specific
knowledge has to be added to such frameworks to be able to develop and implement
real messages. Domain specific knowledge has to describe attributes and their domains
(data types etc.) as well as the coherences between the data (entity relationship model —
ERD - or other models such as UML).

In this contribution we are dealing with the domain "Clinical Tumour
Documentation", which is based on a standard agreed on by the German Association of
Comprehensive Cancer Centres (ADT) [2, 8]. Besides the classical tasks of data
collection and evaluation, it aims at a closer integration of the documentation process

! Corresponding Author: Udo Altmann, Institut fiir Medizinische Informatik, Justus-Liebig-Universitit
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into clinical routine to overcome retrospective data entry. The rationale is to provide
the greatest possible benefit by the immediate use of data, thus obtaining a best
possible data quality at the same time such as described by Enterline [3] and Shortliffe
[4]. It is clear that such an integration needs data exchange and this can only work
when all underlying systems have a common domain model of the data they exchange.

The ability for data exchange is increasingly important for cancer registries [5]
since the preparedness of physicians to fill in traditional paper forms is sinking in the
same extent as data become available in clinical information systems. Such, the
workflow in registries will move from transcribing data to integrating and checking
data from electronic resources. But not all kinds of information are available in an
appropriate form in hospital information systems. In general, there is little information
structured in a way that it fits directly into tumour documentation [6, 7]. Being aware
that cancer reporting and quality control are obligatory some providers of hospital
information systems started to integrate forms for the entry of cancer data. Such
reporting systems dare not be confused with a fully operational cancer registry. Due to
the fragmented cancer treatment in different institutions and the long course of diseases,
with possible relapses, and their treatments, it is necessary to carry out a record linkage
to produce an integrated view of cancer cases.

In 1991, a nation-wide expert group defined a requirements specification for a
common registry system that was supposed to be the software basis of the evolving
hospital cancer registries of the comprehensive cancer registries in the New States of
Germany. The data model was developed using a CASE tool. We started to develop the
system GTDS that became operational in 1993. The core of the data model has been
stable since its development in 1991 and reportedly served as a template for three more
registry systems. Even when the basic data set was revised in 1999 [2] only additional
attributes had to be added to the existing entities and some entities were introduced for
new extensions. GTDS is in use in more than 45 hospital cancer registries of various
types and sizes. It supports of patient care by calculation of chemotherapy, report
writing and follow-up management. [9].

The aim of this contribution is to describe the data model's most important objects
in order to help designers of possible communication partners understand the specific
requirements of hospital cancer registries. We do not describe attributes since those
may vary from country to country and their description is rather a matter of
terminology services.

2. Methods

We describe the reference model as entity relationship diagram (ERD, Figure 1). This
is not the original diagram from 1991 but an abstraction that reduces complexity and
aggregates similar entity types. For example, for GTDS each therapy modality was
implemented as a specific entity type but all types are handled in the same way. Thus
from an object oriented view they have many common attributes and methods. Medical
therapy and radiotherapy both have relationships to the same entity type that stores
therapy side effects. Are short term complications in surgery really something basically
different than short term side effects in radiotherapy besides the way of coding? At
some locations of the model we go beyond existing relationship types to make future
developments towards more explicit relationships between objects (e.g. therapy and
phenomena) possible.
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Figure 1: Entity relationship diagram of the reference model

3. Results

3.1. Description of Entity Types

Patient is the entity type that represents one single patient and encompasses all
properties or information that only exist once per patient (demographic data, risk
factors, history with respect to the time before the tumour). All other entity types in the
model are directly related to the patient since sometimes the relationship to other
entities cannot be determined, e.g. in the case of the phenomenon metastasis it may be
impossible to decide to which primary tumour it is related.

Cancer registries have to distinguish all tumour diseases and relate them to the
appropriate patient. The tumour disease is the basic concept for this distinction. The
entity type encompasses all properties or information that only exists once per disease
(denomination of the tumour, diagnosis date, ICD ...). It is the basis of statistics and
clasps different phenomena that might appear as different problems / diagnoses in
hospital information systems to a single case.

A phenomenon refers to each physical (primary site, metastasis, ...) or patho-
physiological appearance (paraneoplastic syndrome), adverse drug reaction, and after-
effect of tumour or therapy.

Assessment is a central component in which data about phenomena or the patient's
state provides an overview of the course of disease. It is a subject of statistical
evaluation and can be related to almost all other objects in the model. Such, with
respect to the patient it may be a performance state (ECOG), or with respect to the
tumour disease it may be a relapse or a partial or complete remission.



142 U. Altmann / A Reference Model for Clinical Tumour Documentation

Therapy is a container for all therapy modalities. The object itself contains a
denomination, some classification, begin, end, type of end (regular, etc). The
implementation of therapy depends on its modality (operations, chemotherapy, etc.).

Examination results represent a wide spectrum of results from simple laboratory
tests, clinical findings to imaging procedures. In implementations it may be necessary
to group examinations for display or other workflow related reasons. Although
statistics are usually performed on the information in assessment, it can be important to
register specific examinations for quality control or reporting of a patient's course of
disease.

Other diseases lists all diseases and states that are relevant for the long-term
assessment of a patient's treatment but are not a phenomenon of the neoplastic process.

3.2. Description of Relationship Types

The meaning of the relationship types can be read out of the diagram in conjunction
with the description of the entity types. In GTDS the relationships between therapy and
phenomena are not yet realised. Reasons were to keep data entry simpler and the fact
that the appropriate information actually often is not available. Nevertheless those
associations exist in reality and sometimes users wished to express such facts more
explicitly in the past. Thus future versions of GTDS might provide the possibility of
documenting such associations.

3.3. Attribute Information

Attributes are the real bearers of information, the data items. It is clear that attribute
information is important for the comparability and exchange of data. The attribute
information for German hospital cancer registry is defined in the "Basisdokumentation
fir Tumorkranke" [2] and can be assigned to the different entity types. Since this part
of the model is subject to change over time and depends on country specific
requirements, we will not describe this aspect in detail.

3.4. Implementation of Communication Interface

Supposing that source and destination system have to have a structure that is
compatible with the reference model with respect to the data that are to exchanged, we
implemented a data structure that is parallel to the GTDS's data structure and
complements it by a source identifier (for details including attribute information see
http://www.med.uni-giessen.de/akkk/gtds/grafisch/doku/import.htm, in the German
language). Data that have to be imported are imported into this structure. From here
they are imported into the GTDS tables, partially automatically, partially under user
control. User control is necessary because of the registry's character of the system
which implies that data on the same subject can come from different sources.

On import, GTDS builds up a master object index of all imported objects that
makes it possible to identify objects that have already been imported and to transfer
relationships between data that have been imported from the same source at different
times. For example, if a tumour's data was imported in 2005 and the sending system
has a tumour identifier then a follow-up assessment of the tumour in 2006 from the
same sending system enables an automatic record linkage on import. Up to now at least
three applications of this import facility have demonstrated its feasibility:
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e The import of data from a department system (radiotherapy documentation, in
routine use)

e The import of data from another hospital cancer registry

e The import of data of a specialised breast cancer documentation system

4. Discussion

Merzweiler et al [10] dealt with registration in oncology and focused on design aspects
of a data model for a data dictionary, i.e. the control over the contents on an attribute
level. Such models complement our model and could store the definitions of the
"Basisdokumentation". Blum et al described a data model with focus on the application
of protocols [11]. Our reference model deals with the core aspect of registry data. In
GTDS the registry is the unit that provides oncology specific functions for a hospital
whereas in OCIS the registry is a separate unit. Data in OCIS are mainly patient-time
related. Data in the proposed model are tumour related which is important for a registry,
since more than 5 % of tumour patients suffer from more than one tumour.

HL7's version 3 [1] Reference Information Model (RIM) is an abstract static model
of health and health care information as viewed within the scope of HL7 standards
development activities. The Patient entity type of our model corresponds to the Person
Class in the subject area Entities. All other entity types correspond to classes in the
Acts subject area: Tumour Disease, Other Diseases, Phenomenon, Examination Result,
and Assessment to the Observation class and Therapy to Procedure. Since Observation
and Procedure are specialisations of the Act class, the ActRelationship class allows
implementing any association of our model including decomposition of complex
diagnostic or therapeutic interventions. The definitions of the "Basisdokumentation"
which complement the model with the attributes are implementations of the HL7
concept "vocabulary domain". It is also important to note that identifiers are provided
that correspond to the identifiers in our import structure. Actually our import structure
can be regarded as a domain information model from which message descriptions can
be derived.

The idea of continuity of care that often was claimed in publications of Dr Weed
can be supported by hospital cancer registries especially in a fragmented health care
system in which oncological care is carried out by a rather large number of institutions.
In a sense, our model is an implementation of the problem-oriented record [12].

While the discussed models are rather frameworks, our model provides a
specialisation where system designers can understand the business of tumour
documentation on an ERD-level. With respect to the contents (attributes) we expect an
increasing need for flexibility, e.g. to enable site-specific extensions. But such an
extension, for example for breast cancer, will only need to define the contents and to
declare at what position of the reference model they have to be placed. Ideally such
definitions should be placed in a dictionary such as that proposed by Merzweiler et
al [10] or should reference the LOINC or SNOMED-CT coding system as proposed by
the HL7 standard, or, as an oncology specific tool, the NCI's Cancer Data Standards
Repository  (caDSR)  with its Common Data  Elements  Browser
(http://cdebrowser.nci.nih.gov/CDEBrowser/) [13].

Our model has only one entity with an oncology specific denominator: tumour
disease. In fact the oncology specific aspect is mainly taken from the contents, the
attributes. We suppose that other diseases with complex treatment and long-term
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follow-up, e.g. rheumatic diseases could also be implemented in a very similar model.
Eventually the basic idea is to implement associations between data that currently are
stored on a patient-time/encounter basis, e.g. to explicitly link therapies or
examinations to the appropriate diagnosis.

5. Conclusion

Electronically processable domain knowledge is one of the key issues of medical
informatics. We propose our model as reference for the implementation of cancer
related records in systems that are possible communication partners of cancer registries.
The model is more explicit than other reference models like the HL7's RIM but it is
generic enough to also serve for other chronic diseases where data from different
encounters or even different institutions have to be aggregated and evaluated. Although
the reference model is limited to the entity relationship part of the information model, it
claims important features like the association of therapies and diagnoses to the long
term concept tumour disease. Such features enable exported data to be integrated into
registry data in the most automated way. The contents themselves have to be defined
by a common reference. For Germany this is currently the book "Basisdokumentation
fiir Tumorkranke" but in future implementations a data dictionary such as the NCI's
Cancer Data Standards Repository might provide a more flexible infrastructure.
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informatics interoperability

Kjeld ENGEL', Bernd BLOBEL and Peter PHAROW
eHealth Competence Center, Regensburg, Germany

Abstract. Most of industry countries are turning their healthcare system towards
integrated care paradigms for improving quality, efficiency, and safety of patients'
care. Integrated care has to be supported by extended communication and co-
operation between the involved healthcare establishments' information systems.
The required interoperability level goes beyond technical interoperability and
simple data exchange as it has been started in the early world of electronic data
exchange (EDI). For realising semantic interoperability, series of standards must
be specified, implemented and enforced. The paper classifies standards for health
information systems needed for enabling practical semantic interoperability.

Keywords: Standards, Interoperability, eHealth, Health Information Systems

1. Introduction

To the widespread adoption of IT networks in health, providers' fragmentation
represents a significant barrier. The diversity of participants in the healthcare industry
and the complexity of their relationships have frustrated the voluntary adoption of
industry standards. Standards are needed as convention for structure and behaviour of
specific computing functions, formats, and processes. Therefore, they play an
important role in computer-to-computer transmissions of electronic information.
Without general adoption of industry-wide standards, the ability to speed up
transactions through automation is more difficult. More encouragingly is that one of
the Internet's appeals as a communications network has been its ability to reduce the
need to agree on common communications protocols. It also permits the healthcare
industry to draw on successful networking models in other industries. The majority of
standards developed within the healthcare industry are classified into two categories:
proprietary (de-facto standards) and consensus standards. In this paper consensus
standards will be discussed which are developed by various committees.

2.  Requirements to be met for achieving semantic interoperability
The challenge for communication and collaboration through connecting health

information systems can be done at different levels of interoperability: At the lowest
level, mechanical plugs including the voltage and the signals used have been
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harmonised. We are talking of technical interoperability. At the next level, the data
exchanged have been standardised providing data level interoperability. Nevertheless,
different terminologies might be used. Therefore, at the next level, terminology must
be agreed on. For realising a common understanding, the semantic of terms must be
harmonised providing semantic interoperability. At the highest level, concepts and
context of information exchanged are harmonised including the service realised based
on that information. We call this highest level service oriented interoperability, i.e. the
applications' function and behaviour has been adapted. Furthermore, the design process
of systems meeting that level of interoperability must be comprehensively defined and
standardised. In some environments such as HL7 with reference to the 1990 IEEE
Standard Computer Dictionary, service-oriented interoperability has been summarised
under the term of semantic interoperability.

For meeting the challenges of improving quality and efficiency of patient's care
including homecare and prevention, health information systems have to provide
semantic interoperability supporting seamless care. Especially in the context of long-
term applications such as Electronic Health Record (EHR) systems, several crucial
requirements must be realised. Thus, advanced communication and co-operation
between different systems and their components in a complex and highly dynamic
environment provided in a sustainable way requires:

e  Openness, Scalability, Flexibility, Portability,

Distribution at Internet level,

Standard conformance,

Service-oriented semantic interoperability,

Consideration of timing aspects of data and information exchanged
Appropriate security and privacy services.

For achieving the aforementioned characteristics, the system architecture, i.e. the
system's components, their relationships and functionalities, have to meet the following
paradigms established in the Generic Component Model [1]:

e Distribution, Component-orientation (flexibility, scalability),

e  Model-driven and service-oriented design,

e  Separation of platform-independent and platform-specific modelling >

separation of logical and technological views (portability),

e Specification of reference and domain models at meta-level,

e Interoperability at service level (concepts, contexts, knowledge),

e Common terminology and ontology (semantic interoperability),

e Advanced security, safety and privacy services.

The aforementioned paradigms provide an excellent basis for classifying the

standards needed to enable semantic interoperability between health information
systems.
It is clear that standards form the basis for both integration and interoperability, though
the standards to be used may differ for both perspectives. The development of eHealth
requires well tailored standards aimed at facilitating interoperability between local,
regional, and national information systems, and the availability of information systems'
components. However, in a number of domains, it is extremely difficult to find on the
shelves standards that can be used in part or in whole, without further developments.

It is obvious that national initiatives for introducing interoperability will not be
thoroughly able to review the high number of standards as a whole let alone be
conformant. This constitutes a major barrier for interoperability [1].
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3.  Standards for specifying, implementing and maintaining semantic
interoperability for health

3.1 Standards development organisations relevant for health informatics

Following, only standards and publicly available specifications deployed in health
information systems will be considered. The classification of specifications might be
completely defined without claiming the completeness of references, however.

As relevant standards development organisations have been considered by given
examples: International Organization for Standardization and International
Electrotechnical Commission (ISO/IEC, ISO/TC 215 - Health informatics), European
Standardization of Health Informatics (CEN/TC 251), European Telecommunications
Standards Institute (ETSI), Object Management Group (OMG), and ASTM
International (originally known as the American Society for Testing and Materials).
Additionally, some other organisations and relevant projects have to be mentioned such
as, e.g., Organization for the Advancement of Structured Information Standards
(OASIS), Institute of Electrical and Electronics Engineers (IEEE), United Nations
Centre for Trade Facilitation and Electronic Business (UN/CEFACT), European
Committee for Electrotechnical Standardization (CENELEC), Digital Imaging and
Communications in Medicine (DICOM), World Health Organization (WHO), United
Nations (UN), as well as GEHR/openEHR from the openEHR Foundation, but cannot
explained closer in this short overview [2-8].

3.2 Standards Classification

Architecture standards describe frameworks from which applications, databases and
workstations can be developed in a coherent manner. The architecture of a system
describes its components, their functions and relationships. Architecture standards will
be used to define how a piece of hardware or software is constructed and which
protocols and interfaces are required for communications. In that context, requirements
are specified too. Examples of those standards are HL7 versions 2.x/3, the Common
Object Request Broker Architecture (CORBA) and Model Driven Architecture (MDA)
from the OMG, ASTM E1769-95: "Standard Guide for Properties of Electronic Health
Records and Record Systems", ISO 18308: "Requirements for an Electronic Health
Record Reference Architecture", and CEN 12967: "Service architecture (HISA)".

Modelling standards are written for formal representations of objects, concepts or
processes. They are abstractions of something for the purpose of understanding it
before building it. Examples are the Unified Modeling Language (UML) from OMG,
ASTM E1715-01: "An object-oriented model for registration, admitting, discharge, and
transfer functions in computer-based patient record systems", and CEN 15300: "CEN
Report: Framework for formal modelling of healthcare security policies".

Communication standards are needed to facilitate communication between
independent information systems within and between organisations, for health related
purposes, and to meet specific healthcare requirements for messaging health
information. Such standards are essential if healthcare services are to obtain the
benefits of open systems and avoid the constraints of proprietary interfaces. Examples
are CEN 13608: "Security for healthcare communication" and CEN 13606: "Electronic
healthcare record communication".
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Terminology and ontology standards collect terms used in a particular area and
explain the meanings of these terms. Examples are the Unified Medical Language
System (UMLS) maintained by the US National Library of Medicine, SNOMED which
is until now provided by the College of the American Pathologists and currently
moving to an international standards developing organisation, and the NHS Read Code.

Identifier schemas are necessary to clearly define and distinguish data and datasets
for data exchange in healthcare as well as an efficient telematics infrastructure.
Examples are LOINC: "Logical Observation Identifiers Names and Codes", ASTM
E1714-00: "Standard guide for properties of a Universal Healthcare Identifier", and
ISO/IEC 9834-1: "Procedures for the operation of OSI Registration Authorities:
General procedures and top arcs of the ASN.1 Object Identifier tree".

Security standards deal with the controls of threats made to the integrity of a
system. They describe a set of rules that specify the procedures and mechanisms
required to maintain the security of a system, and the security objects and security
under the domain of the policy. Examples are ASTM E2085-00a: "Standard guide on
security framework for healthcare information", ETSI TS 101733: "Electronic
Signature Formats", ISO 17090: "Public key infrastructure", ISO 21547: "Security
requirements for archiving and backup", and CEN 12388: "Algorithm for Digital
Signature Services in Health Care".

Privacy standards describe the right of individuals to control or influence what
information related to them may be collected and stored and by whom and to whom
that information may be disclosed. Examples are ASTM E1987-98: "Standard guide
for individual rights regarding health information" and CEN 13729: "Secure user
identification - Strong authentication using microprocessor cards".

In Safety standards the freedom from unacceptable risk of harm is represented. It's
the expectation that systems do not, under defined conditions, enter a state that could
cause human death or injury. An example is CEN 13694: "CEN Report: Safety and
security related software quality standards for healthcare".

3.3 Description of an exemplary standard

In this section ISO 22600: "Privilege management and access control" will be
described. It belongs to the group of security standards.

This standard defines privilege management and access control services which are
required for communication and use of distributed health information across domain
and security borders. It introduces principles and specifies services needed for the
management of privileges and access control. The standard specifies necessary
component-based concepts and should support their technical implementation. It
doesn't specify the use of these concepts in specific clinical process chains.

This document was originally prepared in CEN and then, with changing the main
focus to privilege management, completely revised in ISO. This standard consists of 3
parts to satisfy different user groups:

e Part 1: Overview and policy management (describes scenarios and critical
parameters in cross border information exchange; it also gives examples of
necessary documentation methods as basis for the Policy agreement),

e Part 2: Formal models (describes and explains, in a more detailed manner, the
architectures and underlying models for the privileges and privilege
management which are necessary for secure information sharing plus
examples of Policy agreement templates),



K. Engel et al. / Standards for Enabling Health Informatics Interoperability 149

e Part 3: Implementations (provides examples for the formal models of part 2).

The technical specifications of this standard should be incorporated especially in
part 3. Also the adaptation ASN.1 to XML should be considered in part 3. Parts 1 and 2
were finalised in ISO/WG 4 and submitted to the ISO Secretariat for publication.

Part 3 will be pushed now. There will be two emphases of the contents: the bridge
to formal models and the implementation on basis of meta-languages and tools. If
possible, existing specifications should be used (e.g. OASIS). The data are usable for
administration by structural and organisational roles (MAC model as pate). Though,
they also based on special applications (DAC model). Both parts are role-related, both
are role-based access control models (RBAC).

The new approach refers to the HL7 RIM: E (entity) - R (role) - P (participation) -
A (acts). “Role” establishes the relationships between entities in the sense of structural
roles, while "Participation” is the functional role which will be captured in relationship
to action, and this can be delegate again in the old schema of MAC and DAC models.
Working Group 1 has adopted these fundamental considerations for EHR.

4.  Discussion

The demand for simplified, standardised methods to access healthcare information and
services is crucial in making healthcare safe and available to all. Appropriate standards
for healthcare information and systems provide the cornerstone to achieving a
reasonable healthcare infrastructure.

Health informatics standards are essential to achieve goals of eHealth in Europe
for many important points as, e.g., interoperability between systems and patient
information exchange between healthcare organisations to improve efficiency and
quality of care as well as managing eHealth services. Many health informatics
standards exist, or are under adaptation, to meet many of the requirements. But there
are some obstacles: their existence is not well known, they are not used enough, their
interoperability is often not proven, and some of them conflict. Whereas there are many
standards available from the aforementioned organisations which might meet the needs
of applications, there can be no guarantees that standards will interwork unless proven
in practical applications/pilots. Even where two vendors have implemented the same
standard, there are similarly no guarantees that their products will interoperate without
adequate interoperability tests due, e.g., to allowable options within the standard.
Therefore, conformance statements have to be set up and testing and certification must
be performed. So achieving interoperability is a considerable challenge.

Standards are vital to healthcare systems and the deployment of information
technologies for healthcare. This has led to a number of standards development and
deployment activities by numerous accredited standards developing organisations,
consortia, trade associations, government agencies, and individual companies. There is
a real need for formal and informal co-ordination of these efforts to leverage the
synergy of the various efforts, to harmonise vocabularies, to enable interoperability,
and to promote consistent testing and certification programs across and within
organisations. So it is important to develop tools and prototypes to promote consistent
definitions and artefact reuse, and facilitate interoperability for healthcare systems.

The task is to spread the acceptance of management of health information
standards across the whole eHealth community and achieve full and appropriate
integration into all information flows. To gain this requires, keeping the standards
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current and relevant, dissemination of the standards to the eHealth community, and the
gathering of evidence to support the investment in implementation of the standards.

For instance, ETSI is revising several ASTM standard guides referenced in
drafting the Health Insurance Portability and Accountability Act (HIPAA) to establish
technical specifications that will help ensure compliance with HIPAA security and
privacy rules. A privilege management infrastructure standard is important to address
complexities of role-based access control and management of user privileges. This
standard effort will establish consistent means for protecting personal health
information within and across enterprises. [9]

5. Conclusion

The overall objective of standardisation is to facilitate the production, handling, and
use of products or services to the best possible satisfaction of both users and suppliers.
The healthcare sector's lack of general adaptation of industry standards is a
technological barrier for implementing healthcare-related information technologies.
There is also a lack of guidance on where and how to use standards. Without industry-
wide standards, advanced information technologies' ability to speed up transactions
through the elimination of human involvement is lost. In order to address the lack just
mentioned and to ensure the continued promotion and advertisement of new standards
as they become necessary, recommends that organisations and IT companies work with
healthcare professionals to encourage more participation of individuals from the
medical community, information technology providers, employee groups, employers,
payers, and government officials in processes to propose and promote the voluntary
adoption of industry-wide standards. It's required for every standardisation organisation
to collaborate with other standards development organisations. Standardisation for
eHealth should be considered as essential component of any European, national, or
regional strategy for eHealth.
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Abstract. The Health Level 7 (HL7) Reference Information Model (RIM) was
once incepted as an object oriented information model to harmonize the definition
of HL7 messages across different application domains. On the heels of the hugely
successful HL7 version 2, version 3 and the RIM has received significant attention
and credit and in turn is increasingly subjected to criticism. In this paper the
authors, who are among the chief designers of the RIM, respond to the major
points that have been raised against the RIM in the published literature. We find
that much of the criticism is based on misunderstandings and differences in point
of view. We wish to advance the dialogue in the hope that when we account for
those differences, effective critique may lead to real improvements of the standard.
Keywords: Medical informatics, HL7, ontology, electronic health records.

1. Introduction

At the core of the HL7 version 3 standards development methodology is the Reference
Information Model (RIM), which is a static object-oriented model in UML notation.
The RIM serves as the source from which all specialized HL7 version 3 information
models are derived and from which all HL7 data ultimately receives its meaning. This
is to establish semantic interoperability across a vast and growing number of subject
domains (e.g., laboratory, clinical health record data, problem- and goal-oriented care,
public health, clinical research, etc.), which are loosely but critically related. The RIM
was first conceived as a data model, where all data elements known from HL7 version
2 and some large electronic health record data models were put on a single information
roadmap. In an iterative process of harmonization, analysis, unification and extension
of scope, today’s RIM emerged as an abstract model, which defines the grammar of a
language for information in healthcare. As shown in Figure 1, all data is in a form in
which Entities (e.g., people places and things, nouns) are related in Roles (relators) to
other Entities, and through their Participations (prepositions) interact in Acts (verbs).
Through ActRelationships, networks of structurally or logically related Acts are
formed, expressing composition, reason, order-fulfillment, data-derivation, etc.. The
RIM outlines the logical form of data, but it has specific extension points, at which
users and other organizations can contribute content dynamically. This is done through
domain-specific terminologies and using a data element definition framework which is
built into the RIM directly. For example, all clinical data systems will have a “master
file” which defines most clinical data elements, and the HL7 RIM reflects that. [1]

" Corresponding Author: Gunther Schadow, Regenstrief Institute, 1050 Wishard Blvd., Indianapolis, IN
46202, USA. gschadow@regenstrief.org



152 G. Schadow et al. / The HL7 Reference Information Model Under Scrutiny

ActRelationship
typeCode : CS
_|inversionind : BL
outooundRelationship_|;,wve.ControlCode : CS
0.n |contextConductionind : BL
sequenceNumber : INT
1 | source priority SINT
— Act pauseQuantity : PQ
Participation " "
Entity peCode :CS classCode : CS Chfgpg'"‘%"sde :Cs
. splitCode :
classCode : CS player Role functionCode : CD _':‘?"Sdgfgli cs ljoinCode : CS
determinerCode : CS mc\ass:ede,cs contextControlCode : CS. st negationind : BL
id: SET<Il> - 0.0 i4 : SET<ll> ; sequenceNumber : INT g et.' - BL conjunctionCode : CS
code : CE layedRole |code : CE negationind : BL {——{negationind - "

: plays e T e | 1 |derivationExpr : ST localVariableName : ST
quantity : SET<PQ> 0..n | noteText text : ED seperatableind : BL
name : BAG<EN> addr : BAG<AD> time : IVL<TS> e inboundRelationship| 0.
desc : ED telecom : BAG<TEL> modeCode : CE .
statusCode : SET<CS> statusCode : SET<CS> awarenessCode : CE [ENEESED s SEER target

scopedRole " effectiveTime : GTS
existenceTime : IVL<TS> ... effectiveTime : IVL<TS> signatureCode : CE A 2
telecom : BAG<TEL> bt 0. | certificateText : ED signatureText : ED activityTime : TS 1
riskCode : CE - quantity : RTO ource | performind : BL a\{all_ab(l:ht)&Tlmgé_lTSCE

i . coper ositionNumber : LIST<INT=.. priorityCode : SET<CE>
handiingCode : CE p 1 |substitutionConditionCode | CE o o

1 |target repeatNumber : IVL<INT>
interruptiblelnd : BL
outboundLink |0..n levelCode : CE
0.n RoleLink independentind : BL
Sode GS uncertaintyCode : CE
inboundLink | typeCode reasonCode : SET<CE>
effectiveTime : IVL<TS= |Erreasn s 62

Figure 1: UML Class Diagram of the Reference Information Model “Backbone”

2. Technical Criticism

In surveying the literature (using PubMed, Google), we found that technical criticism is
delivered only in passing, rarely in a fashion in which it could be dealt with to either
improve the quality of HL7 or to dissipate the concerns. A paper by Fernandez and
Sorgente is symptomatic; it claims that HL7 violates the Unified Modeling Language
(UML), violates some ostensibly universally accepted object-oriented principles, and
that it is not practically implementable. In truth all HL7 models are UML models and
maintained as UML by the HL7 development tools. Domain-specific models may first
be designed as unconstrained UML domain analysis models (DAM) and then
transformed into a highly constrained normalized UML model where all classes in the
constrained model must specialize one of the RIM classes and all features (attributes
and associations) must derive from one of the RIM features. This guarantees that each
instance-structure that complies with the specialized model also complies with the
general model. This facilitates interoperability between interfaces for special domains
on the one hand and general HL7 interfaces (such as for data warehouses) on the other,
and thereby between two specialized interfaces where they overlap.

When mapping the special domain model to the RIM, we invoke an operation
called refinement or sometimes “cloning”, where RIM classes are shown as separate
specialized classes on a new page as if they were de-novo created classes (such graph-
refinement or folding operations are well established in computer science.) Some
specialized classes may then not use certain attributes or associations from its original
RIM class, because, while these features logically apply, the domain specialists had no
business case for them in their design. Some critics perceive this as “deletion” of
inherited features (which is frowned upon). However, this is not deletion but
projection, a well-established operation in relational database theory and practically
used in virtually all integrative information systems: through projection one maps the
needs of a special application to the general (enterprise) database. Specialization
through constraints is fully compliant with the UML notion of specialization.

HL7 has used UML models from the beginning, but has later developed another
visualization technique. These “block diagrams” are easily traceable to UML, but
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visualize the standard RIM patterns and important constraints more concisely (e.g.
vocabulary domain constraints). UML would use separate boxes with constraint
annotations in the form of OCL expressions, which is much more verbose, provides
less guidance, and is not suitable for the domain experts who are not computer
scientists. HL7’s deep experience with making model-based development work with
domain specialists often creates the impression HL7 is “re-inventing the wheel” rather
than using whatever is called the “industry standard” of the time. The truth, however, is
that HL7 version 3 has been based on an object-oriented methodology since its
inception in 1995/1996. HL7 not only actively adopted the best industry standard tools
and methodologies available at the time, but also engaged the communities which
developed these methodologies. When the HL7 version 3 project was launched, it had
to pioneer a model-driven standard development methodology almost a decade before
the first mentioning of the OMG’s “Model Driven Architecture” (MDA). So, HL7 has
not “re-invented” but rather originally invented many “wheels” to meet its require-
ments and vision at a time when the need for such wheels was not generally accepted.
That in the end the HL7 version 3 specifications may induce fear among some
implementers is due to its mission of establishing semantic interoperability in loosely
coupled systems. Thus, HL7 specifications address many of the practical difficulties
with real world medical information processes (e.g., incomplete information, thing
identification, duplicate record problems, uncertainty in data, etc.) directly, rather than
deferring them to special applications. Even fundamental HL7 specifications such as
the HL7 Version 3 Data Types do not remain silent about these ever challenging issues
(such as uncertainty or incomplete information) where most general computing
technology does not mention any of this. Implementers of special interfaces need not
be concerned with the complexity that comes with HL7’s full specification, as simple
things usually are simple in HL7. But for more general HL7 interoperability, these
issues are relevant, and need to be addressed (which would be more difficult without
HL7.) Those who invest the appropriate effort in implementing general interfaces, such
as the HL7 Java SIG or the Oracle Health Transaction Base, find that it can be done,
that it works quite well, and they feed their improvements back to the working group.

3. Conceptual Design — Flaw or Virtue?

A range of conceptual doubts are raised, much of which have to do with the myth that
HL7 is based on antiquated ideas of U.S. billing messaging, and that it therefore cannot
deal effectively with ones favorite new challenge, be that “security” or the “electronic
health record” (EHR). In truth HL7 has the most extensive collective experience of
healthcare computing, specifically covering practical EHR; and security requirements
are indeed considered very carefully. So, instead of arguing against myths, we shall
focus in the rest of this paper on a core body of criticism raised by Smith et al. [2,3,4]

3.1. Incoherent Specification

Smith et al. seem to struggle with HL7’s imperfect specification. Smith’s ironic use of
the term “exegesis” is not meant as a compliment. Smith rightfully scrutinizes the
language of the HL7 definitions and discovers questions which are often overlooked in
practice. Imperfections and inconsistencies in the HL7 documentation exist and need to
be addressed, however, as much as one might try, inconsistency and ambiguity are
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deeply unavoidable in constructing a collaborative volunteer-based standard, which
brings together a wide range of people from different backgrounds. As different people
edit parts of the specification, inconsistencies in form and quality may emerge; as some
ambiguities are clarified, other previous systematic ideas may be corrupted; and well-
meant glossary entries may cause confusion. Sometimes irreconcilably opposed
conceptualizations may coexist and one resorts to vague or ambiguous language in the
interest of moving forward in areas where parties can not agree. Thus, standards are
akin to the body of laws in pluralistic societies, which at any given point in time seems
imperfect, incoherent and even contradictory. Over the long term, however, the
engagement of different viewpoints in the development of the standard yields the best
result because it is practically relevant and there are no alternatives to such consensus.

3.2. “Double Standard” — Reference Information Model vs. Reference Ontology

Smith’s criticizes that the RIM blurs a distinction which should be made between
information model and reference ontology. An information model defines what we
record and communicate about the world, whereas the reference ontology would model
the world itself. Smith shows how the definitions of the RIM elements switch between
object-language (e.g., “person is a human being”) and meta-language (person-record
representing information). In this, HL7 has followed common practice in object-
oriented analysis casting the result of the real world analysis into information model
designs, using classes that bear intuitive names, such as ‘“Person” or “Procedure,” and
yet being aware that no person will ever be stored in a computer system. Instead, HL7
documentation implicitly assumes that computer systems deal only with records of
information about these real world phenomena. Since HL7 is about information
management, some of its features (e.g. Entity statusCode) are about such management
functions, but beyond that HL7 has revised and constantly rejected traditional data
elements from specific local business needs, and only admits data elements that emerge
from an analysis of what should generally be true about the entities of interest.

Why, then, does the RIM not seem to define the biomedical reality, e.g., molecular
processes or disease processes, the ultimate subjects of the health information? To be
sure, the RIM does provide structures (form) for modeling physical reality, but it leaves
the definition of the confent to specialty groups, either inside or outside HL7, and often
in the form of terminology or ontologies. For example the HL7 drug knowledge model
that is implemented with the U.S. FDA and pharmaceutical industry [8] contains
classes for medicines, substances (Entities) and ingredient relationships (Roles relating
the Entities). This is a general structure which supports the aggregation of a detailed
and authoritative ontology of medicinal products. However, to describe the analysis of
an unknown substance, or to determine the blood-level of a substance, HL7 uses
laboratory measurement observation Acts instead of ingredient Roles, even though
both are about the same chemical phenomenon, i.e., concentration. The Entity model is
used for information that is known a priori, while observation acts are used for
information that is only in the process of being discovered. This is why the clinical
genomics model seems to conceptualize biomolecules as Acts, because it supports the
process of identifying and discovering these molecules in particular instances.

HL7 also uses observation acts to describe that which may well be known a priori,
but which is not universally agreed as to whether it is relevant or how it should be
described. For example, we model the concentration of ingredients directly in the Roles
but the color of medicines we model as observations. What seems like an arbitrary split
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between information that is supposedly known a priori vs. discovered or whose
conceptualization is generally agreed vs. unknown, is in fact the practical thing to do.
The alternative would be to leave even simple generally agreeable a priori information
in a generic undefined structure, as it is common in “Entity-Attribute-Value” models,
which are omnipotent but have no normative power, or, to create a variety of
competing and evolving detail models which would require frequent modifications,
such as addition or removal of special attributes. The RIM has many structural
similarities with existing EHR systems’ data models, featuring generic Observations
structures, dynamically defined by data dictionaries, next to detailed a priori defined
structures, which, when changed, would force expensive software updates. The
modeling tradeoffs in the RIM are a reflection of the tacit knowledge and compromises
of a community of practical system developers and users in health care.

A complete and integrated ontology of everything would certainly be nice to have;
however, we think it is impractical and in fact dangerous to force such a model into
being independently of the RIM. The moment such a model gained traction people
would then expect that the RIM reflect that other model. Why should there be two
models, if in the end one is to reflect the other? Instead, a single model of real world
objects should suffice, but must contain well-defined features for information-
management functions. These information-management functions are necessary to
address the core problem of how intelligent agents (humans and heterogeneous
software systems) arbitrate their perceptions of reality, how they communicate their
intentions, and how they eventually effect changes to the real world. These are the core
issue which HL7 addresses, and the remainder of this paper is dedicated to them.

3.3. Triple Standard — Act, Speech Act, and Documentation

We have introduced into the HL7 model the notion of speech acts [5], to describe the
role that healthcare information plays in enabling cooperation. [6, 1] Speech acts are a
generally accepted linguistic tool for understanding pragmatics, i.e., how language is
used for achieving certain goals. Speech acts consist of propositional content and
illocutionary force [7]. Propositional content is what the speech act is about; the
illocutionary force is what it accomplishes. For instance, making assertions, demands,
promises, proclamations, etc. accomplishes certain extra-linguistic effects in the
behavior of others through illocutionary force. Modality is what the force accomplishes
(e.g., assertion, demand, wish) subject to preparatory conditions, such as the
relationship between the speaker and the one who is spoken to. Only if this relationship
is appropriate the speech act can have its effect. For example, an order issued by an
unauthorized person is invalid and will not have the intended effect. In the HL7 RIM,
most of the features (attributes and participations) of the Act class (called “descriptive”
features) carry the propositional content, and some features (called “inert” features)
carry the information that substantiates the illocutionary force, such as the mood-code
for modality, author-participation to substantiate the identity and role of the speaker
and its relation to the receiver. Vizenor [2] took our speech-act analogy to further
analyze cooperative healthcare actions, and he raises three major points of critique.
Firstly, Vizenor says that not all Acts in the RIM are speech-acts, e.g., an order for
an injection is a speech act, but the injection itself is not a speech act, and that therefore
the real act ontology and the speech-act ontology should be separately refined. We
agree that the act of injecting is not a speech act, yet the medical record does not
contain injections per se, but rather someone’s talking about injection as an order or a
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report. The shared care record contains speech acts (even a simple assertive statement
is a speech act) of which the physical act of injecting is simply reflected as
propositional content. Trying to separate propositional content from its speech act is
futile, because in the end, we have to represent both in a linguistic form. Propositional
content is tied to speech just as one side of a coin is tied to the other.

Secondly, Vizenor says that the RIM documentations’ considering Acts as
“attributed statements” contradicts Acts being “speech acts”, and that it is therefore
wrong to tie attribution to the Act class. “Attribution” is the widely accepted practice to
keep all data associated with its originator, and does not neutralize the illocutionary
force of the speech acts. Instead, it simply substantiates the preparatory conditions that
establish the illocutionary force in the first place. In human speech acts, the identity of
the speaker is immediately given in the speech performance, the RIM only accounts for
this. So, both propositional content and attribution are inseparable from speech acts.

Lastly, Vizenor identifies certain post-conditions in his analysis of speech acts,
such as a promise creates an obligation of the promiser and a “claim” on the side of the
promisee. Vizenor feels that records or documents represent these post-conditions,
which he identifies as the “continuants” in his ontology and therefore expects to find
them modeled as RIM Entities. The HL7 RIM, however, regards the post-conditions of
speech acts as states inside the communicating systems that are sufficiently
substantiated by the record of the speech act itself, which each system interprets given
its aspect with regard to the speech act. This is why a “document” in the RIM is only a
special form of speech act, in the form of a human readable text, while the functions of
documentation and recording are supported by any RIM Act object.

4. Conclusion

Many formal technical criticisms as well as critique about the conceptual design of the
RIM are rooted in misunderstandings, and more importantly in what seems to be a
fundamental disagreement as to how a reference model for semantic and pragmatic
interoperability should be created. We welcome the discussion on and off the record of
published literature, as it helps to clarify the fundamental assumptions and opens up the
RIM to much needed logical validation and improvement. However, we believe that if
the fundamental approaches are at odds, the specific criticism will remain ineffective.

References

[1] Schadow G, Russler DC, McDonald CJ. Conceptual alignment of electronic health record data with
guideline and workflow knowledge. Int ] Med Inform. 2001 Dec;64(2-3):259-74.

[2] Vizenor L. Actions in health care organizations: an ontological analysis. Medinfo. 2004;11:1403-7.

[3] Smith B, Ceusters W. HL7 RIM: an incoherent standard. Medical Informatics Europe. 2006. Submitted.

[4] Ceusters W, Smith B. Strategies for referent tracking in electronic health records. Biomed Inform. 2005
Sep 27.

[5] Austin JL. How to do things with words. Oxford: Oxford University Press, 1962.

[6] Schadow G. Krankenhauskommunikation mit HL7; Analyse, Implementation und Anwendung eines
Protokollstandards fiir medizinische Datenkommunikation. Aachen, Germany: Shaker-Verlag; 2000.

[71 Loos EE, Anderson S. Day DH, Jordan PC, Wingate JD (Eds). Glossary of linguistic terms.
http://www.sil.org/linguistics/GlossaryOfLinguisticTerms (Accessed on: 1/30/2004)

[8] Schadow G, Gitterman S, Boyer S, Dolin RH eds. HL7 v3.0 structured product labeling, release 2
[standard]. Ann Arbor, MI, Health Level Seven, 2005



Ubiquity: Technologies for Better Health in Aging Societies 157
A. Hasman et al. (Eds.)

10S Press, 2006

© 2006 Organizing Committee of MIE 2006

Participation in the International
Classification for Nursing Practice
(ICNP®) Programme

Claudia BARTZ", Amy COENEN® Woi-Hyun HONG*
“International Council of Nurses, Geneva, Switzerland & Clinical Associate
Professor, University of Wisconsin-Milwaukee, USA
bInternational Council of Nurses, Geneva, Switzerland & Associate Professor,
University of Wisconsin-Milwaukee, USA
“International Council of Nurses, Geneva, Switzerland & Doctoral Student,
University of Wisconsin-Milwaukee, USA

Abstract. The International Council of Nurses (ICN) is a federation of 129 national nurses associations.
The International Classification for Nursing Practice (ICNP®) is a programme of the ICN. The purpose of
this paper is to describe the development and maintenance processes of the ICNP® Programme that are used
to increase participation. These include processes by which the ICNP® was and continues to be developed,
tested, distributed and implemented worldwide, with emphasis on the current version, ICNP® Version 1.0.
The ICNP® is a unified nursing language that facilitates cross-mapping among local terms and existing
terminologies. ICNP® conforms to current terminology standards and criteria, for example, ISO standards
and HL7. The ICNP® Alpha and Beta Versions documented the progress of concept validation and
classification of nursing phenomena and interventions. The ICNP® Beta 2 Version was a combinatorial
terminology organized in two multi-axial structures representing nursing phenomena and nursing actions.
The ICNP® Version 1.0, launched in 2005, changed the relatively straight-forward multi-axial structure into
a compositional terminology through the application of description logics using Web Ontology Language
(OWL) within Protégé, an ontology development environment. ICNP® Version 1.0 is also represented in a
multiaxial model (7-Axis) for nurses to compose nursing diagnosis, intervention and outcome statements.
Language translations and clinical information systems applications are required to make the ICNP® Version
1.0 available to nurses at the point of healthcare delivery. ICNP® data collected in healthcare environments
provide standardized terminology for nursing that allows comparison of nursing practice across health care
settings, specialties and countries; facilitate data-based clinical and management decision making; and
contribute to the development of guidelines and standards for best practices and optimal outcomes for
patients, families and communities.

Keywords: Informatics, Nursing, Terminology, Vocabulary, Ontology

'Claudia Bartz, UWM, P.0.Box 413,Milwaukee, WI, USA 53201. cbartz@uwm.edu



158  C. Bartz et al. / Participation in the International Classification for Nursing Practice Programme

Introduction

The International Classification for Nursing Practice (ICNP®) was developed
under the auspices of the International Council of Nurses (ICN) to clearly articulate
nursing practice. Florence Nightingale wrote in Notes on Nursing “the very elements
of nursing are all but unknown”.[1] More recently, Clark and Lang commented on the
invisibility of nursing: “If we cannot name it, we cannot control it, finance it, research
it, teach it, or put it into public policy.”[2] The electronic capture of nursing diagnoses,
interventions and outcomes using the ICNP® substantially increases the potential for
information systems to support evidence-based practice and generate further research.

1. Material and Methods

1.1 Information Infrastructure for Evidence-based Practice

Bakken described five building blocks of an information infrastructure for evidence-
based practice: [3]

e standardized terminologies and structures,

e digital sources of evidence,

e standards that facilitate health care data exchange among heterogeneous

systems,

o informatics processes that support the acquisition and application of evidence

to a specific clinical situation, and

e informatics competencies.

The ICNP® provides a standardized terminology for nursing which can be used to
compare nursing practice across health care settings, specialties and countries. ICNP®
can be cross-mapped to other nursing classification systems, thus enhancing data
exchange across heterogeneous systems.

1.2 ICNP® Beta 2 Version

The Beta 2 Version of ICNP®, released in 2001, was used and analyzed extensively
around the world. ICNP® project types included validation studies, computer-based
information system demonstration projects, research and evaluation teams, and cross-
mapping projects. An ICNP® Country Project was funded by the W.K. Kellogg
Foundation starting in 1994 to expand coverage of primary care and community based
concepts in ICNP®. The Beta 2 Version of ICNP® was translated into more than 25
languages. With increased dissemination of Beta 2, the ICNP® proponents recognized
that the goal of a unifying nursing language system that would represent nursing
practice worldwide needed new classification structures and strategies.

1.3 ICNP® Version 1.0
Following consultation with world leaders in the field of healthcare vocabularies, major

recommendations for improvement of the ICNP® were to:
e provide a more formal foundation for the ICNP®, and
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e apply software that would be capable of satisfying current, accepted criteria

for a fully workable vocabulary. [4]

Examples of such criteria, which had not been consistently met by the ICNP® Beta
and Beta 2 Versions, were to avoid:

e redundancy of terms,

e ambiguity of terms, and

e context laden identifiers (ensuring that codes do not reflect the hierarchical

structure of the terminology). [4]

The ICNP® Version 1.0 reflects major reformulations aimed at making the
terminology technologically more robust while still being accessible to the nurse user.
ICNP® Version 1.0 was developed using Web Ontology Language (OWL) within the
ontology development environment, Protégé. It is a resource that can accommodate
existing vocabularies (through cross-mapping), that can be used to develop new
vocabularies (as a compositional terminology), and that can identify relationships
among concepts and vocabularies (as a reference terminology). [4]

2. Results

To realize vision of the ICNP®, a number of products and processes have been
established to facilitate participation in the ICNP® Programme. These include:
e 7-Axis Model of ICNP®
ICNP® Centres
ICNP® Translations
ICNP® Catalogues
ICNP® Review Process

2.1 The 7-Axis Model for ICNP®

The new, simplified 7-Axis Model was derived from the ICNP® Version 1.0 and has
the purpose of providing user-friendly access to ICNP® concepts and definitions. The
seven axes of Version 1.0 unify the Beta 2 Version’s eight axes of the nursing
phenomena classification structure and eight axes of the nursing action classification
structure. The seven axes are Focus, Judgment, Time, Location, Means, Action and
Client. [4]

The 7-Axis Model is used by nurses to create nursing diagnosis, intervention
and outcome statements for use in practice. Consistent with the ISO standard 18104,
nursing diagnosis and nursing outcome statements must include a term from the Focus
axis and the Judgment axis and may include additional terms as needed from the Focus,
Judgment or other axes. Additionally, nursing intervention statements must include a
term from the Action axis, at least one Target term, which can be from any axis except
the Judgment axis, and additional terms as needed from any of the axes.

2.2 ICN-accredited ICNP® Centres for Research and Development
The ICNP® Programme is committed to worldwide dissemination of the ICNP®

simultaneous with constant improvement in ICNP® content and capacity for
implementation. Three ICNP® Centres for Research and Development have been
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accredited to date. These Centres are charged with providing resources and outcomes
in terms of information, services, research and education.

2.3 ICNP® Translation

Nurses and their colleagues are participating in translation activities to increase access
to the INCP®. The ICNP® Programme is developing translation guidelines and a
translation browser to assist in translations to multiple languages.

2.4 ICNP® Catalogues

The purpose of ICNP® Catalogues is to support nursing documentation at the point of
care by providing relevant sets of pre-coordinated nursing diagnosis, intervention, and
outcome statements composed using the ICNP®. Nurses can submit their post-
coordinated statements to ICN for coding. Catalogues will be organized in various
ways to address nursing needs. For example, catalogues may address:

e  Unit of Care: e.g. Individual, Family, Group;

e Health Problem: e.g. Specified Disease, Illness, Injury, Condition;

e Care Specialty/Setting: e.g. Medicine, Surgery, Mental Health, Woman’s

Health, Pediatrics;
e  Nurse-sensitive phenomena: e.g. Pain, Dehydration, Incontinence, Adherence.

2.5 ICNP® Review Process

The ICNP® Review Process has been in place since 2001 to provide a transparent
method to evaluate recommendations and suggestions submitted to ICN. The process
is currently under review.

For further information and to volunteer as an expert reviewer see:
http://www.icn.ch/icnp_review.htm

3. Discussion

The dynamic nature of ICNP® Version 1.0 supports constant interaction between and
among nurses in practice, researchers, educators, health care informatics specialists,
terminology and vocabulary specialists, standards development organizations, and
vendors. Nurses worldwide are generating new concepts and definitions for
consideration for inclusion in ICNP®. A multinational team of nurse experts serves as
reviewers of new and revised terms.

The development and implementation of health care information systems and
electronic health records must include a unified nursing language and the ICNP® meets
that requirement.

4. Conclusion

ICN is a federation of national nurses’ associations representing the millions of
nurses worldwide. The ICNP® Version 1.0, as a programme of the ICN, strives to
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contribute to ICN’s mission to represent nursing worldwide, advancing the profession
and influencing health policy. There are a number of ICNP® programme initiatives to
promote partnerships in research and development.

No terminology can be absolute or static. The new version of ICNP® was
developed based on the several previous revisions to meet the need of nurses across the
world. This unified nursing language system has great potential to continue to grow,
through the participation of the international nursing and health care community.
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Abstract. Objective: To present a user-centred method for introducing ICT in
health care organisations, taking factors that influence acceptance into account.
Methods: User centred methods are used in combination with previous research
regarding factors that affect user acceptance, in order to facilitate users’
acceptance of new ICT tools. Results: A method is presented that supports the
introduction of ICT in team work. The method consists of three major steps; (1)
the start-up seminar, (2) end user education and (3) continuous follow-up during
the deployment phase. Important results of the start-up seminar are documentation
of the users’ expectations, and an agreement of ground rules that supports both the
social norm factor and the users’ perceived behavioural control. Education and
follow-up also improve perceived behavioural control, and by involving super
users perceived usefulness and ease of use can be improved through subjective
norm. Conclusion: Key factors in the deployment process are; user participation,
end user experience and education, and continuous follow-up of the process.
Keywords: Medical Informatics, Diffusion of Innovation, Technology Transfer,
Computer Literacy, Technology acceptance, User Centred Methods,

1. Introduction

Not only characteristics of new ICT itself determines whether it will be adopted by the
users [1], other factors also affect user acceptance. This is particularly problematic
when introducing ICT in work environments where the professionals have little
experience from ICT, and little personal interest in new technology. Several models,
e.g. the technology acceptance model (TAM) [2], the theory of planned behaviour
(TPB) [3], and innovation diffusion theory (IDT) [4], have been used to explain the
motivational factors involved.

It is crucial to improve the acceptance of ICT in the health care sector since
expected benefits from the investments are realized only when systems are adopted by
their intended users and subsequently used. We present a deployment process that takes
these factors into account and use them in practice when introducing ICT. The process
is based on experiences from the action research project OLD@HOME, where a
mobile virtual health record (VHR) was introduced in a home care for elderly
environment [5].
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2. Materials and Methods

Yi et al have developed a model of ICT acceptance, based on previous research, that
measures how different factors affect users’ behavioural intention, i.e. a persons
subjective probability to perform a specific behaviour [1], e.g. accepting to use an ICT
tool. The factors studied by Yi et al are presented in Table 1.

Table 1. Factors that affect users’ behavioural intention (adapted from [1])

Factor Description

Subjective (social) Perception of what important others feel about adopting an ICT tool, e.g. ifa

norm superior or peer says that an innovation might be useful, the suggestion can
affect the individual’s perception of the usefulness of the tool.

Image In order to create or preserve a positive image within a social group,

individuals often respond to social influences, hence an individual can believe
that a system is useful if it enhances their image and social status.

Perceived behavioural | Reflects user perceptions of internal and external constraints, e.g. if they
control believe themselves capable of using ICT, or that factors in their environment
help or prevent them using ICT.

Result demonstrability | When tangible results of the ICT are directly apparent it is easier for the users

to adopt it.
Personal Concerns a person’s tendency to adopt new technology. Some individuals are
innovativeness in IT more willing to take a risk by trying out an innovation (early adopters),
(PIIT) whereas others are hesitant to change their practice.
Perceived usefulness The extent to which a person believes that using the system will improve his

or her work performance.
Perceived ease of use The extent to which a person believes that using the system will be effortless

According to the study presented in [1] all of the factors listed above affect the
potential user, and the authors advocate awareness of these factors when introducing
ICT in a work place, in order to fully realize the expected benefits.

An important aspect in our work is user participation. User participation is
strongly advocated in many system design approaches, e.g. in the Scandinavian
approach [6], also referred to as Participatory Design [7, 8], and the User Centred
Systems Design [9] approach (UCSD), all actively involving real users, acting in real
settings, to improve development of ICT systems. By using experiences from this type
of user centred work in combination with knowledge of influential factors described
above, a deployment process which actively manages and manipulates these factors to
facilitate user acceptance has been developed.

The deployment process was used when introducing a mobile VHR in home care
of elderly patients in a small town in northern Sweden. The user group (n=15) was
fairly homogeneous, consisting of home help service personnel (HHS), mainly assistant
nurses, performing different community services, e.g. home help and delegated nursing
activities. A questionnaire based user analysis was performed before initiating the
deployment process, with questions relating to experience of, personal interest in, and
general feelings towards ICT. Few had experience of working with ICT and the
majority were not what is normally referred to as early adopters of technology. Three
persons from the HHS team with a higher interest in ICT and new technology had
volunteered to participate in the user centred development of the VHR, here referred to
as super users, and played an important role in the deployment process. Evaluation of
the deployment process consisted of qualitative interviews, both individual and in
group sessions, with the HHS. The fears and expectations expressed at the beginning of
the deployment were revisited, and the different strategies for handling these discussed.
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3. Results

It is important to state the benefit of having applied a UCSD process when introducing
a system. If applied, end users (i.e. super users) are involved from early on, becoming
good advocates for the system, and key resources during the deployment process. If a
user centred process has not been applied it is important to find interested professionals
with high PIIT early in the deployment process. This requires extra educational efforts
and quite a bit of luck in finding the right persons to act as super users.

Start-up seminar [ ; End User
| - introduce the system Education
Input from User Centred \ -sxpectailﬁnfs; ‘ Output o o
System Development DRes ancioals £ °-7(.A
- rules and regulations % %
s s %8, %
Agreement \ % %
of Rules | 4
Documented i
expectations /

Figure 1. The deployment process

The deployment process consists of several steps (Figure 1), with the continuous
follow-up continuing while the system is used in the actual work settings. The UCSD
process delivers input to the deployment process both in form of super users and the
benefit of having transferred information from the development team to the rest of the
team during development, resulting in already informed personnel at deployment start.

3.1. The inspirational Start-up seminar

The purpose of the start-up seminar is to create a good environment for introducing the
ICT and to identify possible benefits and risks. The new end users should gain a clear
picture of what is expected of them, and how problems should be handled when they
occur, making the personnel feel more secure and motivated. The entire work team is
gathered to the start-up seminar in order to create a common ground for the personnel;
to openly discuss their expectations and apprehensions, and the impact the system will
have on their work.

The perceived usefulness of a system is found to be one of the most important
factors influencing user acceptance, in turn affected by other factors, e.g. perceived
ease of use and result demonstrability [1]. The first step of the seminar is therefore to
present the ICT in an understandable way, focusing on its usefulness in the daily work.
The super users are usually better at explaining how the ICT-tool is to be used in the
daily work, and what impact it will have on work practices, and are therefore well
suited to handle the introduction. The subjective norm is also an important factor here;
acceptance from the personnel tends to be higher when ICT is introduced and
advocated by their own colleagues.

The process continues by open discussions of the team’s hopes and fears related to
the introduction of ICT. All fears need to be taken seriously, and strategies formulated
to handle them. Conflicting ideas within the team have to be ventilated without
judgement. This is important in relation to the personnel’s perceived behavioural
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control. The decision to introduce an ICT tool in health care is usually taken at a higher
level in the organisation, and even if the end users have been involved, there will be
conflicts. Those against the introduction are forced into a situation they fear they
cannot handle and they experience a lack of control. By taking expressed objections
seriously and finding ways to handle problems in advance, an increase in the perceived
behavioural control can be achieved. Expected benefits and improvements need to be
discussed too, so that the perceived usefulness and ease of use are not brought down,
and here super users play an important role.

Finally, it is time to formulate the ground rules for the deployment; realistic and
practical rules that all can agree upon. The rules contain descriptions of the team’s
responsibilities and strategies for handling problems. This is important with respect to
social norm; everyone must feel that the team expects certain behaviour. The agreed
strategies often require involvement of e.g. management and IT-support and they
should commit to their respective responsibilities. It is crucial that the health care staff
feel that the effort they put into the deployment of the ICT is fully supported, that they
are allowed the extra time needed and that they are supported when problems occur,
again improving their perceived behavioural control.

3.2. Education

Education is of essence to improve users’ perceived behavioural control. Users with
little experience of ICT often experience fear; fear of not being able to handle the tools
and not being able to perform their work. Again the super users play a key role in
explaining how the ICT tool is to be used in daily work. In concurrence with the
subjective norm, acceptance from the personnel also appears to be higher if their own
colleagues tell them how to use the new device. Therefore, most of the education is
handled by the super users, and the development team is mostly standby to answer
questions of a more technical character. The super users also continue to act as support
and a link to the development team throughout the deployment process.

The education process in OLD@HOME consisted of two major parts; (1) each
health care professional was given individual education by the super users, guidance
through the systems functionality and walk through of manuals and support tools.
Follow-up sessions were available if insecurity remained. (2) The work group then
started to use the tools in their daily work, but only for practise, and with simulated
data. This is to handle fears expressed by many users about making mistakes when
inputting data, or accidentally deleting important information. The opportunity to use
the system in real work situations but with simulated data allowed them to make
mistakes, and experience that these did not have irreversible consequences.

3.3. Continuous Follow-up

Once the deployment process is launched, it is important to follow up the work done
during the initial start-up seminar. By continuously revising and evaluating
expectations documented at the first seminar, it is possible to adjust the deployment
process on the fly, thereby making it more suitable for the specific work group at hand.
Regular meetings where problems and benefits are discussed and use of techniques,
e.g. diary keeping [10], to make users reflect on their work enables the deployment
process to be monitored and adjusted. By ensuring that experienced problems are
handled quickly, end users perceived behavioural control can also be kept high.
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3.4. Qualitative evaluation of the deployment process

During the start-up seminar the HHS expressed a number of fears; lack of support;
from management and from IT-support, fechnical problems; disturbance of daily work,
time consuming; take too long to perform everyday tasks, the personal interaction with
the patient will suffer, lacking usability and/or lack of belief in ones own capabilities;
too difficult to learn, too difficult to handle, not useful; the provided functionality will
not be adapted to and useful in the work situations, personal responsibilities; fear of
making mistakes when using the ICT, fear of loosing or damaging the hardware, and
finally fears related to feam work; if members of the group do not use the tools double
work loads, misunderstandings and conflicts within the team can occur.

Positive expectations were also great, and mainly related to; improved work
situation; less paper-work, safer documentation, more meaningful work, access to
information, and personal development; interesting to learn something new, new
experiences, improved competence.

The HHS were overall positive to the deployment process. Discussing fears and
concerns in a group seminar were seen as particularly important since a lot feelings
were stirring under the surface and needed to be ventilated. The personnel however felt
that the amount of information about the ICT and education, including time to practice,
could have been increased, and come earlier, stressing the importance of these factors
when introducing ICT.

Most of the fears did not become real problems during deployment of the ICT.
Technical problems and a perceived lack of support however remained issues
throughout the introduction. They did however feel that the positive outcomes
outweighed the problems and adopted the ICT into their daily work. Personal
development and improved work situations were confirmed results after the
introduction, as well as an increased insight into their work processes and improved
cooperation within the team.

4. Discussion

The deployment process described here is intended for use in team based care, thereby
differing from the study performed by Yi et al in [1], which considers factors that affect
individual professionals acceptance of new technology. Their work also focuses on the
individual’s voluntary adoption of a system, whereas we have worked with the
mandatory situation occurring when ICT is introduced in a care provider organisation.
We do however believe that similar processes occur within the individual professional,
and the factors can therefore be of use in a method such as the one described here.

Another difference is the studied profession; Yi et al work with general
practitioners (GP) who generally have high status, high education and high income,
whereas the HHS work in a low status, low income profession requiring little
education. The image factor is likely to increase in importance for the latter group, and
is often used as an incitement for introducing ICT in home help service. Perceived
behavioural control can also differ, where a GP has high influence and control over
work, the HHS have little influence and often feel under-prioritised and overlooked.

A perhaps more important issue concerns the transfer from introducing ICT in a
small organisation, as is the case here, to a larger, more complex care provider
organisation, e.g. an entire hospital. By limiting the focus to the teams providing care
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in a large organisation, it is however possible to use this method, it then becomes a
financial issue. We would in any case recommend that in order to realize the full
potential of the, often very large, investment when introducing ICT in health care, it is
necessary to prioritise the deployment process.

5. Conclusion

In conclusion, important success factors to be taken into consideration when
introducing a computerized information system in health care are; (1) User
participation; end users need to be involved throughout the process (2) Experience and
education; the end users computer experience and relation to the tool they need to
master are very important, education becomes increasingly important when users have
little experience and low PIIT, (3) Continuous follow-up; closely monitoring the
introduction over a longer period of time is crucial since problems may occur only once
the system is in use in the clinical environment, and giving feedback to end users that
the problems they experience are acknowledged and handled. All these factors affect
the users’ perceived behavioural control, which appears to be a key factor in the health
care setting.
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Abstract. Pangea-LE is a message oriented light-weight integration engine, allowing
concurrent access to clinical information from disperse and heterogeneous data
sources. The engine extracts the information and serves it to the requester client
applications in a flexible XML format. This XML response message can be formatted
on demand by the appropriate XSL (Extensible Stylesheet Language) transformation
in order to fit client application needs. In this article we present a real use case sample
where Pangea-LE collects and generates “on the fly” a structured view of all the
patient clinical information available in a healthcare organisation. This information is
presented to healthcare professionals in an EHR (Electronic Health Record) viewer
Web application with patient search and EHR browsing capabilities. Implantation in a
real environment has been a notable success due to the non-invasive method which
extremely respects the existing information systems.

Keywords: Systems integration, health records, electronic patient records, medical
records, medical records linkage, hospital records, EN13606, architecture and sharing
of electronic health records.

1. Introduction

Healthcare is a very data-intensive sector, producing and consuming a great amount of
data. In healthcare organisations, especially hospitals, the big amount of data gets
increasingly obscure due to its widely decentralised organisation which allowed
different departments to meet specific or local data requirements without the
coordination and/or standardisation of information systems. This led to fragmented and
heterogeneous data resources, which contains health data about patients, so called
islands of information, making the access and aggregation of data across systems very
difficult [1]. This situation has created a large gap between the potential and actual
value of the information content of EHRs.

Closing this gap by making efficient use of the health data held by these systems, could
improve significantly patient care, clinical efficiency and empower research activity.
Having this in mind, it results difficult to imagine a healthcare organisation without any
kind of information sharing among its information systems. Even though, many
hospitals already have best-of-breed departmental information systems, only a few
possess an integrate workstation, allowing health professionals to access to relevant
patient’s healthcare information in a single and unified view. One solution is the
acquisition or development of large and centralised information systems where
integration gets guaranteed, but specialty services loose their freedom to select the
software that fit best their requirements. On the other side, we can find some
integration systems which allow each clinical service to use the software they need
while getting data integrated all along the organisation. Furthermore, the less invasive
the integration system is, the less modification in the integrated subsystems must be

! pedcremo@fis.upv.es
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done. Most common integration systems must perform routing mechanisms, manage
system events and queues to emulate point to point data sharing, which make them too
heavy for the only purpose of getting a unified view of data; we need a lighter solution.

We present here an overview of the Pangea-LE system, emphasising its flexibility and
quick organisation deployment process. Briefly, Pangea-LE is a data integration system
that provides an integrated and global view over distributed health data sources. In
Pangea-LE, the global view is easily customisable to different user groups whose needs
may change over time. On the other hand, data source adapters are as general as
possible. In an evolving environment as healthcare, the local databases may change
often. The databases are designed and maintained to meet local needs, and changes are
almost made independently of the integrated global view. Applications connected to
Pangea-LE global data view do not need to be updated after any local data source
change. These features make the Pangea-LE system a very valuable solution to achieve
fast, easy and secure data sharing and integration.

2. Materials and Methods

Pangea-LE acts like a piece of glue or mediator [2] between existing health data
repositories in an organisation and health professionals. It allows the definition and
management of a global, integrated and structured view of all the clinical records
stored for a patient in an organisation. This view is presented to the professionals
through an EHR Web application. Information views are created on the fly and are role
dependant so that enterprise-wide access roles can be defined for different professional
profiles with specific access rights levels corresponding to different EHR views

(clinicians, nurse, management, administrative, etc.)

We must highlight the purpose of this concrete use case is only to display EHR views.

Information is presented in human readable way and the clinician must provide his/her

particular interpretation and meaning. Nevertheless, it is worthy to notice that it is also

possible to keep the original meaning of shared EHR extracts for machine
interpretation purposes, guided by some EHR standards. This use case has been tested

only for experimental purposes according to the European norm CEN EN13606 [3][4].

Pangea-LE can be classified as a generic middleware that integrates clinical

information. It is important to notice that there are only a few basic requirements to be

accomplished before Pangea-LE could be deployed into a healthcare organisation:

v Unique Patient Identification throughout all the organisation local information
subsystems. In case there is none, the organisation must provide a method in order
to solve patient identification conflicts.

v Organisation-wide user authentication and role assignment. This task is
commonly executed by means of a directory service such a LDAP (Light-weight
Directory Access Protocol) [5].

Every subsystem involved in an integration project is a potential container for a set of

clinical concepts. Pangea-LE offers read-only views only. Pangea-LE architecture has

four basic components:

1. Adapters: Heterogeneous data source access is reached through a set of JDBC
(Java Database Connectivity) drivers for commercial and/or specific databases and
through a set of configuration files to parameterise each integrated data source.
The majority of data sources come from relational universe and can be accessed
using one of the currently 221 different JDBC drivers available [6]. Other types of
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sources, like file systems, ftp, XML [7], messaging systems or even a Web Service
JDBC Wrapper can also be defined and accessed in a homogenous way.

2.  EHR Extract Definitions (EED) are the primary components in Pangea-LE since
they describe the clinical concepts that can be shared among the different
subsystems involved in an integration project. Neither whole system nor finest
atomic data but only contextualised data, containing clinical information, should
be shared through Pangea-LE. This selected information is organised and specified
in a clinical EED entity. Several EED’s can be defined for one subsystem, each
one representing a different clinical concept. Each EED can only be shared as a
whole. In other words, the minimum unit of information that can be shared
between two subsystems in Pangea-LE is generated by an EED entity. EED
entities are defined using XML files where some fixed descriptor elements define
their behaviour:

v’ Elements that specify a valid adapter configuration for accessing the information
that the EED conforms.

v’ Elements specifying data to be extracted from the data source.

v Input parameters accepted by query processor to execute filters on data sources.

v" Valid calls (input parameter combinations which are allowed in order to build an
EHR Extract from EED).

v’ Elements specifying data pre-processing which allows source atomic data to be
combined or transformed before XML generation.

v’ Elements that describe the labelling and nesting format that constitutes the
resulting XML document, etc.

EED entities can be instantiated by a Pangea-LE exposed Web Service (WS) [8]. This
WS accepts XML petition messages pointing to the desired EED together with the
required parameters (e.g. patient identification number). When this petition arrives to
Pangea-LE and it is checked as a valid call, Query Processing Module (see Figure 1)
can construct the appropriate SQL statements to fill with data the EED entity. This
process involves obtaining a set of data and building meantime a XML response
conforming the EED labelling and nesting rules defined [9] in the EED. Finally, if the
petition requires XSL transformation, this is applied and the response is sent back to
the requester application.

3. XSLT Transformations: Each EED can specify one or more XSL transformation
files to be applied to the response XML message. This method allows Pangea-LE
to adapt the output to different application message formats or devices (PDAs,
Tablet PCs, etc.). Moreover, the same clinical entity can be formatted in different
styles according to specific user access roles. Transformations can be applied in
the server side or alternatively in the client application if it is enabled to perform
this task. A data instance of an EED entity with no transformation applied is
obtained by default.

4. EHR Browsing Trees: One of the most remarkable Pangea-LE features is the
ability to organise the retrieved clinical information in a very flexible data tree
structure. Once information has been extracted, different views can be configured
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to organise EHR in a clinical history manner (ordered by date), or according to
information origin (emergencies, consults, explorations), etc. An EHR tree is also
an XML document that defines how to structure, organise, aggregate, summarise
and guide the extraction process of the clinical information associated to one
patient. At run time, each EHR tree constitutes a health history view for a
particular role and is mainly composed using attached EED entities. When one
user accesses to the clinical information of a patient, the module that interprets
EHR trees retrieves firstly only the minimum information needed to shape a
summarised view of the patient’s health history. Subsequently, user can interact
with each particular tree node to get a more detailed view of the particular clinical
subject described by the linked EED entity. All these possible interactions are
defined and also controlled by the EHR trees. Each structural component of the
EHR tree data model corresponds to nodes in the visual EHR tree control used in
the EHR viewer Web application. Thus, EHR tree nodes are user interactive and
EHR can be build on demand. EHR browsing trees are designed for visualization
purposes only and it is possible to define a different EHR tree for each different
access role.

Figure 1 - Pangea-LE Architecture

Pangea-LE system core has been developed using technologies from a wide variety of
free software components [10]: Eclipse as development framework, Ant for compiling
and packaging, JDBC drivers for relational database source access, Struts framework
and Prizetags for EHR Web viewer, Xerces, Xalan and Jdom libraries for XML parsing
and transformation, Tomcat as application container, AXIS for Web Service
development, JMeter for performance and functional testing, Log4j and HSQLDB for
log support. The whole system has been developed in Java, so it is multiplatform. Two
different clients have been Java developed; one version as a swing desktop application
and the second as a Web version; both sharing the same capabilities.
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3. Results

Pangea-LE deployment in a real environment such as CHGUV (General University
Hospital of Valencia) has been a very worthy experience. Currently, CHGUYV has 592
beds, 21 surgeries, 470 doctors and serves a population of 350.000 inhabitants.

The deployment process itself has been progressive and strictly coordinated. The most
important systems have been the first to be integrated. At the moment, the majority of
patient information is available electronically through Pangea-LE, including: Alerts,
emergencies, inpatient episodes, outpatient consultations, laboratory results, biopsy and
cytology study results, magnetic resonance reports, mammography, endoscopies and
most of the discharge summaries from specialty units.

A multidisciplinary work team has been created in order to take integration project to
success. The team is composed of representative specialists from clinician,
management, clinical documentation and informatics departments. They are in charge
of the coordination of resources, agenda and priorities during the project deployment
time. Easy access, completeness and immediate retrieving of information have made
EHR viewer application rapidly extends organisation-wide. One year after
implantation, its number of users is 472 (approximately the half of users in the
organisation), 180 of them access daily to the EHR viewer. At present, more than
twenty local systems have been integrated and 36 EED have been defined. The system
has served, on average, 12000 petitions per month.

Most significant use of EHR viewer occurs during patient encounters when clinicians
have a quick access to past patient encounters and explorations information, but not
only Pangea-LE is helping in healthcare supplying but also in clinical documentation
department where some discharge report must be processed to accomplish legal
requirements: Diagnostics must be codified in ICD system.

4. Discussion

The use of Pangea-LE in CHGUYV is restricted to an EHR viewer, that is, to extract

clinical information regarding one patient by means of the defined EED entities.

Current capabilities do not meet some interoperability requirements which might be

satisfied in the future either by improving existing capabilities or adding new ones:

v’ Asynchronous communication mechanisms are needed to support petition /
subscription methods, event control and process state management. Also flexible
mechanisms for message transformation, scheduling and routing between integrated
systems are needed as a basis requirement in order to satisfy clinical processes
natural workflow.

v’ Pangea-LE’s infrastructure may be a helping tool in ETL (Extract, Transform and
Load) processes required in clinical / economical research. Pangea-LE may ease the
always laborious load stage of data warchouses / data marts.

v Due to the wide range of clinical information that it manages and its easy use, the
EHR viewer has widely extended throughout the organisation leaving the door open
to become the star dashboard application. It also may become a virtual medical
desktop used by health professionals to access to his/her particular set of applications

v’ Extending Pangea-LE for inter-organisation communication is not a trivial issue
since the Service Oriented Architecture must be yet defined and fine tuned. A
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restricted solution is being designed based on patient identification uniqueness zones
and a hierarchy of server nodes, each one as an EHR zone manager.

v Nowadays, the more widely extended strategy on enterprise application integration
is the Enterprise Server Bus (ESB), as a logical Bus where integrated systems are
plugged and applications interchange messages. Primary resolved issue with ESB is
the number of point to point application connections to make them interoperable.

5. Conclusion

Pangea-LE allows a non-invasive integration mechanism, completely respectful with
the already existing autonomous subsystems of a health organisation with a very
specific purpose: to define secure, global and unified views, organized by flexible
criteria, over all EHRs dispersed among manifold subsystems of a healthcare
institution. Nevertheless and due to its design, it is prepared to evolve towards the
advanced functionalities described in the discussion section of this paper. But without a
doubt the strongest feature of the system is its high flexibility and scalability.
Flexibility to specify multiple formats for the presentation of information, to structure
the health data according to normalized formats to communicate EHRs (HI7,
openEHR, EN13606) etc, and to organize the clinical history view according to
different criteria. Scalability to deploy the engine in surroundings distributed opened
environments for inter-institutional interoperation.

Pangea-LE is high flexible, fully scalable and without almost any preliminary
requirement and allows fast EHR deployment throughout a whole organisation. Our
experience in CHGUYV has shown that an integration project full specification can be
done in only a few weeks, in fact, the main part of it was only a matter of a few days.
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Abstract: As widely discussed in the literature, there are many potential scientific
usages of data extracted from the primary care Electronic Health Records (EHR),
such as quality of care, epidemiological or socio-economical studies. Yet, can we
use the current available data in the EHR for such purposes? In this paper, our
objective is to report on the preliminary findings of the Belgian ResoPrim project
(2003-2005) to answer the question. We set up a semi-anonymous network
involving 26 current practices (28 volunteer GPs), 3 different EHR software
systems and two Trusted Third Parties. Based on a literature overview we
identified 27 research questions to be answered using 50 indicators. The study
design includes retrospective (2002 — 2004) and prospective (6 weeks) data
collection processes around the theme of “Hypertension and cardiovascular risk
factors”. For some data sets, the data extraction was a full automatic procedure, for
some others, the data extraction was related to an input from the GPs allowing
some comparisons between both procedures. At this stage, we performed an
extended descriptive analysis of our data. Retrospectively we collected data related
to 42,217 patients and 203,128 contacts. Prospectively we collected data for 9,236
patients and 15,234 contacts. Our main findings are briefly presented and
discussed in this paper. The most promising fields seem to be the Health Research
Information Systems assessment and the quality of care studies. It is quite too soon
to reach the expected theoretical benefits for epidemiologic and socio-economic
studies, yet some progresses could be made in relation with the denominator issue.
Based on our preliminary findings and hypotheses, further analyses are foreseen
during the second phase of the project (2006 — 2007).

Keywords: Primary Health Care, Computerized Patient Records, Data Collection

1. Introduction

In Belgium, as in other countries, there is an increasing demand of information from
primary health care for various research purposes such as epidemiological studies,
health care quality assessment, socio-economical studies [1-5]. This increases the
number of dedicated networks such as sentinel and other morbidity networks,
pharmaco-vigilance networks, networks to assess the quality of care. For these
purposes, the Electronic Health Records (EHR) can be a rich source of information.

' Dr Etienne De Clercq, HSR — ESP — UCL, Clos Chapelle aux Champs 30.41, 1200 Brussels Belgium;
Email: declercq@sesa.ucl.ac.be
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Many problems however have already been documented when using data from
EHR for research purposes: secondary usage of the data, great variation in
completeness of the EHR content, issues related to structured or coded data entry,
missing data, etc. [6-8]. Yet numerous advantages have also been described: recording
on long term period, potential availability of numerous kinds of data, possibility to
collect data from many GPs’ practices and about many patients, etc. [9-12].

The Belgian ResoPrim project (phase I, 2003-2005) aimed at describing and
analysing the potential, limits and difficulties in the implementation and use of a
General Practitioners’ (GP) research network regarding the daily clinical practice and
the management of patient records. To preserve some of the advantages mentioned
above, we wanted to allow not specifically well-trained GPs to collaborate to the
network. The particular Belgian context had also to be taken into account: there are
many GPs’ software packages (+/- 20), patients may freely choose their GP (no list of
patients), there are many home visits (+/- 40% of GPs’ contacts).

The research objective developed in this paper is the assessment of the usefulness
for the researchers of the currently available data in the GPs’ Electronic Health Records
(EHR). This was done for three main fields: Quality of care, Epidemiology and Socio-
economy. We present hereafter the global method applied, most of our restricted
research questions related to the three main fields and some preliminary answers.

2. Material and Methods

Based on previous experiences in Belgium and abroad [11-12], we set up a semi-
anonymous network to collect data from General Practitioners’ EHR. In a semi-
anonymous network, the researchers can only indirectly contact the collaborating GPs
through a trusted third party. Three different software producers collaborated to the
network and 28 volunteer GPs (26 practices) were recruited partly at random (671 GPs
contacted out of the 1700 GPs using the collaborating software systems). We also
applied some technical criteria thought to be critical for the research network: “data not
anymore put in a paper record”, “start using software <2004”, “use of coding system
for diagnosis”.

To reach our research objective, we firstly identified, based on our previous
experience and expertise, 8 major research axes: Quality of Care, Epidemiology, Socio-
Economy, Health Research Information System Assessment, denominator and
sampling issues (as a basis for epidemiological, socio-economical and quality of care
studies), GPs’ education and GPs’ benefits. Within these axes, as a result of an
extended literature review and multidisciplinary working meetings, we identified more
than 50 long and short terms objectives. Finally, related to these objectives, we defined
36 restricted research questions for the first phase of the ResoPrim project.

To answer all the 36 restricted research questions, 4 methods were identified: a
quantitative research based on the data extraction from the EHR, a qualitative research,
questionnaires sent to the GPs (sampling questionnaire, satisfaction survey) and an
analysis of data collected during previous Belgian projects. In this paper we focus on
the quantitative research, appropriate for 27 restricted research questions.

We implemented automatic extraction tools for the EHRs. We also set up manual
procedures (questionnaire filled in by the GPs at the end of the contacts) and
procedures for semi-automatic data extraction (manual validation by the GPs of
extracted data before sending them). A comprehensive recording method would have
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implied a too heavy workload for the GPs. Moreover a theme specific method seemed
more reassuring and more motivating for the GPs. Therefore we selected a theme that
best suited our restricted research questions: “hypertension and cardiovascular risk
factors”.

To answer the 27 restricted research questions, we identified 50 indicators, such as
“number of patients with a diagnosis code for hypertension / number of patients with
hypertension encountered during the data collection period” (related to RO3 in table 1).

To implement the 50 indicators we defined 8 data sets to be collected in an
automatic, semiautomatic or manual way. Two data sets are retrospective (2002 —
2004) ; the 6 remaining ones are prospective (data extracted at the end of each contact
included in the data collection period of 6 weeks). A specific data set was dedicated to
patients who refused to take part in the study. Some data sets were extracted for each
contact with any other patient: demographic data and data related to diagnosis, referrals
or prescribed drugs. For each of these contacts, 4 questions were asked: “location of the
contact?”, “educational attainments of the patient?”, “civil status of the patient?”” and
“hypertensive patient?”. Some additional data, mainly related to drugs prescribed and
to cardio-vascular risk factors (CVR) were extracted for each contact with an
hypertensive patient (semi-automatic and manual procedures).

Starting from these data sets, and within an iterative process we built detailed
specifications for the software developers. The whole procedure to define the variables
used in the quantitative research is summarized in Figure 1.

Research Axes
Long term research objectives related to EPR data

Short term research objectives (2 — 4 years)

First phase research questions (36)

/ =4 \

Other Methods Quantitativé method (27 research questions)

/ Indicators (50)

~

% Data sets (8) and flow charts
/

Variables (114) — detailed specifications

Figure 1: defining research questions and variables for the ResoPrim (phase 1) quantitative research
Quality control (4 weeks) and quality assessment procedures (using a dummy
patients technique) were conducted for the extraction modules developed by each
software package. The results presented hereafter are based on a first extended
descriptive analysis of the collected data.

3. Results

Prospectively, we got data for 26 practices, 9,236 patients and 15,234 contacts.
Retrospective data were only obtained for 2 software systems (18 Practices, 42,217
patients and 203,128 contacts). Some of our 27 restricted research questions and
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preliminary findings (answers) are presented in table 1. For some of them, to improve
readers’ understanding, additional information is provided in the text.

Table 1: restricted research questions and preliminary findings/answers (not representative sample)

Nr

Restricted Research questions

Preliminary findings

Health Research Information System Assessment

hypertension?

RO2 Is it possible to extract a link between a specific drug | Yes. 47% of identified referrals and
or referral and a diagnosis? 28.3% of drug prescriptions were

explicitly linked to a diagnosis.

RO3 What is the sensitivity of using automatically extracted | Sensitivity: 0.56; specificity: 0.95;
data (coded diagnoses) against question posed to GPs | PPV: 92%; NPV: 87%

(“golden standard”) for finding cases of hypertension?

ROS5 Has ResoPrim any impact on the coded content of the | Yes, an improvement (needs further
EHR? analysis)

RO6 | Does the PDA improve the number of home-contacts | Yes (31.6% of all the contacts vs
registered? 2.6% in 2004)

RO7 Does the PDA improve the identification of | No

RO8 hypertensive patients or the number of documented
blood pressure?

Denominator issue

RO10 | Is it possible to produce Yearly Contact Groups (age | Yes
and sex?

RO11 | Isit possible to build broader prospective denominators | Perhaps but mainly prospectively and
(Yearly Contact Groups by age, sex, diagnosis of | based on semi-automatic extraction or
hypertension and socio-economical status)? on questionnaires.

Quality of care

ROI1S5 | How many hypertensive patients with antihypertensive | Widely underestimated by automatic
drugs? data extraction vs questionnaire

(68.9% vs 93.7%)

RO17 | How many hypertensive patients with a high CVR | 40% (of identified high risk patients)

RO18 | actually have some individual risk cardiovascular | had their blood pressure under control
factors under control and receive accurate treatment | (< 140/90 mmHg); 39% took statins;
and accurate follow-up? 45% had received a cholesterol check-

up in the past year.

RO19 | How many hypertensive patients receive accurate | Only 34% of hypertensive patients
treatment according to some associated pathologies? with type 2 diabetes were taking

ACE-inhibitors.
Epidemiology
RO20 | Can we disentangle prevalent and incident cases of | No (needs further analysis; 22.2% of

new cases among hypertensive
patients using automatic extraction vs
2.2% using a questionnaire!)

Socio-economy

related to socio-demographic status?

RO22 | Can we obtain patterns and determinants (patient’s and | Hardly. Many data are missing. This
GP’s characteristics) of hypertensive drug prescribing | requires further investigations.
and referral behaviour for hypertensive patients?
RO24 | Is the diagnosis of hypertension related to socio- | Surprisingly no difference in the risk
demographic status? of hypertension by educational level.
Married individual tends to have a
higher prevalence of hypertension.
RO25 | Are referrals and antihypertensive drug prescriptions | Higher educated individuals are more

frequently referred to cardiologist
(35% vs 30%). No significant
educational  inequalities regarding

drug prescriptions.
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(ROS) When we compared 2005 and 2004 data, coded drug prescriptions recorded
in the EHR increased with 40%; prescriptions linked with a diagnosis increased from
0% to 27.5%; coded diagnoses increased with a factor 2, coded referrals increased with
18% but the proportion of referrals linked with a diagnosis remained the same.

(R06, RO7, RO8) Personal Device Assistant (PDA) and current software systems
using it do not seem suitable for daily data entry into the EHR. During the prospective
data collection many technical problems prevented us to highlight any significant result,
except the number of home-contacts.

(RO15) As already studied elsewhere [13], the number of hypertensive patients
under prescription is widely underestimated by the automatic data extraction. Yet the
global GPs’ prescribing pattern for hypertension seems preserved.

(RO17, RO18) To calculate the global cardiovascular risk (CVR) we used an
algorithm [14] where a first assessment can be done using so-called “anamnestic”
variables (age, smoking status, dyslipidemia, diabetes, personal cardiovascular event,
familial cardiovascular event, BMI, hypertension). A consecutive fine-tuning is
realized using biological measurements (total cholesterol, HDL, LDL, triglycerides,
glycemia). For hardly 40% of patients all requested anamnestic data were gathered with
the semi-automatic and manual data extractions. This fell to 15% when the complete
parameter set was used (anamnestic + biological). The automatic extraction method
needs further investigation.

(RO24) There is no difference in the risk of hypertension by educational level: in
both educational groups, hypertension hit about 26% of the patients. This is a bit
surprising given the well-known relationship between hypertension and socio-
economic status and the results of the 2001 Belgian Health Interview Survey: 6.5% of
the individuals with higher education had hypertension compared to 15% in the lower
educated.

4. Discussion and conclusions

Our preliminary results are only valid for our sample (not representative) and need
further analysis, which is planned during the second phase of the project (2006 — 2007).
Yet these results already provide us with interesting findings for further work to build
research hypothesis and research questions related to the usefulness of currently
available data in most GPs’ EHRs. In the near future, the most promising fields seem to
be the Health Research Information Network assessment (RO1-R0O9) and the quality
of care studies (RO12-R0O19). In both fields, some research hypothesis could be drawn
from our results such as “Does the improvement of GPs’ coding behavior last after the
end of the recording period, increasing the potential for secondary usage?” “Can we
assess changes in GPs’ prescribing patterns?”, keeping in mind that we are only dealing
with documented care.

For epidemiologic studies (R020, R021), our preliminary findings tend to show
that, for a ResoPrim like network, it is rather too soon to attain such goals as studying
the incidence and prevalence of relevant health problems in the general population or
providing policy makers with relevant information to assess the health needs and to
commission services (e.g. vaccination programs or alert systems). Yet some progress
could be observed regarding the denominator of epidemiologic rates (R010, RO11),
which could also bring benefits for socio-economical and/or quality of care studies.
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In the Socio-economic field (R022-R027), much work remains to be done to get
useful additional information from the EHR to enhance research addressing some
important issues such as 1) the use of health care resources by the GP through
prescription, referral to specialty care, request of additional examinations (particularly
medical imaging and clinical biology) and hospitalization requests, 2) the employment
and activity of GPs, such as the number of patients and contacts, number of activities
and moonlighting, proportion of home visits and 3) last but not least equity in GP care
(preventive procedures, drug prescriptions and referrals among different socio-
economic and ethnic groups).

Data capture from home visit still remains a problem (R06—R08).
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Abstract. The development of a functional clinical database of rheumatic diseases
represents an essential step in the process of acquiring the necessary
epidemiological and other information on disorders under study. In 1999-2005 the
Institute of Rheumatology in cooperation with the EuroMISE Center has
developed the Clinical database/National Register of selected systemic
inflammatory rheumatic diseases inclusive of a bank of sera and DNA. Aims of
this phase of the pilot research were gathering clinical, laboratory, genetic,
pharmaco-and socio-economic data in a representative sample of patients with
systemic lupus erythematosus, systemic sclerosis, polymyositis/dermatomyositis,
mixed connective tissue disease; rheumatoid arthritis, juvenile chronic arthritis,
ankylosing spondylitis, psoriatic arthritis and reactive arthritis. In 2002 the preset
number of over 2000 registered patients had been achieved with collaboration of
34 territorial and 20 institutional rheumatologists in the whole covering the
majority of the Czech Republic. Based on experiences gathered, the systems for
other related studies are being developed and implemented using modern
information technologies.

Keywords: medical informatics, rheumatology, electronic health record

1. Introduction

According to the World Health Organization rheumatic (muscular-skeletal) diseases
take still an important place in the future worldwide development. It is presumed that
for example non-inflammatory disorders, so-called osteo-arthrosis in the localization of
knee joints, will affect more than 40% of people above the age of 70. Almost 25% of
them will not be able to perform their basic life activities at all and more than 80% of
them will be restricted in their movements in a certain level. In the case of
inflammatory knee joints disorders, the incidence of rheumatoid arthritis as one of the
most serious of polyarthritis should exceed 165 million of affected people worldwide
[1].

Statistics from USA show that rheumatic diseases are the most frequent chronic
diseases and the leading cause of disability [2]. During the years 1991-1992 arthritis or
rheumatism generally made almost 18% of all causes of disability and problems of the
“back pain” kind and more than 13% of other spinal problems. Troubles with heart
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disorders followed — 10% and e.g. diabetes 4% [3]. The economic problem appears
subsequently. Hospitalization of people with all forms of arthritis cost 3146 million
dollars in the year 1995, medication cost 184 million dollars and nursery care in
patients’ houses consumed 12 704 dollars [4].

To provide an efficient treatment and prevention of rheumatic diseases, the
effective information processing and communication is a key requirement for all
involved parties. Physicians need information by means of epidemiological studies on
incidence of stated health disorders to be able to establish effective prevention. Patients
need to have the access to adequate information on individual diseases. And finally, the
public administration, responsible for the development of special-purpose programmes,
arrangement of the financial support and establishment of efficient systems [5] require
the necessary information for their decision making.

These requirements can be better satisfied using the modern information and
communication technologies, providing ways of fast, efficient, safe and secure
information sharing and exchange. The electronic health record systems offer the
possibility of formalization of structure of classical health record, which can bring a
more transparent way of recording of healthcare procedures and immediate access to
the health data of the patient. To achieve this, the specialists must agree on the clinical
terminology, the definitions and health record structure.

2. Methods

The applied research in the field of electronic health record in the European Centre for
Medical Informatics, Statistics and Epidemiology (EuroMISE Center) was inspired by
several European projects and standards. During previous years, several modern
approaches and ideas were proposed, analyzed and implemented as software tools. The
main objective of the research in the EuroMISE Center in this field was the promotion
and facilitation of conversion from free-text based electronic health records towards the
electronic health records based on structured data collection combined with the
intelligent systems for decision support of the physician.

The most advanced system, developed in the EuroMISE Center is the electronic
health record named MUDR (MUltimedia Distributed health Record). The main
architecture of the electronic health record is developed using a 3-layer architecture —
database layer, the application layer and the user interface layer. The main innovation
of MUDR in the field of data representation is the universal dynamically extensible and
modifiable structure of healthcare concepts allowing the reorganization without change
of the database structure. The architecture is based on two main structures described by
the graph theory expressions — the knowledge base describing the set of concepts and
relations among them, and the similar structure of the instances of concepts (values)
related to their representation in the knowledge base [11], [12].

The derived system, starting from the ideas of MUDR is the MUDRLite
application, simplified in the area of a system architecture and data representation and
extended in the definition of user interface and customized functionality. The
MUDRLite architecture is based on two layers — the relational database (MS-SQL) and
the MUDRLite User Interface (MUDRLite UI) running on a MS Windows operating
system. All the visual aspects and the behaviour of the MUDRLite UI are completely
described in an XML configuration file by the so called MLL language (MUDRLite
Language). MUDRLite operates as a MLL interpreter; it builds the user interface from
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set of forms and various controls placed on them and manipulates the database layer
according to definitions in the configuration file. The database schema corresponds to
the particular needs and varies therefore in different environments, as opposed to the
fixed database schema in the MUDR data layer.

The experiences and techniques of creating the data models used during
development of these systems were crucial for the implementation of database systems
in the field of rheumatology.

3. Results

Considering the current situation of rheumatology and its needs in the nowadays Czech
Republic, our priority task was the compilation of a clinical database which would
eventually serve the purpose of the continual follow-up of the incidence and prevalence
of at least the salient primary inflammatory involvement of the joints and the spine.

3.1. National Register of Systemic Inflammatory Rheumatic Diseases

The objective of the cooperation on the establishment of the clinical database was
the development of a system that would smoothly and continually retrieve information
from a number of territorial areas sufficient enough to be representative of the
population of the whole of our country. Such a clinical database should provide us with
effective sources of information:

a) on the onset, course and prognosis of selected rheumatic diseases,

b) on their anticipated, natural and also extraordinary complications,

¢) on comprehensive therapeutical care including treatment for adverse reactions

to the medication provided,

d) on the patients” current social, medical and economic conditions,

e) on their quality of life in general.

The basic structure of the clinical database that came into existence under the name of
National Register of Systemic Inflammatory Rheumatic Diseases 1999-2005 was
created in cooperation of two institutions. The two principal constituents — Institute of
Rheumatology — Department of Rheumatology, Charles University, 1® Medical
Faculty, as the leading clinical, specialist and scientific research base of the field of
rheumatology in the Czech Republic, and the EuroMISE Centre of the Academy of
Sciences of the Czech Republic provide ample scope for the collection of clinical and
laboratory data, including their storage, and help formulate clinical and scientific
methods for their future processing. At this stage of pilot research we have formulated
the objectives within the following pragmatic and temporal limits:

a) To collect socio-economic, clinical and laboratory (serological, genetic) data
on a representative sample of a cohort of 2000 patients with the following
systemic inflammatory rheumatic diseases: systemic lupus erythematodes
(SLE), systemic sclerodermia (Ssc), polymyositis (PM) / dermatomyositis
(DM), psoriatic arthritis (PsA), adult rheumatoid arthritis (RA), juvenile
chronic arthritis (JCA), reactive arthritis (ReA), mixed connective-tissue
diseases (MCTD), ankylosing spondylitis (AS) and last year also secondary
amyloidosis (AA) and ANCA-associated vasculitidis.
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b) To develop a sera and DNA bank for the cohort of patients, to assess the
patients” clinical condition, to specify an early diagnosis and prognosis —
including the presence of infection, to analyze an autoantibody activity in
selected nosological entities including the introduction of new specific tests,
to analyze genetic and immunogenetic factors in selected nosological entities
and finally to analyze pharmaco-epidemiological data.

c) To launch the active epidemiological investigation in two defined CR
localities aimed at the incidence and prevalence in the population of the
nosological entities under scrutiny as the groundwork for a permanent register
of those rheumatic diseases.

The software solution of the National Register of System Inflammatory Rheumatologic
Diseases was developed as a result of the analysis of requirements of specialists for
each monitored disease, done by computer scientists from the EuroMISE Center. The
data about patients, entering the register, are differentiated according to the disease of
the patient. However, many diseases have several data items in common. Therefore, a
simple common data model for examination of all monitored diseases was created. The
whole database contains about 650 different monitored variables, each group defined
by diagnosis contains approximately 90-100 variables.
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Figure 1: Electronic questionnaires of the software application of the National
Register of System Inflammatory Rheumatologic Diseases

The data are initially acquired from physicians using structured paper questionnaires,
which are then computerized in the Institute of Rheumatology using software,
developed as part of National Register of System Inflammatory Rheumatologic
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Diseases. The developed software contains the basic functionality for management of
patient administrative data; it stores the history of examinations of each patient and
provides simple statistical information about number of patients in each category
(disease). When entering a new patient into the system, the common electronic
registration questionnaire is used, and then separate forms can be used to enter specific
data about the examination of a particular disease. Each form is subdivided into several
parts (anamnesis, diagnosis criterions, clinical data, activity and other examinations,
laboratory examination, current therapy, rating, death), the diagnostic part contains an
automatic verification of diagnosis based on defined rules and entered values. The
detailed statistical analysis is not a part of the developed system; the analysis is done
by statistical software packages using exported data.

The system is realized using a client-server architecture, the database part uses the
Microsoft SQL server 2000, the client application was created as the Win32
application, communicating over the ODBC interface with the database server. Backup
and maintenance of the database is performed daily, the additional level of data safety
is achieved by mirroring of a disc used for data storage. The system uses
communication infrastructure of the Institute of Rheumatology LAN, secured by a
firewall. The access to the non-anonymized database is limited only to selected
computers within the Institute of Rheumatology with the additional level of security
based on mandatory user authentication into the Windows2000 domain. The system is
used exclusively by the administrative workers of the Institute of Rheumatology, the
statistical analysis is done in the EuroMISE Center using anonymized data, exported
from the database by an authorized operator. The data collection process is conformant
to the Czech legislative act 101/2000 on personal data protection.

The preset number of over 2000 registered patients had been achieved by the end
of the year 2002. In the data collection 34 territorial and 20 institutional
rheumatologists from 21 territorial theumatological offices and hospital departments
had assisted, including the Rheumatological Institute in Prague. The largest share is
taken by the most significant disease — rheumatoid arthritis in adults and in childhood,
the latter as a separate variant, i.e. juvenile chronic arthritis.

3.2. The CYCLOFA-LUNE study

Good results of previous implementation led to the development of a new application,
supporting the design of the CYCLOFA-LUNE 2002 study comparing effect of two
drugs (Cyclosporine and Cyclofosfamide) on the treatment of lupus nephritis class III
and IV. The study has been run for 3 years based on paper forms, the system should
support its process in the following years. The system has been developed as a web
application, based on so called LAMP platform (Linux, Apache, MySQL and PHP),
allowing the users to access the central database in a secure and user-friendly way with
minimal requirements to their equipment. Except basic functionality for entry of the
results of examinations, the system has some management functions.

Each examination planned in the study has its own schedule. In addition to basic
examinations, the schedule contains additional planned examinations like SLEDALI,
SLICC SLE and EuroQOL and additional security check-ups of basic parameters. The
execution of all planned examinations is verified for each patient, in case of
examination schedule breaking for some patient, the physician responsible for the
patient's data is informed. The system also provides physician a calendar showing
planned and performed examinations of one or all his patients. This functionality helps
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the physician to plan better the needed visits and examinations. To help to supervise
the continuation of the study, two groups of users are supported by the system — the
ordinary users (physicians providing data about their patients) and monitors with
access to the whole database, verifying quality of the data and progress of the study.
The system is now being implemented in routine operation, the evaluation of its
usability and effect on the progress of the study will be done at the end of the study.

4. Conclusion

The higher use of modern information technologies in clinical research in
rheumatology represents an essential step for all future research activities in this field.
The pilot study and testing the ability of collecting and handling clinical and laboratory
data and their processing together with all other analytical approaches has started new
chances for better understanding of rheumatic diseases.
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Abstract. In an emergency situation, it can be vital for rescuing personnel to have
access to fragmented parts of patients Electronic Health Record (EHR) shared
between patients and health care services. In such situations, can Spatial Role
Based Access Control combined with measurements of vital sign parameters
recorded from a wireless monitoring system used by the patient and patient’s
physiological situation be used to facilitate for medical personnel automatic access
to parts of the EHR.
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1. Introduction

Based on the personal data act and the requirements on privacy, the access to patient's
electronic health record is strictly limited and normally dependant of the patients
consent. Typically the Electronic Health Record (EHR) is not a complete database
covering all needed information about the patient's illness and treatment, but is quite a
fragmented part of information residing on many different systems depending upon the
actual medical history. The patient will normally have regular contact with a General
Practitioner (GP), where important information of the illness, treatment and medication
is stored in a local EHR system. In a typical situation, the patient can be taken care of
by the local community health care system which has its own isolated EHR-system. If
the patient has been treated by a hospital, there will also be an important part of the
EHR located in the hospital’s database, and there can be several hospitals involved in
the treatment, each with a different EHR-system. Today, regulations protect the
patients’ privacy, something which restricts automatic interaction between the different
EHR-systems, and opens only for fixed message exchange [1].

New paradigms in telemedicine will, however, require new mechanisms for
interaction between the caregivers [2], and it is a challenge to find new solutions for
keeping updated EHR-information available whenever needed. Web-based systems are
available today like iHealthRecord [3] and My Personal Health Record [4], where the
patient is taking a more active part in managing his own EHR-system, and the
European Commission is under the programme eEurope 2005 preparing a health
insurance card to be adopted in 2008 containing medical emergency data and secure
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access to personal health information [5]; however those systems are quite static in the
access control and require manual interactions in order to give necessary permissions.
In cases of emergency, the need of quick medical assistance can be important and in
life threatening situations there will be a need of quick access to the patients EHR in
order to give the correct treatment. Today, this is difficult to achieve because of no
interaction between the different parts of all the EHR-systems involved. That is one of
the reasons for establishing a new type of EHR-system where the term "core journal" or
"core electronic medical record" (C-EHR) is used to describe a “common data sets” as
the minimum of information required to get an adequate overview of the patient's
actual situation [6]. The journal could possibly contain demographic data, medical
history, past illness history, type of allergies, medications, diagnostic data etc.

This core journal can in fact be “owned” by the patient himself, and he will have to
take control of the necessary authorizations of who is obliged to have access to the
various parts of the information. The patient can write his medical diary into the system
and can keep tracking of medications, actual vital signs recordings, training results etc.
as well as information of expected progress and personalized training or treatment
programme. In cases where the patient write information in this journal, the patient's
GP can read this information and write a reply if requested for the patient to read. In the
future, such systems should have incorporated Spatial Role Based Access Control
(SRBAC) solutions [7], where the patient is able to define necessary authorizations
schemas based on his illness and the need of assistance from medical care giving
personnel and the required services.

2. Patient monitoring and Access Control Issues
2.1. C-EHR and access control

In an emergency situation, it can be important for the rescuing personnel to have direct
access to the patients EHR information and will in a future solution be implemented in
a C-EHR to be shared between the patient and the health care services. The data in the
C-EHR should be available for medical personnel (pre-approved by the patient) to
access when this is necessary [8]. This information could be valuable in emergency
situations, e.g. in cases where a person is treated, due to an acute change in the
situation. A physician at the rescuing station that has no prior records of this patient
should then be given access to the central core journal.

For patients that are remotely monitored through a wearable system like the WPR
wireless ECG solution [1], it is possible that this information is automatically written
into the C-EHR to be accessed by legitimate users. Also, if abnormal readings are
detected and fed into the core journal, the system should detect and prioritize such
information to be read by for example the patient's GP. Furthermore, if more serious
conditions are detected, such as sudden cardiac arrest, the ECG readings should be
written into the C-EHR associated with an alarm message. This information could be
vital for the medical personnel that treat the patient in emergency situations. The
personnel could then access the patient's core journal and read the ECG recordings and
other medical data adequate for the treatment of the patient.

If an Automated External Defibrillator (AED) is used for treating the patient in
cardiac arrest situations, the information collected by the AED during the cardiac arrest
event could be written into the patient's core journal and should be available for
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medical personnel at the rescuing station. To assure that the ECG readings are from the
patient under treatment, the WPR and AED should be able to detect each others
presence’. The AED obtains a unique patient ID from the WPR and supplement this ID
to the readings sent to the journal system such that correct ECG readings are registered
to the correct patient.

2.2. Locating people and assets

To be able to locate the medical personnel suitable for treating a patient, the system
needs to estimate the position to the respective persons and estimate the distance to the
patient. Moreover, such an algorithm must not only take into account the distance, but
also the qualifications that the medical personnel possess such that the most qualified
and available person(s) can be alarmed and sent to the scene of accident. Furthermore,
because in SRBAC, the system makes authorization decisions based on user location, a
mediator must be able to obtain the requester's location to acquire permissions enabled
for the user based the user's position (and role assignments).

The overall positioning system must be able to locate the persons both indoors and
outdoors, because the monitored patients and the medical personnel may be situated in
both environments at different times of day. However, using physical location
information in the process of locating users and assets can be unpractical in some cases
because it represents infrastructure of location detection system. This information
should be represented in a universal and flexible way, such that it can be used
efficiently in the access control procedure and in the decision making of locating the
best qualified medical personnel and patients. For example, if a monitored patient's
Wireless ECG sensor detects irregular readings from the patient and the patient is
located in his house, the address of patient's residence should appear as location and not
the actual ID of the positioning device (e.g. a MAC address to a Bluetooth device) that
detected the patient. Also, this is necessary in cases where an AED is located near a
patient (e.g. shopping malls) that experience cardiac arrest. It is therefore crucial that
the location information provided to the medical personnel is accurate and explanatory
such that it could be found and used as quickly as possible. Tracking of medical
personnel and patients at all times will not be practical and would cause unnecessary
traffic in the system. We need only to track users when users request access the medical
information system and when alarms are caused by a patient's Wireless ECG sensor.

3. Framework

In this Section we present the security framework for use of handheld devices in a
medical information system. The framework supports the spatial RBAC model as
described by Hansen and Oleshchuk in [7]. It consists of following entities: mobile
terminals, user monitor agent, authorizer, location server and role server. The

2 It could be possible for the location sensing system to locate both the patient and the AED equipment,
and to link the ECG readings to the patient ID. However, higher accuracy is obtained by letting the parties
detect each others presence. Also, it eliminates the risk of associating the ECG readings to another patient ID
if there exist another WPR equipped patient in the same location (in cases where the location system is not
able to differ the position of the patients with the WPR wireless monitoring system).
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framework is illustrated in Figure 1 and descriptions of the various entities are
described below.

User .
Monitor Authorizer Location Role
Server Server
Agent
Mob'lle C-EHR
Terminal

Figure 1 Authorization Framework
3.1. Logical Entities

Mobile Terminal: This represents patients, medical staff, or even mobile devices, such
as a patient’s mobile terminal that automatically writes ECG readings into the patient’s
respective C-EHR or AED’s that feeds the result of a treatment directly into the C-EHR.

User Monitor Agent: UMA tracks the position of active users by collecting
positioning data from location sensors.

Authorizer: The Authorizer takes care of the access requests made by mobile terminals.
When a patient or medical staff requests to access some service, the Authorizer obtains
an updated permission set (pairs of objects with related set of permitted operations)
from the Role Server and used in the access decision process.

Location Server (LS): LS gathers physical positioning data on active users from the
UMA. LS maps the physical location data into logical location domains as discussed in
subsection 2.2 and communicate this information to the Role Server. LS send a location
update to RS only when the user changes its position with respect to logical domain

Role server (RS): RS maintains tables containing user-role assignments, permission-
role assignments, active user sessions and constraints on the SRBAC components. It
maintains state information on active roles, i.e., valid permission set available for roles
active in user sessions. It receives logical location information (either by request or
location updates) from the LS to update role- and permission states. RS returns an
updated permission set for active users to the Authorizer. More detailed information on
the function of the Role Server is explained in the scenario in next Section 4.

4. Scenario
Following up patients in a Tele-home-care situation give possibilities for continuous

monitoring of ECG, with an automatic arrhythmia detection alarm system which can
give alarms to the emergency department at a hospital. In order to have quick and
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secure access to the patients EHR, we propose a method for SRBAC, and this solution
is described in the scenario below which shows an escalation of the emergency and a
stepwise change in the C-EHR access.

In Figure 2 this scenario shows interaction between the patient and the rescuing
personnel. The Medical Information System (MIS) contains the C-EHR and the
Authorization Framework, and will automatically receive heart alarm messages. In an
acute situation the system will automatically detect the change in the patient’s situation,
and perform an escalation of the access rights for the parties involved in case of
emergency event.

Rescuing Station

- | ol RESCUING PERSONNEL WITH
3. INFORMATION * /
TRANSFER I~y AUTOMATIC DEFIBRILLATOR

2. ALARM & "n‘. ;
TRANSFER $§-g
. w&aA
. XY ]
by WPR
‘:. o5 /eretass L
= 1.HEARTALARM  =¥™~jem Sensor

S ——— —G-; >, g ¢
MIS d‘?).., !

Figure 2 Automated response to a cardiac arrest event.

MIS will store the information in the patient’s C-EHR, and automatically request
the location from the Location Server and forward this location information together
with the alarm to the Rescuing Station and the Rescuing Station alerts ambulance
personnel and the nearest located doctor about the situation. The SRBAC model in the
MIS will automatically give responsible personnel the appropriate permissions to
update or read the current situation of the patient. For example, the Rescuing Station
might need to update and give more accurate position or status of the patient due to that
bystanders have called in and reported the incident.

Figure 3 shows that upon arrival of the alarm sent from the patients WPR, MIS
would start to locate the nearest qualified medical personnel to treat the patient. It
receives a list of qualified personnel from the Role Server and the current position of
the personnel from the Location Server upon request. MIS calculates the distances and
determines the person closest to the scene of accident. Based on qualification, location
and availability of the located personnel, MIS makes a decision and sends an alarm
message to the selected person about situation. This person has to acknowledge the
alarm with a negative or a positive answer. If the person’s answer is positive, this
would trigger a delegation request from MIS to the Role Server. The Role Server
enables roles and appropriate permissions for the person such that it is possible for him
to access the patient's core journal and read the ECG recordings and other medical data
adequate for the treatment of the patient.
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Figure 3 Locating nearest medical personnel and enable appropriate access rights.

5. Conclusions and Future Work

In an emergency situation, it can be important for the rescuing personnel to have direct
access to the patients EHR information and can in a future solution be implemented in
a C-EHR to be shared between the patient and the health care services. This
information could be vital for the medical personnel that treat the patient in emergency
situations. We have shown through a scenario how a Medical Information System
(MIS) automatically, on the reception of an alarm message sent from a patient’s WPR,
locate the best qualified personnel close to the scene of accident, alert them, and give
them the necessary access privileges to access the patient’s C-EHR to be able to
provide the best possible treatment for the patient.
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Abstract: The French ministry of Health is setting up the personal medical record
(PMR or DMP for Dossier Medical Personnel in French). This innovating tool is
highly expected and will be extremely useful for the therapeutic follow-up as well
as for epidemiological studies on which public health policies are based. Therefore
the currently planned identifying process should prevent any epidemiological use
of these data. Numerous scientific organisations have alerted government powers
about the threat that this impairment represents, and they wish to promote some
secure procedures that exist, which have already proved their efficiency at the
national and international level.
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1. Introduction

In a majority of industrialized countries, at the heart of many of the concerns relating to
electronic processing of health information lies the problem of patient identification.
The health card now being disseminated in Europe is meant to simplify the process of
health insurance coverage for European nationals engaged in cross-border travel. In
France the “Dossier Médical Personnel — DMP” (personal medical record) designed to
promote health care coordination, proposes a patient identifier that is for the moment
incompatible with the European health card. The goal of this article is, in a first section,
to show the structural diversity of health information identifiers in use in some
countries that can be considered relatively advanced in this area. The second section
proposes a health identification number for France in the context of the European
DMP. The third section proposes an alternate identification procedure that would allow
France to broaden the scope of its DMP project by making it possible to contribute to
public health research and policy while increasing interoperability with the European
health card.

2. The international situation as seen in ten countries

A recent study by the Group for the Modernization of Hospital Information Systems
(GMSIH), in the context of the “Principle and Process of Patient Identification” project,
inventoried the international patient identification experience of ten countries
(Germany, Australia, Canada, Denmark, Finland, Luxembourg, the United States, New
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Zealand, The Netherlands and the United Kingdom) considered by the GMSIH as
representative of best practices in the areas of socialized health care, electronic health
care information systems or patient identification.

Only four countries (Australia [1], the United Kingdom, New Zealand and The
Netherlands) have specifically health care related national patient identification
numbers. In all of these countries, the national health number is used both
administratively (for billing) and medically. In Australia, the number is given to each
citizen at birth and to immigrants upon obtaining permanent resident status. In the
United Kingdom, the National Health Service (NHS) number is used for all health
related purposes [2]. In New Zealand, the New Zealand Health Information Service
(NZHIS) gives every health system user (including tourists) a unique reference number
managed in the NHI (National Health Index) database [3]. In The Netherlands, the
unique patient health identifier (ZIN) is based on the SOFI number, a unique personal
number used by taxation authorities [4]. Three countries (Denmark [5], Finland [6] and
Luxembourg [7]) use a single national number in all areas including health. The
Danish CPR number used in health (for administrative and medical purposes) is the
identifier for the central civil registry (CRS). This number is widely used in many areas
including tax collection and banking. In Germany a national patient identifier will be
proposed soon [8]. Two other countries (the United States and Canada) [9-12] do not
appear to be headed in the short term towards the creation of a homogeneous national
patient identification system. The formats used for all of these numbers differ
significantly among countries, most national patient identification numbers using 10
digits. Only the New Zealand number is made up of a combination of numbers and
letters totalling seven characters. Except for Denmark, where a part of the number is
derived from sex and date of birth, these identifiers do not include other patient
information. In the United Kingdom a new content-free number replaced a previous
number that was non content-free. However, to avoid collision problems, this number
will be correlated with sex or date of birth. In New Zealand, the randomly assigned
number is entirely anonymous, but is related in the NHI database to numerous personal
identifiers (first and last name, date of birth, address, residency status, date of death),
and the system can assign a large number of aliases for a given individual.

From another source, we know that in Belgium, the Federal Public Service for public
health [13] has recognized that a patient might have several unique identifiers relating
to various objectives: administrative purposes, health care, research statistics.

This brief literature review confirms the general impression of heterogeneity of patient
identifiers in use among countries, making interoperability between health information
systems difficult. Although harmonization of European health care systems is not yet a
reality, as early as 1996 the European Parliament recommended the creation of a
European health card to allow European Community nationals to benefit from adequate
health care when moving between member states. In 2004, in the wake of the
European Netcard project, coordinated by Mr. Noé&l Nader (Vitale card French Public
Interest Group) the European health card was born. This card includes the individual’s
first and last names, date of birth and social security number in the insured’s country of
origin. The card is currently in paper form but is expected to shortly evolve toward a
smart card format [14]. Access to the information using internet XML would be
conditional upon an exchange of authorizing messages according to rules, which would
at all times respect principles of information and transmission confidentiality. Thus, the
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goal of the creation of a European health card, could also easily serve to facilitate
medical treatment by allowing access to authorized medical information. This in turn
opens perspectives of Europe-wide statistical processing and epidemiological studies.
The feasibility of these possibilities obviously lies in the implementation throughout
Europe of a patient record that is compatible, be it only regarding patient identification,
with the principles retained for the European card. The creation in France of a national
patient medical system constitutes thus an original asset not yet possessed by our
foreign partners in spite of their advances, most notably in New Zealand and Belgium.
Only Australia has announced a project very similar to the French DMP with, contrary
to France, clearly enunciated perspectives for use of information for public health
research, policy and planning and for quality assurance procedures for information
contained in the file.

3. French proposal for a DMP health identification number

In France, the Minister of Health has planned that by January 1, 2007 every patient
will possess a personal medical record (DMP — Dossier Médical Personnel) containing
information that will permit monitoring of medical acts and care. The goal of the DMP
is to promote coordination, quality and continuity of care, as well as prevention. This
DMP is to be housed with an approved personal health information host.

The five following basic principles of the “numéro d’identifiant santé - NIS” (health
identification number) assigned to the personal medical record: unique, content-free,
public, permanent, irreversible. The processes used to create and to manage identifiers
must be extremely resistant to aggression (pirating of secrets related to NIS computing,
destruction or pollution of related materials, software or files). If lost, the same number
can be recreated. This working group proposes that at the request of the patient, an
independent body known as a “trusted authority” generates a national “numéro
d’identifiant santé — NIS” (health identification number). The role of the “trusted
authority”, which may not be a host, is to guarantee that the identifier has no duplicate.
To preserve the anonymity of the identifier, the trusted authority creates the NIS by the
following process: The patient (beneficiary) chooses an approved host and advises the
DMP office using an NIS request form and the host using a membership form. By
contacting the National Health Insurance Repertory (RNIAM), the DMP office
confirms the requester’s affiliation and that it is a first-time request. The trusted
authority creates the NIS using the request form number that it transmits along with
patient attributes to the host. The host sends the patient his NIS and access information
and informs the trusted authority that the patient’s NIS is operational. The patient will
give the AQS (health quality address), made up of the NIS and the host identifier, to the
health care professionals that he consults.

Use of the request form number and not the NIR (the national identification number) to
generate the NIS is designed to guarantee on the absence of a table of correspondence
directly linking NIS and NIR. The host would thus possess only those identifiers that
could not be used to reconstitute the NIR.

4. Limitations of the current French proposal for a health identification
number
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This system is designed to ensure the uniqueness of each patient’s NIS based on the
bijective correspondence between the NIS and the NIS request form number. It
remains to be ensured, however, that only one request form number will exist for the
patient who might have made several NIS requests during his lifetime. The guarantee
of uniqueness also supposes the establishment of a request form number-NIR
registration table. This solution is prejudicial to the interest of patients: if 10 years from
now, patient associations should decide that it is beneficial to patients to pool certain
information, by request or with the written consent of the patient, it will unfortunately
no longer be possible to link information from various sources on a given patient

As the president of the Academy of Science notes in the recent Academy’s report
relating to epidemiology, by preventing the multi-source validation necessary for
epidemiological information, this system is prejudicial to health policy and prevention.
Moreover, this solution is contrary to the will of the legislature as expressed on August
6, 2004 law in conformity with the position of the Council of the European Parliament
in October 24 1995,: “subsequent data processing for purposes of statistical study or
scientific or historic research is deemed compatible with the initial aims of data
collection”. The legal foundations of the prohibition of epidemiological processing of
data contained in the DMP are as questionable as the optimality of the adopted
solution. Like our british colleagues who complain about an overzealous interpretation
of UL laws, stifling epidemiological research [15,16], we think that this may cause
particular problems for epidemiological research.

5. An alternate proposal for an identifier (avoiding these limitations)

It would be perfectly possible to preserve the confidentiality due the patient by putting
in place irreversible anonymizing procedures using a one-way hash algorithm. This
process was approved by the CNIL' in 1996. The resulting code is but always the same
for a given individual, thus allowing data linkage for a given patient. The one-way hash
algorithm used is the Standard Hash Algorithm (SHA). However, while SHA-1 had a
design level of protection of 280 recently discovered vulnerabilities have lowered the
protection to 263 [17]. Based on this news, new applications should only use SHA-1 if
necessary and should implement SHA256 if possible. A Double hashing performed
with two different keys, can be applied to avoid dictionary attacks. Applications in
medicine are numerous in view of the existence of regional databases (cancer,
perinatality, genetic disorders...) [18-20] or national one (Medical Insurance
Information System, and French [21] or Swiss hospital data [22].

Hashing of the NIR by the trusted authority would be sufficient to assure the
anonymous passageway function as in the Belgian example. Although when using the
hash function the risk of collision is negligible (10™"), principally as a remedial
measure against problems presented by NISs awaiting certification, other patient
identifiers, in addition to the NIS, could be separately hashed as the date of birth of the
patient. Because of the extreme sensitivity of the hashing function (to avoid collisions)
results are completely different if information in one of the three fields is incorrect.
Another solution would consist of including, along with the NIR, the patient’s first and

! Commission nationale de 1’informatique et des libertés (National Commission on
Information Technology and Freedoms).
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last names, date of birth and, where available, even parental information drawn from
the family component [14]. This component was proposed recently to optimise inter-
operability of the European health card identifier, validated by the CNIL (notice no. 04-
006) and patented in September 2004. This is why we described the concept of an
individual identifier with a family component [14] and discussed its inclusion in the
European Health Card in addition to the social security number (or the NIR in France)
attributed by the patient’s home country. This concept draws upon the patient’s first
and last name and date of birth plus those of the father and mother. Indeed, familial
medical information is becoming progressively more important in medical genetics and
other areas such as multifactoral diseases (cancers, diabetes, arterial hypertension...) as
well as in the development of new medications through pharmacogenetics that aim to
treat the patient rather than the illness.

In addition, application of encryption and anonymization will result in use of this data
remaining under the control of the patient. Moreover, asymmetric encoding of the
anonymizing number, provided that a public patient key is used, would give control
over data to the patient. As sole possessor of the private decoding key, only the patient
(or the trusted authority chosen by the patient) would have the ability to retrace the
number that would link that patient’s medical information. This system would
guarantee that links of patient DMP data useful for epidemiological studies are subject
to the express consent of the patient, in compliance with the law.

6. Conclusion

French epidemiologists are thus faced with a double French and European challenge.
They fear that short term political decisions will hinder the flourishing of an ambitious
and prolific public health project as witnessed by the error of the designers of the
“Dossier Médical Personnel” (Personal Medical Record) who believe it is necessary to
prevent epidemiological processing of this data. These are the stakes in the current
technical battle over the “numéro d’identification santé - NIS”(health identification
number). The proposal presented by the signers of this article draws upon ten years of
productive and reliable experience at the CHU de Dijon. We hope that it will be heard
so that the immense potential for epidemiological progress contained in the DMP is not
reduced out of hand to cinders. On the contrary, the DMP should constitute the French
link in the pooling of European epidemiological resources undertaken by the
Strasbourg parliament with the institution of the European Health Card.
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Abstract.

Objectives: In the department of internal medicine of Heidelberg University Hos-
pital (HUH), medical patient records are archived electronically. Since there are
still paper-based external documents, a temporary patient record is maintained for
these documents during the patient’s stay. Afterwards, the paper-based documents
are scanned, indexed and integrated in the electronic patient record (EPR). To
ensure process quality we evaluated quality and availability of scanned documents
in the EPR. Methods: Observation study, structured interviews, systematic
quantitative before-after comparison. Results: The workflow takes place according
to the guidelines of HUH. Nevertheless, there are variations in the different wards
which may influence the quality. Of 343 scanned documents about 90% showed
no loss of information. Most of the documents with loss of information were ECG-
curves. Four documents (1,2%) could not be found in the EPR. All documents
were assigned to the correct patient and episode of care. The mean time from
patient discharge to availability of scanned documents in the EPR system was 36
days. Conclusions: Due to external paper-based documents, a complete EPR is
currently not possible. A temporary paper-based patient record in addition to the
EPR is not an optimum procedure but feasible. The quality of the scanned, indexed
and integrated documents in the EPR is high and the availability is sufficient.
Keywords: Medical Informatics, evaluation studies, computerized patient record
systems, digital archiving, process quality

1. Introduction

Emerging technologies have led to a variety of realisations of patient records in
clinical practice and research. A patient record can be defined as the collection of data
and documents at a health care institution which are generated for the care process
([1]). Progress in information and communication technologies (ICT) has not only led
to approaches for electronic patient records (i.e. patient records on electronic medium,
EPR) but also to virtual patient records ([2]), shared patient records ([3]) and may once
result in the lifelong, institution-independent health record ([4]). In any case, the major
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aim of a patient record is to support patient care by providing relevant information at
the point of care. Thus, it can influence the quality of care.

Despite emerging technologies and innovative approaches, we are still challenged
by migrating from paper-based records to EPR in health care institutions. Waegemann
[5] introduced 1996 five levels from an automated medical record (which is paper-
based with about 50% of the information being generated by computer systems and
printed) to an institution-independent electronic health record - containing e.g. also
wellness data or patient notes (cf. also [6]). Since there still remain documents which
are not available electronically there are generally two concepts for archiving:

e paper-based archiving: Computer-based information is printed and added to
the paper-based record for archiving. This is still the most common way in
Germany to fulfil legal requirements: The readability of archived data must be
guaranteed for decades, also considering the value of evidence ([7]).

e digital archiving: Paper-based documents are scanned and integrated into the
EPR-system for archiving ([8]) and electronic documents are collected
digitally from the application systems by communication interfaces.

Heidelberg University Hospital (HUH) is well on the way to set up a complete
hospital-wide EPR to enhance readability, availability and data quality. Today, records
are stored electronically as well as conventionally (steps 2 and 3 of [5]). In the
department of internal medicine a pilot project without a paper-based archive is
running. However, there are still documents, which are not available electronically, like
those from external colleagues. Therefore, a paper-based temporary patient record with
all documents that are not available in the EPR is maintained for the time of the
patient’s stay in hospital. After discharge all paper-based documents are transmitted to
a scan service partner, assigned to the electronic patient record and indexed according
to document type. Finally, all documents are archived electronically in the EPR.

Objective of the paper: The workflow of running a temporary patient record in
addition to an EPR is complex and error-prone. Completeness and consistent
assignment of data and documents are important factors for outcome quality of patient
care. To be able to judge the quality of the migration process we evaluated
the workflow of the current handling of the temporary record
the completeness of scanned documents in the EPR
the consistency of the assignment of scanned documents in the EPR
the availability of the scanned documents in the EPR.

2. Material and Methods

Currently, a temporary record is started for each inpatient by administrative staff at the
time of patient admission. After patient discharge the temporary record remains in the
ward until the discharge letter is written. It is transferred to a central archive of
Heidelberg University Hospital where all temporary records are registered and
collected for the next weekly transport to the scan service partner. The scan service
partner indexes the scanned documents according to document type and assigns them
to the EPR of the patient. The week later a DVD with all scanned documents is
delivered to the Center of Information Technology and Biomedical Engineering, where
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the scanned documents are integrated into the EPR system. At this point in time the
scanned documents are available electronically for patient care.

To analyze the current workflow of handling the temporary patient record we
visited all 14 wards of the department of internal medicine and interviewed all staff that
is working with the temporary record. We conducted structured interviews with the
users, the staff in the central archive, and the staff of the scan service partner.

To evaluate the quality of the scanned documents in the EPR we drew a random
sample in the central archive three weeks in a row, which were ready for transport. We
copied all documents and noted if they were of a non-standard format. After
availability in the EPR-system, we checked for each document if

e it was available in the EPR system

e it was assigned to the right patient

e it was assigned to the right document type

e the quality was comparable with the source document.

For each copied record we recorded the date of patient discharge, availability in
the archive, transport to the scan service partner, and availability in the EPR system.

3. Results

3.1. Qualitative Analysis of the Workflow

According to our observations the temporary record is generally handled as follows:

Instantiation: After instantiation, the temporary record is available on the carriage
for ward rounds. It is possible to print documents from the EPR and file them. In three
wards instantiation takes place one to three days after patient admission by the ward’s
staff and not immediately (cf. Figure 1).

New Documents: New documents to be filed in the temporary record are labeled
with a barcodes according to their type. There is one barcode for external documents
and 114 more specific barcodes for internal ones. Example document types are lab
result, ECG-result, chemotherapy plan. The documents are collected in a preliminary
folder for ward rounds. In eight wards the documents are filed into the temporary
patient record during the nightshift, in six wards the next morning from secretary staff.

New Documents after Discharge: If new documents occur after discharge of the
patient and the temporary record has already been transferred, an additional temporary
record is instantiated and immediately sent to the archive. But there are considerable
variations in the workflow: documents after discharge are only transferred into the
physician’s offices, are sent separately to the archive, collected in general folder, which
is submitted to the archive some time, or not transferred at all.

Variations of the workflow: Other variations in the workflow were: Two wards are
labeling the documents immediately before transmitting them to the archive (cf. Figure
1). Two wards do not label documents which are printed from the electronic patient
record (this could be necessary if they are modified manually). Up to four wards
mention that they only label documents which they produced themselves and no
external ones and that they only use up to 20 barcodes (out of 114).

Problems and Suggestions from the users’ point of view: Generally spoken the
temporary patient record is regarded feasible from the users’ point of view. Users
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report on some problems with the categories or layout of the folder. The temporary
record seems not to be feasible for the progress notes of the intensive care unit. Two
wards constitute that the time from transferring the temporary records to the archive
until availability of the documents in the EPR-system is too long. All wards regard the
task of assigning barcodes to documents as complicated.

All wards, all archive staff, and the scan service report that it scarcely occurs that
temporary records are necessary which are already transmitted to the scan service
partner (at most once a month).

Some users suggest among others the following improvements: ward-dependent
structure of the temporary record, barcode-printer for single barcodes, scanner on each
ward for self-scanning and availability of documentary staff.

All together the users prefer the temporary record in addition to the EPR to having a

complete paper-based record.
||
tempori;rsyt?-zggtrz transmission to
Iabellng local archive
preliminary collection
|___admission | discharge

filing
Figure 1: Filing of documents in temporary records. The temporary record is instantiated at the time of
admission. Documents are collected during patient stay, labeled and filed in the temporary record. After
discharge of the patient the temporary records are transmitted to a local archive for further processing.
Observed variations in the process were: Instantiation after patient admission, labeling after discharge, and
new documents after discharge.

3.2. Quantitative Analysis of the Scanned Documents in the Electronic Patient Record

Loss of documents: We analyzed 71 temporary records which contained 343
documents. All records were available in the EPR system (100%). Of 343 documents
28 (8,2%) could not immediately be found in the EPR. Twelve documents (3,5%) were
archived within other documents. Sixteen (4,7%) could not be found at all, 12 of them
being labeled as documents which have been printed from the EPR (cf. Table 1). There
were no documents being assigned to the wrong patient or the wrong episode of care.
Loss of information: Of the 343 documents, 307 documents (89,5%) were scanned
without loss of information, 32 documents (9,3%) with minor loss of information, 4
(1,2%) with major loss of information and no documents lost all information (cf. Table
1). Minor loss of information means that the quality of presentation is worse than the
presentation in the source data but that the necessary data for patient care is still
readable. Three of the four documents with major loss of information were ECG-
curves as well as 9 of the 32 (28,1%) with minor loss of information. Six of the
documents with minor loss of information (18,8%) contained information on
anamnesis. The documents with minor loss of information contained handwriting in
59,4% of the cases and figures in 50%.

Correctness of Barcodes: Of the 343 documents 102 (29,7%) were not labeled with a
barcode (cf. Figure 1). The most frequent categories that should have assigned were
anamnesis (15,7%), administrative (11,8%), external results (11,8%), and referral
(6,9%). Of the remaining 241 documents with barcode, 28 (11,6%) were labeled with a
wrong barcode. No typical categories could be identified.
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Table 1: Quality of scanned documents in the EPR.

# docs available sufficient readability correct barcode
abs. 343 327 323 213
rel. 100% 95,3% 98,8% 62,1%

Availability: We analyzed 117 temporary records. On average these records remained
in the ward after patient discharge for 23,8 days (median 14 days, standard deviation
39,7), in the archive for 5,5 days (std. dev. 5,8), and at the scan service partner for 6,7
days (std. dev. 0.5). These numbers are summarized in Table 2.

Table 2: Average number of days the temporary records remains after patient discharge.

Mean Range Standard Dev.
Wards 23,8 1-283 39,7
Archiv 55 0-36 5,8
Scan Service 6,7 6-8 0,5

4. Discussion

The workflow of handling the temporary record is mostly in adherence with the
guidelines from the Center for Information Technology and Biomedical Engineering.
Since these guidelines are rather general there are variations in the process in the
different wards. This can influence the quality of the temporary record if it is
instantiated too late and of the EPR if the documents are not carefully labeled. Labeling
is the most critical task in the workflow, because it is a prerequisite to efficiently
retrieved documents in the EPR-system. The completeness of records and documents is
rather high. Only 4 out 343 documents (1,2%) could not be found in the EPR.

The most critical factors for loss of information by scanning where the document
type ECG-curve, handwriting and figures. The coloured ECG was initially scanned
black and white with low resolution, after using a higher resolution the scan was well
readable. Handwriting is mostly found in documents printed from the EPR and added
by handwriting. Users should be motivated to use the EPR more consequently and
avoid printing documents. The number of 30% missing barcodes is rather high.
Currently this is compensated by the scan service, but should in future completely be
done by clinical staff to ensure high quality classification from a clinical viewpoint.
After discharge the temporary record remains most of the time in the ward for writing
the discharge letter. Additionally, the record is kept until it is unlikely that their content
is needed for further clinical or research purposes. The average time in the archive and
the scan service is based on the weekly transferral and can hardly be reduced.

Limitations of the study: The qualitative study gave the chance to identify limits of
the current process and provided ideas for more detailed evaluation studies. We were
able to observe all wards and a variety of staff of different professions. Thus, the
results can be regarded as comprehensive.

Since loss of information and documents occurred rather seldom, the main
limitations of the quantitative study is the sample size. For more information on typical
types of concerned documents a higher sample would be necessary. Nevertheless, it
was possible to identify possible problems and their magnitude. Another limitation was
that we compared the documents in the EPR not with the original document but with a
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copy. We were aware of this limitations in advance, so tried to compensate this with
precise descriptions on each copy if necessary.

Perspective: To further increase the quality of the workflow and the patient
records it is first of all necessary to make the staff more sensitive how to efficiently
handle the temporary record and how important correct labelling is. To achieve this it
is a challenge to define document types as detailed as necessary but as few as possible.
A possible chance to scanning documents locally in the wards has to be considered
carefully with respect to feasibility, costs and quality.

5. Conclusion

Since there are still lots of external paper-based documents a complete EPR is currently
not possible. A temporary paper-based patient record in addition to the EPR is not an
optimum procedure but is feasible. The disadvantages are the parallel handling of two
record systems and the effort and motivation for labeling documents according to their
document types. The quality of the scanned, indexed and integrated documents in the
EPR is high and the availability is sufficient.
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Abstract. Ubiquitous computing requires ubiquitous access to information and
knowledge. With the release of openEHR Version 1.0 there is a common model
available to solve some of the problems related to accessing information and
knowledge by improving semantic interoperability between clinical systems.
Considerable work has been undertaken by various bodies to standardise Clinical
Data Sets. Notwithstanding their value, several problems remain unsolved with
Clinical Data Sets without the use of a common model underpinning them. This
paper outlines these problems like incompatible basic data types and overlapping
and incompatible definitions of clinical content. A solution to this based on
openEHR archetypes is motivated and an approach to transform existing Clinical
Data Sets into archetypes is presented. To avoid significant overlaps and
unnecessary effort during archetype development, archetype development needs to
be coordinated nationwide and beyond and also across the various health
professions in a formalized process.

Keywords: Electronic Health Records, Semantic Interoperability, openEHR,
Archetypes, Clinical Data Sets, Computerized Medical Record Systems

1. Introduction

In our quest for ubiquitous computing, the Health Informatics community currently
investigates the use of unobtrusive, active, non-invasive technologies, including
wearable devices to continuously monitor and respond to changes in the health of a
patient (e.g. [1]). Ubiquitous computing, i.e. the integration of computation into the
environment, rather than having computers which are distinct objects, is an exciting
research field that offers potential e.g. for higher quality and more user-friendly and
comprehensive data capture. On the other hand, we believe that ubiquitous computing
requires first of all ubiquitous availability of information and knowledge.

A considerable amount of work has already been undertaken by the Health
Informatics community along the path to ubiquitous use of patient information and
health knowledge: National and international standards developments, connectivity
using HL7, document exchange using HL7 CDA [2], comprehensive specifications for
Electronic Health Records like the recent release of openEHR Version 1.0
(http://www.openEHR .org), the development of specialist Clinical Data Sets (CDSs)
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on a national and sometimes international level. Creating CDSs is a tedious task and
the bigger the scope or the applicable region is, the bigger is the effort [3]. To name but
a few, in Germany Merzweiler and colleagues defined a Basic Data Set for Pediatric
Oncology [4], Flynn and colleagues recently defined the European data standard for
clinical cardiology practice [5], and the international Nursing Minimum Data Set (i-
NMDS, http://www.inmds.org) is currently under development.

With the release of openEHR Version 1.0 (http://www.openEHR.org) there is a
common information and knowledge model for Electronic Health Records available
that can solve some of these still prevailing problems of insufficiently ubiquitous
information and knowledge in the health sector by improving semantic interoperability
and providing a common basis for decision support, data mining, etc.

The aim of this paper is to

e outline typical problems that arise when developing CDSs,

e analyse whether openEHR archetypes can be used to overcome some of the
problems identified when developing new CDSs,

e present an approach to develop archetypes based on existing CDSs in light of
typical problems that arise when transforming them into archetypes.

2. Material and Methods

2.1. Clinical Data Sets

The results in this paper stem from the analysis of various existing CDSs and typical
development processes for CDSs with a special focus on German, European and
Australian data sets. Further, we analysed the openEHR and archetypes approach with
regard to their suitability for the development of CDSs. For this we investigated
existing iterature for criteria for ‘good” CDSs. While we found very little published
literature dealing with this exact problem, some not yet published works are currently
circulated, for example, the principles (e.g. system-independency, use of existing
standards) for good data development in [6]. Also, desiderata for terminologies (e.g.
ICD) have been postulated by Cimino [7]. These are not applicable as such to CDSs or
archetypes but still helped us to identify some common problems of CDSs. In addition,
we applied the process as described in this paper for the development of archetypes
based on existing CDSs to develop archetypes based on the German Basic Data Set for
Pediatric Oncology [4].

2.2. The openEHR and Archetypes Approach

The openEHR approach (http://www.openEHR.org) is defined in comprehensive
specifications originally based on the results of the European Union’s GEHR-Project,
used and refined in a series of further European and Australian projects. Its design
principles are described by Beale and colleagues in [8]. The main characteristic of
openEHR is a two level modelling approach for EHRs. The first level of this approach
is the reference model which is reduced to a relatively small set of classes to support
the medico-legal requirements and record management functions. The second level
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involves the openEHR archetype methodology representing all the clinical knowledge
that rather than being hard-coded in databases and applications is defined in
archetypes. Each archetype represents one clinical concept by constraining instances of
the openEHR reference model. By using two levels — a reference model and archetypes
- openEHR separates technical concerns from clinical data collection. Archetypes
themselves are terminology-neutral, but can link to external terminologies like
SNOMED CT.

3. Results

3.1. Problems with CDSs not based on a common Methodology

Notwithstanding the importance of the work on CDSs, there are several problems that
remain unsolved even if all clinical data were formally expressed in standardized CDSs
but not following a common methodology: During our work on CDSs and
implementing them in application systems with structured data entry we observed the
following problems:

e Problem 1: CDSs use different kinds of basic data types.

e Problem 2: CDSs use different kinds of presentation formats.

e Problem 3: CDSs do not necessarily follow basic design principles (e.g properly
modelled relationships between concepts, optionality or repeatability of concepts).

e Problem 4: CDSs often do not define when and how often which data item has to
be captured. Neither do CDSs consistently define data that is important for the
interpretation of a measurement, For example was a patient resting or exercising
before a blood pressure measurement.

e Problem 5: CDSs often do not define integrity constraints that will allow data
validation at runtime.

e Problem 6: Domain knowledge is replicated inconsistently in the various data
sets, clinical concepts are overlapping.

e Problem 7: Depending on the tools used to model CDSs, no support may be
provided to develop or maintain CDSs in different languages. This is becoming
increasingly relevant for example in the EU.

e Problem 8: Tools to support or make use of CDSs are reinvented all the time, and
specialist applications which are not integrated in the master health information
system are developed and have to be maintained.

3.2. The Potential of openEHR to overcome the Problems with CDSs

The openEHR approach and archetypes address the problems associated with CDSs

(Section 3.1) in the following ways:

¢ Re Problem 1: The openEHR approach offers a common reference model. It uses,
among others, the ISO 11404 standard for basic data types. Thus with openEHR,
CDS developers automatically adhere to existing standards.

e Re Problem 2: Existing tools like the Archetype Editor or the Archetype
Workbench present archetypes in various ways that can be easily understood by
clinicians and technicians (for example prototype graphical user interfaces, HTML
rendition of the archetype). In Australia, this is used for example by major
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Australian institutions like the National E-Health Transaction Authority (NEHTA)
who successfully develop national specifications based on archetypes.

e Re Problem 3: Archetypes offer a predefined structure for expressing clinical
knowledge, thus providing CDS developers with the necessary structure to build
their data sets in a uniform way adhering to basic design principles.

e Re Problem 4: Archetypes have inbuilt support for defining time-series when
recordings should take place (History) and relevant archetypes have State Data, i.e.
all information that is relevant for the interpretation of a measurement can be
captured in a consistent way.

¢ Re Problem 5: Archetypes are also used to define integrity constraints in a
uniform way that can be used to validate captured data. In an archetype-enabled
clinical system this will eventually be done automatically by adding the archetype
to the system. It has to be said that not all possible types of integrity constraints are
currently supported by openEHR archetypes alone.

e Re Problem 6: Processes to ensure that domain knowledge is and remains
consistent are being put in place by the openEHR foundation to avoid the
inconsistent re-definition of clinical knowledge, and to avoid the definition of
clinical concepts that are overlapping. To support these processes (by Domain
Knowledge Governance as discussed in [3]), the Archetype Finder — developed by
the first author — can be used. The Archetype Finder has relevant meta-data for
archetypes based on a Protégé-OWL ontology to enable a high precision and high
recall of relevant ar