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Foreword

The Lance Armstrong Effect:
Turning up the Heat to Cure Other Advanced Cancers

The single most important question in cancer research may be understanding the
molecular basis of how Lance Armstrong, with advanced metastatic lesions located at
multiple sites throughout his body, was subsequently treated systemically until he could
rise from his bed and then return to win so many grueling Tours de France. This fantas-
tic therapeutic success in far-advanced testicular cancer is now common and available
to most patients with this type of cancer. In stark contrast, this type of therapeutic
success is unavailable to the vast majority of patients with other types of advanced
solid cancer such as lung, ovarian, breast, prostate, colon, kidney, and bladder. What
can account for this astounding therapeutic success with testicular cancer, and can it be
explained both at the cellular and molecular levels? We must resolve this critical ques-
tion, yet there are only traces of research efforts dedicated to answering it. This Fore-
word attempts to provide some new insights on these issues.

Understanding the molecular basis for the “Lance Armstrong Effect” may help us
unravel the therapeutic cure for the other types of common advanced solid tumors that,
at present, remain so recalcitrant to all of our best systemic treatments. In order to
reduce the total death rates from cancer, a new therapeutic approach is urgently needed
because in the last half century (1956-2006), only marginal inroads have been made in
curing advanced metastatic disease of the top five solid tumors. With new drugs, much
is often made of partial responses but too often, these are only reflected in very limited
changes in survival and usually with a significant trade-off in quality of life. Unfortu-
nately, many of the new molecularly targeted drugs resulting from our biological dis-
coveries come with astounding financial costs to the individual patients, and this will
most certainly limit their widespread use. In summary, something must be done to
restore to the large number of patients with advanced common solid tumors the quality
of life and level of health and vigor that they experienced without cancer. This is what
was realized with patients like Lance Armstrong. In addition, the total financial cost of
this new cancer therapy must be realistic and not affordable to only a small, select
portion of the world’s population.

So, where do we look for leads in explaining the Lance Armstrong effect? It is pro-
posed here that the thermal sensitivity of normal testicular germ cells to the normal
body temperature of 98.6°F, when combined with known increases in the thermal sen-
sitivity of most types of cancer cells, has poised testicular cancer at the gateway to
destruction through a therapeutically induced apoptosis. Indeed, it is recognized from
numerous clinical and basic studies that hyperthermia alone can alter tumor growth
and survival in a significant manner both in vivo and in vitro. In addition, hyperthermia
is recognized to increase the therapeutic response of tumors to radiation, cytotoxic
drugs, and immunotherapy.

Hyperthermia is a very old type of therapy and has been of long-standing interest in
medicine and cancer therapy. Although PubMed lists more than 10,000 references to
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cancer and hyperthermia, the therapy has not been widely accepted because of limita-
tions in application and understanding. Now, with the new techniques in molecular
medicine that can deliver heat to specific tumor cells via nanoparticles, we can move
from heating cancer cells externally to heating the cell only internally. In addition, our
understanding of how controlled heat affects both tumor cells and host cells at the
molecular and cellular level may open the door to specific hyperthermia treatments of
other types of advanced solid tumors that, in combination with radiation and chemo-
therapy, might approach the great therapeutic success realized by Lance Armstrong.

Heat as a Primary Epigenetic Factor in Development and Reproduction

We will now address the importance of heat as an epigenetic factor in biology. In
some animals, sex is determined by the environment whereas in others, sex is deter-
mined by genetic differences. The sex of amphibian eggs is determined by the specific
temperature at which the egg is incubated within the nest. The egg is heated for several
weeks by the environment surrounding it. For example, alligator eggs located in the
compost-like nature of the nest are subject to different temperatures during the time of
their incubation. If the temperature is higher, the eggs hatch as males; if the tempera-
ture of incubation is lower, the hatchlets are predominantly females. The effect of heat
on sex determination is reversed with turtles, for whom a higher incubation tempera-
ture produces females and a lower temperature males. In summary, in amphibians,
eggs with the same DNA can hatch either as males or females depending on the nest
temperature. Therefore, the genetics of DNA and chromosomes in an amphibian egg
do not determine the sex of the hatchling, but rather an epigenetic factor—heat— is
responsible for this critical biological determination. Once the heat-determined sex is
realized, it is biologically irreversible and silenced, and heat does not alter the sex of
the animal throughout its subsequent life. In summary, incubation heat selects and
imprints the sex expression in a critical period of time during early development and
the results are permanent.

A zygote is a fertilized egg and a single cell, and thus serves as the primary totipo-
tent stem cell for all animals as they develop during life. The fact that, in amphibians,
the stem cell is set on two vastly different courses of lifetime development (male or
female) based solely on the external application of a specific heat level is an amazing
epigenetic feat and deserves to be a model of study for the further resolution of molecu-
lar events and systems analysis in stem cell biology. It would be of interest to know
when and how chromatin structure is modified by heat. DNA methylation, DNA rear-
rangements, noncoding RNAs, histone modification, and higher-order DNA loop orga-
nization on the nuclear matrix are all concepts of great current interest in molecular
development, and many of these factors are interrelated and dynamic. What is the role
of temperature after sex is determined and into adulthood?

Once sex is determined, all eggs, either cold-blooded or warm-blooded, must be
incubated at a specific temperature to hatching or birth to ensure the organization of the
embryo. The second law of thermodynamics governs this process: heat flows from
high temperatures to low and the system exhibits an increase in entropy even during
this period of self-organization. Even in humans, ovulation is heralded in the female by
an increase in body temperature and if the egg is fertilized, the temperature is elevated
to birth. In contrast, in the male, spermatogenesis ceases if the testes are subjected to a



Foreword vii

body temperature of 98.6°F because the testes are abdominal and not descended.
Indeed, if the testes are intra-abdominal, they are infertile and are at increased risk of
developing cancer. The mechanism by which heat affects human egg and sperm forma-
tion must be resolved.

Evolution, Immunity, and Temperature

Warm-blooded animals evolved basal temperatures far above the ambient tempera-
ture of their environments. Maintaining this temperature difference is very costly in
terms of energy and must have a large survival benefit to have been selected. We all live
within a sea of pathogens that are both deadly and symbiotic. When infected, mammals
have adapted to produce fevers as part of an immune response to the pathogens. Tem-
perature is central to the immune process. The antigenicity of an antigenic molecule is
increased with temperature, as is the overall immune response through heat-induced
immune cell functions. Many have studied the effects of heat on immunity and the
involvement of temperature in immunotherapy. The evolution of pathogen-induced
fever may have produced biological defense advantages that can be utilized in thera-
pies. Indeed, cold-blooded lizards are more prone to infection when left in the shade but
less so when placed in the sun, where their body temperature is increased.

Hyperthermia and Cancer

Cancer cells are, in general, more heat-sensitive. Elevating the temperature of incu-
bation in culture of human and rodent cells and comparing these normal cells with
cancer cells indicates that above 42°C, the cancer cells are more sensitive to growth.
The response of all cells to heat stress initiates the synthesis, distribution, and function
of a family of proteins termed the "heat-shock" proteins. These most interesting pro-
teins are involved in a wide variety of functions including protein folding, chaperon-
ing, and moving throughout the cell and protecting cellular elements from elevated
temperatures. Specific heat-shock proteins are appearing as critical factors in cell sig-
naling and have become prime therapeutic targets. The fascinating role of heat-shock
proteins and their dynamic properties is now becoming clear, and this should contrib-
ute to our understanding of hyperthermia in cancer therapy. The role of heat-shock
proteins in apoptosis, mitochondria, and nuclear function are particularly exciting
areas. Because heat-shock proteins are involved with the dynamics of protein folding,
they should interface with many structures and pathways within the cells.

One of the prime cellular targets of hyperthermia is the nuclear matrix, studies of
which have been pioneered by Joseph L. Roti Roti of the Department of Radiation
Oncology at Washington University School of Medicine in St. Louis. Variation in
changes in nuclear structure are a hallmark of how cancer is diagnosed by the patholo-
gist. The determination of nuclear structure is determined by a residual structure of the
nucleus, termed the nuclear matrix, that is composed only 10% of the total nuclear
protein and provides a highly dynamic scaffold that is free of lipids, histones, and
nucleic acid. The nuclear matrix provides an anchoring site for more than 50,000 loops
of DNA. Each loop is approx 60,000 bp in length and represents a replicon comprised
of the units of DNA located between replicating forks. These sites of DNA replication
are affixed to the matrix at the base of each DNA loop. During DNA replication, the
replicon loops are reeled down through the fixed replication sites on the matrix. Near
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these sites of DNA replication located on the matrix are co-localized topoisomerases,
steroid receptors, and high-mobility group proteins, which are involved in DNA trans-
locations. The nuclear matrix provides many sites for higher-order DNA organization
that serve as functional centers for replication, transcription, and alternate splicing.

Proteomic studies have revealed that the composition of the nuclear matrix is both
tissue-specific and tumor-specific. Thus, Roti Roti’s and J. R. Lepoch’s studies of the
nuclear matrix as a prime target of hyperthermia are of great potential importance. The
observation that loop organization is altered by hyperthermia could be of paramount
importance.

Directing Heat to Cancers

Heat can be directed to cancer cells. Magnetic iron particles have been directed to
cancer cells by inclusion in nanoparticles or liposomes. Once these iron particles are
taken up by the tumors, they are heated by an external magnetic field to frequencies
that produce a specific temperature within the tumor cells. This causes intracellular
hyperthermia and can be used alone as hyperthermia or in combination with radiation
or chemotherapy. Limitations in this approach might be unwanted uptake of the deliv-
ery systems by macrophages, fixed reticulo-endothelial cells, or inadvertent lodging of
the particles in unintended sites in the body. Specificity might be increased by appro-
priate placing of magnetic catheters in the urethra or rectum to direct particles to the
prostate.

More specific direction of these delivery particles might involve probes that attach
to tumor surface markers or to tumor endothelial cell markers. Prostatic specific mem-
brane antigen (PSMA) is an attractive target for prostate cancer cells. PSMA levels are
markedly enhanced on the surface of advanced human prostate cancer cells that have
failed androgen-deprivation therapy. Antibodies as well as tumor-specific aptamers
have been developed to bind to PSMA; including these PSMA-binding agents with
nanoparticles or liposomes containing microscopic iron particles would enable us to
systemically direct heat to targeted metastatic prostate cancer cells. This hyperthermia
within the cells should also enhance the cancer cells’ response to other forms of therapy
such as radiation, cytotoxicity, and immunotherapy. Hopefully, this type of therapeutic
approach may one day extend the Lance Armstrong Effect to other advanced dissemi-
nate human solid tumors that are more common.

Donald S. Coffey, php
Johns Hopkins University School of Medicine

This article was taken from the JAMA paper entitled “Hyperthermic Biology and
Cancer Therapies”: A Hypothesis for the “Lance Armstrong Effect”.

Coffey, D. S., Getzenberg, R. H., and DeWeese, T. L. JAMA 2006, 296(4), 445—-448.



Preface

We are extremely pleased and excited to see the second edition of Prostate Cancer
reach production, six years after the first edition! Unlike most other prostate cancer
books available on the market, this book focuses specifically and in depth on the excit-
ing developments in research, and their translation from bench to bedside, in the areas
of: 1) Biology and Imaging; 2) Cancer Genetics; and 3) Novel Therapeutics of human
prostate cancer.

The second edition of this book includes a Foreword by Dr. Donald S. Coffey, a
preeminent teacher and friend who has inspired, educated and led two generations of
prostate cancer researchers. We are grateful for his continued dedication and insight
into the deadly disease of prostate cancer. Dr. Coffey creatively describes the Lance
Armstrong effect, giving us new and fresh ways to think as well as hope for the devel-
opment of “curative” therapies for human prostate cancer.

In the new edition, we have expanded the Biology section to include recent exciting
developments in the Imaging of prostate cancer. Iyer and Gambhir developed non-
invasive imaging methods to track gene expression in living subjects and Nie, Gao and
colleagues pioneered the use of quantum dot nanotechnology for the visualization of
localized and disseminated tumors in live mice. These exciting imaging modalities
will no doubt be translated into the clinic in the near future to ascertain, on a non-
invasive and real-time basis, the results of targeted therapies in clinical trials. The new
edition also describes exciting recent developments in understanding the biology of
prostate cancer, including the roles of inflammation in the pathogenesis of human pros-
tate cancer (DeMarzo), cancer stem cells (Schalken), tumor-stroma interaction (Chung
and colleagues), novel xenograft models that have the potential to validate our under-
standing of prostate cancer biology (Vessella and Corey), and the design of tissue
microarrays to confirm basic science studies in clinical specimens (Datta and Kajdacsy-
Balla). In addition, big strides were made in understanding signal transduction in the
human prostate, including androgen receptor (Klocker and colleagues), hedgehog sig-
naling (Bushman), and cholesterol and lipid rafts (Freeman and colleagues). Under-
standing fundamental biology has facilitated the development of novel therapeutics. In
this new edition, Keller describes the fascinating biology and therapeutic opportunities
for treating lethal prostate cancer bone metastasis; Kao, Gardner and colleagues sum-
marize their recent exciting gene therapy approaches for the treatment of advanced
prostate cancer; and Lee and colleagues explain their innovative findings exploring the
roles of TGFP as an immune vaccine for the prevention and treatment of human pros-
tate cancer.

In the post-human-genome era, much progress has also been made in understanding
the genetics of human prostate cancer. Technological advances in high throughput
sequencing, genomics, and bioinformatics have revolutionized the tools available to
analyze the cancer cell. Global, genome-wide approaches made possible by the
sequencing of the human genome are largely responsible for this revolution. Increas-
ingly appreciated is the role of variations in DNA sequence in human carcinogenesis,

ix
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made apparent by projects like HapMap in terms of germline DNA, and The Cancer
Genome Atlas in terms of somatic alterations of cancer DNA. It is also increasingly
evident that our understanding of the molecular basis of cancer initiation and progres-
sion will be critically incomplete without a comprehensive characterization of the can-
cer epigenome. Tomlins and Chinnaiyan reveal the use of new technologies for gene
expression profiling in human prostate cancer upon disease progression, Porkka and
Visakorpi define the somatic genetic alterations accompanying clinical progression of
human prostate cancer, and Isaacs and Xu present their innovative findings using link-
age analysis to identify genes associated with familial and sporadic human prostate
cancers. In addition, the significance of epigenetically altered somatic DNA methyla-
tion is summarized elegantly by Nelson and colleagues, and the involvement of telom-
eres, telomerase and chromosomal instability in human prostate cancer is described
comprehensively for the first time by Meeker.

New Therapeutics describes new horizons and approaches for potentially curative
intervention. Mohler comprehensively reviews epidemiology and gene-environment
interaction in human prostate cancer with specific examples focusing on unique fea-
tures such as racial differences and the contribution of environmental factors. Since
the last edition of this book, the standard of care in prostate cancer patients has ad-
vanced significantly. DeWeese and Song describe improved dosimetry and precision
radiotherapy for the management of prostate cancer patients. Meraney and Heston pro-
vide additional insight into the biology and usage of prostate-specific membrane anti-
gen (PSMA) as an effective imaging and therapeutic target for treating prostate cancer
patients. As the consequence of our improved understanding of the molecular basis of
human prostate cancer progression and drug resistance, Carducci and colleagues intro-
duced a new approach using differentiating agents and epigenomics in therapy. Mohile
and Petrylak share their clinical experiences and insights into the use of Food and Drug
Administration-approved taxane-based chemotherapy in patients with hormone-refrac-
tory prostate cancer. Assikis introduces the concept of dual targeting or co-targeting of
both the prostate cancer and its stromal milieu, aimed at both tumor and surrounding
interactive stromal compartments. George and Whang provide new insights into possi-
bly druggable intracellular signaling pathways that control lethal prostate cancer metas-
tases. This section ends with a valuable description by Rogatko and Tighiouart of their
stepwise approach to trial designs for developing new therapies to treat advanced pros-
tate cancer.

We are looking at a future that seems likely to include reductions in incidence and
death rates of human prostate cancer in the western world, but increasing rates of pros-
tate cancer among the Asians and other races in other continents. We are delighted to
see the second edition of Prostate Cancer reflect so much unfolding and exciting sci-
ence, as well as newly recruited talents introducing fresh concepts in prostate cancer
research. Obviously the entire field of prostate cancer research cannot possibly be
covered by a single book. We deeply regret not being able to include all of the exciting
new developments in prostate cancer research, and that space limitations prevent us
from including all of the superb investigators in the prostate cancer research field.
Nevertheless, it is our great pleasure to present to you, through the second edition of
this book, a glimpse of the future of prostate cancer research, including much that will
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be translated into the clinic to improve the diagnosis, prognosis and treatment of this
potentially lethal disease.

The Editors wish to acknowledge the significant contributions of Gary Mawyer for
his excellent scientific editing of this book and the tireless and successful efforts of
Kristin Gunderson who collected and organized so much fresh material from our busy
contributors.

Leland W. K. Chung, Ph.D.
William B. Isaacs, Ph.D.
Jonathan W. Simons, M.D.
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Xenograft Models of Human Prostate Cancer

Eva Corey and Robert L. Vessella

Summary

Prostate cancer (CaP) is the second-leading cause of cancer deaths among men in the Western world.
Understanding the biology of CaP is essential to the development of novel therapeutic strategies. To do this
effectively, researchers need access to cell lines, animal models, and biospecimens. Ideally, these should reflect
characteristics of the disease from early diagnosis through the period of androgen-independent metastases.
However, the biology of CaP is extraordinarily complex. The primary tumors are heterogeneous and multifocal.
They almost uniformly produce a number of biomarkers, such as prostate-specific antigen, prostate acid phos-
phatase, human kallikrein 2, prostate-specific membrane antigen, and prostate stem cell antigen. The tumors are
characteristically androgen dependent, and respond favorably to androgen ablation for a variable period, after
which time, they progress to an androgen refractory state, wherein the low androgen levels are no longer growth
inhibitory. Progression also involves metastases, primarily to the lymph nodes and bone. Unlike other epithelial
tumors that metastasize to bone, CaP results in a notoriously osteoblastic response characterized by the formation
of new bone. Thus, CaP presents to the investigator a very dynamic, biologically diverse set of characteristics
during its course from early disease to bone metastases. Unfortunately, no single model mimics all of the features
of human CaP, but by using a combination of models, nearly all of the biological characteristics can be studied
to some degree.

In this chapter, we review the various xenograft models of human CaP that are available for study. We look
at the method of generating xenografts, including the host strains and sites of implantation. We report on the
models that are best suited for the study of progression from androgen dependence to androgen independence.
Unfortunately, spontaneous metastases to bone resulting in an osteoblastic response are an extremely rare event
in these models, but several methods that attempt to circumvent this limitation are reviewed. Overall, several
examples that demonstrate the wealth of new knowledge being provided by use of these preclinical human CaP
xenograft models are provided throughout the chapter.

Key Words: Androgen ablation; androgen independence; bone metastases; metastases; models; prostate
cancer; xenografts.

1. INTRODUCTION

Prostate cancer (CaP) is the second-leading cause of cancer deaths among men in the Western
world. In 2004, approx 230,000 men were diagnosed and 30,000 men died from advanced disease.
Understanding the biology of CaP is essential to the development of novel therapeutic strategies. To
do this effectively, researchers need access to cell lines, animal models, and biospecimens. Ideally,
these should reflect characteristics of the disease from early diagnosis through the period of andro-
gen-independent metastases.

In general, CaP presents as a multifocal primary tumor with various degrees of aggressiveness, as
scored by the Gleason grading system. The primary tumors, being derived from prostate epithelial
cells, produce prostate-specific antigen (PSA; also referred to as human kallikrein 3), along with an

From: Contemporary Cancer Research: Prostate Cancer:

Biology, Genetics, and the New Therapeutics, Second Edition
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assortment of other CaP-associated antigens, such as prostate-specific membrane antigen, prostatic
acid phosphatase, human kallikrein 2, and prostate stem cell antigen. These tumors are androgen
dependent, or at least androgen responsive, with growth regulated in part by the androgen receptor,
which may be mutated either in the primary tumor or during the course of disease progression. If
treatment of the primary tumor is not curative, androgen ablation becomes the treatment of choice,
with chemotherapy often supplementing this course of action. Most frequently, the tumors show a
significant response to androgen ablation with a decrease in tumor volume and serum PSA levels.
However, during a period ranging from months to years, the tumors progress to an androgen-inde-
pendent state through a process that is still poorly understood. The appearance of androgen indepen-
dence is first revealed by an increasing serum level of PSA, followed by resumption of tumor growth.
Generally, androgen independence is associated with disseminated disease. Metastases are present in
the lymph nodes and skeleton in nearly 100% of men who experience progressive disease. The pro-
clivity for metastasis to bone is a hallmark of CaP. Moreover, unlike nearly all other tumors that
metastasize to bone, CaP growth in bone causes a perturbation of normal bone remodeling that results
in new bone formation, the characteristic osteoblastic response, whereas other tumor metastases to
bone result primarily in resorption of bone (osteolytic response). CaP bone metastases result in sig-
nificant pain and morbidity before expiration of the patient. Thus, CaP presents to the investigator a
very dynamic, biologically diverse set of characteristics during its course from early disease to bone
metastases. Unfortunately, no single model mimics all of the features of human CaP, but, by using a
combination of models, nearly all of the biological characteristics can be studied to some degree.
In recent years, a number of excellent reviews have detailed the available cell lines and animal
models being used for the study of CaP (/-7). Among the most recent and comprehensive of these
was the two-part series by Sorbel and Sadar (6,7), which is complemented by a website that provides
extensive histories and details of in vitro and in vivo CaP cell lines (http://www.CaPCellLines.com).
Because of the availability of this recent series, this chapter will not focus extensively on a compen-
dium of available in vitro cell lines, but will emphasize key characteristics of a range of xenograft
lines and present a synopsis of the multiple CaP xenograft lines developed by our laboratory. In
addition, we will specifically highlight some methodological considerations, as well as the use of
selected xenograft models for studies of metastasis and progression to androgen independence.

2. METHODS OF GENERATING XENOGRAFTS
2.1. Choice of Host
2.1.1. Balb/C Nu/Nu

There is a limited series of immune-compromised mice suitable for xenotransplantation of human
cancer tissue or cell lines. Isaacson and Cattanach, in 1962, were the first to report on a mutant mouse
(BALB/c Nu/nu) suitable for this purpose (8). The mutation is referred to as Foxnl. Because these
mice lacked a functional thymus (they are generally referred to as athymic mice), they had a deficient
cell-mediated immune response (9). In these mice, the humoral antibody response system is only
partially impaired and natural killer cell activity is slightly increased. For the most part, these mice
readily accept subcutaneous grafts of human tumors, but there are exceptions, and primary CaP is one
of these. To enhance the take rate of CaP in athymic mice, co-injection of a reconstituted basement
membrane product (Matrigel) with the tumor cells or pieces of tumor, or supplementation with
testosterone or dihydrotestosterone to intact hosts were used. However, Van Weerden and Romijn, in
their review of the Rotterdam experience, did not observe any enhancement in tumor take rate with
these hormonal manipulations (/). The BALB/c Nu/nu mouse remains the most common host for
xenotransplantation of human tumors. The take rate of immortalized cell lines in athymic mice
ranges from 50 to 100%. Although the take rate of tumor implants from radical prostatectomy speci-
mens is probably less than 5% overall, in our experience, the take rate of tumors from metastatic sites
is approx 25 to 30% initially, and 20% for long-term serial passage.
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2.1.2. NMRI/Nu

The NMRI/Nu immune-compromised mouse strain was developed by the Naval Marine Research
Institute (Bethesda, MD) and was first described by Festing in 1968 (10). These mice also have the
Foxnl mutation and are similar in phenotype to the BALB/c Nu/nu mice, that is, the NMRI/Nu mice
are athymic and lack hair. Wagner was the first to report an enhanced xenotransplantation take rate in
these mice (/7). Eventually the Rotterdam group converted from the BALB/c Nu/nu mouse strain to
the NMRI/Nu strain and observed an increased take rate of CaP tumors, but no specific side-by-side
comparisons were made. They noted that tumors established in the NMRI/Nu mice were readily
transplanted into the BALB/c Nu/nu strains, therefore, if there was an advantage, it probably was in
the initial growth of the tumor. It is well-accepted that the Foxn/ mutation does affect the take rate of
cell lines and tissues in mice of different backgrounds. The NMRI/Nu mice are relatively susceptible
to transplantation-induced sarcomas and lymphomas, making histological monitoring of the
xenografts an important aspect of maintenance. Perhaps for this reason, the strain has not gained
significant popularity in the United States.

2.1.3. Severely Combined Immune Deficient

The severely combined immune deficient (SCID) mutant mouse was first described by Bosma et
al. in 1983 (12). The spontaneous mutation was noted in a colony of specific pathogen-free mice
during routine analysis of serum immunoglobulin isotypes. The mice were significantly
hypogammaglobulinemic. The trait was found to be heritable and under the control of a recessive
gene. Additional work led to the establishment of a colony of specific pathogen-free mice that were
homozygous for the defective gene and designated C.B-17scid. These mice are deficient for both
T- and B-lymphocytes. The authors noted that, on occasion, the mice did produce a single immuno-
globulin subtype, and a few developed a T-cell lymphoma. The mice were immediately recognized as
valuable models for lymphoid differentiation as well as immune and hematological disorders (/3). A
few clones of antigen receptor-positive B and T-lymphocytes do appear in a variable proportion
(2-25%) of young adult SCID mice and in virtually all old SCID mice; thus, they have been desig-
nated as having a “leaky” phenotype (/4,15).

2.1.4. RAG and NOD/SCID

Primarily because of the “leaky” phenotype associated with the SCID mice, a small number of
new immune-deficient mice have been developed for human immune system reconstitution studies.
These mice have also been used by a few investigators for xenograft studies. The RAG knockout
mice completely lack functional B- and T-cells and do not display a leaky phenotype (1/6). Because
NK cells are present in SCID mice, efforts were made to develop double-mutant mice for the SCID
mutation and NK cell deficiency (/7). These mice are referred to as “SCID beige.” Finally, a rela-
tively popular mouse for the study of human hematopoiesis, and on occasion for xenotransplantation,
is the non-obese diabetic SCID (NOD/SCID) mouse (18).

2.2. Implantation Site

2.2.1. Subcutaneous Implantation

The subcutaneous implantation of cells or pieces of tissue in the flank or shoulder is by far the
most common method of xenotransplantation. For cell lines (such as LNCaP) that are not tumori-
genic, most investigators have relied on co-injection with Matrigel to induce tumor formation.
Implantation of tumor bits often does not require Matrigel, but some investigators make it a common
practice to dip tissue in Matrigel before implantation (/9,20). The advantages of subcutaneous
implantation are the ease in implantation, monitoring early growth by palpation, and monitoring later
growth with calipers.

For many studies, the ability to measure tumor growth directly is an advantage even with tumors
that also produce PSA.
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2.2.2. Orthotopic Implantation

Orthotopic implantation is a more challenging surgical procedure than subcutaneous implanta-
tion, but it is widely thought to be the ideal implantation site for many human cancers, because it
mimics the originating environment of the tumor. For example, Fidler et al. (2/) noted that the subcu-
taneous microenvironment for human visceral tumors is quite different than their “home” environ-
ment, and that this may explain both the paucity of metastases that evolve from subcutaneous implants
and the altered drug response. The majority of investigators inject a CaP cell suspension into the
orthotopic site. We favor the use of PSA-producing xenografts to enable monitoring of take rate and
growth. Without using PSA as a surrogate marker of growth, xenografts can easily exceed the 10%
maximum tumor burden recommended by the National Institutes of Health (NIH) guidelines for
animal care. An advantage of orthotopic implantation is the generation of spontaneous microscopic
metastases, which are only rarely observed with subcutaneous tumors. We have used a modified
approach of orthotopic implantation followed by a “prostatectomy” in an effort to achieve a more
reproducible metastatic model (see Subheading 5.).

2.2.3. Sub-Renal Capsule Implantation

The sub-renal capsule is a highly vascularized site that was first proposed for tissue implantation
by Bogden (22). It has not been used frequently for generation of CaP xenografts or for biological
studies, although Wang et al. (23) have recently demonstrated the attractiveness of this site for both
benign and malignant prostate xenotransplantation. This group achieved high take rates of both tissue
types and performed a three-way comparison among subcutaneous, orthotopic, and sub-renal cap-
sule implantation sites. They found that sub-renal capsule implantation resulted in the highest take
rate (>90%), whereas orthotopic implantation gave the best histopathological differentiation. The
high take rates in the sub-renal capsule were achieved with testosterone supplementation. This study
was limited to initial take rates and no attempts to establish long-term xenografts were reported. We
have also tried to use the sub-renal capsule site for implantation of CaP bone metastases acquired
from our rapid autopsy program. However, because of the sharp edges of these tissue fragments, we
have found it very difficult to perform the implantation without damage to the capsule or kidney. We
have performed approx 12 implantations but have not achieved any tumor takes. However, some of
these tissue fragments are so osteoblastic that there is probably more bone than CaP cells in the
fragment, and this could explain the lack of tumor growth.

In summary, the investigator has many options for the choice of host and the site of implantation.
By far the most common choice for xenotransplantation is the BALB/c Nu/nu mouse, with the SCID
mouse chosen frequently for more-specialized studies of metastases or for cell lines that are difficult
to work with. Although we have not performed detailed side-by-side comparisons, our data show that
some of our more difficult xenografts grow better in SCID than in BALB/c Nu/nu mice, although the
take rate of the initial clinical tumor implant does not seem significantly different. Moreover, our
studies of metastases seem to be more productive in SCID mice. As presented subsequently, this is
especially true when we use intratibial injections for the study of CaP/bone interactions. Similarly,
the SCID-hu model using human fetal bone implantation, as developed by the Cher laboratory for the
study of CaP bone metastasis, has become a widely accepted model (24). Unfortunately, none of the
available hosts are highly suitable for long-term growth of tumor implants from radical prostatecto-
mies. Of the three sites for implantation, subcutaneous, orthotopic, and sub-renal capsule, the subcu-
taneous site is most often selected. However, both the orthotopic and sub-renal capsule sites can offer
distinct advantages in certain situations.

2.3. Sources of Cells and Tissues for Generating CaP Xenografts

It has long been recognized that xenografts can be readily generated from a multitude of tumori-
genic CaP cell lines maintained in vitro (see http://www.CaPCellLines.com). Sometimes
nontumorigenic cell lines, such as LNCaP, can be induced to produce a xenograft if co-injected with
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Matrigel. The biological characteristics of these tumors typically reflect those of the originating cell
line. In some respects, this may be considered a limitation, in that the cell lines had undergone selec-
tion pressures from years of in vitro culture and are homogeneous in cell type. For this reason, vari-
ous groups have begun to establish CaP xenografts directly from the subcutaneous implantation of
CaP tissue. The Experimental Urology Research Group of the Department of Urology of Erasmus
University Rotterdam, headed by Professor Schroder, was the first to report successful generation of
a transplantable human CaP xenograft, designated PC-82 (25). Interestingly, only 2 of their next 150
attempts were successful in generating stable xenograft lines. Their persistence ultimately led to the
development of a further 10 lines (/). Unfortunately, this highly successful program was unable to
continue its efforts beyond the mid 1990s. However, by that time, several other programs, including
ours, with similar goals were underway, including ours.

As previously mentioned, long-term CaP xenografts can also be generated, albeit at a frequency of
approx 5%, from primary tumors obtained at radical prostatectomy (e.g., CWR22) (26). In a few
instances, CaP xenografts have been derived from tissue fragments generated during a transurethral
resection of the prostate (e.g., LuCaP 96, Table 1). Clearly, most successes have been achieved from
the implantation of metastatic tissue. These tissues, for instance, involved lymph nodes, are obtained
most frequently after incidental discovery during a radical prostatectomy. On occasion, they may be
the target of direct surgical intervention (27). Because standard autopsies are generally not compat-
ible with acquisition of viable tissue, we implemented a rapid autopsy procedure wherein metastatic
tissue is obtained within a few hours of death. This procedure is also being used at the University of
Michigan and Johns Hopkins University. In addition to being invaluable sources of tumor for implan-
tation, the metastases are critical for biological investigations of advanced disease (28). In our expe-
rience, metastatic samples acquired at autopsies have original take rates of approx 30%, with an
overall success rate in establishing long-term xenografts of approx 20%. In general, xenografts
derived from tumor implants and maintained by serial passage are more heterogeneous than those
established from cell lines. Although this can result in a more varied take rate, growth rate and
response to a given treatment (see Subheading 4.4.), it is probably more representative of the type of
disease seen clinically. Interestingly, the difficulty in establishing in vitro cell lines from primary
tumors obtained at radical prostatectomy is recapitulated in similar attempts to establish in vitro cell
lines from long-term xenografts. Contrary to expectation, xenografts established from tissue implants
are not more easily adapted to tissue culture.

3. CAP XENOGRAFTS MOST FREQUENTLY USED AND NEWLY DERIVED
XENOGRAFTS

As previously mentioned, several reviews have provided detailed lists of CaP xenografts derived
from cell lines as well as those generated directly from tissue implants. Here, we discuss briefly a few
of the xenografts that are most often used in studies of CaP, along with some newly described
xenografts, with a brief synopsis of their characteristics (Table 1) (26,27,29-49). These CaP
xenografts individually portray many of the characteristics found in the human disease. Some are
ideal for studies of progression to androgen independence, whereas others are favored for induction
of the osteoblastic response in bone, and still others possess a neuroendocrine phenotype. All of the
xenografts in the LuCaP series are maintained by serial passage, because they do not grow in tissue
culture. It is important to recognize that CaP does not present itself clinically as a disease with limited,
defined characteristics. In fact, it is notoriously heterogeneous in histology, growth, biomarker
expression, and response to therapy. It is necessary for the scientific community to derive xenografts
and cell lines that portray this vast diversity. Thus, investigators interested in modeling CaP need to
determine which of the xenografts and/or cell lines have the characteristics that will best answer the
question at hand. We have often provided investigators with an assortment of slides for immunohis-
tology or DNA/RNA from our LuCaP series, so they can determine which xenograft may be best
used for their particular studies. One is encouraged to make use of this wide assortment of resources
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Table 1
Most Commonly Used Models of Human Prostate Cancer

In vitro Androgen AR

Xenograft cell line Origin growth PSA  sensitivity expression Reference
LNCaP Lymph node metastasis + + + + (29)
C4 LNCaP + + - + (30,31)
C4-2 Cc4 + + - + (30,31)
C4-2B C4-2 + + - + (32)
PC-3 Skull metastasis + - - - (33)
DU 145 Brain metastasis + - - - (34)
MDA Pca 2a Bone metastasis + + + + (35)
MDA Pca 2b Bone metastasis + + + + (35)
MDA Pca 2b HR MDA Pca2b + + - + (36)
CWR 22 Primary tumor + + + + (37)
CWR 22R CWR 22 + + - + (26)
CWR 22 2Rvl1 CWR 22 R + + - + (38)
VCaP Vertebrae metastasis + + + + (39)
DuCaP Dura metastasis + + + + (40)
ARCaP Ascites fluid + + + + (41)
TEN12 Primary tumor nd + + + (42)
TEN12F TEN12 nd + - + (42)
TEN12C TEN12 nd + - + (42)
HHS870 Primary tumor + - - - (43)
BM18 Bone metastasis nd + + + (44)
LAPC-4 Lymph node metatasis + + + + (45)
LACP-4 (squared) LAPC-4 + + - + (46)
LAPC-9 Bone metastasis - + + + (47)
LuCaP 23.1 Lymph node metatasis - + + + (48)
LuCaP 23.1 Al LuCaP 23.1 - + + + (48)
LuCaP 23.8 Lymph node metatasis - + + + (48)
LuCaP 23.12 Liver metastasis - + + + (48)
LuCaP 35 Lymph node metatasis - + + + (27)
LuCaP 35V LuCaP 35 - + - + (27)
LuCaP 49 Omental fat metastasis - - — - (49)
LuCaP 58 Lymph node metatasis - + + +
LuCaP 69 Bowel metastasis - + + +
LuCaP 70 Liver metastasis - + nd +
LuCaP 73 Primary tumor - + + +
LuCaP 77 Femur metastasis - + + +
LuCaP 78 Lymph node metastasis - + nd +
LuCaP 81 Lymph node metastasis - + nd +
LuCaP 86.2 Bladder metastasis - + nd +
LuCaP 93 Primary tumor - - - -
LuCaP 96 Primary tumor - + + +
LuCaP 96 Al LuCaP 96 — + - +
LuCaP 105 Rib metastasis - + nd +
LuCaP 115 Lymph node metastasis - + nd +

PSA, prostate-specific antigen; AR, androgen receptor; nd, not determined.

from investigators worldwide and not to rely exclusively on the few cell lines and xenografts that
have been available for decades, unless they have been proven in screening tests to have the best
characteristics for the contemplated studies.
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4. PROGRESSION TO ANDROGEN INDEPENDENCE

The process by which CaP progresses from an androgen-dependent to androgen-independent state
is complex and confounding. Although the need to model this progression is urgent, there are, unfor-
tunately, only a few xenograft models that successfully mimic the process as it occurs in man. Clearly,
defining ideal characteristics of suitable xenografts is somewhat arbitrary. In our laboratory, we strive
for the following: a wild-type androgen receptor, and, after castration, a significant drop in tumor
volume and in PSA serum levels (preferably to levels that are undetectable or nearly so), with an
increase in PSA levels preceding separate evidence of tumor regrowth.

4.1. LNCaP and PC-346

For many years, LNCaP and PC-346 were the only xenografts available for progression studies
(50-52). LNCaP produces PSA but has a mutated androgen receptor. This mutation results in a pro-
miscuous androgen receptor that can bind to other steroids (53). PC-346 also produces PSA and has
a wild-type androgen receptor. Although both lines are androgen sensitive, they are not androgen
dependent; androgen withdrawal generally resulted in no more than a 10% reduction in tumor vol-
ume, although, with PC-346, occasional exceptions were noted in which the tumor volume decrease
was more pronounced in some animals, suggesting a heterogeneous tumor cell population in the
xenograft. With LNCaP and PC-346 xenografts, significant but transient decreases in PSA produc-
tion were observed after castration. Tumors of LNCaP and PC-346 classically seemed to stabilize
their growth after castration and then reestablish a rapid growth pattern during a period of approx 5 to
6 wk. However, some investigators have not observed a pause in growth after castration. There has
been some variation in LNCaP response to castration because the LNCaP cell line does differ slightly
between laboratories, probably because of drift during the long period of in vitro maintenance.
Androgen-independent variants of LNCaP have been established and are designated C4-2, C4-2B,
and CL1 (31,54-56).

4.2. CWR22

CWR22, a CaP xenograft developed in the Pretlow laboratory from a primary CaP (26,37,57),
shows the desired response to castration in animal models. With this xenograft, PSA and tumor vol-
ume drop significantly after castration. PSA levels begin to rise 2 to 7 months thereafter and tumor
growth resumes in 3 to 10 months after androgen withdrawal. Relapsed tumors have been serially
passaged in mice and are referred to as CWR22R. Both the CWR22 and CWR22R lines have a
mutated androgen receptor, which is activated by testosterone and dihydrotestosterone, as well as by
the adrenal androgen dehydroepiandrosterone, estradiol, progesterone, and the antiandrogen
hydroxyflutamide (2,7,58). Because a mutated androgen receptor is found in a minority of advanced
CaP cases, such promiscuous activity, as also noted in LNCaP, raises concerns regarding whether
mechanisms of progression with these xenografts would be reflective of the processes observed in
most patients with advanced disease.

4.3. LAPC-4 and LAPC-9

LAPC-4, derived from a lymph node, and LAPC-9, derived from a bone metastasis, are two lines
developed by the University of California, Los Angeles group under the direction of Charles Sawyers
(45,47). Both xenografts produce PSA and show the desired pattern of significantly decreased PSA
and tumor volume after castration, with restoration of PSA and tumor growth over time. Importantly,
both of the xenografts express the wild-type androgen receptor. These characteristics make these
xenografts good models to study changes associated with development of androgen-independent dis-
ease. Both of these xenografts have been used to show involvement of insulin-like growth factor
(IGF) signaling in progression to androgen independence (59).
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Fig. 1. LuCaP 23.1: response to castration. (A) Serum prostate-specific antigen (PSA). LuCaP 23.12
xenografts were subdivided into prolonged (<50 days; A), partial (between 20 and 50 days; B) and minimal
(<20 days; @) response to castration. (B) Tumor volume responses to castration in the same animals from (A).
Animals are categorized by PSA response. (Adapted with permission from ref. 48).

4.4, The LuCaP Series

Our laboratory has been deriving CaP xenografts since approx 1990. Here, we present a few
examples of our studies of responses to androgen ablation and progression to androgen independence.

The first set of our xenografts for which we evaluated the response to androgen withdrawal was
the LuCaP 23 series (48). Three sublines (23.1, 23.8, and 23.12) of CaP xenografts were established
from different metastases of one patient. LuCaP 23.1, which originated from a lymph node metasta-
sis, expresses wild-type androgen receptor and secretes high levels of PSA. This xenograft closely
mimics the situation in patients after castration, exhibiting a high heterogeneity of response (Fig. 1).
Some of the tumors regressed after androgen withdrawal, whereas the growth of other tumors was
inhibited only briefly. From the recurrent LuCaP 23.1, we have established LuCaP 23.1AI, which is
androgen independent and is maintained in castrated mice. Another of our xenografts that can show
either an androgen-dependent or androgen-sensitive response to castration is LuCaP 35 (60). This
xenograft was derived from an androgen-independent left inguinal lymph node metastasis in a patient
who had undergone hormonal ablation treatments with diethylstilbestrol, orchiectomy, and flutamide.
It has the wild-type androgen receptor and deletions in chromosome 8p. It is also PTEN RNA-nega-
tive (61). After castration, LuCaP 35 gives the response desired for progression to androgen indepen-
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Fig. 2. LuCaP 35: response to castration. (A) LuCaP 35 was implanted subcutaneously in intact male mice,
which were castrated when tumor volumes reached approx 200 mm?. The tumor volume of each individual
animal is plotted. LuCaP 35 regressed to nonpalpable tumors in nearly all animals by day 30 to 50. Tumors
remained dormant for a period of up to 50 days, at which point they began to regrow in the androgen-free
environment. (Adapted with permission from ref. 60).

dence. Initially, PSA serum levels fall to nearly undetectable levels. Subsequently, as illustrated in
Fig. 2, tumor volume drops dramatically during a 50-day period. At approximately day 70 to 90 after
castration, PSA serum levels begin to rise, followed by measurable increases in tumor volume at
approx 100 days. About 70% of LuCaP 35 xenografts exhibited androgen-independent regrowth. The
androgen-independent LuCaP 35 xenografts were transplanted into castrated SCID mice, and this led
to establishment of the androgen-independent variant designated LuCaP 35V. LuCaP 35V is main-
tained in castrated SCID male mice. Interestingly, the levels of androgen receptor are increased in
LuCaP 35V in comparison with androgen-sensitive LuCaP 35 (27,62).

As indicated, we have derived several xenografts that are androgen dependent or androgen sensi-
tive (Table 1). The response of several of these xenografts to androgen ablation is shown in Fig. 3.
These xenografts show a wide spectrum of responses to castration. Again, this is similar to the range
of responses seen in men, where some tumors respond for only a few weeks whereas others respond
for years.

Several xenografts derived by us and others from androgen-independent clinical specimens revert
to an androgen-dependent/sensitive phenotype when implanted into intact mice. Similarly, LuCaP
35V, when reimplanted into intact mice, reverts to the LuCaP 35 androgen-sensitive phenotype. This
implies that the androgen-dependent phenotype is the preferred growth state when androgens are
present.

Although space does not permit further discussion here, important studies with CaP xenografts are
underway to evaluate mechanisms of response to castration and development of androgen indepen-
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Fig. 3. The response to castration (day 0) of three of our new androgen dependent/sensitive xenografts
(LuCaP 69, LuCaP 73, and LuCaP 77) in comparison with LuCaP 49, which is an androgen-independent, neu-
roendocrine xenograft. Note the differences in tumor volume and prostate-specific antigen (PSA) serum level
responses among the three responsive xenografts. LuCaP 69 is the most androgen dependent, with a dramatic
drop in tumor volume and PSA serum levels for a period of at least 50 days after castration. LuCaP 73 shows a
decrease in tumor growth rate but the tumor volume does not decrease, whereas PSA serum levels drop appre-
ciably for a few weeks before rising again.
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Fig. 4. Normalized mean prostate-specific antigen (PSA) serum levels of intermittent androgen suppression
(IAS) vs castrated (CAS) animals (censored data). Normalized mean PSA serum levels are expressed as a
percent of serum levels at time of orchiectomy (week 0). “On” androgens signifies when animals are receiving
exogenous testosterone via testosterone propionate subcutaneous pellets. (Adapted with permission from ref. 70).

dence. The availability of multiple models with different characteristics should enable researchers to
identify key factors associated with response to castration and development of androgen indepen-
dence. A number of studies have been published using gene expression array profiling before and
at multiple points after castration through the timeframe leading to the androgen-independent state
(63-66). Likewise, several of our xenografts are the focus of such studies (67). These studies yield
many genes/factors potentially involved in this progression. Further confirmation of altered expres-
sion and subsequent experiments to validate the roles of these genes/factors in development of andro-
gen independence are still needed.

Finally, we would like to briefly revisit a study we performed a few years ago that illustrated the
concept of androgen intermittent therapy or intermittent androgen suppression (IAS). In the past,
androgen ablation was an all-or-none treatment modality imposed either by surgical or by pharma-
ceutical castration. IAS is a modified approach, promoted initially by Akakura et al. (50), who
hypothesized that keeping most of the tumor cells androgen dependent and responsive to androgen
ablation would confine overall tumor growth, yield at least equivalent survival, and provide quality-
of-life benefits to the patient. This is accomplished by alternating androgen-ablation treatment peri-
ods with periods of no treatment, using PSA as a valuable surrogate marker of tumor response (68,69).
We modeled this process with our CaP xenograft, LuCaP 23.12 (Fig. 4). Indeed, as hypothesized,
Kaplan—Meier log rank analysis of survival showed equivalent survival between IAS and standard
castration-induced androgen ablation. Recently, several investigative groups have reported favorable
clinical findings using the IAS approach (71-74).

5. METASTASIS

Patients with advanced CaP experience metastases, for which there is currently no curative treat-
ment. The process of tumor metastasis is highly specific and consists of multiple steps. To metasta-
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size successfully, the tumor cells must complete all steps of the process: initial transformation
and growth, local invasion, survival of immune defense, adhesion to the secondary site, establish-
ment of micrometastases and growth at secondary sites. The mechanisms involved in dissemination
of tumor cells and establishment of metastases at secondary sites are not yet understood. Ideally,
animal models of metastasis would parallel the human disease, but it has proven to be very difficult to
develop models of spontaneous CaP metastasis that mimic human CaP in all aspects. To improve our
understanding of CaP metastases and develop new treatment strategies, better animal models of
human CaP demonstrating spontaneous metastasis from the orthotopic site are still needed.

The main sites of metastases of CaP are lymph nodes, bone, and lungs. Researchers have used
available xenografts (Table 1) to generate lymph node and lung metastases, with varying results, but
with very limited success in generating bone metastases. The following section is an overview of
various approaches of generating spontaneous non-osseous and osseous metastases and experimental
metastases with the most common CaP cells lines and the CaP xenografts developed in our laboratory.

5.1. Non-Osseous Metastasis Models

Standard procedures of growing xenografts have been used in attempts to generate spontaneous
CaP metastases, and it has been found that, generally, metastasis from subcutaneous human CaP
xenografts occurs very infrequently (75). Implantation of CaP cells into the prostate (orthotopic site)
in mice has been used with more success, and has resulted in lymph node and lung metastases.

5.1.1. LNCaP Xenografts

Sato et al. (76) reported on generation of LNCaP lymph node metastases in 100% of animals and
microscopic lung metastases in 40% of animals, using orthotopic injection of LNCaP cells. Metasta-
ses from LNCaP orthotopic tumors were also reported by Rembrink et al. (77) and Stephenson et al.
(78). Pettaway et al. (79) also used orthotopic implantation of LNCaP cells in athymic mice to develop
LNCaP sublines with increased metastatic potential; lymph node metastases were harvested and cells
were re-injected into the prostate. This process was repeated three to five times. After implantation
into the prostate, LNCaP-LN3 cells produced a higher incidence of regional lymph node metastases
than LNCaP-Pro5 or LNCaP cells.

Recently, Scatena et al. (80) reported on generation of metastases from LNCaP-luc-M6 orthotopic
and subcutaneous tumors using SCID-beige mice. In this study, sensitive luminescence imaging was
used to detect the metastases. Primary tumors were shielded for this purpose. Lung metastases were
detected as early as 7 weeks in 2 of 10 animals, and, at sacrifice, 10 of 10 of animals had lung
metastases and 7 of 10 animals had rib metastases. Histology confirmed lung metastases but not rib
metastases.

A different approach to generating metastases of LNCaP cells was used by Wang et al. (81). In this
study, pieces of LNCaP xenografts grown subcutaneously were used for orthotopic implantation into
the ventral lateral lobes of the prostate. The authors used this approach to minimize the possibility
that lymph node metastases would be generated from leakage of the cells during injection rather than
by a true metastatic process. With this approach, 61% of the animals had lymph node metastases and
44% had lung metastases.

5.1.2. PC-3 Xenografts

PC-3 CaP cells have been used extensively to generate metastases and develop cells with increased
metastatic potential. Injection of PC-3 (79,82) via the tail vein has led to the establishment of lymph
node metastases. Generation of lymph node metastases from PC-3 orthotopic tumors was also
reported by Stephenson et al. (78) and Rembrink et al. (77). Rubio et al. (83,84) used intramuscular
injection of PC-3 cells, resulting in metastases in animals. Pettaway et al. (79) used PC-3 cells in an
attempt to generate sublines of these cells that were more metastatic, parallel to their work with
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LNCaP. PC-3M cells were injected orthotopically into athymic mice, lymph node metastases were
harvested, and cells were re-injected into the prostate. These experiments yielded PC-3M-Pro4 and
PC-3M-LN4. PC-3M-LN4, harvested from a lymph node metastasis, produced more lymph node and
bone metastases then cells harvested from prostate PC-3M-Pro4 or parental PC-3M cells.

An et al. (85) developed a microsurgical procedure of orthotopic implantation of histologically
intact pieces of tumor in SCID mice, to generate reproducible and reliable models of spontaneous
metastases of CaP in animals. Intact tissue of the human CaP cell line, PC-3, harvested from a subcu-
taneous tumor in an athymic mouse, was implanted into the ventral lateral lobes of the prostate gland.
A high frequency of lymph node and lung metastasis was noted on histological examination. This
was the first report in the literature of the generation of widespread lung metastases after orthotopic
implantation of PC-3 cells. In contrast to orthotopic injection of cell suspensions, no multiple meta-
static cell selection was necessary to increase the metastatic potential of PC-3. The authors specu-
lated that the stromal tissue architecture maintained in the implanted tumors was important for
metastatic potential.

Technical progress has permitted new methodologies to be developed to facilitate detection and
quantitative measurements of metastatic spread. This issue is of special importance because the ma-
jority of spontaneous metastases of CaP are microscopic. Yang et al. (86) used bits of green fluores-
cent protein-labeled PC-3 tumors that had been implanted orthotopically in nude mice. Metastases
were detected in various organs, including liver, lung, kidney, pleural membrane, and adrenal gland.
Interestingly, this approach resulted in skeletal micrometastases as well. Luciferase-labeled PC-3
cells grown intramuscularly were also used to monitor trafficking of these cells to lymph nodes (83).

5.1.3. LuCaP 23.8 and LuCaP 35

We have described another model of generating CaP metastases, using the LuCaP 23.8 (48) and
LuCaP 35 (27) CaP xenografts (60). In our efforts to characterize the metastatic potential of xenografts
established in our laboratory, we observed small but visible metastases in pelvic lymph nodes of
nearly half of the animals harboring various CaP xenografts, along with microscopic lung metastases.
We wondered whether the lack of overt metastases in other organs was caused by poor dissemination,
poor growth at metastatic sites, or an inadequate period for growth before sacrifice. We addressed
this issue by removal of orthotopic tumors after they reached moderate size (250—500 mm?) to allow
time for metastases to grow. The procedure is illustrated in Fig. 5. When we used this procedure, 71%
of the LuCaP 23.8 animals and 100% of the LuCaP 35 animals had lymph node metastases. Lymph
node metastases were macroscopic, and immunohistochemistry confirmed the prostatic origin of
metastases. Seventy-one percent of the LuCaP 23.8 animals and 90% of the LuCaP 35 animals had
lung metastases.

In summary, LNCaP, PC-3, and other prostate cells can be used to generate non-osseous metasta-
ses, including metastases in lymph nodes and lungs. The challenge of using these models to study
mechanisms of metastasis or test new treatment modalities is still in the detection of metastases,
which is labor intensive and time consuming. Using new imaging technologies with fluorescent or
bioluminescent labeling will help to make evaluation of metastatic spread and effectiveness of new
therapeutics more efficient.

5.2. Osseous Metastasis Model

Bone is a very common site of CaP metastasis (28,87,88), and bone metastases are responsible for
most of the morbidity associated with the advanced disease. In contrast with bone metastases of
breast cancer and myeloma, which are mainly osteolytic, a high percentage of CaP metastases exhibit
the radiographic appearance of osteoblastic lesions (89). Histomorphometric studies of CaP bone
metastases have shown that some of the sclerotic lesions are actually mixed in nature, with increased
activities of both osteoblasts and osteoclasts (90,91).
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Fig. 5. Scheme of implantation and removal of orthotopic prostate cancer (CaP) tumors. Tumor bits of CaP
xenografts were implanted into the coagulating gland (A). After tumors reached a size of 250 to 500 mm?, the
animals underwent a second surgery. Tumor and associated seminal vesicle were ligated and removed (B). SV,
seminal vesicle; VD, vas deferens; U, ureter; B, bladder; AG, ampullary gland; CG, coagulating gland. (Adapted
with permission from ref. 60).

To represent a good model of the human disease, animal models of CaP bone metastasis should
exhibit two major characteristics: metastasis to bone, and osteoblastic response in the bone. However,
unlike the human disease, human CaP xenograft models rarely metastasize spontaneously to bone
from the orthotopic site of primary tumor growth, and, in the few instances in which this has been
noted, they did not yield osteoblastic lesions. Although much effort has been spent on the
establishment of new CaP xenografts that spontaneously metastasize to bone yielding an osteoblastic
reaction, none exists that is reasonably reproducible and at a sufficient frequency to be experimentally
useful. Therefore, to study the biology of CaP bone metastases and test new treatment modalities,
experimentally induced metastatic models have been used as alternatives. The most commonly used
alternatives are intravenous or intracardiac injection of tumor cells, and direct injection of cells
into bone.
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5.2.1. Intravenous and Cardiac Injection

Shevrin et al. (82) used an injection of the CaP cell line PC-3 into the tail veins of athymic mice
while the inferior vena cava was occluded. This technique diverted cells into the vertebral venous
plexus. Bone lesions developed in 3 of 16 experimental mice. Two tumor sublines were established
from explant cultures of bone lesions, and re-injection of these cells into the tail vein resulted in bone
metastasis in 19 of 36 animals. The main sites of bone metastasis were lumbar vertebrae, pelvis, and
femurs. Wang and Stearns (92) selected highly invasive PC-3 sublines based on enhanced capacities
to migrate across Matrigel in vitro, and, when these cells were injected intravenously in the tail vein
of SCID mice, they metastasized to a wide variety of tissues. Four distinct sublines were isolated that
metastasized preferentially to various skeletal sites in approx 80% of animals. Angelucci et al. (93)
used PC-3 cells that were injected into the left cardiac ventricle of athymic mice, and followed meta-
static spread and growth by luminescence. Sixty-four percent of animals developed osteolytic bone
metastases. In this study, Angelucci et al. (93) isolated PC-3 cells from bone, named PCb2, that
exhibited a more invasive phenotype, resulting in higher numbers of bone metastases.

The LNCaP cell line has also been used for studies of interactions between CaP and bone cells
(94), although these cells do not metastasize spontaneously to the bone or colonize bone. Thalmann
et al. (30) developed sublines of LNCaP, of which, one, C4-2, was able to metastasize to bone,
although at low frequency (2 of 20). C4-2 sublines, designated B2, B3, B4, and BS5, have a higher
propensity to metastasize to bone and cause osteoblastic lesions, but, again, the rate of bone metasta-
ses was rather low (37,32,95).

In summary, intravenous and cardiac injections can be used to generate experimental bone metas-
tases of CaP. However, these models have critical limitations:

1. PC-3 and its sublines result in osteolytic bone lesions, and do not produce PSA, a marker of prostate
epithelial cells, whereas human CaP bone metastases exhibit mainly osteoblastic characteristics.

2. The C4-2b human CaP models (30-32) result in bone metastases after injection of the cancer cells, but
only after a long delay, and the frequency of these metastases is still too low for preclinical studies.

5.2.2. Direct Bone Injections

Direct injection of tumor cells into the bone marrow has been developed as an alternative to spon-
taneous metastases for the study of interactions between CaP and bone cells (24,96—102).

5.2.3. SCID-hu Model

The possibility exists that the low frequency of bone metastasis in animal models is caused by
incompatibilities between tumor and host environment. Nemeth et al. (24) used human fetal bone
grafted subcutaneously into SCID mice as a substrate for the growth of human CaP cells PC-3, DU
145, and LNCaP. After 4 weeks of bone growth, tumor cells were injected intravenously or directly
into the implanted bone tissues. Only intravenously injected PC-3 cells readily colonized human
bone in 5 of 19 animals (Fig. 6) whereas no metastases were observed in implanted human lung or
intestinal tissues or mouse bone, demonstrating tissue specificity of the process. Direct injection of
tumor cells into the bone implants resulted in tumors of DU 145, PC-3, and LNCaP in 75 to 100% of
animals. PC-3 and DU 145 lesions were primarily osteolytic, whereas LNCaP lesions were both
osteoblastic and osteolytic (Fig. 7). Davies et al. (46) used LAPC-4 CaP cells in the SCID-hu model
to establish cells that were more aggressive with stronger metastatic character. LAPC-4 cells were
injected near to bone, and LAPC-4 (squared) was selected after growth in the bone environment.
These cells form tumors, develop androgen independence, and metastasize to the human bone
implants after orthotopic implantation.

5.2.4. Human Adult-Bone Model

The SCID-hu model adapted by Cher’s group used human fetal bone as a substrate for human CaP
bone metastases. Because CaP affects mainly older men, and bone remodeling is different in fetal and
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Fig. 6. Circulating cell colonization assay. Representative tumor formed in SCID-hu mouse after intrave-
nous injection of PC-3 cells. (A) Gross appearance of tumor in human bone fragment. Tumor appeared as a
smooth mass (bracket) extending from residual normal bone tissue. Bar = 1 cm. (B) Low-power view of tumor
mass, showing residual bone tissue at the periphery (arrow), original magnification <>20. (C) Close examina-
tion revealed cohesive nests of tumor cells in a desmoplastic stromal response. Evidence of osteolytic activity
could also be seen (arrowhead), original magnification <>100. (D) representative colony of PC3 tumor cells in
mouse lung, consisting of a small number of cells (arrow), original magnification <>100. (Adapted with per-
mission from ref. 24).

Fig. 7. End-organ growth assay. Representative photomicrographs demonstrating histological features of
tumors formed in human bone tissue 6 weeks after the direct injection of human prostate cancer cell lines. (A)
DU 145 cells formed solid tumors with evidence of osteolytic activity (arrow), original magnification x 100. A
mild desmoplastic stromal response was visible in some areas of bone tumors and was revealed by red staining
of tumor cells with a pancytokeratin antibody (D), original magnification x200. (B) Bone tumors formed by
LNCaP also showed a desmoplastic stromal response, and evidence of both osteoblastic (arrow) and osteolytic
activity (arrowhead) could be observed by routine staining, original magnification &times;100. (E) The inter-
mingling of red-stained LNCaP cells and stromal cells could be better seen after cytokeratin immunostaining,
original magnification x200. (C) PC3 cells formed solid osteolytic tumors, and bone tissue was often com-
pletely destroyed; original magnification x100. A strong desmoplastic stromal response was visible in these
tumors, revealed both by routine H&E staining (C) and by red staining for cytokeratin (F). Original magnifica-
tion x200. (Adapted with permission from ref. 24).
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Fig. 8. Histological appearance of LNCaP tumors growing in adult human bone fragments implanted into
NOD/SCID mice. Specimens obtained at 2 weeks (A and B), 4 weeks (C), 6 weeks (D and E), and 8 weeks (F)
after LNCaP cell injection. (A) Metastatic foci were formed in bone marrow sinuses at 2 weeks after the inocu-
lation of prostate cancer cells. Little initial response of bone marrow stromal cells was detected around the
tumors (H&E, original magnification &times;100). (B) Prostate-specific antigen (PSA)-positive tumor foci
were often found in blood vessels (PSA stain, original magnification &times;100). (C) Localized LNCaP tumors
were observed in bone fragments at 4 weeks after injection of LNCaP cells. An initial mild response of bone
marrow stromal cells was observed around tumor foci (H&E, original magnification &times;40). (D)
Intertrabecular bone metaplasia. Active bone formation by metaplasia of bone marrow stromal cells adjacent to
tumor foci at 6 weeks after injection of LNCaP cells (H&E, original magnification &times;100). (E) Apposi-
tional bone formation. A minute focus of appositional new bone formation is seen on a trabecula of lamellar
bone. The osteoid matrix shows intense eosinophilic staining (Yoshiki stain, original magnification
&times;100). (F) Reconstructive osteosclerosis in prostate cancer. The intramedullary space has been almost
entirely replaced by tumor cells. Although this is a case of osteoblastic metastasis, an irregular cement line
suggesting previous bone resorption can be observed (H&E, original magnification &times;100). (Adapted
with permission from ref. 99).

adult bone, Yonou et al. (99) and Tsingotjidou et al. (97) used adult bone as an environment for
establishment of CaP bone metastases in immune-compromised mice. Yonou et al. (98,99) used non-
obese diabetic/severe combined immunodeficient mice, adult human bone, and tail-vein injection of
CaP cells. Three to 4 weeks after human bone implantation, PC-3 cells or LNCaP cells were injected.
Sixty-five percent and 35% of animals, respectively, developed tumors in the grafted bones. The
LNCaP cells colonized the bone marrow cavity, often exhibiting an osteoblastic response at the edges
of metastatic foci, with new bone formation adjacent to mature lamellar bone (Fig. 8). Similar to the



20 Corey and Vessella

findings of Nemeth et al. (24), there was no colonization of human lung tissue implants. Tsingotjidou
et al. (97) used human adult bone harvested from patients undergoing total joint arthroplasty, which
was then implanted intramuscularly in the hind limbs of irradiated SCID mice. Tumor cells PC-3 and
LAPC-4 were injected next to the bone 2 months after bone implantation. Both tumor types showed
growth in this environment, with no detectable new bone formation, but significant osteolysis.

5.2.5. Intratibial Injection

Another approach for the generation of experimental CaP bone metastases consists of direct injec-
tions of CaP tumor cells into mouse bone (96,/00—102). This technique was originally developed by
Berlin et al. (/03) in generating spontaneous metastases of osteosarcoma to lungs. We (96,/02) have
used CaP cells PC-3, LNCaP, and C4-2, as well as cells isolated from CaP xenografts LuCaP 23.1
and LuCaP 35, established in our laboratory, to characterize CaP/osseous models derived from the
direct injection of tumor cells into tibiae of 4- to 6-week-old SCID mice. We have had considerable
success with the intratibial injections. The general protocol, adapted from Berlin et al. (103), is to
inject 1-2 x 103 CaP cells with a 26-gauge needle approx 3 mm into the proximal end of the tibia of
4-week-old SCID male mice. LuCaP 23.1, LNCaP, LuCaP 35, C4-2, and PC-3 cells injected into the
tibia all exhibited tumor growth in the bone. PC-3 cells caused an osteolytic response, LNCaP and
LuCaP 35 yielded mixed lesions, and LuCaP 23.1 yielded an osteoblastic response (Fig. 9), new bone
development was evident throughout the lesions; tumor cells replaced all bone marrow, and exten-
sive new bone formation was observed. We also examined the nature of the interactions of LuCaP
23.1 with bone at early, mid-phase, and late time-points of its growth in the bone environment. Figure
10 shows by radiography representative radiographs of early, mid-phase, and late tumor develop-
ment. Histology of tibiae with prostate tumor cells was compared with samples of human CaP bone
metastases. The LuCaP 23.1 and PC-3 tumored bones, respectively, showed many similarities to
human samples of osteblastic and osteolytic bone metastasis of protate cancer (Fig. 11). We also used
immunohistochemistry to evaluate the validity of these xenografts as models of human CaP bone
metastasis. As in human specimens, we detected osteoprotegerin (OPG), receptor activator of nuclear
factor kappa B, (RANKL), parathyroid hormone like protein (PTHrP), and endothelin-1 (ET-1)
immunoreactivity in all CaP xenografts growing in the bone.

The C4-2 osseous model and its response to castration were also characterized (/02). C4-2 tumors
had a 100% take rate in bone and caused radiographically lytic expansile lesions. C4-2 cells decreased
bone mineral density and bone volume of the injected tibiae vs normal tibiae. Castration caused a
drop in serum PSA with a nadir at day 14, after which it began to rise again. Bone destruction in the
tumorous tibiae of castrated animals was decreased by 15.9% vs tumorous tibiae of intact animals.

Simultaneously, Fisher et al. (/01) published characterization of intratibial injections of PC-3, DU
145 and LNCaP CaP cells into athymic mice. In this report, PC-3 and DU 145 cells had a mixed
sclerotic/lytic appearance and caused increases in the number of osteoclasts, whereas LNCaP did not
form tumors in the bone environment.

Leeetal. (100) used LAPC9 and PC-3 in the tibial injection model. PC-3 caused osteolytic lesions
with a large number of osteoclasts. In contrast, LAPC-9 caused osteoblastic lesions at 6 weeks, with
osteoclasts detected only rarely. Greater osteoclast activity was detected at 8 weeks when the
osteoblastic lesions were well-established (Fig. 12). Immunohistochemical analysis showed that
PC-3 produced RANKL, interleukin (IL)-1, and tumor necrosis factor-o., which are associated with
osteoclastogenesis. LAPC-9 cells produced no RANKL or IL-1, and minimal amounts of tumor
necrosis factor-a,, but large quantities of bone morphogenetic protein (BMP) 2, BMP 4, BMP 6, and
IL-16, which are associated with bone formation.

Andresen et al. (104) injected CWR22 cells into tibiae of athymic rats. Both osteoblastic and
osteolytic reactions were detected after 4 to 6 weeks, with the osteosclerotic reaction predominant.
Radiological and histological evidence revealed osteosclerotic lesions with trabeculae of newly
formed bone lined by active osteoblasts and surrounded by tumor cells. Near the end of the 7-week
study, osteolytic bone lesions became more evident on X-rays.
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Fig. 9. Characteristics of osseous prostate cancer (CaP) models. (A) Radiograph of LNCaP intratibial tumor
showing osteolytic expansile lesion with soft-tissue abnormalities. (B) H&E of LNCaP intratibial tumor, dem-
onstrating mixed lesion (eroded surface and thickened trabeculae). (C) Anti-prostate-specific antigen (PSA)
stain of LNCaP in the tibia. (D) Radiograph of LuCaP 35 in the tibia showing osteolytic expansile lesion with
soft-tissue abnormalities. (E) H&E of LuCaP 35 in the tibia demonstrating mixed lesion (eroded surface and
thicker trabeculae). (F) Anti-PSA stain of LuCaP 35 in the tibia. (G) Radiograph of LuCaP 23.1 in the tibia
showing osteoblastic growth. (H) H&E of LuCaP 23.1 in the tibia. (I) Anti-PSA stain of LuCaP 23.1 in the
tibia. (J) Radiograph of PC-3 in the tibia showing osteolytic lesion with a large reduction in bone mass. (K)
H&E of PC-3 in the tibia with an increase in osteoclasts lining the bone. (L) Anti-PSA IP stain of PC-3 in the
tibia showing a lack of reactivity. (Adapted with permission from ref. 96).
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Fig. 10. Progression of LuCaP 23.1 lesions in the tibia. Representative radiographs of (A) LuCaP 23.1 in the
early phase; (B) in the mid phase; and (C) in the late stage. (Adapted with permission from ref. 96).

Fig. 11. Goldner’s staining of normal tibia, LuCaP 23.1 and PC-3 cells injected into tibia. (A) Normal mouse
tibia; (B) LuCaP 23.1 cells injected into tibia; and (C) PC-3 cells injected into tibia; Goldner’s staining; original
magnification x6. (D-F) Examples of human bone samples of similar character; original magnification x6. (D)
Normal human bone; bony trabeculae and bone marrow are present. (E) Human CaP osteoblastic lesion, with
significant increase in mineralized bone (green area), replacement of bone marrow by tumor cells (grey areas).
(F) Human CaP osteolytic lesion; most of the bony trabeculae have been lysed and the spaces filled with tumor
cells. Green areas are remaining mineralized bone; tumor cells are grey. (Adapted with permission from ref.
96).
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PC-3 Radiographs

Fig. 12. PC-3 and LAPC-9 in tibiae. (A) 1, (B) 2, (C) 4, (D) 6, and (E) 8 weeks after injection. Top row:
radiographs of PC-3 injected tibias. Osteolytic lesions notable at 2 weeks, with complete destruction of the
proximal tibia at 8 weeks. Middle row: radiographs of LAPC-9 injected tibias. Osteoblastic lesions notable at 6
and 8 weeks. Bottom row: Left: H&E of PC-3 bone interphase with osteoclast. Right: H&E of LAPC-9 in bone.
(Adapted with permission from ref. /00).

A similar experimental approach for the study of bone metastasis is injection of tumor cells into
the femurs of SCID mice, as used by Navone et al. (35) and Pinthus et al. (/05). Navone et al. used
MDA PCa 2b established from bone metastases, and these cells resulted in an osteoblastic reaction.
Pinthus et al. reported that WISH-PC2 produced osteolytic lesions with foci of osteoblastic activity
when the cells were injected directly into the femur.



24 Corey and Vessella

In summary, because of the paucity of models of spontaneous CaP bone metastases, new models
have been developed to study interactions of CaP cells with the bone environment, using either human
bone or mouse bone and various CaP cell lines. Informative morphological and biochemical findings
corresponding to CaP growth in human bone have been observed using all of these models. However,
because the bone metastases are experimentally induced by direct bone injection, these models can-
not be used effectively for studies of early metastatic events, such as migration, and so on. This is an
important limitation on the use of these models for the study of trafficking and migration of CaP, but
the results reported herein suggest that this has little impact on the value of the models for
investigation of the interactions between CaP and bone and testing of new therapeutic modalities.
Another limitation of the existing models is that CaP cells commonly used for these studies result
in modest new bone formation (C4-2, C4-2B, CWR22, and MDAPCa2b) or in osteolytic reactions
(PC-3). There are only two xenografts, LuCaP 23.1 and LAPC-9, that produce osteoblastic reactions in
the bone resembling those in human specimens. Unfortunately, neither of these xenografts grows in
vitro, limiting the studies of characterization of phenotypic alterations and effects on signaling
pathways.

5.3. Preclinical Use of Experimental Bone Metastasis Models

All of the above-described models of generating experimental bone metastases of CaP have been
used to evaluate the effects of new therapeutics and to increase our understanding of the interactions
of prostate tumor cells and the bone environment. What follows is a summary of studies from various
groups showing the significant usefulness of these models in preclinical testing.

5.3.1. SCID-hu Model

There are multiple reports of use of the SCID-hu model. The first reported use of this model to
evaluate new treatment modalities was published by Nemeth et al. (/06). The authors showed that
matrix metalloproteinase activity was associated with PC-3 cell proliferation in bone, and that daily
treatment with batimastat, a broad-spectrum matrix metalloproteinase inhibitor, hampers osteolysis
associated with the growth of these cells in the bone environment, as well as tumor growth. Cher et al.
(107) used this model to show that expression of maspin, when overexpressed in DU 145 cells,
caused inhibition of osteolysis, tumor growth, and angiogenesis. The model was also used to evaluate
the effects of genistein on PC-3 bone metastases (/08); the results showed that genistein inhibits
growth of PC-3 cells in the bone environment. Nemeth et al. (/09) also showed that inhibition of o,
[3-5 integrin reduced PC-3 cell proliferation in the SCID-hu model. Zhang et al. (/10) blocked RANKL
activity with soluble murine RANK-Fc (sSRANK-Fc) to prevent progression of CaP cell growth in the
bone environment. LuCaP 35 CaP cells, grown in the fetal bone and treated with sSRANK-Fc, resulted
in fewer osteoblastic lesions, lower bone mineral density, decreased serum PSA levels, and dimin-
ished tumor volume. In contrast, SRANK-Fc had no effect on subcutaneously implanted LuCaP 35
cells. The authors concluded that SRANK-Fc is an effective inhibitor of RANKL that diminishes
progression of CaP growth in bone through inhibition of bone remodeling.

5.3.2. Adult Bone Model

Models using adult human bone were used by Goyaetal. (///) and Yonou et al. (//2). Goya et al.
(111) investigated whether a novel antibody directed against human IGF-I and IGF-II (KM1468)
inhibits the development and progression of LNCaP bone tumors. KM1468 markedly and dose-
dependently suppressed the development of new bone tumors and the progression of established
tumor foci, and it also decreased serum PSA levels. These results indicate that the IGF signaling axis
is a potential target for prevention and treatment of bone metastases arising from CaP. Yonou et al.
(112) evaluated whether blockade of osteoclastogenesis by OPG inhibits the development of new
bone tumors and the progression of established osteoblastic bone tumors. In this study, OPG reduced
the number of osteoclasts and the size of the tumors at the bone sites, but it had no effect on the local
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growth of subcutaneous LNCaP tumors. These findings demonstrate that osteoclasts play an important
role in bone tumors of CaP, and that OPG decreases the LNCaP CaP burden selectively in bone and
prevents the development of new lesions. This suggests that inhibition of osteoclastic bone resorption
may be an effective therapy for the treatment of CaP that has colonized bone. Similar findings using
intratibial injections have been published by Zhang et al. (//3) and Kiefer et al. (/1/4) (see Section
5.3.3).

5.3.3. Direct Injection Into Mouse Bone

Our efforts to treat cancer have focused on compounds that affect growth and apoptosis of tumor
cells. Compounds that modulate the host organ microenvironment may provide additional benefits in
cancer treatment. Because literature data suggest that increased osteolysis is a key component of CaP
bone metastasis, there has been interest in whether inhibitors of osteolysis could slow the growth of
these lesions. Zhang et al. (//3) and Kiefer et al. (1//4) evaluated the effects of OPG, an inhibitor of
osteoclastogenesis, on growth of prostate tumor cells in mouse tibiae. Zhang et al. (//3) used C4-2
cells that cause a moderate osteoblastic reaction, and, in our study, we used our highly osteoblastic
xenograft, LuCaP 23.1. Both studies showed that OPG administration inhibited CaP-induced
osteoclastogenesis and tumor growth. OPG may, therefore, be beneficial to patients with advanced
CaP bone metastases. Using the intratibial model with C4-2 cells overexpressing OPG, we have also
shown that OPG may be at least partially responsible for the osteoblastic character of most CaP bone
lesions (115).

Bisphosphonates are potent inhibitors of osteolysis, and a new-generation bisphosphonate,
zoledronic acid, has been tested as a potential treatment for osteolytic and osteoblastic CaP tumors
(116,117). Zoledronic acid inhibits osteoclastogenesis and, therefore, modulates the bone environ-
ment, and it may also have direct antitumor effects. Lee et al. (//6) used osteoblastic LAPC-9 and
osteolytic PC-3 cells injected into the tibiae to evaluate the effects of zoledronic acid. Zoledronic
acid decreased the number of osteoclasts in PC-3 experimental metastases in bone, but it was not
effective in halting blastic lesions of LAPC-9. LAPC-9 lesions were formed even when the number
of osteoclasts was significantly reduced. In our study, Corey et al. (1/6), we used osteoblastic LuCaP
23.1 and osteolytic PC-3 cells in the intratibia model. Growth of osteoblastic and osteolytic lesions
was significantly inhibited by administration of zoledronic acid. Both of these studies suggest that
the anti-osteolytic activity and the antitumor effects of zoledronic acid could benefit CaP patients
with bone metastases. Also, Burton et al. (//8) used green fluorescent protein imaging to monitor
skeletal progression of PC-3 cells injected into the tibia. Subsequently, these authors used this model
to evaluate the effects of the bisphosphonate pamidronate on the growth of osteolytic PC-3 bone
lesions. As with zoledronic acid, they observed that pamidronate inhibited growth of PC-3 in the
bone environment.

Fidler’s group has also used the tibial injection model to study the effects of potential new thera-
peutics on CaP bone metastases (1/9-122). This group blocked the platelet-derived growth factor
receptor (PDGF-R) and the epidermal growth factor receptor (EGF-R) alone or in combination with
paclitaxel. PC3-MM2, a metastatic subline of PC-3 cells with higher propensity for bone, was used in
these studies. Uehara et al. (1/9) blocked PDGF signaling by the tyrosine kinase inhibitor, STI5S71,
with or without paclitaxel. They observed reductions in tumor incidence and size in animals treated
with STI5S71, and more pronounced inhibition of tumor growth in animals treated with the combina-
tion of STIS71 plus paclitaxel. Kim et al. (/20) examined the effects of EGF-R signaling blockade by
PKI166, an EGF-R tyrosine kinase inhibitor, alone or in combination with paclitaxel. Administration
of PKI166 or the combination reduced the incidence and size of bone tumors and destruction of bone.
In subsequent studies, Kim et al. (/21) used this model to evaluate the combination treatment with
CaP bone metastases. Combination therapy using PKI166, STI571, and paclitaxel induced a high
level of apoptosis in tumor cells and vascular endothelial cells within the tumor, along with inhibition
of tumor growth in bone. In aggregate, these data demonstrate that blockade of EGF-R and PDGF-R
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phosphorylation significantly suppresses experimental human CaP bone metastasis, and, when com-
bined with paclitaxel, the therapy is even more effective, indicating significant potential of these
treatments against CaP bone metastasis. Finally, because of the heterogeneity of CaP metastasis and
the necessity of attacking different pathways to eliminate the advanced disease, Kim et al. (/22) set
out to determine whether systemic administration of zoledronic acid could prevent bone lysis and
inhibit progression of PC3-MM2 cells growth in the bone. Zoledronic acid inhibited bone lysis, but
did not inhibit the growth of PC-3MM2 cells. Systemic administration of zoledronic acid together
with STI571 and paclitaxel yielded significant inhibition of bone lysis and decreases in tumor inci-
dence and tumor growth. These results indicate the potential benefits of a combination of a
bisphosphonate with a protein tyrosine kinase inhibitor and a cell-cycle blocking drug for the treat-
ment of CaP bone metastasis.

Gamradt et al. (/23) used the tibial model to determine whether COX-2 plays a role in the bone
formation observed in osteoblastic CaP metastases, using cell lines that produce either osteoblastic
lesions (LAPC-9) or osteolytic lesions (PC-3, negative control). Administration of SC-58236, a
COX-2-specific inhibitor, significantly reduced the size of osteoblastic lesions after LAPC-9 injec-
tion. In contrast, large osteolytic lesions were seen in both control and SC-58236-treated animals
after PC-3 cell injections. These findings suggest that progression of osteoblastic metastases induced
by injection of human CaP cells may be reduced or delayed by COX-2 inhibitors.

Fizazzi et al. (124) directly injected osteoblastic MDA PCa 2b and osteolytic PC-3 CaP cells into
the femurs of mice to assess the activity of docetaxel in combination with hormonal therapy on
experimental CaP bone metastases. Docetaxel exhibited strong antitumor effects on both osteolytic
and osteoblastic lesions. These results provide a strong preclinical rationale for the clinical use of
docetaxel in treatment of both locally advanced and disseminated CaP.

Zhang et al. (110) used C4-2B cells injected into mouse tibiae to establish a model for detection of
prostate tumor cells in the bone environment. The C4-2B cells had been stably transfected with the
RANKL promoter driving the luciferase gene. Animals with established tumors were treated with
transforming growth factor-f§, and bioluminescence was measured. The measurements demonstrated
an increase in intraosseous tumor size over time that correlated with serum PSA levels. These
observations provide a novel method to use in exploring the biology of CaP.

5.3.4. Cardiac Injection

We found only one published report of intracardiac injections of CaP cells to generate bone metas-
tases as a model for testing new treatment modalities (/25). In this report, Sun et al. injected PC-3
cells labeled with luciferase into the left cardiac ventricle of athymic mice, and evaluated the effects
of SDF-1/CXCR4 blockade by neutralizing antibodies. The results of this study showed that SDF-1/
CXCR4 blockade decreased the number of bone lesions, suggesting that this receptor plays a role in
“capturing” CaP cells within the bone marrow. Moreover, a parallel study using the intratibial
injection model showed that SDF-1/CXCR4 blockade inhibits growth of these cells in the bone
environment.

In summary, experimental models of CaP bone metastasis have given rise to a range of important
findings. For example, these models have shown that alteration of the bone environment by adminis-
tration of compounds inhibiting osteolysis can affect tumor growth. Another general finding of con-
siderable use is that because CaP is nearly always heterogeneous, multimodal therapy often exhibits
superior antitumor activities These findings can be used directly in designing clinical trials to attack
human CaP more effectively.

6. CHAPTER SUMMARY

In this chapter, we discussed some of the most pertinent aspects of models of human CaP
xenografts. We anticipate that there may be readers who are unfamiliar with the different immune-
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compromised mice that are available for xenotransplantation and the various methods of implanta-
tion of cell lines and clinical tissues, so we have included a brief review of these topics.

Throughout the chapter, we repeatedly referred to the heterogeneity of CaP in humans and the
need for multiple models that reflect specific features of this heterogeneity. This was illustrated in
both Subheading 4. Progression to Androgen Dependence and Subheading 5. Metastasis. For
example, in humans, we observe tumors that do not respond favorably to androgen ablation and
rapidly progress to an androgen independent state and tumors that respond with slowed or absent
growth for years. It is controversial what role neuroendocrine cells play in this progression, but an
assortment of xenografts are now available that model this heterogeneous progression response,
including those that have a neuroendocrine phenotype. It is unfortunate that we do not yet have a
xenograft model that ideally mimics the spontaneous metastasis pattern observed clinically with an
ultimate involvement of the skeleton revealing multiple osteoblastic lesions. However, in our Sub-
heading 5. Metastasis, we summarized a number of approaches used to circumvent the limitations of
spontaneous metastases to bone and nonbone sites. In many laboratories, great science is being
accomplished using these CaP xenograft models, but more xenografts are still needed to fully under-
stand the biology of this disease and its diversity. Although we have attempted to highlight key
findings in the field of CaP xenografts, we apologize for the inevitable and inadvertent omissions of
important work, and we hope that this material will nevertheless be of use to those with interest in
preclinical models of human CaP.
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The Pathology of Human Prostatic Atrophy
and Inflammation

Angelo M. De Marzo

Summary

Focal atrophy is an extremely common histological alteration in the human prostate. Although most
investigators during the last several decades have assumed that it is not relevant to prostate cancer, some patholo-
gists suggested that prostate cancers might arise from atrophy as early as the 1930s (/). Chronic inflammation
is amajor contributing cause of cancer in many organ systems. Only in the last few years have investigators begun
to examine whether chronic inflammation, which is virtually always associated with prostate tissue that is
atrophic, may be also involved in the pathogenesis of prostate cancer. Recently, a model of prostatic carcinogen-
esisinvolving a pathway of tissue injury, focal atrophy, regeneration, and specific molecular alterations occurring
in the setting of chronic inflammation has been presented (2—4). In addition, the epidemiology of the potential
role of inflammation and infection in prostate cancer has been reviewed recently (5-8). In this chapter, data
regarding the histological features as well as the cellular and molecular biology of prostate atrophy and inflam-
mation are examined.

Key Words: Focal atrophy; PIA; proliferative inflammatory atrophy; prostate atrophy; prostate cancer;
prostate inflammation.

1. HISTOPATHOLOGY OF PROSTATE ATROPHY
1.1. Classification of Focal Atrophy Lesions

There are several morphological variants of focal prostate atrophy. These were first classified in
detail by Franks (9), who described five patterns. There were two patterns of “simple atrophy”:
“simple atrophy” and “simple atrophy with cyst formation.” A third pattern was referred to as “scle-
rotic atrophy.” Finally, there were two patterns of “post-atrophic hyperplasia’: “lobular hyperpla-
sia,” and “sclerotic atrophy with hyperplasia.” These descriptions served as the basis for studies of
prostate atrophy for many years. Unfortunately, these terms, and several others related to them, have
been used during the last few decades in inconsistent ways. For example, lesions referred to by some
pathologists as post-atrophic hyperplasia (/0—12) would mostly likely be referred to by other pa-
thologists as lobular atrophy (/3-15). Additionally, some lesions referred to by Epstein et al. as
partial atrophy (/6) would seem to be referred to by others as post-atrophic hyperplasia (/3-15). To
facilitate the comparison of future studies of prostate atrophy, and its potential relation to prostate
cancer and other prostate disease, such as “chronic prostatitis” and benign prostatic hyperplasia
(BPH), it was important to develop standardized terminology. A Working Group Classification of
Focal Atrophy of the Prostate was developed and a manuscript describing this system and the results
of a study that show good interobserver reliability of pathologists to classify these lesions has been
shed (17). The major features of this histological classification are presented next.

From: Contemporary Cancer Research: Prostate Cancer:
Biology, Genetics, and the New Therapeutics, Second Edition
Edited by: L. W. K. Chung, W. B. Isaacs, and J. W. Simons © Humana Press Inc., Totowa, NJ
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Fig. 1. Normal prostate vs simple atrophy. (A) Normal prostate epithelium. Lu, lumen. H&E original mag-
nification x 100. (B) Simple atrophy lesion. Corp, corpora amylacea in lumens. Note lack of papillary infoldings,
decreased cytoplasmic volume with lack of clear cytoplasm, and scattered mononuclear cells in the stromal and
luminal compartments. H&E; original magnification x 100.

1.1.1. Working Group Classification of Prostate Atrophy Lesions

For the investigator to diagnose focal atrophy of the prostate, some general knowledge of the
normal glandular histology is required. Although normal histology is briefly described, a more com-
prehensive description has been presented by McNeal (78).

1.1.1.1. NorMAL EPITHELIUM

Although there are some differences between the appearance of the epithelium in the different
prostate zones, there are many features shared by all zones. Unless indicated, this description will
focus on the peripheral zone. In all zones, it is not possible to distinguish acini from ducts unless one
happens to have sampled an elongated open channel that can be observed branching proximally to
distally. The epithelium in prostate ducts and acini are thought to be histologically identical (/8).

Normal epithelium, as observed in routine hematoxylin and eosin (H&E) sections of formalin-
fixed, paraffin-embedded tissues, contains acini lined by luminal cells that are tall and columnar
(Fig. 1A). The cytoplasm is generally clear/pale with a slightly reticular appearance at high power.
The clear appearance is an artifact of tissue processing after formaldehyde fixation, in which “pros-
tate secretory granules” are inadvertently removed. When fixed in a strong glutaraldehyde solution,
these granules, which contain prostate-specific antigen, prostate-specific acid phosphatase, and
polyamines, are largely retained (/9,20). In the central zone, the luminal, cells tend to contain darker
eosinophilic cytoplasm.

The luminal cell nuclei are round and generally polarized towards the basement membrane side of
the cell, although, at times, they can appear pseudostratified (/8) which occurs more in the central
zone. The chromatin is finely granular and evenly distributed and nucleoli are generally not visible or
are small (<1 pm). The luminal cells overlie a continuous basal cell layer, in which the cells contain
scant cytoplasm and nuclei that are small, oval, and frequently oriented perpendicular to the base-
ment membrane. At times, in immunostained sections, cytoplasmic projections are observed that
extend up in between the luminal cells. The basal layer may be only partially visible without
immunostaining, although it is often more “prominent” in the transition zone in nodules of BPH, and,
at times, in the central zone. The prominence results from the size of the basal cells, which are larger
and more rounded. Neuroendocrine cells are not visible without immunostaining, but are present as
scattered single cells that can be found in the basal, luminal, or both compartments (2/-23).
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Fig. 2. Four patterns of focal prostate atrophy, as indicated. PAH, post-atrophic hyperplasia. H&E; original
magnifications: (A) x40; (C) and (D) x100.

Prostatic acini and ducts are spaced at nearly regular intervals and are embedded in a stroma
consisting largely of smooth muscle (Fig. 1A), which varies in character depending on zonal location
(18). The stroma also contains nerves, small blood vessels, collagen, and variable numbers of
inflammatory cells. The acini contain multiple infoldings that are true “papillae” because they contain
vascular channels. The acini in the central zone tend to have more complex arborization (/8) and tend
to contain benign “roman bridges” (24). The acini in BPH observed in the transition zone are more
variable but may contain even longer papillae.

1.1.1.2. FocAL ATROPHY

By definition, the luminal cells in atrophic regions contain reduced amounts of cytoplasm
compared with normal epithelium. The reduction in cytoplasm is quite variable, ranging from being
extremely scant and barely visible in flattened cells, to more abundant in cuboidal cells. The
epithelium in all types of atrophy is composed of two layers consisting of basal cells and luminal
cells—although two layers may be difficult to discriminate at times by standard H&E staining. The
two layers are apparent after immunohistochemical staining for basal cell specific cytokeratins
(10,13-15,25) (Fig. 6) or p63 (26). Although the basal layer may be visible in focal atrophy, it is
often very patchy.

1.1.1.2.1. Architectural Patterns/Subtypes of Focal Atrophy. Focal atrophy lesions can be classi-
fied into one of four subtypes, as described in Table 1 (Fig. 2). Although stereotypical cases of each
of these occur, in practice, more than one type is often found within a given region (9,10,11,27).
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Table 1
Four Subtypes of Focal Atrophy Lesions. Adapted with permission from De Marzo et al. J. Surg.
Pathol. 30:1281-1291, 2006

Simple atrophy: Although there is some variability, the acini are of relatively normal caliber and are generally
spaced apart in a configuration similar to that of normal epithelium, and the number of acini per unit area does
not seem to be increased relative to normal acini (/7). Glands that are dilated but not rounded are also consid-
ered simple atrophy. The acini are somewhat stellate in shape and may be angulated and, at times, seem to be
compressed. Unlike normal glands, the atrophic glands lack vascularized papillary infoldings. Most of these
lesions contain at least some chronic inflammatory cells in the stroma, epithelium, or lumen. Acute inflamma-
tory cells may also be present, but these are much more variable. At times there seems to be drop-out of acini
and ducts in the atrophic regions, in that only few glands remain in relatively large areas of stroma. Thus, in
addition to the term “atrophy” referring to the appearance of the individual cells (relative lack of cytoplasm)
and acini (changed architecture), there may also be loss of previously present acini and/or ducts in some focal
prostate atrophy (Figure). The frequency and extent of this loss is presently unknown.

Post-atrophic hyperplasia (PAH): This subtype in the current classification is most like the lesions referred
to by Franks as lobular hyperplasia, which was described as a subtype of PAH (9). The morphology of PAH
lesions in the current classification is also quite consistent with those described by several authors
(10-12,27,102) (Fig. 2B).

PAH consists of acini that are small and mostly round that are arranged in a lobular distribution. Often these
acini seem to be surrounding a somewhat dilated “feeder” duct. Many of these lesions frequently resemble
normal-appearing resting breast lobules, and are referred to by some authors as lobular atrophy (/4). Most of
these lesions contain low cuboidal cells with very scant cytoplasm, both lateral and apical to the nucleus. The
close packing of multiple small acini suggests that there is an increase in their number compared with normal
tissue (/7). Some of the cells in PAH may show mild-to-moderate nucleolar enlargement, which can lead to
diagnostic confusion with adenocarcinoma. Similar to simple atrophy, most of these lesions contain at least
some chronic inflammatory cells in the stroma, epithelium, or lumen. Acute inflammatory cells may also be
present.

Simple Atrophy with Cyst Formation: This is considered a subtype of focal atrophy as delineated originally
by Franks (9). However, the current classification is more specific. Two general patterns are now encompassed:
those containing very large diameter rounded acini (>1 mm), and those containing smaller, rounded acini
(Fig. 2). In simple atrophy with cyst formation, the acini are not simply dilated, but must be rounded and appear
cyst-like. Many of the acini in this pattern are arranged in a back-to-back configuration, with little intervening
stroma. At times, the amount of cytoplasm may be so attenuated as to be nearly invisible, even at high power.
When there is visible cytoplasm in the luminal cells, it tends to be somewhat clear (Fig. 2). Simple atrophy with
cyst formation lesions tend to have little or only very few inflammatory cells. At times, the glands may be quite
small and appear in a lobular configuration, similar to PAH.

Partial Atrophy: In partial atrophy (/6), most of the luminal cells contain less cytoplasm than normal, but not
so little as the cells in the other subtypes of atrophy, and the cytoplasm in most cells must be clear, such that,
unlike most simple atrophy and PAH lesions, partial atrophy does not seem basophilic at low magnification.
Often, there is more cytoplasm lateral to the nucleus. The architectural arrangement of acini can be similar to
that of either simple atrophy or PAH. Some partial atrophy lesions contain glands with the appearance of more
“fully developed” atrophy (/6). In addition, partial atrophy may show moderate nucleolar enlargement, which
can lead to diagnostic confusion with adenocarcinoma (16).

Descriptive Qualifiers: In addition to the unique architectural patterns of the acini and epithelial cells in pros-
tate atrophy, a number of other pathological processes, such as the type and extent of inflammation, fibrosis (at
times referred to as sclerosis), and relation to other nearby lesions may be apparent in prostate atrophy. Some of
these features, such as fibrosis, were used in the past to help define some atrophy subtypes. For example, Franks
referred to lesions with abundant stromal fibrosis as “sclerotic atrophy.” In the present classification, however,
all of these are viewed as secondary features that may be expressed using descriptive qualifiers, and observers
were not asked to comment on these features. The presence and extent of these changes are very variable. For
studies that wish to compare type, extent, and location of inflammation, a National Institutes of Health panel
scoring system has been devised (58).
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Fig. 3. Diffuse/hormonal atrophy vs focal atrophy. H&E. (A) Diffuse/hormonal atrophy from a patient
receiving leuprolide. Note the lack of true papillae, and the reduced cytoplasmic volume in luminal cells. Origi-
nal magnification x100. (B) Higher-power view of (A) showing cytoplasmic clearing (arrowhead) in luminal
cells and prominence of basal cell nuclei (arrows). Original magnification x600. (C) Focal atrophy from the
same patient. Asterisk indicates mononuclear inflammatory cells. Note also the corpora amylacea. Original
magnification x40. (D) Higher-power view of (C) showing nonprominent basal layer and luminal cells with
scant dark cytoplasm. Original magnification x600. Lu, lumen.

There may also be merging of one pattern into another, and these are considered mixed lesions.
Although there is little data on the relative amounts of the different types of focal prostatic atrophy,
simple atrophy, as described here, is the most frequent and extensive type (A.M. De Marzo and C.
Magi-Galluzzi, unpublished observations).

1.1.2. Proliferative Inflammatory Atrophy

McNeal indicated that many foci of atrophy contain mild chronic inflammation, and referred to
these lesions as “post-inflammatory atrophy” to indicate that they likely represent remnants of more
severe inflammatory reactions that occurred sometime in the past (28). To highlight the fact that
these atrophic foci generally harbor associated inflammation (/8,29,30), which ranges from very
mild to severe, and increased epithelial proliferation (/17,12,31-36), it was proposed to refer to most
simple atrophy and post-atrophic hyperplasia lesions as “proliferative inflammatory atrophy” (PIA)
(33). This also serves to emphasize the unique epithelial changes in inflammatory lesions in the
prostate (see below). Thus, many lesions considered PIA by our group would be considered by some
authors as “chronic prostatitis” (29,37) or “lymphocytic prostatitis” (38).

Some focal prostate atrophy lesions do not contain an apparent increase in inflammation. Because
many of these foci also generally contain an increased proliferative fraction compared with normal-
appearing epithelium, these may be considered proliferative atrophy (PA). Whether these lesions
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Fig. 4. Prostate atrophy with inflammation (PIA). (A) Post-atrophic hyperplasia with moderate chronic
inflammation of the stromal compartment. Lym, predominantly lymphocytes; lu, lumen. H&E; original magni-
fication x40. (B) Abundant macrophages in the lumen in a simple atrophy lesion. Immunohistochemical stain
for CD68 (KP1). Original magnification x 100. Mac, macrophages.

contain a more subtle increase in inflammatory cells that can be revealed by immunostaining is
currently unknown, and whether, in three dimensions, these noninflamed lesions would be found
to contain visible inflammation on further sectioning, is also unknown. Simple atrophy with cyst
formation and partial atrophy tend to be associated with very little inflammation. Whether there is
increased proliferation in simple atrophy with cyst formation and partial atrophy remains undeter-
mined. Thus, these latter two forms are not currently considered PIA or PA. The Working Group
Classification of prostate atrophy suggests that the use of the terms PIA or PA is optional.

1.3. Diffuse/Hormonal Atrophy Vs Focal Atrophy

Thus far, only focal prostatic atrophy has been discussed. Yet, two major types of epithelial atro-
phy occur in the prostate—diffuse and focal. Although these are not usually regarded as separate
entities in the literature, and have not been clearly distinguished in most previous studies, they seem
to be quite distinct in how they are induced and in their morphology. Diffuse atrophy is hormonally
induced, and, as such, can be considered an “involutional” process. Although focal atrophy clearly
increases in extent with age (9,39), it does occur in young men (age 20-29 yr) who died with intact
androgenicity (40). This implies that focal atrophy is not related to systemic androgen deprivation.
Nevertheless, both forms generally coexist in prostates that have been removed after patients were
treated with androgen-deprivation therapy (Fig. 3).

Diffuse/hormonal atrophy develops as a result of androgen deprivation, which is most commonly
induced after “total androgen blockade” involving luteinizing hormone—releasing hormone super-
agonist and an anti-androgen, or, by castration and an anti-androgen (4/—45). It has been reported
that finasteride, a 5-a reductase type II inhibitor, and dutasteride, an inhibitor of both the type I and
type II enzymes, produce histological changes in the benign regions of the prostate that are similar to,
albeit less extensive than, the changes produced by combined androgen blockade (46—49).

1.3.1. Distribution of Diffuse/Hormonal Atrophy and Focal Atrophy

The distribution of hormonally induced atrophy involves the organ in a more uniform manner than
focal atrophy (43). With total androgen blockade, there are virtually no areas of the prostate that
would be considered completely unaffected. Although focal atrophy may involve large areas of the
prostate, by definition, its distribution is patchy. Focal atrophy is most commonly found in the periph-
eral zone (9,18). It also occurs frequently in the transition zone, in and around nodules of BPH. The
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central zone may contain focal atrophy, although, compared with the peripheral and transition zones,
the prevalence and extent is much less.

1.3.2. Cellular and Architectural Features of Prostate Atrophy
1.3.2.1. SIMILARITIES BETWEEN FocAL AND D1FFUSE/ HORMONAL ATROPHY

In terms of cellular structure, as compared with normal-appearing epithelium, or hyperplastic epi-
thelium in BPH, both types of atrophy show a reduction in the volume of the cytoplasm. In terms of
glandular/acinar architecture, both types show a loss of papillae, which is complete in focal atrophy,
and marked in diffuse/hormonal atrophy. The papillae that remain in diffuse/hormonal atrophy are
generally blunted (Fig. 3).

1.3.2.2. D1rrFERENCES BETWEEN FocAL AND D1FFUSE/ HORMONAL ATROPHY

Two key histological features separate diffuse/hormonal atrophy from focal atrophy, as well as
from BPH and normal prostate epithelium: the luminal epithelial cells in diffuse/hormonal atrophy
contain clear vacuolated cytoplasm, and the basal cell layer is usually more prominent in diffuse/
hormonal atrophy (4/—44) (Fig. 3). Along with the more prominent basal cell layer, it has been noted
that after androgen deprivation there is an increase in the extent of basal cell hyperplasia (44). Rather
than having a prominent basal layer, focal atrophy usually contains a relatively normal-appearing
basal layer, or an attenuated and sparse basal layer (/0,26). Occasionally, focal atrophy occurs amid
regions of basal cell hyperplasia, or shows some piling up of the basal cell layer.

1.3.2.2.1. Cytoplasmic Features. At low magnification, many focal atrophy lesions seem hyper-
chromatic as compared with normal, BPH, and diffuse/hormonal atrophy. This is the result of three
characteristic features of most focal atrophy lesions (except simple atrophy with cyst formation, and
partial atrophy). First, the nuclear-to-cytoplasmic ratio in focal atrophy is usually high, imparting a
dark blue/purple appearance at low power because most of what is observed is nuclei. Second, the
cytoplasm that remains in many focal atrophy lesions is darkly stained and not clear. If darkly stain-
ing epithelium is present in diffuse/hormonal atrophy, it tends to be focal even within a given acinus.
Third, in focal atrophy, the nuclei are often crowded, nearly abutting against one another. Interest-
ingly, although compared with normal there is less cytoplasm in the luminal cells of diffuse/hor-
monal atrophy, the nuclear-to-cytoplasmic ratio is generally not increased. This results from the
well-known finding that androgen deprivation also produces a relative decrease in nuclear size in
some of the luminal cells, which often appear pyknotic (Fig. 3).

1.3.3. Historical Considerations of Diffuse Atrophy of the Prostate

The recognition of the distinction between the different types of atrophy, diffuse and focal, seems
to have been first documented by McNeal (50); he indicated that these two entities “did not appear to
be part of the same process. In almost all cases, focal atrophy was sharply limited to the ramifications
of one or a few adjacent main ducts, and the involved tissue usually showed evidence of chronic
prostatitis as previously defined” (50).

The description of diffuse atrophy that was associated with aging by McNeal was related to levels
of “glandular activity” in which he described “a progressive decrease in duct size and prominence of
the luminal ridges. Concomitantly the epithelium often is altered to a pattern designated as involu-
tional epithelium. Here there is a reduction in cellular crowding to a uniformly simple columnar
epithelium whose cells have very pale to clear cytoplasm with sharp outlines” (37).

Although there may be some similarities between the “diffuse” atrophy of aging described by
McNeal to the hormonally induced atrophy described above, it is clear that there are differences. For
instance, although he did describe luminal epithelial cell clearing, he did not describe the features
considered pathopneumonic of androgen deprivation, such as a marked reduction in luminal cell
volume, a prominent basal layer, loss of most papillary infoldings, and cytoplasmic vacuolization
(18,37,50,51). Future studies directly comparing “involutional” histological changes associated with
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aging to hormonal manipulation will shed light on these issues, as long as focal and diffuse atrophy
are considered separately.

2. PATTERNS OF INFLAMMATION IN THE PROSTATE

2.1. General Considerations

In normal-appearing prostate tissue without frank inflammation, there are lymphocytes that are
scattered as individual cells in the epithelium, peri-acinar region, and stroma (52,53). Endogenous
macrophages can also be identified and these are usually in the stroma (54). Both resident T cells and
macrophages generally cannot be observed unless highlighted by immunohistochemical staining.
The T cells tend to be CD8" in the intraepithelial compartment and CD4* in the stromal compartment
(52,53).

The majority of the prostates of older men obtained either by radical prostatectomy for prostate
cancer, radical cystoprostatectomy for bladder cancer, transurethral resection for benign hyperplasia,
or needle biopsy, show evidence of foci of mononuclear inflammatory cell infiltrates, which are
generally referred to as “chronic” inflammation (55-59). A large number of these specimens also
show foci of polymorphonuclear neutrophil infiltrates, which are traditionally referred to as “acute”
inflammation. Although these descriptions of acute and chronic patterns of inflammation are often
representative of temporal events, even “acute” (as in time) viral infections are often followed by
predominantly mononuclear infiltrates, and, recurrent or “chronic” bacterial infections are generally
characterized by neutrophilic infiltrates. In several organ systems, the more modern phrasing is that
neutrophilic infiltrates represent “active” inflammation or “activity” rather than a temporal event. At
times, both patterns of inflammation occur together. For the purposes of this discussion, acute and
chronic will be considered as traditionally defined. In addition, although the word “prostatitis™ liter-
ally means inflammation of the prostate, most genitourinary pathology experts do not use this term in
pathology reports because this connotes the clinical syndrome of “chronic prostatitis,” which is not a
diagnosis that can be made by histopathology examination of tissue sections.

In terms of the localization within the tissue, both acute and chronic inflammatory cells may be
found in any or all of the following four “compartments”: stromal, periglandular, intraepithelial, and
intraluminal. A grading system that classifies prostatic inflammation according to its extent and grade/
severity in each tissue compartment has been presented (58).

2.2. Chronic Inflammation

Most prostate chronic inflammation consists of variable amounts of collections of lymphocytes
and macrophages that are primarily centered in the peri-acinar region and stroma around acini and
ducts (Fig. 4). The extent of these infiltrates ranges from only a few small foci, covering much less
than 1 mm in area, to extensive numbers of foci covering large portions of the peripheral zone and/or
the transition zone. The central zone only rarely shows inflammation. The mononuclear cells may
also involve the epithelium to varying degrees and may also be intraluminal. At times, a variable
number of acini show large collections of foamy macrophages involving the lumens, the intraepithe-
lial compartment, or both (Fig. 4B). Often these are found near corpora amylacea. Although occa-
sional formation of lymphoid follicles is observed, most of these chronic inflammatory infiltrates do
not contain large follicles (i.e., greater than a few hundred cells), nor do they contain germinal centers.
Eosinophils may be present in low numbers, but are rarely a prominent feature of prostate inflamma-
tion. Plasma cells may be present in chronic inflammation of the prostate, but tend to be present
mostly in lesions with marked chronic inflammation, or in granulomatous lesions.

2.3. “Acute” Inflammation

Acute inflammation can vary from essentially none to extensive regions of abscess formation with
massive tissue destruction that is associated with acute bacterial prostatitis. More often, there are
small foci of acute inflammation involving small groups of acini that may contain frank epithelial
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Fig. 5. Acute inflammation in the prostate. H&E. (A) Simple atrophy with polymorphonuclear neutrophils
infiltration lumen (lu), stroma (st), and causing localized epithelial necrosis. Original magnification x 100. (B)
Higher-power image from boxed regions in (A) showing neutrophils admixed with luminal debris with erosion
of epithelial surface. Original magnification x400.

Fig. 6. Inmunohistochemical staining for 343 E12 using heat-induced antigen retrieval. (A) Normal prostate
showing exclusive staining for basal cells. Original magnification x200. (B) Simple atrophy showing that
the majority of luminal cells as well as basal cells stain positively. Original magnification: A, x200.
Lu, lumen.

destruction (Fig. 5). This is commonly observed in the transition zone and peripheral zone, but almost
never in the central zone.

2.4. Granulomatous Inflammation

Granulomatous inflammation may accompany fungal or mycobacterial infections of the prostate
(24,60). Nonspecific granulomatous prostatitis is a rare self-limiting condition of unknown etiology
that is not associated with known infectious agents. It often contains severe inflammatory infil-
trates consisting of loosely formed granulomata with associated foamy macrophages, neutrophils,
plasma cells, and eosinophils (24). Allergic granulomatous prostatitis is an exceedingly rare condi-
tion associated with systemic generalized allergic conditions in which the granulomas are associated
with abundant eosinophils (24).
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3. MOLECULAR BIOLOGY OF PROSTATE ATROPHY

Several groups have found molecular changes in prostate atrophy. These include an increase in the
chromosome 8 centromere number (34,61 ), an increase in nonclonal p53 mutations (/2), an increase
in nonclonal androgen receptor mutations (62), hypermethylation of the CpG island of the GSTP1
promoter region in a small fraction of cases (63 ), and the preferential accumulation of BK virus DNA
sequences, large T antigen protein, and p53 protein (64).

4. CELLULAR BIOLOGY OF AND PHENOTYPE OF NORMAL PROSTATE
AND FOCAL PROSTATE ATROPHY

4.1. Keratin Expression

Prostate epithelial cell types are defined by location, morphology, and the expression of specific
gene products (reviewed in refs. 65-68). Focal atrophy lesions are very heterogeneous in morphol-
ogy and in terms of which molecular markers they express. In terms of keratins, normal luminal cells
contain strong staining for keratins 8 and 18 and absent staining for keratins 5 and 14. Basal cells, by
contrast, stain strongly for keratins 5 and most, albeit not all, also stain strongly for keratin 14 (25,69).
Although many consider basal cells to be negative for keratins 8 and 18, it is clear that they express
low levels of these molecules (69). Keratin 19 staining has been reported to be uniformly expressed
in prostate ducts (70), but is generally heterogeneous in both basal and luminal cells in acini (70,71).

Atrophic glands contain both a basal and luminal layer, although, at times, this can only be dem-
onstrated by staining for basal cell-specific markers, such as p63 (26). In terms of keratins, basal cells
in focal atrophy seem to be similar to normal epithelium. However, in focal atrophy, a great deal of
the luminal cells express keratin 5 (25) (Figure 6). This is in sharp contrast to normal luminal cells
that do not stain for keratin 5. In addition, the keratin 5 that is present in the majority of the luminal
cells in focal atrophy seems to be in an unstable form. This was determined by noting that luminal
cell staining in atrophy is present after heat-induced epitope retrieval without protease, whereas it is
not observed after antigen retrieval using protease treatment (72). This contrasts with the keratin 5
present in basal cells, which is protease resistant and has its recognition by antibodies in immunohis-
tochemistry enhanced by protease treatment. The most common antibody used for these types of
studies is the mouse monoclonal antibody, 343 E12, which is thought to recognize keratin 1, 5, 10,
and 14, although the exact keratin molecules recognized by this antibody have not been fully eluci-
dated (73).

The vast majority of luminal cells in focal atrophy also stain for keratin 8 (A.M. De Marzo, unpub-
lished observations) as well as the monoclonal antibody Cam 5.2 (33), which recognizes keratins 8§,
18, and 19. Thus, these luminal cells in prostate focal atrophy are unique in their keratin expression in
that they show “dual” strong staining for keratin 5 and keratin 8, imparting an “intermediate” pheno-
type between basal and luminal cells for these atrophic luminal cells (25). Double-label immuno-
fluorescence has shown that at least some keratin 5-positive luminal cells stain for Ki-67 in prostate
atrophy (25).

4.2. Other Differentiation and Cell Regulatory Proteins in Focal Prostate
Atrophy

Further molecular support to indicate that may of the luminal cells in prostate atrophy are interme-
diate in phenotype between normal basal and luminal cells, and are perhaps in a transient state, is
provided by the finding that they generally show low, albeit variable levels of staining for androgen
receptors and prostate-specific antigen (33), which are much more highly expressed in the luminal
cells of normal glands. Similarly to keratin 5, many of the atrophic luminal cells stain strongly for
Bcl-2 (33,35,55). Interestingly, there is an inverse relation between staining intensity for Bcl-2 and
androgen receptors, even within the same acini. Both C-met (25,74) and hepatocyte activator inhibi-
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tor-1 (74) also show strong staining in normal basal cells, weak/negative staining in normal secretory
cells, and moderate-to-strong staining in many of the atrophic luminal cells in focal atrophy.

4.3. Proliferation and Differentiation Related Proteins
4.3.1. Ki-67 and other Proliferation Markers

Several proliferation markers have been examined in human prostate, including immunohis-
tochemical analysis with antibodies against Ki-67, proliferating cell nuclear antigen, and
topoisomerase II-a (33). Most studies have used Ki-67. In the normal human prostate, the majority of
proliferation occurs in the basal cell layer (75,76), which is considered by most to be the reserve layer
of the prostate epithelium. Bonkhoff et al. (75) indicated that the relative distribution of Ki-67 posi-
tive cells was approx 70% in the basal layer and 30% in the luminal layer. This does imply, however,
that some luminal cells can regenerate themselves. In focal atrophy, it is clear that the increase in the
proliferative fraction, as measured by KI-67 staining in the epithelium (/17,1/2,32-36), which ranges
from approx 3- to 80-fold higher than the adjacent normal epithelium, occurs mostly in the luminal
compartment (25). Proliferation in diffuse/hormonal atrophy has been studied in a few experiments
and it seems that it decreases dramatically after a few days, but comes back after approx 1 week to
levels observed without androgen blockade (77). This is similar to what has been reported for cas-
trated rodents (see ref. 77). Interestingly, it seems that the proliferation in diffuse/hormonal atrophy
also occurs more commonly in the luminal compartment (78).

4.3.2. NKX3.1

NKX3.1I encodes a homeodomain protein that is selectively expressed at high levels in normal
prostate luminal epithelial cells, is a potential target for deletion on chromosome 8p, and is
downregulated in some prostate cancers (79-83). Targeted disruption of this gene in mouse models
results in prostatic hyperplasia and prostatic intraepithelial neoplasia (PIN), and Nkx3.I disruption in
combination with Pten deletion or Cdknlb (encoding p27) deletion results in invasive carcinoma.
Recently, we have observed that many focal human atrophy lesions contain a marked downregulation
of NKX3.1 protein in the luminal compartment, as compared with normal luminal cells (84).

4.3.3. p27Kipt

P27 is highly expressed and localized to the nuclei of normal luminal cells (85) in the prostate,
such that upwards of 80 to 85% of these cells are strongly positive (86). The protein is downregulated
in many prostate cancers and decreased expression may imply a worse prognosis (85-92). The basal
cells, by contrast, are very variable and are much more frequently negative for p27 (86). At times, in
p27-stained sections, one can see a third layer of cells that is located between the basal and luminal
cells and, when this occurs, the basal-most cells and the luminal-most cells are positive but the cells
occupying the intermediate location show an absence of staining (86). This is found most commonly
in the periurethral region and in prostates treated with androgen ablation therapy, but can also be
observed in benign normal-appearing glands and in focal atrophy glands. A similar, although not
identical, pattern of staining has been shown for involucrin, a protein associated with squamous
differentiation (93).

4.4. Stress Response Proteins

Glutathione-S-transferase (GST) P1 is a stress response protein that is constitutively expressed
in the human prostate basal cells, but infrequently expressed in normal-appearing luminal cells
(48,94-96). By contrast, this protein is upregulated in focal prostate atrophy, in which many, albeit
not all, of the luminal cells stain positively (33). GST-a is another stress-induced member of the GST
family. It is only very infrequently expressed in the normal prostate, but is upregulated in most focal
atrophy lesions (97). Cyclooxygenase 2 is another stress response gene that is upregulated in many of
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the luminal cells in focal atrophy lesions (98), and it has been shown that the frequency of staining in
the luminal cells is higher in areas of inflammation (35).

5. CONCLUSIONS AND THE “INJURY AND REGENERATION"
HYPOTHESIS OF PROSTATE CARCINOGENESIS

Focal prostate atrophy has several recognizable morphological patterns. It is rapidly becoming of
great interest to many investigators. Although its etiology remains unknown, its relation to inflam-
mation, PIN, BPH, and carcinoma is being explored by a number of new molecular approaches, as
well as by traditional pathological association studies. Prostate inflammation also has several mor-
phological patterns and is exceedingly common. Except in relatively rare cases in which infection
can be demonstrated, prostate inflammation is also of largely unknown etiology. Animal studies have
implicated dietary factors, such as lack of soy, and neonatal estrogen exposure, as potential factors
that trigger an autoimmune response (99-101).

A model has been proposed (3,4) that suggests that repeated bouts of injury to the prostate epithe-
lium, presumably as a result of inflammation in response to unknown pathogens or autoimmune
disease and/or dietary factors, result in proliferation of epithelial cells that possess a phenotype inter-
mediate between basal cells and mature luminal cells. These cells are hypothesized to be attempting
tissue repair. This is supported by the finding that several proteins known to be involved in tissue
repair, such as C-met (25) and hepatocyte activator inhibitor-1 (74), show elevated expression in
focal atrophy. The model predicts that in a small subset of cells somatic genome alterations occur,
such as such as cytosine hypermethylation within the CpG island of the GSTP! gene and telomere
shortening, that drive genetic instability and initiate high-grade PIN and prostate cancer formation. A
classification system of focal atrophy lesions (/7) was recently validated that should aid in further
testing this model by various groups in human patho-epidemiological and ecological studies. In addi-
tion, an improved understanding of the molecular pathogenesis of prostate atrophy and inflammation
and new animal models of prostate inflammation are needed to further test this model vigorously in
experimental settings.
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Tissue Microarrays in Prostate Cancer Research

Milton W. Datta and André A. Kajdacsy-Balla

Summary

The goal of translating basic findings in prostate cancer research into clinically applicable biomarker tests
and therapeutics has led to an increased need and use of prostate cancer tissue specimens. Many of the needs in
these studies can be met through the use of archived prostate tissue specimens placed in tissue microarrays. In
this chapter, we describe the development and use of tissue microarrays. Issues related to tissue microarray
construction and design, with a specific emphasis on prostate cancer, are reviewed and discussed. We also
examine the different types of tissue microarray designs, including general tissue microarrays, progression tissue
microarrays, and outcomes-based tissue microarrays. Current and developing methods in tissue microarray
analysis, including archived imaging and automated image analysis are described. Finally, we examine the
statistical analyses needed for the optimal use of the associated tissue microarray data. Scientists will gather an
understanding of the uses and limitations of tissue microarrays for prostate cancer studies from this chapter.

Key Words: Image analysis; pathology; prostate tissues; statistics; tissue microarray.

1. INTRODUCTION

The emphasis on translational cancer research has led to a dramatic increase in research on patient
tissue samples. The initial wave of tissue-based studies used tumor samples for large-scale genomic-
and proteomic-based biomarker identification programs. The completion of many of these experi-
ments has provided many investigators with sets of genes that need refined tissue studies for
biomarker validation. In addition, genes and pathways discovered through basic research on cancer
cell lines and animal models use tissue specimens for validation of experimental data. Yet, the amount
of cancer tissue available for research remains limited. The use of less-invasive biopsy techniques
has led to smaller tissue samples from patients, and the development of alternative therapies, such as
radiation or chemotherapy, has led to decreasing numbers of patients having definitive surgery for
their tumors. Thus, there is a need for techniques that optimize the use of small specimens. Tissue
microarray technologies have been developed to address these specific concerns (/). Through the use
of tissue microarrays, small portions of patient tissue samples can be used in the study of genes and
proteins involved in cancer biology, thus, conserving the amounts of available patient tissues. The
small size of the tissues means that multiple samples can be placed on a single glass microscope slide
and examined with small quantities of antibodies or probes. Subsequent experimental data is then
analyzed with respect to patient demographic, clinical, pathological, and outcomes data with suffi-
cient statistical power to infer clinical significance of the genes and proteins being studied. In this
chapter, we will provide an overview of tissue microarray technology, and discuss advantages and
issues in its use, with specific emphasis on prostate cancer research.

From: Contemporary Cancer Research: Prostate Cancer:
Biology, Genetics, and the New Therapeutics, Second Edition
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2. ARCHIVED PATIENT SPECIMENS: A REPOSITORY FOR BIOMEDICAL
RESEARCH

Tissue microarray technology is predicated on the large repositories of archived patient specimens
present in most hospitals and academic medical centers. These specimens represent residual patient
tissues that have been fixed in formaldehyde, processed, and embedded into paraffin blocks. After
the preparation of glass slides for clinical diagnosis, the remaining tissues are stored in hospitals for
a minimum of 5 years, and then discarded because of the high cost of storage. Yet, in many academic
medical centers, these archived tissue blocks are stored for many years (often back to the 1940s or
earlier) and represent an invaluable repository of pathological disease specimens. If approval is
received from the patients through the human subjects research committee or institutional review
board, then biomedical researchers can collect hundreds to thousands of tumor specimens and study
them for a given gene or protein. Additional clinical and outcomes history can be obtained either
through the patient medical record or by contacting the patient. Many of the specimens were col-
lected over years and represent patients with varying outcomes, therefore, allowing experimental
data to be correlated with patient outcomes and treatment response. Thus, these archived specimen
repositories represent a great resource for biomarker validation studies. The specimens are often
small and limited, therefore, the judicious use of the materials for research is paramount. A typical
prostate surgery specimen in a paraffin block may measure only 1.5 x 1.5 x 0.2 cm, and, thus, studies
that require large amounts of tissue cannot be typically performed. A diagnostic needle prostatic
biopsy is much smaller, with enough tissue to prepare only 5 to 10 microscopy slides Techniques
have been optimized for the isolation of small amounts of DNA and its subsequent PCR amplifica-
tion for genetic mapping or sequencing (2,3), or the amplification of fragments of RNA for RT-PCR-
based sequencing or expression analysis (4—6). The most common use has been the preparation of
individual slides from the tissues for immunohistochemistry or in situ hybridization studies. In each
case, although the studies are feasible, they use large amounts of the specimen archive, and, thus,
limit the number of future studies that can be performed. Methods that can extend the life of the
specimen archive while allowing for the continued use of specimens in biomedical research are of
utmost value.

3. TISSUE MICROARRAY DEVELOPMENT

Tissue microarrays were first developed by Kononen (/) and were demonstrated in the use of
breast cancer tissues. The concept was to use a small representative portion of the patient specimen
for a research study, thus, conserving the remaining specimen for future studies. In the process, a
cylindrical core is removed from the specimen block and placed in a second paraffin (array) block.
Preliminary studies have suggested that four to five cores provide representative data on par with
traditional whole-slide sections, although differences with respect to tissue and tumor type still need
to be evaluated. This is discussed in detail for prostate cancer studies. Similarly, cores are taken from
other specimen blocks and placed in the array block following a grid format (Fig. 1). In this tissue
microarray block, one also includes appropriate positive and negative control tissues. Using these
techniques, and by taking small tissue cores of 0.6 to 2.0 mm in diameter, up to 1000 tissue cores can
be placed in a single paraffin array block. Once completed, the array block is then cut to prepare
slides for studies. Each slide contains circular pieces of tissue from each patient core arranged in the
grid format (Fig. 2). The slide can then be stained, used for immunohistochemistry, in situ hybridiza-
tion, or other studies. The presence of all of the tissue samples on a single slide provides uniformity
to the staining of samples. Analysis is based on the evaluation of each individual tissue piece using a
microscope and a corresponding slide map and spreadsheet (Fig. 3), with correlation of the results to
the initial patient sample and (if available) patient data. In this way, a single slide can be used to study
multiple patient samples with a single antibody or probe.
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Fig. 1. Tissue microarray block.

Fig. 2. Tissue microarray slide.

4. MAKING TISSUE MICROARRAYS

The technology for making tissue microarrays has been automated (7,8), and many pathology
departments have access to both manual and automated equipment for the production of tissue
microarrays from specimen block archives. Commercially available patented equipment can be ob-
tained from Beecher Instruments (Sun Prairie, WI; http://www.beecher.com), Chemicon (Temecula,
CA), and others. Articles providing detailed guides for tissue microarray production are also avail-
able (9,10). Key components are the presence of archived specimens, human subjects or institutional
review board approval, and histology and pathology support. Most of the technical aspects associated
with tissue microarray production and use include the manipulation of specimen paraffin blocks,
slide preparation and staining, immunohistochemistry, and in situ hybridization. These skills are
usually within the skill set of a well-trained histology technician. Collaboration with a trained his-
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Fig. 3. Tissue microarray map. BPH, benign prostatic hyperplasia.

tologist and pathologist is crucial in determining whether the portion of the archived specimen block
being used for the tissue microarray is present and representative of the area or interest (tumor, nor-
mal tissue, etc.). They can also help in the subsequent interpretation of the immunohistochemical
results. In our experience, specimen preparation (identification of archived specimen blocks, and
marking of the blocks for the histology technician so they know where on the block they should
remove a core of tissue) is the most time-consuming component of the tissue microarray construction
process and can take days to weeks of dedicated personnel time. Once this is completed, the physical
production of a tissue microarray can be performed in as little as 2 or 3 days. The cutting and storage
of tissue microarray slides has been an area of disagreement, with some advocating the storage of
intact array blocks and fresh cutting of “as needed” slides, whereas others have recommended the
cutting of slides and subsequent storage (/7). Cutting slides on an “as needed” basis results in the loss
of material from the tissue microarray blocks, because each time the block must be realigned on the
microtome and several sections cut before a suitable tissue microarray slide can be prepared. The
storage of the cut slides has ranged from vacuum dessicator storage at 4°C or desiccator storage in
the dark to paraffin coating of slides and dessicator storage in the dark. Although some studies have
shown a dramatic difference in antigen preservation on tissue microarray slides preserved during 3
months (/1), our recent studies comparing these methods has shown no significant differences com-
pared with freshly cut slides for the androgen receptor, p53, p27, and high molecular weight
cytokeratin (A.A. Kajdacsy-Balla and M.W. Datta, unpublished observations). Because we prepare
and ship large numbers of tissue microarray slides, we currently store all tissue microarray slides in a
vacuum dessicator at 4°C.

For biomedical researchers who do not wish to construct their own tissue microrarrays, several
companies have commercially available tissue microarray slides (please see list of many of these
companies at the end of this chapter, Subheading 12.). The National Cancer Institute has sponsored
multi-institutional cooperative groups to make tissue microarrays from prostate, breast, and other
specimen archives (see Subheading 12.). Specifically, information regarding prostate tissue
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microarrays prepared by the Cooperative Prostate Cancer Tissue Resource is available at its website
(www.prostatetissues.org). Tissue microarrays have mainly been used for immunohistochemical stud-
ies of potential biomarkers. Additional studies using in situ hybridization have also been successful
(12,13). Immunohistochemical techniques for use on tissue microarray slides are essentially the same
as those used for standard specimen slides, and require the availability of an antibody that will work
in formalin-fixed paraffin-embedded tissues, previous optimization of antigen retrieval and antibody
hybridization conditions, and a method for the interpretation of the subsequent staining data. Similar
uses and precautions apply to the use of tissue microarrays for in situ hybridization.

There are key differences that need to be taken into account when using tissue microarrays as
opposed to conventional specimen slides. Because the specimens come from different archived par-
affin blocks, there may be differences in the fixation, processing, or storage of the materials. This
may lead to differences in staining across the cores of a tissue microarray. Often these differences are
small, but, whenever possible, specimen core staining should be checked by staining a separate tissue
microarray slide with a well-characterized antibody to identify fixation heterogeneity. It is often
recommended that tissue microarray data be validated on a subset of the tissues represented on the
tissue microarray by repeating the staining on whole-specimen slides. Care must also be taken in
correlating the staining of individual tissue pieces with the correct patient data, and often involves the
use of spreadsheets and databases (/4—18). In addition, the small size of the tissue piece often means
that representational bias may be present in the data. The small piece of tissue may not be represen-
tative of the entire tumor, or the degree of heterogeneity of the tumor may not be represented by a
single small piece of tissue. Alternatively, during the experimental study, the small piece of tissue
from a given patient may be lost. These caveats are often overcome by the use of multiple (three to
five) tissue pieces from a single patient specimen to guarantee that the representative nature of the
tumor is present (see Subheading 5.).

5. TISSUE MICROARRAYS IN PROSTATE CANCER RESEARCH

Many of the initial studies that use tissue microarrays have been performed on prostate cancer
tissue (12,19-39), and, therefore, much has been learned regarding optimizing tissue microarray pro-
duction and use for prostate cancer research. This is reflected in the large number of prostate cancer
tissue microarrays in production or already developed. In each case, the tissue microarrays address
different scientific questions related to prostate cancer, and, therefore, have been designed to answer
such questions. During the preparation and use of tissue microarrays for prostate cancer, specific
issues related to this tumor type have been identified and addressed. For example, the architectural
features of prostate cancer and the tendency to infiltrate between normal prostate gland tissues results
in most cores being composed of both normal and cancer cells. This also makes it difficult for the
technician to take cores from an area of tumor and guarantee that tumor is present on each small
tissue core. They may have inadvertently taken an area of normal prostate within the tumor nodule, or
the portion of prostate cancer may disappear after multiple slides have been prepared from the tissue
core. This has led some investigators to question the value of tissue microarrays, in particular for
biomarkers that require quantitative data, such as p53 staining (40). However, others have clearly
demonstrated that well-designed tissue microarrays can be used for quantitative biomarker studies
(41-44). These issues have been addressed by two approaches:

1. Larger tissue cores of up to 2.0 mm are taken from the tumor nodule.
2. Multiple small cores of 0.6 mm are taken from a single tumor nodule.

In both cases, the specimens on the tissue microarray slide become more representative of the ori-
ginal specimen. During staining, some core pieces may be lost from the slide, therefore most tissue
microarrays use multiple tissue cores from the same patient tumor on the array. Initial studies have
suggested that four to five cores from a single patient specimen may provide sufficient representation
of a patient prostate cancer (43). To further improve the chances that tissues from a single patient are
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not completely lost during slide preparation and staining, the multiple tissue cores are spread over
different tissue microarray blocks, thus, guaranteeing that a completed experiment will have suffi-
cient material for evaluation. Quality control is performed, with selected slides (often every 10th or
20th) stained and evaluated for the presence of tissue and tumor (45,46). Using these techniques, up
to 200 high-quality tissue microarray slides can be produced from limited specimen stores. Examples
of different types of arrays are presented in the following sections.

6. THE GENERAL TISSUE OR TUMOR MICROARRAYS

For most prostate cancer research, the initial question is often “does my gene/protein of interest
have any significance in cancer?” This is, in essence, two questions:

1. Where is this gene/protein found?
2. Is this gene/protein involved in cancer?

To answer the first question, one will often wish to examine the biomarker in a series of different
tissues to understand the specificity of expression. This is the ideal use of a tissue microarray, which
allows one to survey a large number of tissues on a single slide. Similarly, the use of a general cancer
tissue microarray that is composed of many different types of cancers will provide the biomedical
researcher with a sense of the types of tumors in which the biomarker may be present, thus, providing
tumor specificity. This has been effectively used in numerous publications (/,47,48). No associated
patient data is needed, because the simple question of biomarker presence or absence in tissues is
being addressed. Both of these types of arrays are readily available through commercial vendors (see
Subheading 12.). Data analysis is usually limited to the qualitative or semiquantitative expression
and correlation with various tissue or tumor types. Statistical analysis is usually limited to simple 7>
or Fisher’s exact tests because of the small sample size. However, from these studies, a biomedical
researcher can get an idea of the degree to which their biomarker is tumor or tissue specific.

7. PROSTATE CANCER PROGRESSION TISSUE MICROARRAYS

There has been a strong scientific interest in the stepwise progression of prostate cancer from
precancerous high-grade prostatic intraepithelial neoplasia to invasive prostate cancer to metastatic
prostate cancer. Biomarkers that can be shown to mark various stages of tumor progression are of
interest both for prostate cancer research and to predict patient progression and possibly determine
the timing of treatment intervention. Tissue microarrays have been designed for the validation of
biomarkers of prostate cancer disease progression, centering around two general formats:

1. The normal to high-grade prostatic intraepithelial neoplasia to invasive cancer progression.
2. The normal to cancer to metastatic cancer progression.

The first type contains samples from nonneoplastic prostate, high-grade prostatic intraepithelial
neoplasia, and invasive prostate cancer (confined to the prostate), and examines the transition to
invasive tumor. This allows for the identification of biomarkers that predict the earliest shift to inva-
sive tumor, and, thus, could provide biomarkers for use in chemopreventive studies. Examples of
these types of arrays have been extensively used in prostate cancer studies (2/,33-35,49). The sec-
ond type of progression array tracks tumors from invasive clinically localized cancers to metastatic
prostate cancer. Biomarkers tested in this format focus on genes that predict tumor spread, and, thus,
would help target aggressive therapy in patients likely to die of their disease. Because of the diffi-
culty in obtaining specimens from tumor metastases, these tissue microarrays are more difficult to
construct, but have been used in prostate cancer studies (/2,32,50,51). In both cases, the tissue
microarrays may come with associated patient outcomes data and can be analyzed using qualitative
or semiquantitative methods and simple statistical associations. The identification of a statistical
association with disease progression is taken as transitive evidence of biomarker correlation with
disease progression and outcome. This is because the advanced disease state is a known marker of
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poor outcome. Yet, when one identifies a biomarker that is associated with specific stages of disease
progression, this does not indicate that the biomarker is an independent predictor of patient outcome,
and, therefore, additional studies are still needed to validate that biomarker.

8. PROSTATE CANCER OUTCOME TISSUE MICROARRAYS

Once a biomarker is associated with prostate cancer, the ability of the biomarker to provide
additional prognostic data is often desired. In this situation, the biomarkers are tested on tissue
microarrays that contain a large number of prostate cancers with associated pathological and out-
comes data. Using an outcomes-based tissue microarray, one compares the expression of a marker
against the patient’s final clinical outcome (prostate-specific antigen recurrence, development of
metastatic disease, or death from tumor). Alternatively, a biomarker can detect patients with high
probability of early or rapid recurrence, even in a disease in which most patients have a recurrence,
such as hepatocellular or pancreatic carcinoma. In the literature, most outcomes-based prostate can-
cer tissue microarrays are mixed outcomes and progression arrays and typically contain a series of
prostate cancers and associated groups of nonmalignant prostate tissue. These mixed arrays are the
most commonly used tissue microarrays (19,23-26,28,31,38,40,50,52-56). There are different types
of nonmalignant prostate tissues, which may range from nodular hyperplasia (benign prostatic
hypertrophy) to histologically normal prostate tissue from prostates isolated from organ donors. Some
tissue microarrays also provide positive control cores that are composed of formalin-fixed pellets of
human prostate cancer cell lines (46). The tumors cores are typically taken from radical prostatectomy
specimens and represent the dominant tumor nodule from the prostate. These tissue microarrays
typically contain 190 to 550 patients and the associated controls. The most important component is
the associated patient data, which can vary from simple Gleason score to detailed patient clinical,
demographic, pathological, and outcomes information. These data are usually supplied in a Microsoft
Excel file format, although a recently released xml file format for tissue microarray data exchange is
gaining popularity for data standardization and transfer (57,58). General prostate cancer tissue
microarrays are currently available through collaboration with the National Cancer Institute’s (NCI)
Prostate Specialized Program in Research Excellence (SPORE) program or the NCI Cooperative
Prostate Cancer Tissue Resource. Similar to general tissue and tumor arrays, data analysis is limited
to qualitative and semiquantitative means, and simple statistical correlations can be made to the asso-
ciated patient data. Although these results will provide a general idea of the role of a given biomarker
in prostate cancer, the use of a general prostate cancer tissue microarray is best for the generation of
clinically significant hypotheses and to provide initial frequency data for a subsequent large-scale
case—control or cohort prospective validation study.

9. SPECIALIZED PROSTATE CANCER TISSUE MICROARRAYS

Once the general importance of a biomarker has been established for prostate cancer, there is often
interest in further analyzing the biomarker in subsets of prostate cancer patients. For example, if an
association is found between a biomarker and the Gleason grade of prostate cancer, further studies
may be performed using tissue microarrays that contain specific Gleason grade tumors, thus, further
defining the relationship between the biomarker and Gleason grade. Alternatively, there may be a
significant scientific effort to identify biomarkers that relate to a clinically significant issue in prostate
cancer (metastatic tumor potential or hormone response, for example), and, thus, only biomarkers
that can be validated for that hypothesis are studied. In these cases, a carefully designed case—control
tissue microarray can be used to support or refute the previous findings. Examples of such specific
tissue microarrays that have been made or are in production are listed in Table 1. In many of the
specialty arrays, a case—control design has been used with attempts made to maximize the statistical
power of the array while working within the constraints of specimen availability and space on the
array block.
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Table 1

Specialized Prostate Cancer Tissue Microarrays
Array type References
Metastatic prostate cancer array (51,73)
Gleason grade array (13,46)
Androgen status array (36,39)
Ethnicity array (20,46)
Perineural invasion (30)

10. ADDITIONAL TYPES OF TISSUE MICROARRAYS

Tissue microarray technology has now been used for longer than 5 years, and during this time we
have begun to see translation of the technology for other applications. Some of these are of direct
benefit to prostate cancer research, and include the production of tissue microarrays from frozen
tissues, cell line samples, animal tumors or tumor xenografts, prostate needle biopsies, and speci-
mens collected as a part of clinical trials.

Many antibodies will not stain formalin-fixed paraffin embedded tissues, but will work on frozen
tissue sections. Although technically challenging, tissue microarrays have been designed using fro-
zen tissues (59,60). This also relies on the presence of a large series of banked frozen prostate speci-
mens, something that is not routinely stored in most hospitals. Many academic centers have been
collecting frozen prostate cancer specimens, and their availability facilitates the production of these
arrays (46). The key is the ability to maintain the frozen specimens while constructing the tissue
microarray block. If successful, such arrays open up a large number of experimental antibodies for
high-throughput studies. One of the limitations in the use of frozen tissue microarrays is the difficulty
in determining whether the tissue available in a specific core contains benign or malignant compo-
nents because of tissue freezing-based morphological artifacts.

The use of cell lines in tissue microarrays has been performed since 2001, with the cells placed on
the tissue microarray as positive controls for the experimental tissues (Fig. 4) (35,61-63). The cells
are grown in culture and, when sufficient cells are present, they are collected and spun into 15-mL
tubes to create a cell pellet. The pellet is hardened in gelatin and perfused with formalin. The fixed
cell pellet is embedded in a paraffin block, which is used to generate cores for placement in the tissue
microarray block. Sectioning of the tissue microarray block places a circle of cells on the slide, which
is stained along with the adjacent tissue cores. The dedicated construction of cell line tissue
microarrays has also been performed and can be used for the rapid evaluation of a biomarker across
multiple cell lines (6/). Likewise, cells transfected or treated in multiple different ways can be rap-
idly assessed using a cell line tissue microarray.

Although tissue microarrays were first used for human specimens, the small nature of animal
model specimens is ideally suited for tissue microarrays (64,65). These samples can be used for both
primary and metastatic tumors in genetically modified animals, but also for tumor xenografts and
their associated metastatic tumor deposits isolated from different organ sites. In each of these tissue
microarrays, multiple studies can be carried out on limited specimens.

The advent of improved radiologic imaging has allowed for extremely accurate image guided
needle biopsies of suspicious lesions. In prostate cancer, small prostate needle biopsies may repre-
sent the only material available from a patient as they continue with definitive radiation or chemo-
therapy. Ongoing prostate cancer clinical trials to test chemopreventive nutrients or drugs or to
evaluate tumor progression are based around the collection of prostate needle biopsies. We have
developed a method whereby these specimens can be used in the production of tissue microarrays
(45). Although technically challenging, these microarrays can maximize the very limited material
present in a prostate needle biopsy, such that multiple studies can be performed from the limited
material.
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Fig. 4. Cell block from a tissue microarray.

11. ADVANCED ANALYSIS OF TISSUE MICROARRAY DATA

The majority of the analyses performed with tissue microarrays use single tissue microarray slides
and a single biomarker. As the number of available tissue microarrays increases, scientists are run-
ning groups of biomarkers on sequential tissue microarray slides composed of the same specimens.
This ability to associate specimen data to data from multiple biomarkers presents the opportunity to
perform complex biomarker and molecular pathway analysis. From this, one can identify significant
patterns of complex biomarker expression that predict patient outcome more accurately than any
single biomarker. Likewise, a series of genes within a given pathway can be analyzed on tissue
microarrays to identify the role of the pathway in prostate cancer progression or outcome. Such data
might indicate that disruption of the pathway correlates with tumor progression, regardless of where
the disruption occurs.

Although most immunohistochemical staining performed on tissue microarrays has been analyzed
using qualitative or semiquantitative means, it is clear that some of the differences present for
biomarkers may require quantitative methods that are more rigorous. This is particularly true for
biomarker candidates identified through gene expression profiling methods, which emphasize statis-
tically significant differences in transcript levels. These differences may translate to significant dif-
ferences in protein expression that cannot be elucidated using the simple methods currently available
for immunohistochemical analysis. During the last 10 years, there have been multiple efforts directed
at the development of quantitative image analysis of immunohistochemical staining results (66,67).
This includes commercial products, such as the Automated Cellular Imaging System and Automated
Quantitative Analysis systems (32,68—70). These both provide some degree of automation and limit
the required pathologist-specific dedicated time. The difficulty lies in the complex nature of the data.
Within the tissue, the staining pattern depends on cell type identification, cellular and subcellular
localization, staining intensity, and background staining intensity. For a prostate tissue, this may
mean separating the tumor from the benign glands, counting the number of cells with appropriate
subcellular localization of the protein, and calculating the differential staining intensity by subtract-
ing the staining present in the surrounding stromal background. Only recently have we seen analysis
systems that are sufficiently robust to handle such analyses, with some of the initial success occur-
ring in prostate cancer studies (/4,71,72). This area will continue to develop during the next 5 years.
However, even with a perfect image analysis system, there will be unavoidable variation in the pre-
analytical factors, such as duration and type of tissue fixation, tissue processing, age of the specimen,
and uneven distribution of staining reagents from one core to another.



sAeITROIOTWI NSST) UOTSsaI3oId pue dwW0dIN0 JJUED JSeaIyg
SAeI1IROIOIW ONSSI) OpELI3 UOSBI[D) pur
‘SOSEO SISBISBJOW ‘SASBI AI0JORIJOI QUOWLIOY
‘paseq-AIIOTUY}R ‘PASEq-SAWOIINO IOOUBD e)S0I]
elep [eor3ojoyred owos yim
‘SABIIBOIOTUI ANSST) IOOUED 2Je1s0Id pue I0uRd [BIQUAD)
sAeI1reoIdTW ANSsT) uoIssarsord 190ued 9JeIsoIq

I00uED 9Je3s0Id puUB ‘SIOOUBD [BISUAS ‘SINSSI) [BISUID)
aS8e)s pue opeis [eor3ojoyred Yim ‘SABIIBOIOTW ONSSH
I00ued 9Je3s0Id pue ‘SI00UBD [BIOUSS ‘SONSSH [RIOUID)

SABIIBOIOIUL ONSSI} SIQOUBD PUB SANSSI] [BIOUID)
SABIIROIOIUL ONSSI} SIQOULBD PUB SANSSI] [BIOUID)
SABIIROIOIUL ONSSI} SIQOUBD PUEB SANSSI] [BIOUID)
SABIIROIOIUW ONSSI} SIQOULD PUEB SANSSI] [BIOUID)

SARIIEOIOTUI ONSSI) SANSST] [BIOUID)

A0S yIu 10U 139qo//:dny

310°sonssnareisord-mmam//:dny

diey/soaneniur (o91/A03 100ued 109//:d1ny
W0 SAOUIIOSOIquUa XU mmm//:dny

wod 01qo1jo) mmm//:dny

wodkerre//:dny

WO UOITWAYD MMmm//:dNny
SABIIROIOTW QNSSI} SIQOUBD pue

SoNssI) [eIUALD) Ip pdzr mmm//:dny

woo oIqs[ mmm//:dny

woo pueIdise mmm//:dny

woo xouaSwr mmm//:dny

wod uagsar mmm//:dny

90IN0SAY ANSSI],
I0uR)) Jsearqg daneradoo) ION

90INOSAY ANSSI],
Iooue)) 9JeIsold aaneradoo) ION

weI3old YoIeasoy AeIIy anssi, [DN
SQOURIOSOTg UATXAN

sAelreo1drut anss1y uoissargord

o110q

"OU] [BUOHBUIAIU] WY,
UOOTWAY))

Hquo SunyosIojuwouayn) Iy
WNIJUIZUIIINOSSIY SOYISINA(T
sqouarosorqg uedsojry
pueIdSY
xoua3wy
uo3onrauy

uonduoseg

S QOM

uoneziue3iQ) 1o Kuedwo)

SARITROIDIJA] INSSL], 3S)-0}-Apeay
[A4CLAY

58



Tissue Microarrays in Prostate Cancer Research 59

For the majority of current image analysis, quantitation can rely on the pathological interpretation
of microarray data by pathologists. This often relies on the scanning of the tissue microarray slides
and subsequent storage of the digital images on image servers for subsequent web-based viewing and
scoring. Groups have developed a series of web-based software programs that allow the tissue
microarray images to be broken into separate tissue cores, stored, and shared across institutions for
review by panels of trained pathologists (/4,/5). Commercial systems have also been developed or
are in development. The subsequent scoring data can then be collated and analyzed to determine the
reproducibility of the pathological staining interpretation. This ability to develop reproducible scor-
ing systems for immunohistochemical staining is essential for the broad applicability of a tissue-
based biomarker. Until robust and readily available methods for automated quantitative
immunohistochemical interpretation are developed, shared scoring systems will be essential for the
broad generalization of biomarker data from tissue specimens.

Automated and web-based analysis methods generate large amounts of data that need specialized
databases for storage. Such systems have been developed and are in use, in particular, for prostate
cancer (1/5-18). These systems are helped by the development of general guidelines for tissue
microarray data exchange that standardize data in xml format (57,58). Such methods are already in
use for the transfer of data associated with prostate cancer tissue microarrays developed by the NCI
Cooperative Prostate Cancer Tissue Resource. As experimental data is collected from tissue
microarrays, the ability to perform higher-level combinatorial analysis with other predictors of out-
come (tumor grade and stage, and patient ethnicity or age) will become a reality. These new methods
are expected to yield sets of biomarkers that will become the final panels for predicting patient
outcome and treatment-based disease response. These studies will require the ongoing development
of mathematical and statistical methods that are more robust, much of which is already occurring
because of the explosion of gene expression microarray data during the last few years.

In summary, tissue microarrays have become a useful method for the generation of significant
amounts of experimental data from limited specimen resources. This technique and its associated
methodology provide the ability to rapidly determine the sensitivity and specificity of a potential
prostate cancer biomarker. Once this preliminary data is generated, more-detailed prospective case—
control studies can be defined based on the initial data generated from tissue microarrays. Additional
tissue microarrays may also be used as validation sets for tissue biomarker discovery at this time. As
methods such as automated image analysis and data sharing are developed, combinatorial analysis
will be possible. These analyses will link to patient demographic, clinical, pathological, and out-
comes data, allowing for the development of tailored biomarker panels that predict patient response
to therapy or outcome.

12. READY-TO-USE TISSUE MICROARRAYS

For investigators who do not have access to local specimen archives, both commercial and pub-
licly supported sources of tissue microarrays exist and provide tissue microarrays for a set cost.
These resources often are the easiest source of general tissue microarrays, and can provide additional
specific tissue microarrays for different communities. These resources are listed in Table 2.
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Prostate (Cancer) Stem Cells

Jack A. Schalken

Summary

The prostate stem cell concept described in this chapter was studied in our laboratory, where we provided
experimental immunophenotypic evidence of the presence of keratin, androgen receptor, neuroendocrine mark-
ers, and c-Met protooncogene in unique populations of normal developing and malignant human prostate epithe-
lial cells. The characteristic responses of these stem cells to growth factors and neoadjuvant hormonal therapy
supported the cancer stem cell concept, and, if successfully applied to human prostate cancer specimens, could
reveal new therapeutic targets.

Key Words: Androgen receptor; cancer stem cells; c-Met protooncogene; hepatocyte growth factor/
scatter factor; HGF/SF; immunophenotype; keratin 14, 5, and 18; neuroendocrine factors; primary; recurrent and
metastatic prostate cancer; serotonin and chromogranin A.

1. INTRODUCTION

Solid tumors are heterogeneous, typically containing varied populations of cells that differ in the
specific proteins or phenotypic markers they express. The cancer stem cell (CSC) hypothesis sug-
gests that neoplastic clones are maintained exclusively by a rare fraction of cells with stem cell
properties (/,2). As early as in 1976, Fialkow (3-5) identified the CSC for chronic myelocytic leuke-
mia, and further evidence was obtained independently by others (5). For leukemia, the CSC hypoth-
esis is now generally accepted (6). For solid tumors in general, significant progress has been made in
recent years. A candidate CSC population was identified in breast cancer (7-9). For brain tumor,
initiating cells were isolated and characterized (/0,11). Singh and colleagues (/1) described how they
isolated a minority population of human brain cancer cells based on the expression of a cell surface
marker called CD133. They report that, when injected into the brains of mice, this subpopulation of
CD133* cells could, by itself, drive tumor growth and dissemination. As few as 100 of the CD133*
cells formed tumors that could be serially transmitted from mouse to mouse, whereas tens of thou-
sands of cancer cells lacking CD133 failed to do so. When tumors that arose from the injected CD133*
cells were examined, the cellular heterogeneity and architecture closely resembled that of the human
tumors from which the cells had originally been taken.

In the normal brain, neuronal stem cells as well as early progenitor cells, but not their fully mature
progeny, express the CD133 marker. In the brain tumors examined, Singh et al. (//) found distinct
subpopulations of cells that expressed either CD133 or various markers of mature brain cells. Thus,
the cellular architecture of the brain tumors may be a caricature of that of the normal brain, with brain
CSCs, probably derived from normal CD133" stem or progenitor cells, giving rise to aberrantly dif-
ferentiated progeny.

Stem cells have two unique properties that make it likely that they are involved in cancer develop-
ment. First, they are often the only long-lived cells that have the ability to replicate in a tissue. Mul-
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tiple mutations, occurring over many years, are necessary before a cell becomes cancerous. Thus, the
implication is that cancer-inducing mutations accumulate in the long-lived, normal stem cells. Sec-
ond, through a process called self-renewal, stem cells generate new stem cells with similar prolifera-
tion and differentiation capacities as their parental cell. By contrast, with each round of replication,
progenitor cells become progressively more differentiated and are eventually destined to stop prolif-
erating. Predictably, self-renewal is an essential property of some cancer cells, and at least some
genes that regulate normal stem cell self-renewal also do so in cancer cells (/2,/3). There seem to be
common signaling pathways implicated in stem cell expansion and CSC growth, such as wingless
(14,15), and hedgehog (16); for a review see Rizvi (/7). Interestingly, Beachy and colleagues have
recently provided evidence for hedgehog involvement in normal and malignant prostate development
(18,19). This suggests that cancers arise either from normal stem cells or from progenitor cells in
which self-renewal pathways have become activated.

These observations provide a mechanism by which breast and prostate cancer patients with cancer
cells in their marrow can remain progression-free for a prolonged time (20,21). One explanation for
tumor dormancy is that the microscopic clusters of cancer cells did not contain CSCs and therefore,
like the CD133* brain cancer cells, were unable to grow further. Taken together with the observation
that circulating cancer cells in the blood are an indicator of prognosis in breast cancer patients (22,23),
this suggests that the use of markers to reveal CSCs could help in making decisions regarding treat-
ments. The identification of CSCs is a significant step in the fight against these dreaded diseases.
Because self-renewal is essential if tumors are to grow, agents that target such cells may be effective
treatments. A possible complication is that the mechanisms known to regulate CSC self-renewal also
regulate the same process in normal stem cells. Unlike normal stem cells (24,25), however, the
expansion of CSCs is not tightly regulated, implying that there are significant differences between
normal and cancerous self-renewal pathways. This gives hope that the isolation of CSCs, coupled
with our knowledge of the mutations causing cancer, will result in ways to eliminate cancer cells
while sparing normal tissues. The identification and functional characterization of CSCs can con-
tribute significantly to improved methods for prognosis, better treatment decisions, and new treat-
ments for cancer.

2. PROSTATE EPITHELIAL STEM CELLS

The existence of prostate epithelial stem cells and their putative role in prostate cancer develop-
ment was proposed by Isaacs and Coffey (26-28). The stem cell model described in this paper is very
similar to the one described above. Prostate cancers arise from prostate secretory acini. These acini
are characterized by two cell layers that can be discriminated morphologically as undifferentiated
basal cells and luminal cells primarily composed of terminally differentiated exocrine (prostate-spe-
cific antigen producing) cells. The neuroendocrine cells are found “supra” basally, with protrusions
through the epithelium. The first evidence for a hierarchical relation between the basal cells and the
luminal cells was provided by our group (29,30), using keratin antibodies as differentiation markers.
We and others found further indications that the neuroendocrine and exocrine cells have a common
progenitor, termed the transiently amplifying (TRANSIT) cell (37-34).

Clearly, most of these studies are descriptive and enable discrimination between the various cell
types based on specific immunophenotypes. The location of the cells, as well as hormone manipula-
tion studies (30), suggest a hierarchical relation between the basal cells and the luminal cells. The
early and late progenitors are characterized by “intermediate” immunophenotypes (Fig. 1; Table 1).
The first evidence for a hierarchical relation using primary epithelial cell cultures was described by
our group (35). More recently, Collins and colleagues succeeded in isolating a purer candidate pros-
tate epithelial stem cell, using CD133 selection (36). Thus, a very specific immunophenotype of the
stem cell, the early and late progenitor cell populations, and the terminally differentiated exocrine
and neuroendocrine cells emerges (see Table 1).
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Fig. 1. Prostate epithelial cell hierarchy. The stem cells divide and give rise to a new stem cell by self-
renewal and move committed progenitor cells )early and late) for the functional exocrine and neuroendocrine
cell lineages. The exocrine lineage is critically dependent on DHT, and in fact this population represents > 90%
of all epithelial cells in the adult prostate gland.

Table 1
Immunophenotype of the Cell Types in Nonmalignant Prostate Acini

Cell type/marker c-met

Stem cell

Early Progenitor

Late Progenitor

Exocrine cells

Neuroendocrine cells

K14, keratin 14; K5, keratin 5; K18, keratin 18; AR, androgen receptor; NE, neuroendocrine markers (e.g., serotonin
and chromogranin A).

The hierarchical relation between the cell types is schematically illustrated in Fig. 1. The exocrine
lineage, resulting in the tall columnar prostate-specific antigen-producing cells, is critically depen-
dent on the hormone, dihydrotestosterone. After castration, more than 90% of epithelial cells die
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through apoptosis (37,38). The remaining cells have renewal capacity, because the kinetics of
regrowth after implanting testosterone-containing slow-release devices is independent of the time
interval between castration and implantation of the silastic testosterone-containing devices (26,30).
The population of cells remaining after castration are thought to represent the stem and early progeni-
tor cells. In the developing prostate (embryogenesis and peripubertal), there is a relative enrichment
in the progenitor cell populations (37). The early and late progenitors are thought to play a pivotal
role in the development of benign and malignant prostate neoplasms (39—41). Implicit evidence that
the remaining cell population after castration has renewal ability was provided by early experiments
by Coffey and Isaacs (26) showing that the kinetics of prostate regrowth are independent of the time
interval between castration and testosterone re-administration. Long-term culture experiments using
CD133-selected cells proliferate and can be maintained for longer than 140 days. CSC reside in a
“niche,” and our understanding of the regulation of the expansion into the various epithelial lineages
of differentiation is growing steadily through the pioneering work of Fuchs and colleagues (42—47).
Unfortunately, relatively little is known on the location/niche of the prostate epithelial stem cell.
Collins and colleagues show that there seems to be a niche in which the prostate epithelial stem cells
are more firmly attached to the basement membrane (48). The branching morphology of the secretory
ductal system is rather complex, and 3D reconstruction is difficult for the human prostate secretory
system. The combined data indicate that the branching points and the tips of the acini are the candi-
date niche for the stem cell (3/,39,49). The stroma plays an essential role in the induction of branch-
ing morphogenesis and essential mediators seem to be hepatocyte growth factor and fibroblast growth
factor-10 (50-53). In general, despite the unique characteristics of the various specialized epithelial
cells, common signaling mechanisms seem to play a role, such as wingless-, notch-hedgehog, and
bone morphogenetic protein signaling (for a recent review, see ref. 17).

3. PROSTATE CSC

Most studies, thus far, shed light on the candidate prostate CSC through phenotyping with the
markers discussed in the previous section. Although a number of similarities between the brain stem
cell model and the prostate stem cell model are apparent, there are also clear differences. The most
striking feature is that the stem cell markers K14 and CD133 are not reported to be expressed in
primary or metastatic prostate cancer (36,54-58), suggesting that the prostate CSC is most similar to
the early or late progenitors. Alternatively, the frequency may be so low that sampling artifacts can
prevent identification of prostate CSC in situ.

The model describing the ontogeny of prostate CSCs from early or late progenitors, whereby
genetic changes have accumulated in the stem cell or early progenitor, is schematically outlined in
Fig. 2. On basis of the CSC phenotype, at least three different types of prostate cancers can be dis-
criminated on basis of their progenitor phenotype, as illustrated in Fig. 2 (57-59). This minority
population of cells in these specimens are the candidate CSCs. Comparative analysis of primary
cancers before and after endocrine therapy, resulting in impaired exocrine differentiation, shows a
strong relative increase in cells with the progenitor phenotype (see also preliminary investigations)
(57,60,61).

These data suggest that a CSC population for prostate cancer can be identified as most similar to
the early and late progenitors of the exocrine and neuroendocrine differentiation lineages. The unique
ability for self-renewal by these cells makes them the most challenging target for therapeutic inter-
vention. To join the growing number of targeted therapies for prostate cancer, functional validation
of the relevant target in the stem cell model is critical.

3.1. Identification and Isolation of Prostate Epithelial Stem Cells

Our group was one of the first to develop markers that could discriminate cell types in the prostate
epithelium (30). We initially immunophenotyped prostate epithelial cells with a panel of antibodies
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Fig. 2. Ontogeny of prostate cancer stem cells. In primary human prostate tumors, three classes can be
discriminated; those with a minority of cells (candidate stem cells) similar to the early or late progenitors, and
the pre-terminally differentiated phenotype.

against keratins. Keratins represent a family of intermediate filament proteins known to be useful as
differentiation markers. We extended the panel with the proto-oncogene c-met (62,63). Combined
with the investigations of our collaborators and in the literature, a reasonably comprehensive marker
set became available, as described in Table 1.

To challenge the stem cell hypothesis, we developed a procedure to culture prostate epithelial
cells from human prostate tissue. We are using a procedure modified from Lang and colleagues
(36,64), and we are now able to routinely establish primary explant cultures. When the cells grow to
confluence, they form spheroids that, after detailed analysis, seem to mimic glandular morphogen-
esis (65).

We therefore refer to these spheroids as “glandular buds.” In particular, the expression of basal
cell cytokeratins 14 and 5 at the periphery of the bud and the luminal type cytokeratin 18 in the center
of the bud illustrate that, in this system, glandular morphogenesis is mimicked to a reasonable extent.
More recently, we refined the system by plating the primary epithelial cells as single cells onto a
matrix of growth factor-deprived Matrigel. We have shown that spheroids are formed from single
cells that, similar to the initial experiments, mimic glandular morphogenesis. Moreover, when we
added the ligand for c-met, hepatocyte growth factor, we were able to induce branching morphogen-
esis in these cultures (Fig. 3). These cultures can be maintained under certain conditions for longer
than 120 days, suggesting renewal ability.

Thus, we have established a primary 3D culture system starting with human prostate tissue to
induce budding and branching morphogenesis. Methods to analyze these structures were also devel-
oped. The cultures are either stained in situ and subsequently analyzed using confocal scanning laser
microscopy, or, alternatively, individual buds are “hand-picked” and embedded in tissue tech, and
frozen sections are stained with various differentiation markers (data not shown).
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Fig. 3. (A) Spheroids/glandular buds develop 10 to 14 days after primary prostate epithelial cells (PrECs)
are seeded onto growth factor-deprived Matrigel. Typically, 100 to 200 buds develop from 1 x 103 PrEcs. (B)
When hepatocyte growth factor is added at a concentration of 25 ng/mL, branching structures develop.

3.2. Characterization of Prostate CSCs in Primary, Recurrent, and Metastatic
Prostate Cancer

Using the marker panel described in Table 1, we analyzed a large series of human prostate cancer
specimens before hormonal therapy. Furthermore, we analyzed a select group of patients who under-
went neoadjuvant hormonal therapy before radical prostatectomy, and also immunophenotyped those
specimens. We found, similar to many other groups, that the pure basal marker keratin 14 is not
expressed in our series. There is only one report by Epstein and colleagues of keratin 14-expressing
cells found in a very small fraction of patients with prostate cancer.

We were also able to confirm the results of Collins and colleagues (36) that CD133, the candidate
adult stem cell marker, is not expressed in human prostate cancers. Markers for the early and late
progenitor cells that are expressed in prostate cancer are CD44v3-v10, K19 (66), and keratin 5 (35%
of the cancers) and c-met. Obviously, the vast majority of cells have the characteristics of (pre-)
terminally differentiated secretory cells, and neuroendocrine cells are also found in human prostate
cancer specimens. Considering the proposed hierarchical relation between early and late progenitors
and the terminally differentiated exocrine and neuroendocrine cells, and the fact that we are able to
identify a subpopulation of prostate cancer cells with markers of the early and late progenitor cells
(Fig. 4A,B) (29), we, therefore, conclude that these are the candidate CSCs (Fig. 4B). In this model,
one would predict that when the endocrine/exocrine differentiation pathway is abrogated through
castration, the relevant percentage of CSCs increases. This was indeed found by Van Leenders and
colleagues (Fig. 5) (67).

On the basis of these experiments, we conclude that prostate cancers can arise from early pro-
genitors (CD44, K5, c-met), late progenitors (c-met positive), or very late progenitors. We have to
assume that the latter phenotype exists because a significant percentage (30%) does not express mark-
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Fig. 4. (A) Immunophenotype of nonmalignant prostate epithelial cells assessed by triple staining with
antibodies against K5, K18, and c-met. At least two intermediate cell types occur between the K5- and the
K18-positive cells. (B) In prostate cancer, the cells with an immunophenotype associated with the least differ-
entiated/progenitor cells expressing K5/K18 and c-met (candidate cancer stem cell phenotype)
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Fig. 5. Number of cancer cells with an immunophenotype similar to early/late progenitors before and after
neoadjuvant hormonal therapy (maximal androgen blockade). There is a significant increase in c-met-positive
cells, supporting the cancer stem cell concept.



70 Schalken

ers from the early or late progenitor cells. Our observations are in agreement with a model in which
the accumulation of genetic damage associated with cancer development occurs in the lineage from
stem cell to early/very late progenitor. Recently, Collins et al. (68) were the first to report the pro-
spective identification of prostate cancer stem cells after selection based on high expression of a2 1
and CD133.

CONCLUSION

The ability to isolate prostate epithelial cells with the potential to grow into morphological struc-
tures resembling glandular budding indicates that stem cells exist in adult prostate tumors. Extensive
immunophenotyping of primary prostate cancers has further shown that a phenotype for a prostate
CSC exists, thus, allowing us to test the CSC hypothesis for prostate cancer. This effort, if successful,
will lead to models that can be used to validate new therapeutic targets.

REFERENCE

1. Reya T., Morrison, S. J., Clarke, M. F., and Weissman, I. L. (2001). Stem cells, cancer, and cancer stem cells. Nature
414(6859), 105-111.
2. Pardal, R., Clarke, M. F., and Morrison, S. J. (2003). Applying the principles of stem-cell biology to cancer. Nat. Rev.
Cancer 3(12), 895-902.
3. Fialkow, P. J., Jacobson, R. J., and Papayannopoulou, T. (1977). Chronic myelocytic leukemia: clonal origin in a stem
cell common to the granulocyte, erythrocyte, platelet and monocyte/macrophage. Am. J. Med. 63(1), 125-130.
4. Fialkow, P. J. (1976). Human tumors studied with genetic markers. Birth Defects Orig. Artic. Ser. 12(1), 123-132.
5. Lapidot, T., Sirard, C., Vormoor, J., et al. (1994). A cell initiating human acute myeloid leukaemia after transplantation
into SCID mice. Nature 367(6464), 645—-648.
6. Bonnet, D. and Dick, J. E. (1997). Human acute myeloid leukemia is organized as a hierarchy that originates from a
primitive hematopoietic cell. Nature Med. 3, 730-737.
7. Al Hajj, M. and Clarke, M. F. (2004). Self-renewal and solid tumor stem cells. Oncogene 23(43), 7274-7282.
8. Al Hajj, M., Wicha, M. S., Benito-Hernandez, A., Morrison, S. J., and Clarke, M. F. (2003). Prospective identification
of tumorigenic breast cancer cells. Proc. Natl. Acad. Sci. USA 100(7), 3983-3988.
9. Dontu, G., Al Hajj, M., Abdallah, W. M., Clarke, M. F., and Wicha, M. S. (2003). Stem cells in normal breast develop-
ment and breast cancer. Cell Prolif. 36(Suppl. 1), 59-72.
10. Singh, S. K., Clarke, I. D., Hide, T., and Dirks, P. B. (2004). Cancer stem cells in nervous system tumors. Oncogene
23(43), 7267-7273.
11. Singh, S. K., Hawkins, C., Clarke, I. D., et al. (2004). Identification of human brain tumour initiating cells. Nature
432(7015), 396-401.
12. Lessard, J., Faubert, A., and Sauvageau, G. (2004). Genetic programs regulating HSC specification, maintenance and
expansion. Oncogene 23(43), 7199-7209.
13. Lessard, J. and Sauvageau, G. (2003). Bmi-1 determines the proliferative capacity of normal and leukaemic stem cells.
Nature 423(6937), 255-260.
14. Pinto, D. and Clevers, H. (2005). Wnt, stem cells and cancer in the intestine. Biol. Cell 97(3), 185-196.
15. Sancho, E., Batlle, E., and Clevers, H. (2003). Live and let die in the intestinal epithelium. Curr. Opin. Cell Biol. 15(6),
763-770.
16. Taipale, J. and Beachy, P. A. (2001). The Hedgehog and Wnt signalling pathways in cancer. Nature 411(6835), 349-354.
17. Rizvi, A. Z. and Wong, M. H. (2005). Epithelial stem cells and their niche: there’s no place like home. Stem Cells 23(2),
150-165.
18. Berman, D. M., Desai, N., Wang, X., et al. (2004). Roles for Hedgehog signaling in androgen production and prostate
ductal morphogenesis. Dev. Biol. 267(2), 387-398.
19. Karhadkar, S. S, Bova, G. S., Abdallah, N., et al. (2004). Hedgehog signalling in prostate regeneration, neoplasia and
metastasis. Nature 431(7009), 707-712.
20. DiStefano, A., Tashima, C. K., Yap, H. Y., and Hortobagyi, G. N. (1979). Bone marrow metastases without cortical
bone involvement in breast cancer patients. Cancer 44(1), 196—-198.
21. Horan, A. H. (2004). Prostate cancer cells: detection and isolation from peripheral blood and bone marrow. Urology
64(1), 187.
22. Cristofanilli, M. (2005). The “microscopic” revolution in breast carcinoma. Cancer 103, 877-880.
23. Cristofanilli, M., Budd, G. T., Ellis, M. J., et al. (2004). Circulating tumor cells, disease progression, and survival in
metastatic breast cancer. N. Engl. J. Med. 351(8), 781-791.



Prostate (Cancer) Stem Cells 71

24.

25.

26.
217.

28.
29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.
46.

47.

48.

49.

50.

51.

52.

53.

54.

Morrison, S. J., Qian, D., Jerabek, L., et al. (2002). A genetic determinant that specifically regulates the frequency of
hematopoietic stem cells. J. Immunol. 168(2), 635-642.

Chen, J. K., Taipale, J., Cooper, M. K., and Beachy, P. A. (2002). Inhibition of Hedgehog signaling by direct binding of
cyclopamine to Smoothened. Genes Dev. 16, 2743-2748.

Coffey, D. S. and Isaacs, J. T. (1981). Prostate tumor biology and cell kinetics—theory. Urology 17(Suppl. 3), 40-53.
English, H. F., Santen, R. J., and Isaacs, J. T. (1987). Response of glandular versus basal rat ventral prostatic epithelial
cells to androgen withdrawal and replacement. Prostate 11, 229-242.

Isaacs, J. T. and Coffey, D. S. (1989). Etiology and disease process of benign prostatic hyperplasia. Prostate 2(Suppl.), 33-50.
Verhagen, A. P., Ramaekers, F. C., Aalders, T. W., Schaafsma, H. E., Debruyne, F. M., and Schalken, J. A. (1992).
Colocalization of basal and luminal cell-type cytokeratins in human prostate cancer. Cancer Res. 52(22), 6182-6187.
Verhagen, A. P., Aalders, T. W., Ramaekers, F. C., Debruyne, F. M., and Schalken, J. A. (1988). Differential expres-
sion of keratins in the basal and luminal compartments of rat prostatic epithelium during degeneration and regeneration.
Prostate 13(1), 25-38.

Xue, Y., Smedts, F., Verhofstad, A., Debruyne, F., de la, R. J., and Schalken, J. (1998). Cell kinetics of prostate exocrine
and neuroendocrine epithelium and their differential interrelationship: new perspectives. Prostate 8(Suppl.), 62-73.
Bonkhoff, H. (1998). Neuroendocrine cells in benign and malignant prostate tissue: morphogenesis, proliferation, and
androgen receptor status. Prostate 8(Suppl.), 18-22.

Huss, W.J., Gray, D. R., Werdin, E. S., Funkhouser, W. K., Jr., and Smith, G. J. (2004). Evidence of pluripotent human
prostate stem cells in a human prostate primary xenograft model. Prostate 60(2), 77-90.

Schalken, J. A. and van Leenders, G. (2003). Cellular and molecular biology of the prostate: stem cell biology. Urology
62(5 Suppl. 1), 11-20.

van Leenders, G. J. and Schalken, J. A. (2001). Stem cell differentiation within the human prostate epithelium: implica-
tions for prostate carcinogenesis. BJU Int. 88(Suppl. 2), 35-42; discussion 49-50.

Richardson, G. D., Robson, C. N., Lang, S. H., Neal, D. E., Maitland, N. J., and Collins, A. T. (2004). CD133, a novel
marker for human prostatic epithelial stem cells. J. Cell. Sci. 117(Pt 16), 3539-3545.

Schalken, J. A., and van Leenders, G. (2003). Cellular and molecular biology of the prostate: stem cell biology. Urol-
0gy 62(5 Suppl 1), 11-20.

van Leenders, G.J. and Schalken, J. A. (2001). Stem cell differentiation within the human prostate epithelium: implica-
tions for prostate carcinogenesis. BJU Int. 88(Suppl 2), 35-42; discussion 49-50.

Xue, Y., Smedts, F., Umbas, R., et al. (1997). Changes in keratin expression during the development of benign prostatic
hyperplasia. Eur. Urol. 32(3), 332-338.

De Marzo, A. M., Nelson, W. G., Meeker, A. K., and Coffey, D. S. (1998). Stem cell features of benign and malignant
prostate epithelial cells. J. Urol. 160(6 Pt 2), 2381-2392.

Long, R. M., Morrissey, C., Fitzpatrick, J. M., and Watson, R. W. (2005). Prostate epithelial cell differentiation and its
relevance to the understanding of prostate cancer therapies. Clin. Sci. (Lond) 108(1), 1-11.

Alonso, L. and Fuchs, E. (2003). Stem cells of the skin epithelium. Proc. Natl. Acad. Sci. USA 100(Suppl 1), 11,830-11,835.
Alonso, L. and Fuchs, E. (2003). Stem cells in the skin: waste not, Wnt not. Genes Dev. 17(10), 1189-1200.
Blanpain, C., Lowry, W. E., Geoghegan, A., Polak, L., and Fuchs, E. (2004). Self-renewal, multipotency, and the
existence of two cell populations within an epithelial stem cell niche. Cell 118(5), 635-648.

Fuchs, E., Tumbar, T., and Guasch, G. (2004). Socializing with the neighbors: stem cells and their niche. Cell 116(6), 769-778.
Hong, K. U., Reynolds, S. D., Watkins, S., Fuchs, E., and Stripp, B. R. (2004). Basal cells are a multipotent progenitor
capable of renewing the bronchial epithelium. Am. J. Pathol. 164(2), 577-588.

Tumbar, T., Guasch, G., Greco, V., et al. (2004). Defining the epithelial stem cell niche in skin. Science 303(5656),
359-363.

Collins, A. T., Habib, F. K., Maitland, N. J., and Neal, D. E. (2001). Identification and isolation of human prostate
epithelial stem cells based on alpha(2)beta(1)-integrin expression. J. Cell. Sci. 114(Pt 21), 3865-3872.

Kinbara, H., Cunha, G. R., Boutin, E., Hayashi, N., and Kawamura, J. (1996). Evidence of stem cells in the adult
prostatic epithelium based upon responsiveness to mesenchymal inductors. Prostate 29(2), 107-116.

Cunha, G. R. (1985). Mesenchymal-epithelial interactions during androgen-induced development of the prostate. Prog.
Clin. Biol. Res. 171, 15-24.

Cunha, G. R., Shannon, J. M., Taguchi, O., Fujii, H., and Chung, L. W. (1982). Mesenchymal-epithelial interactions in
hormone-induced development. J. Anim. Sci. 55(Suppl 2), 14-31.

Freestone, S. H., Marker, P., Grace, O. C., et al. (2003). Sonic hedgehog regulates prostatic growth and epithelial
differentiation. Dev. Biol. 264(2), 352-362.

Marker, P. C., Donjacour, A. A., Dahiya, R., and Cunha, G. R. (2003). Hormonal, cellular, and molecular control of
prostatic development. Dev. Biol. 253(2), 165-174.

Schalken, J. A. and van Leenders, G. (2003). Cellular and molecular biology of the prostate: stem cell biology. Urology
62(5 Suppl 1), 11-20.



72

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

Schalken

van Leenders, G., van Balken, B., Aalders, T., Hulsbergen-van de Kaa, C, Ruiter, D., and Schalken, J. (2002). Interme-
diate cells in normal and malignant prostate epithelium express c-MET: implications for prostate cancer invasion.
Prostate 51(2), 98-107.

van Leenders, G., Dijkman, H., Hulsbergen-van de Kaa, C., Ruiter, D., and Schalken, J. (2000). Demonstration of
intermediate cells during human prostate epithelial differentiation in situ and in vitro using triple-staining confocal
scanning microscopy. Lab. Invest. 80(8), 1251-1258.

van Leenders, G. J., Gage, W.R., Hicks, J. L., et al. (2003). Intermediate cells in human prostate epithelium are enriched
in proliferative inflammatory atrophy. Am. J. Pathol. 162(5), 1529-1537.

van Leenders, G. J., Aalders, T. W., Hulsbergen-van de Kaa, C. A., Ruiter, D. J., and Schalken J. A. (2001). Expression
of basal cell keratins in human prostate cancer metastases and cell lines. J. Pathol. 195(5), 563-570.

van Leenders, G, van Balken, B., Aalders, T., Hulsbergen-van de Kaa, C., Ruiter, D., and Schalken, J. (2002). Interme-
diate cells in normal and malignant prostate epithelium express c-MET: implications for prostate cancer invasion.
Prostate 51(2), 98-107.

De Marzo, A. M., Meeker, A. K., Epstein, J. 1., and Coffey, D. S. (1998). Prostate stem cell compartments: expression
of the cell cycle inhibitor p27Kipl in normal, hyperplastic, and neoplastic cells. Am. J. Pathol. 153(3), 911-919.

van Leenders, G., van Balken, B., Aalders, T., Hulsbergen-van de Kaa, C., Ruiter, D., and Schalken, J. (2002). Interme-
diate cells in normal and malignant prostate epithelium express c-MET: implications for prostate cancer invasion.
Prostate 51(2), 98-107.

Schalken, J. A. and van Leenders, G. (2003). Cellular and molecular biology of the prostate: stem cell biology. Urology
62(5 Suppl 1), 11-20.

van Leenders, G., van Balken, B., Aalders, T., Hulsbergen-van de Kaa, C., Ruiter, D., and Schalken, J. (2002). Interme-
diate cells in normal and malignant prostate epithelium express c-MET: implications for prostate cancer invasion.
Prostate 51(2), 98-107.

Lang, S. H., Stark, M., Collins, A, Paul, A. B., Stower, M. J., and Maitland N. J. (2001). Experimental prostate epithe-
lial morphogenesis in response to stroma and three-dimensional matrigel culture. Cell Growth Differ. 12(12), 631-640.
van Leenders, G., Dijkman, H., Hulsbergen-van de Kaa, C., Ruiter, D., and Schalken, J. (2000). Demonstration of
intermediate cells during human prostate epithelial differentiation in situ and in vitro using triple-staining confocal
scanning microscopy. Lab. Invest. 80(8), 1251-1258.

Alam, T. N., O’Hare, M. J., Laczko, L., et al. (2004). Differential expression of CD44 during human prostate epithelial
cell differentiation. J. Histochem. Cytochem. 52(8), 1083—1090.

van Leenders, G., van Balken, B., Aalders, T., Hulsbergen-van de Kaa, C., Ruiter, D., and Schalken, J. (2002). Interme-
diate cells in normal and malignant prostate epithelium express c-MET: implications for prostate cancer invasion.
Prostate 51(2), 98-107.

Collins, A. T., Berry, P. A., Hyde, C., Stower, M. J., and Maitland, N. J. (2005). Prospective identification of tumori-
genic prostate cancer stem cells. Cancer Res. 65(23), 10,946-10,951



5

Cancer-Host Interactions

A Paradigm Shift Brings New Understanding and New Opportunities

Leland W. K. Chung, Wen-Chin Huang, Shian-Ying Sung, Daqing
Wu, Valerie Odero-Marah, and Haiyen E. Zhau

Summary

Cancer is not a single cell disease and its existence and behavior are constantly modulated by the host.
Cancer gene expression and genetics are also highly dynamic and are regulated epigenetically by the host. In this
chapter, we describe the molecular pathways leading to an unusual property of cancer cells: the ability to mimic
the host microenvironment, and, in particular, the characteristics of osteomimicry and vasculogenic mimicry. We
also discuss the importance of host inflammatory and stem cells, which contribute to the growth and survival of
cancer cells. By understanding the salient features of cancer—host interaction, novel therapeutics may be devel-
oped to target both cancer and host in the treatment of lethal prostate cancer metastases.

Key Words: Bone metastasis; cell signaling; epigenetic modulation of gene expression; epithelial-to-
mesenchymal transition; extracellular matrices; growth factors; inflammation; molecular targeting and therapy;
osteomimicry; stem cells; tumor stromal interaction.

1. INTRODUCTION

It is now well-accepted that cancer progression depends not only on the genetic constituents and
modifications of the cancer cells, but also on the genetics and epigenetic factors contributed by the
host (1-5). Although genetic changes in the cancer cells are required for cancer to occur, these changes
are insufficient to induce the entire spectrum of a progressive cancer (6,7). It has been amply demon-
strated that intimate interaction between cancer cells and their host microenvironment greatly influ-
ences the growth and subsequent dissemination of cancer cells (§—/1). The work of Paget, more than
a hundred years ago, epitomizes the tumor (“seed”) and host (“soil”) relationship that determines the
patterns of cancer dissemination in patients (/2). Recent work, however, showed that this interaction
is far more dynamic than previously thought, including the ability of the host to alter the genetics of
the cancer cells and the ability of cancer cells fo reciprocally modify the genetics of the host (5,13—16).
Host cells are not static, but can be recruited to or modified at the site of cancer cell growth, and
greatly influence the behaviors of cancer cells (5,/3,17). The homeostasis between cancer cells and
their immediate microenvironment, including inflammatory cells and bone marrow-derived stem cells
recruited to sites of cancer growth, the levels of hypoxia and circulating hormones surrounding the
cancer cells, and the stress conditions, reactive oxygen species (ROS) induced by cell crowding and
changing pH, and the osmolarity of the tumor-adjacent microenvironment are all known to contribute
to changing cancer behaviors (/8-21). Through constant contact and interaction with the rich milieu
of the microenvironment, including soluble growth factors, extracellular matrices and ROS, cancer
cells gain additional genetic modifications and behavioral changes that drive them to migrate and
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invade. Ultimately, the host factors determine the patterns of cancer cell dissemination (10,12,22-24).
The present review focuses on the contribution of host stromal fibroblasts and osteoblasts to local
cancer growth, progression, and its final metastasis to the skeleton and visceral organs. The converg-
ing signaling pathways that respond to factors that confer growth and lead to the survival and metas-
tasis of cancer cells, and the therapeutic opportunities arising from this paradigm shift, are
emphasized. Specifically, the following topics and molecular events are reviewed and discussed:

1. The plasticity of cancer and stromal fibroblasts that together contribute to cancer growth and progression.

2. The molecular basis of mimicry by cancer cells, with gene expression and cellular functions guided by the
host/cancer microenvironment and vascular endothelial and osteoblastic cells that support the growth and
survival of cancer cells.

3. How cancer cells orchestrate gene expression profile changes of the host cells that together participate in
the genesis and progression of cancer.

4. The opportunity for therapeutic co-targeting of both the cancer and the tumor microenvironment, disrupt-
ing the evolutionary continuum of the cancer and stromal cells that leads to the uncontrolled growth of
cancer cells and their resistance to therapy.

2. THE PLASTICITY OF CANCER AND STROMAL FIBROBLASTS

The developmental fate of a normal cell is regulated temporally and spatially by precise inductive
cues from the cell microenvironment (25). In response to the signaling molecules, the gene expres-
sion profiles and the behaviors of a differentiating cell are subjected to changes allowing the normal
differentiation program of developing organs to result. The genomic stability of the normal cell is
desired and expected, and essential for survival (26). However, in the case of cancer, many of the
physiological processes are “hijacked” by cancer cells, and mechanisms controlling growth and sur-
vival in the normal physiological context are lost (27-29). For example, the plasticity of cancer cells
and stromal fibroblasts could fuel tumor growth through the production of excessive amounts of
angiogenic substances leading to the ingrowth of new blood vessels, mimicking the normal physi-
ological processes of wound repair (30,37). Cancer cells have been described as a wound that fails to
heal. This refers to the persistent stromal response to the invading cancer epithelium and the secreted
local factors, such as plasminogen activator, that prevented the blood-clotting and wound-healing
processes (32,33). Cancer cells can be immune-evasive “outlaws” that have lost the major histocom-
patibility (MHC) class 1 antigen and are no longer recognized by the host cytotoxic T cells (34).
Cancer cells overcome and resist the physiologically programmed apoptotic response to the develop-
mental signals, tissue injuries and stress responses induced by hypoxia, hormone withdrawal, chemo-
therapy, and radiation therapy through a variety of mechanisms related to increased proliferative and
decreased apoptotic mechanisms that lead to tumor growth and survival (35,36).

The prostate gland is derived from the embryonic urogenital sinus, with the growth and differen-
tiation of the glandular epithelium specified and maintained by its adjacent mesenchyme under tight
control of the male steroid hormone, testosterone (37—39). When prostate epithelial cells are under-
going neoplastic transformation, initially the growth of glandular epithelium is still stimulated and
maintained by testicular androgen, with its action mediated by the androgen receptor (AR) in the
glandular epithelium and stromal fibroblasts (39—417). After androgen-deprivation therapy for the
treatment of prostate cancer, prostate epithelial growth becomes androgen refractory and is no longer
controlled by androgenic hormones, but is instead controlled by yet-to-be-defined factors secreted by
cancer cells as well as cells in the cancer microenvironment (42—45). This altered control mecha-
nism, with inherited and epigenetically driven intrinsic genomic instability, DNA repair defects, and
acquisition of multiple survival mechanisms by the cancer cells, allows cancer cells to escape from
normal developmental constraints and undergo a dedifferentiation process with possible nonrandom
genetic changes (15,16,46,47). Remarkably, despite genetic alterations in cancer cells, they often
remain nontumorigenic in mice and, even when tumorigenic, seldom acquire metastatic potential
(48,49). We think that certain undefined host factors could contribute largely to cancer development
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Fig. 1. Dynamic reciprocal genetic changes in prostate cancer and bone stromal cells through cellular inter-
action in a “vicious cycle” manner could contribute to the invasiveness and metastasis of human prostate cancer
cells to bone. The normal prostate epithelial cell homeostatic interaction with its adjacent stroma through growth
factors and extracellular matrix (ECM), via growth factor receptors or integrins, is deranged because of genetic
modifications that occur in the epithelium. The genetic altered prostate epithelial cell provokes a stromal reac-
tion, which sets off a chain reaction, such as elevated transforming growth factor (TGF)-f1 and interleukin
(IL)-6, in modulating reciprocally the cancer epithelium, which becomes prostate stroma-independent and even-
tually invades and migrates to bone and exerts strong reciprocal interaction with the bone cells.

and progression. For example, host inflammatory cytokines could play a positive and directive role in
tumor growth and progression, and indirectly affect the host microenvironment to facilitate tumor
growth and expansion. Tumor-derived and host stroma-derived factors, such as transforming growth
factor (TGF)-B 1, are known to induce tumor angiogenesis and elicit stromal reactions and deposition
of extracellular matrices (50). The altered stromal microenvironment could help drive local tumori-
genesis and subsequently enhance tumor cell distant dissemination through a positive feedback
mechanism, as depicted in Fig. 1. The progression of cancer cells, therefore, can occur in three steps:

1. Genetic instability of precancerous epithelial cells contributes to altered cell behaviors, including increased
cell proliferation, decreased apoptosis, and increased cell motility.

2. The behaviorally altered precancerous or cancerous epithelial cells could trigger a stromal response, or
desmoplastic reaction in the stroma, with morphological and gene expression changes that particularly
increase the deposition of extracellular matrices and also the secretion of growth and angiogenic factors
that collectively induce genetic changes in the stromal fibroblasts.

3. Inconsequence, the changing stromal microenvironment could induce additional genetic modifications of
the cancer epithelial cells which become stromal independent and develop the propensity for bone
metastasis.

The resulting cancer cells could become highly unstable with increased motility and invasive and
metastatic potential. This interaction between stroma and epithelium is a “vicious cycle” maintained
by permanent genetic changes within both the tumor and stromal cell compartments, ultimately con-
tributing to the progression of an invasive cancer (5,517).
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3. HOW CANCER CELLS RESPOND TO A CHANGING TUMOR
MICROENVIRONMENT

3.1. Osteomimicry

Cancer cells are capable of mimicking the characteristics of cells in the tumor microenvironment.
Dramatic examples include osteomimicry, the ability of cancer cells to express genes normally highly
restricted to bone cells before, during, or after metastasis through the synthesis, secretion, and accu-
mulation of bone-like proteins, such as osteocalcin (OC), osteopontin, bone sialoprotein (BSP), and
osteonectin, even forming mineralizing bone under certain culture conditions (29,52,53). Cancer cells
are also capable of expressing receptor activator of NF-kB (RANK) ligand and parathyroid hormone
related peptide, which are known to directly or indirectly increase bone turnover through increased
RANK ligand (associated with cancer cells)-RANK (associated with osteoclasts) interaction and
activation of osteoclastogenesis (54,55). These unusual characteristics are caused by the ability of
cancer cells to respond to factors secreted by cancer cells or by host cells in the immediate micro-
environment. Using human prostate cancer and bone cells as models to define the molecular basis of
osteomimicry, we observed a unique key switch controlling OC and BSP gene expression that is
operative in prostate cancer but not in bone cells (56,57). This switch resides at the 8-base nucleotides
sequences, called the cyclic AMP (cAMP)-responsive element (CRE), within both OC and BSP
promoters, and is responsible for the regulation of both endogenous OC and BSP as well as their
promoter activities (57,58). We further showed that CRE activation is under the control of a soluble
factor secreted by prostate cancer and host cells, with its action mediated by cAMP-dependent pro-
tein kinase A (PKA) activation. The activation of CRE binding protein (CREB), was demonstrated
by the observation of CREB phosphorylation after activation of cAMP-PKA, phosphorylated CREB
translocation into the cell nucleus, and the subsequent binding of CREB to CRE as shown by gel shift
and supershift assays (57). Based on these data, Fig. 2 depicts a number of possible molecular path-
ways mediating osteomimicry in human prostate cancer cells (58):

1. The binding of a soluble factor to a putative cell surface receptor, linking with the activation of intracellular
cAMP-PKA signaling pathway. The putative receptor can be a G protein-coupled receptor that mediates down-
stream signaling via PKA, or, alternatively, can be linked to MHC class 1 antigen or a yet-to-be-identified
receptor that binds to the soluble factor and transmits intracellular signaling through the cAMP-PKA system.

2. The participation by a soluble factor, f2 microglobulin (32M), which was shown to activate the cAMP-
PKA system (58). Because 32M is known to complex with a classic MHC class 1 antigen, this could
implicate the role of this complex in the downstream intracellular signaling of osteomimicry in human
prostate cancer cells.

3. The direct action of B2M in activating the cAMP-PKA system, or the direct participation by f2M in
CREB downstream activation of target genes.

The biological consequences of osteomimicry could be numerous. For example, the activation of
OC and BSP expression could result in the recruitment of bone cells, such as osteoclasts and osteo-
blasts that participate in enhanced osteoclastogenesis, that is, increased bone turn-over, or bone pit-
ting to create new sites in support of cancer cell attachment, growth, and colonization in bone (59,60).
OC and BSP activation could contribute to new bone formation and mineralization (6/). Prostate
cancer cells derived from LNCaP cells with increased bone metastatic potential, such as C4-2 and
C4-2B, have activated OC and BSP gene expression and also are capable of forming bone nodules
when subjected to mineralizing cell culture conditions in vitro (62). Activation of CREB could result
in marked gene expression changes in cancer cells and cells in the cancer microenvironment that
could facilitate cancer cell growth, survival, and colonization in bone. It is interesting to note that, of
approx 4000 potential CREB target genes, only a fraction are expressed in a cell context-dependent
manner (63,64). This again supports the concept of the importance of the host contribution to cancer
cell growth, resistance to apoptosis, and resistance to therapy. A large number of other downstream
genes unrelated to osteomimicry were also found to be regulated by cAMP-PKA activation. For
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Fig. 2. Molecular mechanisms of osteomimicry in prostate cancer cells. Prostate cancer cells have the ability to
mimic gene expression and behaviors of bone cells by synthesizing and depositing bone-like proteins, such as
osteocalcin (OC) and bone sialoprotein (BSP) (57). Among factors that could regulate the expression of these
proteins, we found that 32 microglobulin (32M) induces the expression of OC and BSP through an activation of
the cyclic AMP (cAMP)-protein kinase A (PKA) signaling pathway with its downstream activation of a cAMP-
responsive element (CRE)-binding protein (CREB). B2M is considered as a housekeeping gene with uniform
expression of its mRNA in many cells. Interestingly, 32M protein expression varied widely between cells. B2M
could exert its action via a number of membrane receptors, such as a G protein-coupled receptor (GPCR), a major
histocompatibility antigen complex (MHC), or a yet-to-be identified B2M receptor. Alternatively, 32M could also
act intracellularly by modulating directly CREB downstream target gene expression. The resulting increased ex-
pression and deposition of OC and BSP in bone matrix could recruit osteoblasts and osteoclasts and initiate in-
creased bone turnover (i.e., increased bone resorption and formation) through osteoclastogenesis, which facilitates
prostate cancer bone colonization. RANK, receptor activator of NF-kB and RANKL, RANK ligand (58).

example, after cAMP-PKA/CREB activation in cancer cells, the phosphorylated CREB is respon-
sible for the recruitment of CBP/p300 to activate downstream genes such as vascular endothelial
growth factor (VEGF), cyclins, and survival factors aiding the growth and survival of cancer cells
(65,66). It has been shown that removing androgen from cultured prostate cancer cells elicits a neuroen-
docrine phenotype caused by CREB activation (42,66,67). As expected, neuroendocrine differentia-
tion, which has been associated with increased invasion, migration, and metastasis of prostate cancer
cells, was also activated by cAMP mimetics, such as dibutyl cAMP or forskolin (42,67). Activation
of G protein, via cAMP-activated 32 adrenergic receptor, has been shown to compensate for the
requirement of androgen to activate AR downstream genes (67). This phenomenon could have clini-
cal importance, because it has been proposed that the activation of AR by suboptimal concentrations
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of androgen could be responsible for the survival of prostate cancer cells in patients subjected to
androgen-withdrawal treatment regimens (45).

3.2. Vasculogenic Mimicry

Cancer cells often grow under stress conditions, because of the lack of oxygen, increased cell
crowding, and the lack of sufficient nutrients. In response to these conditions, adaptive changes by
cancer cells have been observed to create their own blood vessels, such as ischemia-induced
vasculogenic mimicry in melanoma, breast, and prostate cancer (6/,68,69). Hendrix and colleagues
(31) demonstrated the plasticity of melanoma cells, which formed tubular structures with patterned
matrix deposition including laminin, heparan sulfate proteoglycans, and collagens IV and VI,
expressing genes normally expressed by vascular endothelial cells and interconnecting with the
preexisting blood vessels (317). This adaptive capability of cancer cells toward changes in microenvi-
ronmental cues could sustain their growth and survival at metastatic sites and allow them to gain
further invasive and migratory potentials. A direct link between vasculogenic mimicry, the activation
of focal adhesion kinase (FAK) through phosphorylation of tyrosine-397 and -576, and decreased
plasminogen activation through decreased urokinase activity have been reported (70). Because FAK
activation has been associated with increased cell invasion and migration, and plasminogen activa-
tion is crucial for blood clotting, the ability of cancer cells to alter FAK and plasminogen activation
is consistent with observations of an increased ability to metastasize along with aberrant wound-
healing properties (30,71,72).

3.3. Epithelial-to-Mesenchymal Transition

Epithelial-to-mesenchymal transition (EMT) is a fundamental cellular process whereby an epithe-
lial cell undergoes a structural and functional transition to assume the phenotype and behavior of a
mesenchymal cell, characterized by increased migratory and invasive properties in embryonic devel-
opment and also on neoplastic progression (73). It is now well-accepted that EMT occurs in a number
of human cancers, including prostate cancer, and that EMT is associated with increased cancer
invasion and metastasis. EMT is a highly dynamic process that signals the plasticity of cancer cells
(Fig. 3). Cancer metastasis is often preceded by EMT, but, on the completion of the metastatic pro-
cess, cancer cells can revert their phenotype and behavior by undergoing mesenchymal-to-epithelial
transition (MET), presumably to increase cancer cell adhesion to each other and to cells in host
microenvironment. This suggests the importance of the epigenetic host microenvironment that could
trigger EMT and its reversal, MET (74).

There are numerous well-characterized molecular pathways that describe the underlying key regu-
latory processes of EMT in human cancer cells. Activation of TGF-} signaling enhances receptor
tyrosine kinases and Ras activities that together can drive the translocation of Smad and Snail tran-
scription factors from the cytoplasmic to the nuclear compartment, and the activation or suppression
of downstream target genes associated with EMT have been widely proposed as the key regulatory
mechanisms underlying EMT in human cancer cells (75,76). Other molecular mechanisms include
the activation of Wnt and B-catenin signaling, which suppresses E-cadherin and initiates the early
step of EMT (77,78); activation of the Hedgehog pathway, which contributes to increased EMT and
stem cell differentiation (73,79), both important features shared by invasive cancer cells; and activa-
tion of NF-kB transcription factor, which translocates into the cell nucleus, improves the survival of
cancer cells, and allows them to resist apoptotic death after therapeutic intervention (80,81 ). Figure 3
depicts selective growth control signaling pathways of EMT and MET as a continuum of prostate
cancer progression.
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Fig. 3. The proposed epithelial-to-mesenchymal transition (EMT) and its reversal of mesenchymal-to-epi-
thelial transition (MET) during the progression of human prostate cancer. Increased migration and invasion of
prostate cancer cells before bone metastasis can be initiated through EMT under the influence of increased
growth factor signaling (e.g., transforming growth factor [TGF]-B1, epidermal growth factor [EGF], or 2
microglobulin [32M]). The sources of growth factors and cytokines can originate from resident fibroblasts or
inflammatory cells within cancer-associated stroma, and these factors can complex with extracellular matrices
(ECM). Cancer cells can metastasize to bone through hematogenous spread and after arriving at the bone,
cancer cells have been observed to undergo MET under the influence of bone morphogenetic protein (BMP)-7
and lipocalin 2, by reexpressing epithelial cell-associated markers, such as E-cadherin, and decreased expres-
sion of vimentin and N-cadherin and increased cancer cell adhesion and colonization at metastic sites.

4. HOW HOST CELLS CONTRIBUTE TO THE GENESIS OF CANCER
4.1. Host Infiltrating Inflammatory Cells

Cancer development often coincides with active chronic and recurrent inflammatory responses
caused by innate immune responses to the presence of altered cancer epithelial cells and bacterial or
viral infections at the site of cancer origin. The infiltrating inflammatory cells have been shown to
release ROS and reactive nitrogen species, such as hydrogen peroxide, superoxide, and nitric oxide,
to protect the host cells and eradicate the “foreign” cells and invading organisms (82,83). Responses
to the presence of these highly reactive oxygen and nitrogen radicals released by the inflammatory
cells and cancer cells could induce DNA damage to cancer cells and host stroma, activating DNA
repair and cell proliferation programs to compensate for the cell loss resulting from failure to repair
and subsequent cell death (84,85). An extensive literature suggests the possible functional and
signaling roles of oxygen and nitrogen radicals in eliciting cell responses to stress and escape
mechanisms for survival (86). These observations collectively support the important role of the
inflammatory cascade in carcinogenesis. De Marzo et al. (87,88) proposed a role for inflammation in
prostate cancer development when they found foci of proliferative inflammatory atrophy (PIA) as
precursor lesions before the detection of prostate intraepithelial neoplasia (PIN), a known early patho-
logical lesion associated with human prostate cancer development. They reported compelling epide-
miological evidence to suggest a link between prostate inflammation and prostate cancer in men (87).
For example, a positive correlation was found between prostatitis and sexually transmitted infections
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Fig. 4. The contribution of inflammatory cells to the progression of prostate cancer. Recruitment of inflam-
matory cells to the prostate gland can occur under a variety of physiological and pathophysiological conditions,
such as wound, infection, prostatitis, and cancer. Genetically altered prostate epithelial cells, under the influ-
ence of resident fibroblasts, inflammatory (such as macrophage and lymphocytes) cells, and endothelial cells
progress further through additional genetic changes triggered by reactive oxygen species (ROS) or reactive
nitrogen species (RNOS). The genetically unstable prostate cancer cell clusters can form proliferative inflam-
matory atrophy and then proceed to prostate intraepithelial neoplasia before becoming prostate cancer cells
with increased malignant potential. After metastasizing to bone, prostate cancer cells interact with bone cells,
such as osteoblasts and marrow stromal cells, to increase their growth and survival in bone. Through cellular
interaction with osteoclasts, prostate cancer cells also promote osteoclastogenesis and bone turnover by
increased osteoclast maturation via receptor activator of NF-kB (RANK) ligand (localized on prostate cancer
cell surface) and RANK (localized on the cell surface of osteoclasts) interaction. Because of increased bone
turnover, there is increased release of soluble growth factors, cytokines and extracellular matrices (ECMs),
which promote further prostate cancer growth and survival in bone.

and increased prostate cancer risk (88—90). Intake of anti-inflammatory drugs and antioxidants has
been shown to decrease prostate cancer risk (9/-94). Genetic studies revealed further supportive
evidence that RNASEL, encoding an interferon-inducible ribonuclease (95,96), and MSR1, encoding
subunits of the macrophage scavenger receptor (96-98), are candidates as inherited susceptibility
genes for familial prostate cancer. Conversely, the loss of GSTPI, encoding a glutathione-S-trans-
ferase capable of inactivating ROS and, thus, reducing genome damage, has been found to occur
frequently in human prostate cancer (87,98-100). Figure 4 emphasizes the potential roles of inflam-
matory processes and the ways to antagonize them in prostate cancer development.
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4.2. Host Stem Cells

There are two pools of stem cells that are thought to contribute to local cancer growth and its
distant metastasis, and one of these stem cell populations serves as progenitors. With their uncon-
trolled growth potential and self-renewal property, they become a constant source of cancer cells and
populate the tumor mass (/0/-103). For example, the basal cells in the prostate gland have been
referred to as stem cells that share gene expression profiles with cancer cells and could be considered
as the progenitor cells of prostate cancer (/02,104). Another pool of stem cells could originate from
the host (22,105). Bone marrow-derived progenitor stem cells have migratory and invasive potential
(106,107). On cancer cell growth and metastasis, this pool of cells has been shown to migrate into
primary or metastatic cancers, creating a rich source of growth factor and a cytokine niche supporting
the growth and expansion of cancer cells (25). Although there is no concrete example of this kind of
mechanism in prostate cancer, a recent work by Kaplan et al. (/08) showed that the ability of tumor
cells to metastasize to a predetermined location can be explained by the previous “marking” of the
metastatic site by bone marrow—hematopoietic progenitor cells that express VEGF receptor 1
(VEGF]1, or Fltl) and VLA-4 (integrin a4f 1; refs. /09 and 710). The expression of a4f 1, a known
receptor of fibronectin produced by resident fibroblasts, in response to tumor-specific factors, creates
a permissive niche for the incoming migrating tumor cells (109,110). If this mechanism has general
applicability, it can be proposed that a previously established bone marrow stem cell niche, in
response to tumor-derived factors by resident marrow stromal cells, could also be responsible for
attracting prostate cancer bone metastasis (/08—1711). It has already been proposed that the homing
mechanism of prostate cancer cells may involve:

1. Chemokines (SDF-1 or CXCR12) derived from marrow stromal cells and chemokine receptors (CXCR4)
on the cell surface of prostate cancer cells (//2).

2. Cell adhesion molecules on marrow endothelial cells and integrins (v 3 and a4 1) on the cell surface of
prostate cancer cells (/13,114).

3. Hedgehog produced by cancer cells, which triggers a host stromal response mediated by paracrine interac-
tion with cell surface receptors, patchedl (/15-117).

4. Complementary growth factors/growth factor receptors and/or extracellular matrices/integrins produced
by prostate cancer cells and bone cells, such as marrow stromal cells, osteoblasts, osteoclasts, or bone
marrow progenitor stem cells.

Understanding the molecular mechanisms at the interface of prostate cancer cells and host cells
could help in the future development of novel therapies for the treatment of prostate cancer bone
metastasis (5,45,60).

5. STRATEGIES TO CO-TARGET BOTH CANCER AND HOST
FOR THE TREATMENT OF LETHAL PROSTATE CANCER METASTASIS

Increasing evidence suggests that an intimate interaction between cancer and its host contributes
to local prostate cancer growth and distant metastasis. Cancer and host interaction has also been
shown to support the survival of prostate cancer cells when subjected to hormone therapy,
chemotherapy, and radiation therapy (5,/18,119). Through epigenetic cancer and host interaction,
additional genetic changes can be introduced into both of the interactive cell types and further evolve
the tumor phenotypes and genotypes (5,1/0,13,15). This could be the molecular basis for cancer’s
status as a constantly moving target for which therapy must be tailored on an individual basis. For
these reasons, the most effective means of controlling prostate cancer local growth and distant
metastasis may be co-targeting strategies that eliminate cancer cell growth and also deprive cancer
cells of their support systems from the host. This will hopefully eliminate or minimize the ability of
cancer cells to survive and undergo continuous genetic and behavioral evolution by escaping previ-
ously effective therapies. The best-known example is the androgen-independent progression of pros-
tate cancer cells, by which they escape hormonal dependency and become unresponsive to androgen
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withdrawal (45,120). The concept of co-targeting cancer and host has already been backed up by a
number of examples. These are:

1.

2.

The use of an antiangiogenic drug (e.g., thalidomide) to target the endothelium in combination with che-
motherapy targeting prostate cancer cells (/21,122).

The combined use of a radionuclide, Sr89 or Sm, to target the osteoblasts with chemotherapy targeting
prostate cancer cells (/23).

The use of an endothelin (ET)-1 receptor antagonist, atrasentan, to block the paracrine interaction between
prostate cancer cells, which produce ET-1, with its action mediated by ET-1A receptor on the cell surface
of osteoblasts (124).

Interrupting paracrine/autocrine growth factors and growth factor receptors or extracellular matrix and
integrin interactions by the use of antibodies, such as insulin-like growth factor-1R or platelet-derived
growth factor receptor antibodies, integrin isotype-specific antibodies, and antibodies to the stem cell
hedgehog signaling pathway “hijacked” by cancer cells (5,/25,126).

Targeting the interphase between prostate cancer and bone cell interaction by slowing down bone turn-
over with bisphosphonates, and osteoblast/prostate cancer interaction with a decoy RANK receptor,
osteoprotegerin (54,127).

Co-targeting prostate cancer and bone stroma using an adenoviral-based gene therapy with either thera-
peutic cytotoxic herpes simplex virus (hsv)-thymidine kinase or viral replication controlled by tissue-
specific and tumor-restrictive promoter, hOC or hBSP (179,128,129).

The rationales of these strategies are to interrupt cancer—host interaction and communication and
make the host microenvironment hostile to cancer growth and survival. A broad range of experimen-
tal approaches holds promise and could someday change how cancer metastasis is evaluated and
could lead to its treatment on an individual basis.
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Summary

Despite initially encouraging response to hormone therapy, prostate tumors finally develop a resistant
phenotype and progress to a life-threatening disease. Critically involved in the mechanisms of therapy resistance
and tumor progression is the androgen receptor, the central mediator of the proliferation and survival effects
of androgens, and the target of endocrine therapy. There is mounting evidence that alteration of androgen
signaling and function enables tumor cells to survive and adapt to hormone deprivation, resulting in autonomous
activation of growth-promoting downstream targets. Changes include increased expression, gain of function
mutations, activation of ligand-independent stimulation mechanisms, and altered expression of and interaction
with co-modulatory proteins. A profound understanding of the pivotal changes underlying prostate cancer pro-
gression will be the key to the development of more efficient hormone therapy and novel treatment strategies for
prostate cancer patients.

Key Words: Amplification; androgen ablation; androgen receptor; coactivators; ligand-independent
activation; mutations; prostate cancer.

1. INTRODUCTION

The prostate gland is dependent on androgen hormones. It develops and grows under the influence
of androgens, and their permanent stimulation is required for maintenance and function in the adult
organ. Prostate tumors share this hormone-dependence with nonmalignant prostate tissue, at least in
the early stages of tumor development. Since the pioneering work of Huggins, who first described
this dependency, this forms the basis for the treatment of inoperable prostate cancer by hormone
ablation (/). Withdrawal of androgens and inhibition of androgen signal transduction by anti-andro-
gens stop proliferation and induce programmed cell death (apoptosis) in prostate tumor cells, allow-
ing control of tumor growth until therapy resistance is developing.

The central molecule for mediation of androgen function and the target for endocrine therapy of
prostate cancer is the androgen receptor (AR), a ligand-activated transcription factor and member of
the superfamily of nuclear receptors. This receptor also is in the center of the mechanism enabling
prostate tumor cells to escape therapy. In the last decade of prostate cancer research, several such
mechanisms involving AR function have been uncovered. We still do not have a detailed picture of
all of the underlying molecular mechanisms, but the emerging picture gives us invaluable clues for
improving currently used prostate cancer therapy and developing new treatment concepts. The
importance of the AR and AR signaling in prostate cancer progression is illustrated by the recent
finding that alterations in this pathway are the only consistent change in gene profiling studies eluci-
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dating the mechanism of prostate tumor progression (2). Amplifications of the AR gene occur in
approximately one-third of tumors escaping endocrine therapy (3,4).

2. AR STRUCTURE AND FUNCTION IN THE PROSTATE

The androgen hormone dihydrotestosterone (DHT) is the principal regulator of prostate
development and growth during embryonal development and puberty (5). In the adult prostate, it is
required for maintenance of tissue homeostasis and secretory function. The circulating steroid
hormone, testosterone, diffuses into the cells and is there converted by the 5-a reductase enzymes to
the more potent androgen, DHT (6). DHT and other androgen hormones present in the prostate cells
bind to a high-affinity binding protein required for mediating their effects, the AR. It is a member of
the superfamily of nuclear receptors, its closest relatives are the progesterone, glucocorticoid, and the
other steroid hormone receptors (7,8). Binding of androgen hormones triggers activation of the
receptor to a transcription factor that interacts with and regulates the activity of gene promoters
containing androgen-responsive elements (AREs). Activation involves a cascade of activation
processes and the interaction with other components, such as co-regulatory proteins and proteins of
the cellular transcription machinery.

The AR is encoded by a single gene on the long arm of the X chromosome spanning approx 180 kb
(see gene atlas at: www.dsi.univ-paris5.fr/genatlas/fiche.php?n=5328) and is inherited in an X-linked
fashion. The gene shows the typical structure of the nuclear receptor genes, with eight exons encoding
the large N-terminal domain, a central DNA-binding domain composed of two zinc finger elements,
a hinge region, and the C-terminal ligand-binding domain (9-/1) (Fig. 1). The AR gene promoter is
characterized by a short GC-box and a homopurin stretch, but lacks TATA and CAAT boxes typical
for many eukaryotic genes (/2,/3). Binding sites for the transcription factor SP1 and a cAMP-
responsive element were characterized (/4,15). Two messenger RNA (mRNA) species are tran-
scribed, the major one is 10 kb and the minor one is 7 kb in size (/3). The difference is in the large 3'
untranslated region that follows the open-reading frame. The receptor protein has 919 amino acids,
however, because of two polymorphic triplet repeats in exon 1, one encoding a polyglutamine (CAG)
repeat and the second encoding a polyglycine (GCN) repeat with variable lengths, the individual size
can vary (16,17). Short triplet repeat regions seem to be associated with a moderately increased risk
to develop prostate cancer (/8) and extension beyond 40 repeats is the underlying cause of spinal and
bulbar muscular atrophy (/9). The AR gene is a locus of frequent mutations (http//:www.mcgill.ca/
androgendb). Approximately 300 mutations have been identified, most of them in male pseudoher-
maphroditism patients with various degrees of androgen insensitivity caused by loss of AR function
(20,21). Approximately 70 AR mutations have been identified in prostate cancer cell lines and speci-
mens. Many cause the AR to acquire promiscuous properties and are described in Chapter 5.

Inactive AR is associated with heat shock proteins, and the binding of the hormone to the ligand-
binding domain initiates a cascade transforming the AR into an active transcription factor. Activation
includes dissociation of heat shock proteins, hyperphosphorylation, conformational changes, translo-
cation into the nucleus, dimerization, and association with co-modulatory proteins (22-25). Acti-
vated AR then interacts with the cellular transcription machinery regulating transcription of genes
through binding to AREs (26). Gene regulation may be positive or negative depending on the
promoter and cellular context (27-29).

Activated AR interacts with chromatin through its two central zinc finger motifs that are held in
place by four conserved cysteine side chains coordinated to a zinc ion (30,31). This domain is the
most highly conserved region among the steroid receptors. Nuclear magnetic resonance and X-ray
diffraction analysis revealed that the interaction with the DNA occurs through a helix that fits into the
major DNA groove (30-32). The N-terminal domain comprises approximately half of the protein and
contains the activation function domain (AF)-1 . It brings about most of the transactivation activity,
in contrast to other steroid receptors, the AF2 located in the C-terminus is weak in the AR (33-35).
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Fig. 1. Androgen receptor (AR) structure. The AR is a ligand-activated transcription factor mediating the
effect of androgen hormones. Binding of androgens to the hormone-binding domain in the C-terminus induces
a cascade of activation steps resulting in transformation to an active transcription factor. With the central DNA-
binding domain built-up of two zinc (Zn) finger motifs, it interacts and binds to AREs in the promoters of
genes. Immediately after the second zinc finger, there is a nuclear localization signal (NLS) that is essential for
nuclear uptake of the receptor. A short hinge region (H) separates the DNA from the ligand-binding domain at
the C-terminus. The large N-terminal transactivation domain contains two polymorphic amino acid repeats
encoded by triplet repeats in the AR gene that vary in size among individuals (polyQ and polyG). The N-
terminal domain also harbors the main transactivation function, activation function domain (AF)-1. A second
transactivation function is localized in the ligand-binding domain, AF2. Both AF units interact with each other
and are involved in recruitment of co-modulator proteins and cofactors of the transcription machinery.

The encoding gene is located on the long arm of the X-chromosome, and malfunction is associated with
three diseases: syndromes of male sex ambiguity caused by partial or complete loss of AR function; prostate
cancer, in which escape from hormone-ablation therapy is associated with AR alterations that result in an
autonomous AR activation; and, finally, spinal and bulbar muscular atrophy, which is characterized by late
onset and progressive weakening of skeletal muscles caused by an extension of the CAG triplet repeat.

More than 70 mutations have been detected in prostate cancer tissue, xenografts, and cell lines, the vast
majority of them missense mutations. Several of the mutations located in the ligand-binding domain were shown
to generate promiscuous receptors. Mutations located in the N-terminus of the receptor seem to alter the inter-
action with co-regulator proteins.

However, for full transactivation, both domains are required, and there is a physical interaction
between the AF1 region in the N-terminus and the AF2 region in the C-terminus, which is important
for recruitment of some coactivator proteins (36,37).

Between the DNA-binding domain and the ligand-binding domain, the so-called hinge region
provides a nuclear translocation signal, the function of which is essential for nuclear localization
(38). In addition, this region also provides the interface for interacting proteins, such as filamin A or
p21-activated kinase 6 (PAK) (39,40). The ligand-binding domain at the C-terminus of the receptor
protein is structured in 12 a-helices and a B-sheet, and has a 3D structure very similar to the ligand-
binding domains of other steroid receptors. The orientation of helix 12 differs depending on agonist
or antagonist binding. It closes the ligand-binding pocket in case of an agonist and leaves the pocket
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open when an antagonist is bond (4/). In mutant receptors that are activated by nonandrogenic ste-
roids or anti-androgens, the orientation of helix 12 is the same as after androgen binding, thus, pro-
viding a structural explanation for the promiscuous behavior (42).

The ARE consensus element is made up of two imperfect palindrome 6 bp elements separated by
a spacer of 3 nucleotides (Fig. 1) (43). This element is not specific for the AR, related steroid recep-
tors such as progesterone and glucocorticoid receptors also bind to and activate transcription through
this element. Androgen-specific regulation of these promoters requires additional cofactors acting in
a cell- and tissue-specific manner (44,45). In several androgen target genes, the AREs contain direct
hexamere repeats of the canonical sequence 5'-TGTTCT-3' (46—48).

3. AUTONOMOUS AR ACTIVATION IN THERAPY-REFRACTORY
PROSTATE CANCER

Induction of programmed cell death induced by blockade of AR signaling is the fundamental
treatment for non-organ-confined prostate cancer. This can be achieved through androgen withdrawal
by surgical or chemical castration or interruption of androgen signal transmission by anti-androgens
(49). Often, a combination of androgen withdrawal and receptor inhibition by anti-androgens is also
applied to achieve total androgen blockade. Although initially effective in the vast majority of treated
patients, essentially all tumors develop resistance after a mean time of approx 2 years. Research into
the basics of this progression to a hormone-insensitive tumor state provided mounting evidence in the
last decade that changes in AR signaling are crucially involved (50,57). The underlying mechanisms
can be grouped into four major categories, increase of AR protein levels, gain of function mutations,
ligand-independent receptor activation through signaling crosstalk, and changes in the interaction
with transactivation co-modulators. These mechanisms are discussed in Chapters 4-7.

4. INCREASED AR EXPRESSION

Escape from androgen ablation therapy is associated with AR gene amplification in approx 20 to
30% of patients (52,53). Moreover, increased AR protein levels were also found in tumors without
gene amplification (54). Amplification and overexpression is the result of a selection process observed
after escape from hormone therapy, but only very rarely in untreated tumors. Not surprisingly,
increase of the receptor protein seems to enable tumor cells to survive in the condition of androgen
deprivation and adapt to it. Upregulation of AR expression is the only gene expression change that is
consistently found in xenograft tumor progression models (2). Interestingly, patients with an ampli-
fied AR gene showed a better response to second-line androgen ablation treatment, although this did
not seem to bring about an advantage with regard to survival (55).

5. AR MUTATIONS

The second mechanism used by prostate cancer cells to escape therapy is mutating the AR. Con-
trary to AR mutations found in male pseudohermaphroditism patients, which cause partial or com-
plete loss of function, mutations occurring in prostate cancer provide a gain of function.
Approximately 80 mutations have been identified (56). In most cases, prostate cancer AR mutations
result in exchange of a single amino acid, only few deletions or mutations that introduce premature
stop codons or affect noncoding regions of the AR gene have been found. With only few exceptions,
AR mutations in prostate cancer are somatic (57-59).

AR mutations have been found in advanced and metastatic tumors as well as in primary, untreated
tumor tissue and also in cases of latent carcinoma (57,60-67). The predominant properties of mutant
receptors found in prostate tumors are loss of androgen specificity and increased agonistic activation
through nonandrogen steroid hormones and antiandrogens (Table 1). The best-studied example of
this kind of AR mutation is AR T877A, initially detected in the LNCaP cell line and later also found
in a number of prostate tumor specimens. In addition to androgens, the steroid hormones, estradiol
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and progesterone, and the anti-androgens, cyproterone acetate, hydroxyflutamide, and nilutamide,
bind to and activate this mutant AR and stimulate proliferation of LNCaP cells (68—73). The amino
acid site 877 and the region around it seems to be a mutational hot spot in prostate cancers. In patient
tissues, a number of mutations have been identified in this region (74).

Only a limited number of the mutant receptors found in prostate tumors have been functionally
characterized thus far. In several cases, a promiscuous activity could be attributed to them. Among
the activating ligands are estradiol, progesterone, glucocorticoids, adrenal androgens, androgen
metabolites, and the anti-androgens used in prostate cancer treatment (Table 1). These mutations are
all located in the ligand-binding domain. Among them is also one germ line mutation occurring in the
Finnish population (AR R726L) that is overrepresented in Finnish prostate cancer patients (75). This
mutant receptor shows increased activation in response to estradiol (76). An interesting mutant
receptor was detected in a tumor cell line derived from the metastasis of a prostate cancer patient. It
harbors two mutations, the AR T877A LNCaP mutation, plus a mutation at amino acid position 701,
L701H (77). It is activated by cortisol and corticosterone (78,79). A mutant AR identified in a cell
line derived from the CWR22 xenograft prostate cancer model has a duplication of exon 3, the second
zinc finger of the DNA-binding domain (80). This mutation occurred during propagation of the
xenograft and was not present in the original tumor. A mutation that does not seem to change hor-
mone specificity but elicits increased transcriptional activity on single ARE promoters was located in
the hinge region and identified in a patient with a very short response to endocrine therapy (S646F)
(61). Yet another mechanism for AR activation under the condition of endocrine therapy is demon-
strated by mutant AR Q640Stop identified in a cancer patient after escape from therapy (87). This
mutation generates a truncated receptor lacking the ligand-binding domain that is constitutively active
and does not require hormone binding for transcriptional activity.

The importance of AR mutation for progression of prostate cancer was recently confirmed in a
transgenic model, the TRAMP mouse (82). In tumors that developed after castration, nine AR muta-
tions were identified, seven in the transactivation domain and two in the ligand-binding domain (83 ).
One of these mutant receptors, E231G, demonstrated increased activity in response to androgen and
estradiol in the presence of an AR coactivator. This demonstrates another aberrant function of mutant
ARs, alteration of modulatory activity of coactivators and co-repressors.

Han and colleagues used transgenic mice to manipulate the expression level of AR in the prostate
and to specifically introduce mutant ARs (84). Whereas expression of a wild-type or a promiscuous
(mouse AR T857A corresponding to human A877T) did not cause development of prostate cancer,
the mouse AR variant E231G, which alters the AR in a highly conserved motif of the N-terminal
transactivation domain involved in co-regulator interaction caused rapid development of precancer-
ous neoplasia that progressed to invasive and metastatic cancer in all animals. This confirms that
altered interaction with co-modulatory proteins caused by AR mutations can trigger prostate carcino-
genesis and tumor progression.

6. AR COACTIVATORS AND PROSTATE CANCER DEVELOPMENT
AND PROGRESSION

Treatment of diverse cell lines with androgens results in variable induction of target genes. The
most likely explanation for differential activation of the AR is cell-specific presence of proteins that
enhance (coactivators) or diminish (co-repressors) AR activity. The fact that transcriptional activity
of steroid receptors decreases after transfection of other steroid receptors led to the assumption that
different steroid receptors compete for the same co-regulators. The first AR co-regulatory molecule,
androgen receptor associated protein 70 (ARA70), was discovered by a yeast two-hybrid screening
approach with a GAL4 AR fusion protein as the bait (85). A similar approach was applied in other
studies in which proteins that interact with the AR in a ligand-dependent manner were identified. The
effect of coactivators is, in most cases, demonstrated in cotransfection—transactivation assays in which
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they further increase ligand-induced AR activity (86). Expression of the AR should not be modified
by molecules characterized as coactivators.

Type I coactivators are bridging proteins between the DNA-bound nuclear receptor and the basal
transcriptional machinery. Protein inhibitors of activated signal transducers and activators of
transcription (STAT) factors (PIAS), whose members exert differential effects on AR activity, belong
to this group. AR activation is stimulated by PIAS 1 and 3 but repressed by PIASy (87). B-catenin has
a role in cell—cell adhesion by linking the cytoskeleton to adherens junctions, acting as a type I
coactivator (88). As an effector of the wingless type MMTYV integration site family (Wnt) pathway,
[B-catenin regulates proliferation, differentiation, and migration (89). Cytoplasmic 3-catenin can form
a complex with members of the T-cell factor and lymphoid enhancer factor family of transcription
factors in the nucleus. Class II coactivators have histone acetyltransferase activity that is required for
relaxation of chromatin structure. They stabilize ligand binding and influence translocation of the AR.

Coactivators of the p160 group that interact with several steroid receptors are class II co-regula-
tors (90). Other examples of cofactors that belong to that group are BCI-2 associated athamogene 1L
(BAG-1L), steroid receptor coactivators-1 proteins (SRC-1), ARA70, and ARA24 (90-92). AR
interacts with general transcription factors such as transcription factor IIF (TFIIF) through its NH,-
terminal. TFIIF domains serve in transcriptional initiation and elongation. It consists of six core
subunits and a protein kinase moiety, cdk-activating kinase (CAK), which contains three catalytic
subunits. One of these subunits, cyclin dependent kinase 7 (cdk7), interacts with AR.

Because a large number of co-regulatory proteins interact with AR (for a comprehensive list see
the AR database, http://www.androgendb.mcgill.ca), it is not easy to assess the impact of a particular
coactivator for AR function. This issue may be relevant when discussing new ways to inhibit AR
action in prostate cancer. Although there are several means by which downregulation of AR
coactivators could be achieved, it should be emphasized that there is a redundancy in their action.
This is additionally supported by data showing that targeted disruption of SRC-1 does not cause an
androgen-insensitive phenotype (93). In some experimental studies, there was an effect on in vitro
growth of prostate cancer cells in which a specific coactivator was knocked down (94,95). However,
in vivo confirmation is still missing. Most early studies with AR cofactors were performed by
semiquantitative RT-PCR (96). They largely confirmed nearly universal presence of coactivators in
both benign and malignant tissue. More recently, improved research work using specific antibodies
has allowed detailed studies of their localization and function. In addition, functional studies per-
formed with chromatin immunoprecipitation assays allow assessment of recruitment of coactivators
to promoters of target genes in various prostate cancer models (97).

The purpose of this chapter is to familiarize readers with established facts and concepts in
coactivator research. Some studies have focused on the role of the p160 coactivator, SRC-1, in pros-
tate cancer. SRC coactivators are composed of NH,-terminal tandem basic helix—loop-helix, PAS
domains, three central LXXLL motifs, and a COOH-terminal glutamine-reach region. The AR inter-
acts with SRC-1 through two different regions, one in the N-terminus (AF1) and the second one in
the C-terminus (AF2). In studies carried out in material from patients with endocrine therapy-resis-
tant carcinoma of the prostate, it was found that SRC-1 levels increase (98). Similar findings were
obtained in the recurrent CWR22 xenograft (99). Increased levels of SRC-1 in therapy-resistant car-
cinoma of the prostate facilitate activation of the AR by adrenal androgens and metabolites. How-
ever, a study investigating the expression of 16 AR co-regulators, including SRC-1, by real-time
PCR and in situ hybridization, found diminished expression of SRC-1 mRNA in therapy-refractory
carcinomas (/00). On the other hand, its overexpression was found in the LuCaP 70 xenograft. Work
by Fujimoto and associates suggested an opposite trend toward increased expression of SRC-1 in
tumor specimens obtained from patients with poor prognosis (/01). These results indicate that more
research is needed to investigate expression of SRC-1 and perhaps other cofactors in selected cell
subpopulations representing benign and malignant epithelium and adjacent stroma. In addition, regu-
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lation of mRNA and protein for most of the cofactors in prostate cancer is not well understood. SRC-
1 is a mitogen-activated protein kinase (MAPK) phosphorylation substrate and has a role in ligand-
independent activation of the AR by interleukin (IL)-6, a multifunctional cytokine involved in
regulation of prostate cancer cell proliferation, apoptosis, and differentiation (/02). Similar changes
in the expression of another p160 coactivator, transcriptional intermediary factor 2 (TIF-2), were also
observed in patients with recurrent prostate cancer (98). Posttranscriptional increase in TIF-2 expres-
sion was found in prostate cancer cells in response to epidermal growth factor (EGF) (/03). Phospho-
rylated TIF-2, thus, contributes to the potentiation of ligand-dependent AR activity by EGF. The
levels of the p160 coactivator, ras-related C3 botulinum substrate 3 (RAC3), also correlate with
prostate tumor grade and stage (104).

Transcriptional integrators p300 and its functional homolog, CREB-binding protein (CBP), are
also implicated in regulation of AR activity and cell growth in several ways. Both proteins, which can
act either as type I or type II coactivators, were demonstrated to potentiate ligand-dependent activa-
tion of the AR (86,105). They could perform enzymatic activities, such as acetylation and phospho-
rylation, or interact with other coactivators. For p300, there is an experimental evidence showing its
involvement in ligand-independent activation by IL-6 (106). Overexpression of p300 was sufficient
to overcome lack of activation caused by blockade of the MAPK pathway. A p300 mutant that lacked
histone acetyltransferase activity did not show an effect on IL-6-caused activation of the AR. When
p300 levels were downregulated by short interfering RNA (siRNA), the ability of IL-6 to induce the
expression of prostate-specific antigen (PSA) was abolished. Thus, different experimental approaches
were used to demonstrate the role of p300 in the cross talk between IL-6 and AR signaling pathways.
Increased expression of p300 in biopsies from patients treated with radical prostatectomy correlated
with tumor volume, extraprostatic extension, seminal vesicle involvement, and progression after sur-
gery (107). Proliferation of prostate cancer cells was inhibited by p300 siRNA.

CBP was originally discovered in prostate cancer cells as a factor responsive for opposite effects
of androgen and AP-1 (86). Expression of CBP was demonstrated in both benign and malignant
prostate tumors (/08). CBP may be particularly important for determining the outcome of treatment
of cancer cells with anti-androgens. These drugs can exert undesirable agonistic effects because of
the presence of AR point mutations or overexpression of specific cofactors. Agonistic properties of
hydroxyflutamide were potentiated in transfected DU-145 or LNCaP cells in which CBP was
overexpressed (/08). This seems to be a selective enhancement of agonistic action because the effect
in the presence of bicalutamide was only minor. The levels of CBP mRNA and protein in prostate
cancer cells LNCaP were downregulated by the synthetic androgen, R1881. This finding implies
that, during androgen ablation, the expression of CBP (and some other coactivators) may increase,
contributing to a hypersensitive reaction of the AR. In most patients who failed endocrine therapy,
strong presence of CBP in tumors was detected by immunohistochemistry.

Expression of the AR coactivator, Tat-interacting protein 60 (Tip60), which directly acetylates the
AR, is regulated in a similar manner in prostate cancer cells as that of CBP. A high expression of
Tip60 was observed in nuclei in prostate cancers that failed to respond to endocrine therapy (109).
Upregulation and nuclear accumulation of Tip60 was induced after androgen ablation (/09). Tip60 is
recruited to the PSA promoter in androgen-dependent prostate cancer cells after androgen treatment
(97). However, in androgen-independent sublines, this recruitment occurs even in the absence of
androgen. This may be an important mechanism regulating androgen-independent expression of PSA
and other AR target genes in prostate cancer. In androgen-depleted conditions, there is also enhanced
expression of the F-actin-binding protein, gelsolin, which strongly potentiates AR activation by
hydroxyflutamide (//0). Another example of a cofactor-supported agonistic effect of
hydroxyflutamide is that of ARASS, a protein whose sequence shows a high homology to the mouse
transforming growth factor-f-inducible gene, hic5 (111). There is a lower expression of ARAS5S in
endocrine therapy-resistant prostate carcinoma and in LNCaP or DU-145 cells. The intermediary
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molecule in transforming growth factor-f signaling, Smad3, was reported to exert either stimulatory
or inhibitory effects on AR signaling depending on cell type (112,113). The effects of estradiol and
hydroxyflutamide were potentiated by ARAS54, a co-regulatory protein with ubiquitin ligase activity,
preferentially with the LNCaP mutated AR (//4). Coactivators whose expression increases after
androgen ablation should be used in screening tests for novel anti-androgenic drugs. These novel
compounds should be used in experimental therapy for prostate cancer only if they do not promote
acquisition of agonistic properties of AR blockers.

ARA70, as mentioned, was the first coactivator whose interaction with the AR was investigated.
However, it potentiates the effects of respective ligands on activation of progesterone and also the
glucocorticoid receptor (/15). In prostate cancer, it is involved in AR activation by estradiol, d-5-
androstanediol, and anti-androgens, without showing a preference for hydroxyflutamide,
bicalutamide, or cyproterone acetate (//6—118). Controversy continues regarding the role of ARA70
in prostate cancer cells. It was shown that LNCaP colony growth was suppressed by ARA70 and that
advanced prostate cancers lost its expression (/79). These findings suggest that the coactivator has a
primarily tumor-suppressing function. These data, however, differ from those of Hu and associates
who presented the opposite results (/20). It seems that ARA70 is an AR target gene. In the CWR22
xenograft, its expression follows that of several well-defined genes regulated by the AR (99). In
addition, downregulation of AR levels by resveratrol leads also to reduction of ARA70 expression
(121). In general, studies on ARA70 are not conclusive and more research is needed to better under-
stand its role at different stages of prostate carcinogenesis.

Retinoblastoma and BRCA1 proteins are tumor suppressors that induce AR transcriptional activ-
ity (118,122). One could hypothesize that these coactivators modulate the prodifferentiation action
of high concentrations of androgens. Regulation of cellular events in prostate cancer by retinoblas-
toma is, however, limited because prostate cancers present with loss of this tumor suppressor. In
contrast, AR activity is also influenced by molecules that drive progression of the cell cycle, such as
cyclin E (123). This interaction occurs through the N-terminal region of the AR. Similarly, cdc25, a
dual-specific phosphatase that promotes cell cycle progression by activating cyclin-dependent kinases
also potentiates AR function and is overexpressed in tumors with a high Gleason score (/24). ARA160
is a coactivator that associates with the N-terminal of the AR and cooperates with ARA70 in
enhancement of AR activity (92).

7. CONTRIBUTION OF NONSTEROIDAL ACTIVATION OF THE AR
TO PROSTATE CANCER PROGRESSION

Most steroid receptors can be activated in a ligand-independent manner or in a synergistic manner
by aligand and a cytokine or other compound that increases intracellular kinase levels. For example,
human estrogen receptor-a exhibits ligand-independent activation, whereas progesterone and gluco-
corticoid receptor activity is regulated in a cooperative manner. This type of activation of the AR is of
importance for advanced stage prostate cancer. Because of androgen-ablation therapy, the levels of
active androgens in serum are low, whereas AR is expressed at appreciable levels. For the clinical
situation, it is particularly important that nonsteroidal activators reduce the threshold needed for
maximal stimulation of the receptor. The most important consequence of cross talk between steroid
and peptide regulators of prostate growth is, thus, full functionality of the AR despite endocrine
therapy. The extent of ligand-independent or synergistic AR activity varies between different cell
lines, which express different levels of coactivators required for activation in the absence of ligand.
Ligand-independent activation of the AR has been mostly studied in prostate cancer cells in which
satisfactory levels of reporter gene activity could be measured after transfection, or in heterologous
cell lines devoid of endogenous steroid receptors.

Various compounds that induce AR activation in the absence of ligand cause activation of signal-
ing pathways of MAPK, phosphoinositide 3-kinase (PI3-K), or Akt. Whether the AR is directly phos-
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phorylated by p42/p44 MAPK is a matter of debate (24,/25). MAPKSs are phosphorylated in response
to human epidermal growth factor receptor (HER)-2/neu or EGF, and correlation between AR phos-
phorylation by HER-2/neu and progression of the xenograft LAPC-4 is well-established (/26). The
ability of nonsteroidal anti-androgens to antagonize induction of AR activity is impaired if MAPKs
are increasingly phosphorylated (/27). Although some controversies regarding the impact of HER-2/neu
expression exist in prostate cancer, it seems that its overexpression is restricted to a subgroup of
patients with advanced disease. EGF expression in prostate cancer cell lines correlates with tumor
growth and is increased in AR-negative PC-3 and DU-145 cells (/28). AR activation levels after
treatment with EGF are relatively low in comparison with those induced by androgen (/29). Consis-
tent with those findings, HER-2/neu but not EGF increased expression of PSA (/27). However, a
recent study demonstrated the ability of EGF to increase the levels of human glandular kallikrein, a
gene regulated by the AR (730).

EGF increased phosphorylation of Ser650 in the AR, and this finding does not suggest the
involvement of MAPK in activation through growth factors (24). The same amino acid is phosphory-
lated in response to forskolin or phorbol ester, compounds that were also reported to increase AR
activity. Taken together with previously discussed results from Gregory and associates, it seems that
ligand-independent activation of the AR requires the presence of specific coactivator(s) rather than
being a result of phosphorylation by intracellular kinases.

Another pathway that is activated in response to HER-2/neu is that of PI3-K/Akt. AR serine resi-
dues 213 and 791 are targets for phosphorylation by Akt (/37). Outcome of AR activation by Akt in
LNCaP cells depends on a passage number. In low passages, AR activity is suppressed, whereas, in
higher passage numbers, Akt is a stimulator of the androgen-responsive pathway (/32). The Akt
pathway is required for activation of the AR by IL-4, a cytokine that is expressed at higher levels in
human prostate cancer (/33). This activation is also dependent on the presence of nuclear factor-kB,
a transcription factor highly expressed and activated in prostate cancer. Activation of the AR is also
observed by IL-8, a proangiogenic cytokine. IL-8 signals through tyrosine kinase Src and focal adhe-
sion kinase, thus, regulating cell growth and migration (/34). Stimulatory effects of insulin-like
growth factor-I on AR-mediated signal transduction are mediated through B-catenin, whose stability
is enhanced by the growth factor (/129,135). Insulin-like growth factor-I-mediated enhancement of
AR activity was reduced if a dominant-negative construct of -catenin was used (/35). Ligand-
induced AR activation is enhanced by caveolin, a principal constituent of caveolae membranes (136).
Caveolin is implicated in the survival of cancer cells and is important for prostate tumor metastasis.
Androgen-dependent transcription of PSA is potentiated by triiodothyronine (/37). Cadmium is
identified as a carcinogenic compound in the prostate, promoting growth of LNCaP cells and AR
activity (138).

Human AR could also be activated by peptide hormones that induce elevation in intracellular
cAMP levels. Their effects are normally studied in cells treated with a nonmetabolizable analog of
cAMP. Ligand-independent effects of analogs of cAMP that then increase activity of the protein
kinase A pathway were demonstrated in transfected PC-3 cells (/39). AR mutants lacking the DNA-
binding domain were not activated by forskolin. In organ cultures from human prostate cancer,
forskolin, a compound that activates adenylcyclase to synthesize cAMP and stimulates protein kinase
A activity, upregulated endogenous PSA expression (/40). The ability of anti-androgens to inhibit
AR activity induced by cAMP is not impaired. In cells transfected with AR complementary DNA
(cDNA) and reporter genes, there is no change in expression of AR by nonsteroidal activators. Various
experiments showed that the protein kinase A pathway is also implicated in steroidal activation of the
AR (139). The use of a specific inhibitor of this pathway diminished AR activation caused by
androgen.

There is a considerable interest in interaction between IL-6 and the AR (102,141-147). 1L-6
causes multifunctional effects in target cells, depending on a predominant activation of an indi-
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vidual signal transduction cascade. Phosphorylation of Janus kinases (JAK)/STAT, MAPK, and
PI3-K is regulated to different extents by IL-6. This is the basis for differential and sometimes
contrasting effects on cell number reported in the literature. AR activation by IL-6 is well-docu-
mented both in cells transfected with AR cDNA (DU-145) as well as in LNCaP cells in which PSA
was induced. IL-6 is a cytokine clearly associated with tumor morbidity and is upregulated in
organ-confined prostate cancer (/48). High IL-6 levels are measured in sera from patients with
metastatic disease. Association between STAT3 and the AR is promoted by IL-6 (/49). Conversely,
dominant-negative STAT3 decreases AR activation. AR activation by IL-6 was observed also in
the LNCaP-IL-6" subline, in which upregulation of endogenous IL-6 leads to abolition of a nega-
tive growth response (/44). This subline was developed to study signaling changes in patients with
prostate disease caused by chronic exposure to IL-6. Parental LNCaP cells, in which IL-6 induced
PSA expression, is the only available prostate cancer cell line that is inhibited by IL-6 (1/50). The
major signaling pathway activated by IL-6 in LNCaP cells is the JAK/STAT pathway. Although
STAT?3 phosphorylation in LNCaP cells is associated with growth inhibition and neuroendocrine
differentiation, STAT3 phosphorylation is elevated in most prostate cancer tissues (/57,152). The
requirement of MAPK for IL-6-induced AR activity was also reported by several investigators
(107,147).

Another IL-6-related cytokine that activates the AR is oncostatin M. This activation was, how-
ever, associated with an acquisition of agonistic properties of hydroxyflutamide and inability of
bicalutamide to reverse ligand-independent activation (/53). This is in contrast to action of these two
anti-androgens in the presence of IL-6. Oncostatin M stimulates growth of prostate cancer cells in
both a paracrine and autocrine manner (/54).

As mentioned, IL-6 regulation of AR activity in LNCaP cells is associated with induction of
cellular differentiation (/41). The prodifferentiation compound, phenylbutyrate, also induces AR
activity and PSA (/55). Taken together, these results show that nonsteroidal activation of the AR is
not necessarily associated with progressive tumor growth and inhibition of apoptosis in prostate
cancer.

8. TARGETING AR IN HORMONE REFRACTORY CANCER

Accumulating knowledge of how prostate cancer escapes therapeutic mechanisms led to a revival
of interest in AR inhibition as a therapeutic concept. It became clear that the AR is a central therapeu-
tic target in hormone-refractory tumors, not only in hormone-sensitive tumors. This led to novel
target-directed approaches concentrating on developing new methods that enable inhibition of AR
function in tumors that escape classic hormone ablation therapy (/56). The new strategies reach from
blockade of AR function to prevention of AR activation in an androgen-deprived environment and
elimination of AR expression using antisense technologies (Table 2).

Blockade of the function of heat shock protein (HSP)-90 by geldanamycin antibiotics interferes
with proper AR folding and leads to partial elimination of AR and some other HSP90-dependent
proteins. It was demonstrated that these compounds inhibit growth of tumor cells. In vivo models
and the first clinical trial were initiated with 17-allylamino-17-demoxygeldanamycin (157,158).
Antisense molecules targeting AR mRNA were developed to eliminate AR at the level of the
mRNA. Oligonucleotides directed toward the CAG-repeat region in the AR mRNA inhibit prostate
cancer cells in vitro as well as in vivo (159,160). For preventing ligand-independent AR activation
through cross talk with growth factor and regulatory signaling pathways, small molecule inhibi-
tors, antibodies, antisense oligonucleotides, dominant negative mutants, and decoy peptides have
been tested and, in some cases, have been entered into clinical trials (Table 2) (161/-166). There is
hope that some of these new therapies based on the biology of prostate tumors will soon reach
clinical application and improve and broaden treatment options for therapy-refractory prostate
cancer.
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Table 2
Novel Concepts for Targeting Androgen Receptor in Hormone-Insensitive Tumors
Target Therapy concept Molecules References Status
HSP90 Inhibition of HSP90
caperon function
prevents proper Geldanamycin (158,179) Clinical
conformation of HSP90 compounds studies
dependent proteins, AR
affected among others
AR Protein Downregulation using Antisense (159,160,180,181)  Pre-
small antisense nucleic oligonucleotides clinical
acids and siRNA
AR function Androgen receptor SARMs (182,183) Clinical
modulators affecting studies
tissue and cell type
specific AR function
AR protein Modulation of AR protein Epigallocatechin (184-186) Pre-
levels by natural gallate, clinical
compounds genistein,
quercetin
Growth factor Inhibition of AR GF receptor (161,163,166,187)  Clinical
pathways activation through AR- antibodies, studies
growth factor cross talk protein kinase
inhibitors
AR Decoy molecules that Peptides and pro- (188-190) Pre-
transactivation mimic AR but lack teins clinical
function intrinsic activity compete
with the endogenous AR,
Decoy androgen DNA
responsive element Oligonucleotides
AR modulators Inhibition of AR Peptides, mall (191) Pre-
coactivators, stimulation molecule drugs clinical

of AR corepressors

“HSP, heat shock protein; AR, androgen receptor; siRNA, short interfering RNA; SARM, specific androgen receptor
modulator; GF, growth factor.
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Hedgehog Signaling in Development and Cancer

Wade Bushman

Summary

The Hedgehog (Hh) signaling pathway, first identified in Drosophila, is a conserved signaling pathway
that plays critically important roles in the development of a variety of structures in the growing embryo. Recently,
Hh signaling has been implicated as an important growth stimulus in cancers of several organs, including the
prostate, where Hh signaling plays an important role in during embryonic development. In this chapter, we review
the role of Hh signaling in prostate development and emerging data on its role in prostate cancer growth and
progression. The studies to date show a broad consensus that Hh pathway activation can significantly accelerate
tumor growth. Work with established tumor cell lines and xenograft tumors clearly shows that tumor growth can
be accelerated by both paracrine and signaling mechanisms. Striking inhibition of xenograft tumor growth by
chemical inhibition of Hh signaling suggests that prostate cancer may be one of several tumor types (including
pancreatic cancer, small cell lung cancer, medulloblastoma, and basal cell carcinoma) in which inhibitors of Hh
signaling may offer a new and potentially potent treatment opportunity.

Key Words: Cyclopamine; Gli; paracrine; prostate; Sonic Hedgehog.

1. INTRODUCTION

Hedgehog (Hh) was first identified as an important signaling molecule in Drosophila. The basic
paradigm of this system is conserved in vertebrates and plays critically important roles in the devel-
opment of a variety of structures in the growing embryo, including the central nervous system, limbs,
skin, lung, gut, and genitourinary tract structures. Investigation of Hh signaling has been paralleled
from the very beginning by discovery of mutated Hh pathway components playing an etiological role
in a variety of cancers, including basal cell carcinoma of the skin, rhabdomyosarcoma, glioblastoma,
and medulloblastoma. In fact, the transactivator, Glil, was originally identified as an oncogene in
glioblastoma, a common childhood brain tumor (/). Inactivating mutations in one allele of the Hh
receptor, patched (Ptc)-1, was found in 10% of medulloblastomas, another brain tumor (2) and loss-
of-function mutations in Ptc1 were implicated as the etiology of Gorlin/nevoid basal cell carcinoma
syndrome (3). The intertwined paths of discovery in development and cancer continue. Recently, Hh
signaling has been implicated as an important growth stimulus in cancers of several organs, including
the prostate, where Sonic Hedgehog (Shh) plays an important role in during embryonic development.
We will review here the Hh signaling pathway, its role in prostate development, and emerging data
on its role in prostate cancer growth and progression.

2. HH SIGNALING: AN OVERVIEW

Shh, Indian Hh (Ihh), and Desert Hh (Dhh) are the three mammalian homologs to the Drosophila
Hh gene. Shh is the most widely and abundantly expressed ligand in the vertebrate embryo, expressed
in the developing brain and spinal cord and at the epithelial-mesenchymal interface in many devel-
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Fig. 1. Schematic of Hedgehog (Hh) signaling mechanism. Hip, Hh interacting protein; Ptc, Patched; Smo,
smoothened.

oping organs. It is a potent inducer of morphogenesis and is essential for development of diverse
structures in the vertebrate embryo, including the limb, neural tissues, lung, craniofacial skeleton,
hair, tooth, gastrointestinal tract, and pituitary (reviewed in ref. 4). Shh encodes a secreted glycopep-
tide. Shh peptide binds to a specific receptor (Ptc) on the target cell surface and acts through an
intracellular signal transduction pathway involving the Gli family of transcription factors to modu-
late transcription of specific genes in the target cell (Fig. 1). Gl/il and Ptc expression are conserved
targets of Hh activation and are, therefore, widely used as indicators of Hh signaling activity.

All Hh ligands undergo autoprocessing and lipid modification. The Sk gene product is a 46-kDa
glycoprotein that undergoes autolytic cleavage to produce 19-kDa and 27-kDa fragments represent-
ing the amino terminus or carboxy terminus, respectively. All known biological activity is present in
the 19-kDa fragment. The 19-kDa peptide is modified by a cholesterol adduct at the C-terminal end
structure and a palmityl adduct at its N-terminal end. These lipid modifications favor association of
Shh with the cell membrane and regulate diffusion and long-range activity (5). Secretion and diffu-
sion of Shh seems to be additionally regulated by Dispatched, a transporter-like protein, and extra-
cellular sulfate proteoglycans (6).

The signal transduction mechanism for Hh signaling is subject to several different modes of regu-
lation. One level of regulation occurs at the cell membrane. The Ptc receptor is a transmembrane
protein that represses Hh pathway activity through an interaction with a second transmembrane pro-
tein, Smoothened (Smo). A second Ptc protein, Ptc2, is often present on the secreting cell and could
play a role in autocrine signaling or in sequestering Hh ligand. Binding of Hh ligand to Ptc disrupts
this interaction and leads to derepression of pathway activity. Ptc is a conserved target of Hh signal-
ing, and induction of Ptc expression by Hh creates a negative feedback loop that reasserts repression
of signaling at the level of the membrane. A second conserved Hh target is Hh interacting protein
(Hip1), an extracellular peptide that competes with Ptc for binding to Hh ligand. Increased Hip
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expression in response to Hh signaling provides a second negative feedback loop controlling signal-
ing activity at the level of the membrane (4,7).

An additional layer of regulation exists in the differential contributions of several Gli genes to
regulating transcription of the Hh target genes. The Gli family of transcriptional regulators includes
three Gli proteins, Glil, Gli2, and Gli3, which share a highly conserved zinc finger DNA-binding
domain. Glil is a pure transcriptional activator of Hh target genes. It binds to a 9-base pair recogni-
tion sequence in the promoter region and interacts with the transcription regulatory complex to acti-
vate gene transcription (8—10). Gli2 provides redundancy in the transcriptional activating functions
of Glil (9,11). Gli3 is thought to function primarily as a transcriptional repressor that balances and
refines transcriptional activation by Glil and Gli2 (8,/1-14).

The three mammalian Gli genes are homologs of the Drosophila gene, Ci. Ci encodes a zinc finger
protein that both positively and negatively regulates the transcription of Hh target genes, and the
presence or absence of Hh ligand influences the state and activity of Ci. In the absence of ligand, Ci
is cleaved to a repressor protein that inhibits transcription of Hh target genes. Binding of Hh ligand
blocks Ci proteolysis and facilitates entry of the full-length activator form of the protein to the nucleus,
where it activates expression of Hh target genes. The three vertebrate G/i genes seem to have divided
some of the distinct features of Ci function. Similar to Ci, Gli3 undergoes protein kinase A (PKA)-
dependent proteolytic cleavage, generating an N-terminal protein that acts as a repressor of Hh target
genes. Hh stimulation blocks proteolytic cleavage and results in the accumulation of full-length Gli3
(5,6). Gli3 functions primarily as a repressor of gene expression and Gli3 loss of function is often
functionally equated to overactivity of the Hh pathway. Whether Gli3 can also act as a transactivator
of gene expression remains unresolved. Gli2 clearly functions as a transactivator of Hh target genes
(7,11,12) and is critically important for mediating the Hh signal during development. G/i2-null mice
die prenatally and exhibit neural tube defects, including a complete loss of the floor plate and a
reduction in V3 interneurons (/17,/2). Whether Gli2 also plays a role in repressing Hh target genes
remains unresolved. Proteolytic cleavage of Gli2 has been observed in certain model systems, but it
is independent of Hh signaling and has not been observed in any developmental context. Glil is an
Hh target gene activator that induces expression of Hh target genes if overexpressed in cell and tissue
culture (6,10,14). Upregulation of Gli/ is a reliable marker of Hh signaling, and overexpression of
Glil is a consistent hallmark of cancers with aberrant Hh pathway activation. Interestingly, despite
the dependence of normal development on intact Hh signaling, transgenic mice lacking the zinc
finger DNA-binding domain of Gli/ are viable and fertile (/5). This apparently reflects functional
redundancy between Glil and Gli2 in Hh target gene transactivation. Glil, similar to Ci, contains a
zinc finger domain, but does not seem to undergo proteolytic cleavage and there is no evidence for
repressor activity. A comprehensive understanding of how the three vertebrate Gli proteins work
independently and coordinately to positively and negatively regulate the Hh signal has remained
elusive. A recent study using a battery of embryonic fibroblasts from G/i mutant mice has provided
new insight into the individual and cooperative roles of the three G/i genes in regulating the expres-
sion of Hh target genes.

A third domain of Hh pathway regulation is in the cytosol. Most of what is known comes from
studies in Drosophila, in which Ci activity depends on a complex network of regulatory elements
that is modulated by Hh stimulation. Fused and Suppressor of Fused are proteins that exert positive
and negative effects on Hh signal transduction by regulating the location and activity of the Gli
proteins (15).

The protein Costal-2 (Cos2) promotes the formation of the repressor form of Ci, possibly by
anchoring Ci to microtubules, where it is phosphorylated and cleaved. Hh binding promotes stabili-
zation and accumulation of the Smo protein, which recruits Cos2 away from Ci. This blocks Ci
proteolysis and allows the nuclear importation of full-length Ci (6). We have recently shown that the
induction of Ptcl by both Gli2 and Gli3 was blocked by cyclopamine, a chemical inhibitor of Hh
signaling that acts directly on Smo (/6). This suggests that in vertebrates, Hh signaling acts through
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Smo to regulate the activity of both Gli2 and Gli3. Whether a vertebrate Cos2 acts on Gli2 and Gli3
in vertebrates in the same way as it acts on Ci in Drosophila is unknown. Proteolytic cleavage of Ci
requires phosphorylation of specific serine—threonine residues by PKA (/7). Forskolin, an activator
of adenylate cyclase, inhibits both Gli2- and Gli3-mediated Hh target gene induction. Interestingly,
both Gli3 and Gli2 have PKA site clusters C-terminal to the zinc finger (/2). PKA-dependent phos-
phorylation and subsequent cleavage generating a Gli3 repressor form have been described. Wang et
al. found that activation of PKA by forskolin resulted in phosphorylation of Gli2 but did not generate
a cleavage product (/2). These findings suggest that regulation by PKA is a conserved mechanism of
upstream regulation for Gli2 and Gli3.

3. HH SIGNALING IN PROSTATE DEVELOPMENT

Shh is the most abundantly expressed Hh ligand in the developing mouse prostate (18). Ihh is also
expressed but at comparatively low levels. Dhh expression has not been observed. Shh gene expres-
sion in the urogenital sinus (UGS) increases before the initiation of ductal budding at embryonic day
17.5 (E17.5). Expression is most abundant during the period of ductal budding in late gestation. Shh
expression gradually diminishes through the first 10 days after birth, a period characterized by con-
tinued bud formation and by outgrowth and branching of newly formed ducts. Shh gene expression
declines progressively, and, by 30 days postnatal, has approached the low level of expression seen in
the adult. This decrease parallels the completion of the ductal branching process. A schematic illus-
tration of how Shh expression fits in the timeline of key morphogenetic events in prostate develop-
ment is presented in Fig. 2.

Shh expression in the human fetal prostate was demonstrated by semiquantitative RT-PCR on
RNA prepared from snap-frozen fetal prostate tissues (age 15.5 and 18 weeks). Expression was
present at both fetal time points, with relatively greater expression at the earlier time point.
Immunostaining for Shh peptide was performed on prostatic tissue sections from seven human male
fetuses aged 9.5 to 20 weeks of gestation.

Staining was weak at 9.5 weeks but intense at 11.5, 13, and 16 weeks. The increase in Shh expres-
sion was found to coincide with the onset of ductal budding and outgrowth, and particularly robust
expression was noted in newly formed prostatic buds (/9). Staining diminished at 18 and 20 weeks,
in agreement with results obtained by RT-PCR, and staining was absent at 34 weeks. Thus, Shh
protein expression in the human prostate is most abundant during the early phase of prostate develop-
ment when ductal budding occurs (10—17 weeks) and is downregulated before birth. In contrast to the
mouse, in which Shh expression remains low in the adult, robust Shh expression is present in both
normal adult prostate and benign prostatic hyperplasia (BPH) (20).

Localization of Shh expression during prostate development is correlated with the process of duc-
tal morphogenesis. In the late gestation embryo (E15), Shh is diffusely expressed in the epithelium of
the prostatic portion of the UGS. Just before the onset of ductal budding, Shh expression is upregulated
and, at the onset of bud formation (E17), expression condenses at the epithelial evaginations that
form the nascent ducts. Shh expression in the UGS is not dependent on testosterone, but the redistri-
bution that occurs coincident with ductal budding does occur in response to androgen stimulation
(21). As ductal budding proceeds, Shh expression becomes restricted to the developing buds and, by
P1, Shh expression is strictly localized to the primary ducts of the developing prostate. Expression is
strongest in the advancing distal regions of the ducts and diminishes in the already formed proximal
duct segments.

Shh expression during prostate development seems to act primarily in a paracrine fashion. During
budding, the genes for the Shh receptor Pfc/ and the transcriptional activator Glil, both induced
targets of Hh signaling, are highly localized in the mesenchyme of the UGS immediately surrounding
the nascent buds. Gli2 and Gli3 are also expressed primarily in the UGS mesenchyme (Fig. 3). As
Shh expression becomes localized to the apical regions of elongating ducts, the expression for Prcl
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Fig. 2. (A) The mouse lower urogenital tract at embryonic day 15 (E15) and at birth (P1) showing the
outgrowth of ductal buds in the region of the coagulating gland (cg), dorsal prostate (dp), and ventral prostate
(vp). (B) The expression profile of Sonic Hedgehog (Sh/) during mouse prostate morphogenesis. Expression
increases before budding at E17.5, remains abundant during late gestation and through birth, and then gradually
diminishes after birth to very low levels in the adult. (C) Key events of prostate development, including epithe-
lial budding, ductal branching, and ductal differentiation. T, testis; ur, ureter; b, bladder; u, urethra; sv, seminal
vesicle; ugs, urogenital sinus.

seems to be strongest in the mesenchyme surrounding the distal duct segments (27,22). Expression of
the three G/i genes in the ductal mesenchyme also exhibits a proximodistal gradient (22). This asym-
metric distribution of elements of the Shh—Gli pathway during ductal morphogenesis may signal the
early establishment of a proximodistal heterogeneity in the morphology and function of the adult
prostatic ducts (23). Although most studies support a primarily paracrine mechanism of Shh action,
the presence of low Ptcl, Glil, and Gli3 in the UGS epithelium leaves open the possibility of some
autocrine signaling activity (27,22).

In vitro studies have confirmed the paracrine mechanism of action. Exogenous Shh peptide exerts
an inductive effect on both Prc and Glil gene expression (known downstream targets of the pathway)
in isolated mouse male E14 UGS, and this effect is direct and inhibited by cyclopamine, a specific
and potent chemical inhibitor of Hh action. The target genes of Hh signaling in the prostate are not
yet described, but work in other systems has identified targets that may be conserved. Hepatocyte
nuclear factor-3f is a well-established target of Glil regulation (/0). Using a cell-based assay, Yoon
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Fig. 3. Whole-mount in situ hybridization for Sonic Hedgehog (Shh), patched (Ptc)-1 and Glil expression in
the developing mouse prostate. (A) In the whole-mount E15 mouse specimen, little expression is seen. (B)
Sectioning reveals uniform Shh expression in epithelium (e) lining the lumen of the urethra (u). (C) At P1, Shh
expression is focused to the nascent buds of the dorsal prostate (dp), coagulating gland (cg), and ventral prostate
(vp). (D) Apparent concentration of Shh expression is exhibited in the epithelium (e) of the distal duct (long
arrow) relative to the proximal duct (short arrow). Note the diminished expression in the epithelium (e*) of the
urethra (u). No Shh expression is detected in the mesenchyme (m) at any stage of prostate development. Expres-
sion of Ptcl (E) and Glil (G) surround the prostatic buds, and expression of both genes is more concentrated in
the mesenchyme immediately surrounding the epithelium source of the Shh ligand (F,H). B, bladder; sv, semi-
nal vesicle. (Photographs reprinted with permission from ref. 27).
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et al. (24) identified approx 30 targets of Gli-1, including cyclin D2, osteopontin, insulin-like growth
factor binding protein 6, mitogen-activated protein kinase 6¢, and plakoglobin. One of these, insulin-
like growth factor binding protein 6, has recently been shown to be a Shh-regulated gene in the fetal
mouse prostate (16).

Functional studies of Hh signaling in prostate development have used antibody blockade, chemical
inhibition, and genetic loss of function models. These studies have yielded somewhat conflicting
data on the requirement of Shh for normal prostate development. A polyclonal antibody to Shh seemed
to block prostate development in a subcapsular renal graft model (/8). However, the UGS of the Shh-
null transgenic mouse exhibited budding morphogenesis in organ culture and prostatic glandular
morphogenesis when grafted under the renal capsule of an adult male host mouse (25). This apparent
discrepancy could be explained if Thh, which is also expressed in the UGS, provides functional
redundancy for Shh. A polyclonal antibody would likely block the action of both Shh and Ihh, whereas
the Shh-null would manifest a selective loss of Shh function.

The compound cyclopamine is a steroidal alkaloid derived from the subalpine flower Veratrum
californicum. Cyclopamine is a specific a chemical inhibitor of Hh signaling that acts by interfering
with Shh signal transduction by the transmembrane protein, Smo, and blocks signaling by all Hh
ligands. Cyclopamine treatment of cultured UGS tissues has produced a variety of observations that
may be a function of the stage in prostate development when signaling is disrupted. Cyclopamine
blockade initiated in the prebud E14 mouse UGS inhibits epithelial cell proliferation and seems to
decrease the total number of discrete prostatic buds (217). Together with the effect of Shh antibody
blockade on prostate development, these data may suggest an early requirement for Hh signaling in
prostate development and budding morphogenesis. Cyclopamine blockade later in development, in
E16.5 mouse UGS or the neonate rat ventral prostate, produces apparently opposite effects. Epithe-
lial cell proliferation is increased, prostate growth is enhanced, and the number of ducts is either
increased or not significantly affected (25,26). Exogenous Shh produces the opposite effects, inhibit-
ing cell proliferation and decreasing the number of prostatic ducts (25,26). Collectively, these obser-
vations suggest a shift in the role for Shh signaling in prostate morphogenesis: from promoting bud
formation and outgrowth via increased epithelial cell proliferation to inhibiting cell proliferation and
branching morphogenesis in the postnatal prostate.

Given this inhibitory action of Shh signaling on epithelial proliferation and ductal branching dur-
ing postnatal prostate development, the decline in Sh/ expression after birth can be viewed as permis-
sive for branching morphogenesis. Shh upregulates the expression of transforming growth factor-§ 1
and activin A. These factors are both expressed in prostatic mesenchyme and inhibit prostate branch-
ing morphogenesis (26-28). Bone morphogenetic factor (Bmp) 4 is another member of the trans-
forming growth factor family that inhibits branching and is expressed in the prostatic mesenchyme
(29). Whether Bmp4 is a direct target of Shh signaling in the prostate remains to be resolved (22, 26).
Shh was shown to downregulate the expression of mesenchymal fibroblast growth factor (Fgf)-10 in
rat ventral prostate, and exogenous Fgf-10 was shown to reverse Shh-mediated inhibition of prostate
growth and branching. A model for ductal branching that involves the interaction of Shh, FGF-10,
and Bmp4 was recently proposed (22).

Two studies suggest that Shh may influence differentiation of ductal epithelium into basal and
luminal cells, but these studies have yielded conflicting observations. One study showed that exogen-
ous Shh increased the proportion of epithelial cells that did not express CK14 and p63. This was
interpreted as showing that Shh increased luminal cell differentiation. Cyclopamine was shown to
have the opposite effect (26). The other study found that cyclopamine accelerated both ductal canali-
zation and epithelial cell differentiation (30). The apparent discrepancy between these two studies
could result from unique features of the experimental design, which differentially highlight particular
aspects of the complex actions of Shh during ductal development. Clearly, a better understanding of
the role of Shh signaling in the process of differentiation is of considerable interest.
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4. HH SIGNALING IN ANDROGEN-INDUCED REGROWTH

Shh expression and pathway activity is very low in the normal adult mouse prostate. To examine
the role of Hh signaling in prostate regeneration, Karhadkar et al. (3/) tested the effect of pathway
blockade on androgen-induced regrowth of the castrate ventral prostate. Both Hh-neutralizing anti-
body and chemical inhibition of Hh signaling abolished prostate regeneration in this model. This
finding suggested that Shh signaling might be involved in the recruitment and/or renewal of progeni-
tor cell populations.

An emerging paradigm for cancer development holds that malignant transformation occurs in
stem cells or progenitor cells that have an unlimited proliferation potential. It is postulated that injury
and inflammation activate proliferation of stem cells as part of the repair process. In the presence of
inflammation, these proliferating progenitor cells are exposed to oncogenic forces, such as oxidative
stress, that may induce genetic or epigenetic changes that lead to persistent stem cell activation.
Depending on the tissue type, either Hh or Wnt signaling seem to figure prominently in the process of
stem cell activation, and tumor development is postulated to involve persistent and autonomous acti-
vation of Hh or Wnt signaling that drives tumor growth.

Shh has recently been postulated to regulate stem cell recruitment in tissues where it plays a key
role in regulating growth during development, including the central nervous system, retina, bile duct,
bone, lung, and prostate (32). Evidence for such a role has recently been obtained in studies of a
model of lung injury and repair (33,34). Given the clear-cut role of Shh in prostate development and
the recently identified role of chronic inflammation in prostate carcinogenesis, it is reasonable to
speculate that Hh signaling could play a central role in the development and progression of prostate
cancer.

5. HH SIGNALING IN HUMAN PROSTATE CANCER

Analysis of specimens from young adult men, from men with BPH, and from men undergoing
radical prostatectomy for prostate cancer revealed Shh expression in all three groups (20). The level
of Shh expression and Glil activation in these tissues, as determined by quantitative RT-PCR, was
surprisingly robust-comparable to the level of expression in the fetal brain. This was an unexpected
observation that contrasts with the low level of expression in the adult mouse prostate. Whether this
reflects a persistent generalized growth activity in the postpubertal human prostate or is associated
with multifocal processes of inflammation and hyperplasia in the human prostate remains to be deter-
mined. Several studies have examined the expression of Shh in localized prostate cancer and in meta-
static prostate cancer (20,31,35,36). They have yielded a picture of variably increased Shh expression
in localized tumors exerting a combination of autocrine and paracrine signaling activity and showing
dramatically increased pathway activation in metastatic disease.

Among the tissues studied by Fan et al. (20), there was a trend toward higher Sh/h expression in the
cancer specimens as a group and a mean level of expression nearly 10-fold higher than that observed
in the nontumor specimens. Karhadkar et al. (3/) performed PCR analysis of 12 localized tumors and
found substantial Shh expression in all of them. They also detected the presence of lower level /hh
expression. Sheng et al. (36) performed immunostaining for Shh peptide and found protein expres-
sion in more than half the tumors they examined. Sanchez et al. (35) found Shh expression in both
normal prostate tissue and prostate cancer, but found more intense staining in 33% of the tumors.
These studies all agree that Shh expression is a common feature of localized prostate cancer and
suggest that very high expression is present in a subset of tumors. However, they also indicate that
the range of expression in these tumors is quite broad and occurs against a background of robust and
variable expression in the normal and hyperplastic prostate. Consequently, the specificity of Shh
overexpression for cancerous tissue is an important but as yet unresolved issue. Fan et al. (20) com-
pared expression by RT-PCR in 11 histologically confirmed tumors and benign tissues from the same
gland and found no significant difference in Shh expression between the cancer specimens and zone
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homologous benign tissue. This suggests that the robust level of Shh expression in localized prostate
cancer is generally mirrored by equally strong expression in histologically benign tissue from the
same gland. On the other hand, Sanchez et al. (35) showed a variable (0- to 9.8-fold) increase in Shh
expression measured by RT-PCR in six matched specimens. This observation suggests that tumor-
specific increased Shh expression may occur in a subset of prostate cancers. On the basis of
immunostaining, Sheng et al. (36) suggested that Shh overexpression may occur in a subset of high
Gleason grade tumors. Interestingly, our unpublished studies revealed very high levels of Shh
expression in locally advanced tumors that required transurethral resection for outlet obstruction.
This is consistent with the notion that Shh overexpression may be associated with increased tumor
progression and/or growth.

The activity of Hh signaling pathway in normal and tumor tissue depends both on the expression
of the Hh ligands and on the responsiveness of the target cell. Therefore, the true activity of the
pathway is best measured by the expression of target genes G/il and Ptc that are reliably induced by
Hh ligand. Studies of Shh expression in benign prostate tissue and localized cancer generally suggest
a correlation between Shh expression and Glil expression, but two studies suggest that changes in
pathway regulation in tumor cells may result in disproportionate pathway activation for the level of
ligand. Fan et al. (20) examined Glil expression by real time RT-PCR in adult normal, BPH, and
cancer specimens and found expression in all tissues examined. In addition, they found an extremely
tight correlation of Shh and Glil expression in all of these tissues, indicating a generally tight linkage
between expression of Shh ligand and pathway activation. They also observed a tight correlation
between Shh expression and the levels of G/i2 and Gli3 expression. Sanchez et al. (35) observed both
Glil and Ptc expression in all six matched normal and tumor tissues they examined. Increased Shh
expression in specimens of prostate cancer was generally accompanied by increased expression of
Ptcl,Glil,Gli2, and Gli3. In contrast to these studies, Karhadkar et al. (37) did not observe either Ptc
or Glil expression in 12 specimens of normal prostate tissue. These authors observed substantial Ptc
and Glil expression in only 3 of 12 localized tumors, but found abundant Ptc and Glil expression in
their survey of 15 metastatic prostate cancers. This was attributed to enhanced pathway responsive-
ness caused by increased SMO expression in the metastatic lesions. Sheng et al. (36) presented evi-
dence that Hh pathway activation may also occur through mutation in the regulatory protein,
Suppressor of Fused. Collectively, the studies to date suggest that Shh expression and pathway acti-
vation in benign tissues is tightly correlated, but that tumor tissue is characterized by variable degrees
of increased Shh expression and increased pathway responsiveness that may correlate with tumor
grade, growth, and metastasis.

6. HH SIGNALING AND TUMOR GROWTH

Whereas Shh signaling in prostate development is primarily a paracrine signaling from the epithe-
lium to the stroma, both paracrine and autocrine signaling have been identified in prostate cancer and
may each contribute to tumor growth (Fig. 4). Localization of Shh and Glil expression in normal
prostate tissue and in specimens of localized prostate cancer by radioactive in situ hybridization
showed Shh expression by the prostatic epithelium and Gli/ expression in the adjacent stroma (20).
Ptc expression was also assayed by this technique and showed expression in both the epithelium and
adjacent stroma (C. Pepicelli, personal communication). The presence of Pfc expression in both tis-
sue layers contrasts with the specific localization of Glil expression to the stroma. This is consistent
with the fact that Prc expression, although upregulated by Hh signaling, occurs independent of Hh
signaling, whereas G/il expression is nearly completely dependent on Hh pathway activation. These
data suggest that paracrine signaling is the predominant mechanism in the normal prostate and in
localized tumors. However, in situ hybridization using digoxigenin-labeled Shh, Glil, and Ptc probes
gave conflicting results, with expression of all three genes colocalizing in both normal and tumor
epithelium. These studies suggest that variable degrees of autocrine signaling also occur.
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Fig. 4. Schematic of potential Sonic Hedgehog (Shh) signaling interactions in prostate cancer involving
(black) tumor and (grey) stromal cells. Hedgehog ligand is indicated by curved arrow. Pathway activation is
indicated by star. (Top) Pathway activation in tumor cells may occur by ligand-dependent (curved arrow)
mechanisms or ligand-independent (mutational) activation. (Bottom) Paracrine signaling may involve ligand-
dependent reciprocal interaction between individual tumor and stromal cells (left) or a generalized response of
stromal cells to Sonic Hedgehog ligand (right). The stromal response could involve secreted paracrine factors,
accelerated angiogenesis, or stromal mediated effects on the extracellular matrix.

To examine the functional consequence of paracrine Shh signaling in prostate tumors, Fan et al.
(20) examined the effect of Shh overexpression in LNCaP xenografts. The LNCaP cell line has ex-
tremely low endogenous Shh expression. It is also unresponsive to Shh ligand. When exposed to
exogenous Shh, LNCaP cells exhibit no induction of Ptc or Glil, and LNCaP cells overexpressing
Shh grow at the same rate as the parent cell line. When xenografts were made with Shh-overexpressing
LNCaP cells, there was no autocrine stimulation of the Hh pathway in the LNCaP cells, but there was
paracrine activation of Gli/ and Ptcl in the xenograft stroma. Tumors overexpressing Shh grew
significantly faster than control tumors, and this effect on tumor growth was caused by enhanced
proliferation of LNCaP cells. This clearly showed that paracrine activation of stromal signals by Shh
expressed from the tumor cells indirectly stimulates tumor cell proliferation.

LNCaP and PC3 cells both express Shh, Ptc, and Glil (37,35) Cyclopamine was found to inhibit
proliferation of LNCaP cells in culture (35,36). Cyclopamine treatment inhibited Glil expression in
LNCaP cells, arguing strongly that the effect is pathway specific, but the unresponsiveness of LNCaP
cells to exogenous Shh (35) suggests that cyclopamine is acting to inhibit ligand-independent path-
way activation. Cyclopamine also was found to inhibit proliferation of PC3 cells in culture (3/,35,36).
Karhadkar et al. (37) found that a Shh-blocking antibody also inhibited PC3 proliferation in culture,
but Sanchez et al. (35) found that PC3 proliferation was unaffected by either a Shh-blocking antibody
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or recombinant Shh. This discrepancy highlights the uncertainty in the relative contributions of ligand-
dependent and ligand-independent pathway activation to PC3 proliferation.

The potential of chemical blockade of Hh signaling to inhibit tumor growth was examined by
measuring the effect of cyclopamine administration on xenograft tumor growth (37). Both PC3 and
22RV1 tumors showed a dose-dependent inhibition of tumor growth and complete and sustained
regression at the highest dose tested. The specificity of this effect was confirmed by showing that the
xenografts made with tumor cells overexpressing Glil were resistant to the anti-tumor effect of
cyclopamine. Additional experiments performed with rodent tumor cell lines showed that
cyclopamine could inhibit the growth and metastasis of the aggressive AT6.3 cell line and that Glil
overexpression conferred a highly aggressive and metastatic phenotype to the normally less aggres-
sive AT2.1 cell line.

In summary, studies to date show a broad consensus that Hh pathway activation can significantly
accelerate tumor growth. Work with established tumor cell lines and xenograft tumors clearly shows
that tumor growth can be accelerated by paracrine signaling (20) as well as by autocrine pathway
activation by both ligand-dependent (3/) and ligand-independent mechanisms (3/,35). A striking
inhibition of xenograft tumor growth was achieved by chemical inhibition of Hh signaling, suggest-
ing that prostate cancer may be one of several tumor types (including pancreatic cancer, small cell
lung cancer, medulloblastoma, and basal cell carcinoma) in which inhibitors of Hh signaling may
offer a new and potentially potent treatment opportunity.
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Cholesterol, Cell Signaling, and Prostate Cancer

Mohini Lutchman, Keith R. Solomon, and Michael R. Freeman

Summary

Cholesterol, a sterolic lipid, accumulates in solid tumors. Biochemical mechanisms essential to cholesterol
metabolism are altered with age and with the transition to the malignant state. In cell membranes, cholesterol is
a mediator of the liquid-ordered state, a biophysical condition that provokes sequestration within discrete mem-
brane microdomains of certain signaling proteins and other lipids. Cholesterol-enriched membrane domains,
commonly referred to as lipid rafts, serve as platforms for signal transduction mechanisms that mediate cell
growth, survival, and other processes relevant to cancer. This review summarizes the established links between
cholesterol and prostate cancer, with a focus on how accumulation of cholesterol within the lipid raft component
of the plasma membrane may promote progression to hormone refractory disease. Large-scale characterization
of proteins that localize to cholesterol-rich domains may help unravel signaling networks and lead to identifica-
tion of novel mediators of disease progression.

Key Words: Cholesterol; lipid rafts; prostate cancer progression; signal transduction.

1. OVERVIEW

Cells maintain normal structure and function by responding appropriately to cues from the sur-
rounding milieu. Extracellular stimuli are transduced from the surface through the plasma membrane
by a complex series of interactions between ligands, their receptors, and intracellular signaling part-
ners (e.g., kinases and G proteins). It has recently become clear that cholesterol-enriched membrane
microdomains, generally referred to as “lipid rafts,” which exist within the lipid bilayer of all mam-
malian cells, play an important role in signaling from the cell surface to the various subcellular com-
partments. Advances in biophysical and microscopic techniques have demonstrated that
cholesterol-rich rafts can be altered in response to extracellular or intracellular stimuli. This suggests
that raft dynamics could play a role in aberrant and pathological cellular processes, including onco-
genesis and metastasis.

Recent molecular and cell biological studies have linked signal transduction mechanisms impli-
cated in tumor growth and aggressiveness to cholesterol-rich rafts. These findings seem to be consis-
tent with epidemiological evidence suggesting that the modern Western diet, which contains
substantial levels of cholesterol and other fatty substances, can promote prostate cancer (PCa) pro-
gression. Consistent with this idea, prolonged inhibition of the cholesterol synthesis pathway by
pharmacological intervention in men has recently been associated with dramatically reduced PCa
incidence.

In this chapter, we discuss the possibility that membrane cholesterol can promote PCa progression
by a mechanism that involves dysregulation of raft-resident signaling complexes. Such changes, if
they occur during oncogenic transformation and progression, are likely to affect multiple processes,
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such as tumor cell cytokinesis and cell survival mechanisms. As we will show, this hypothesis pro-
vides new avenues for mechanistic and translational studies of PCa.

2. EPIDEMIOLOGY AND DIET IN PROSTATE CANCER PROGRESSION

PCa remains a major public health concern because of the high morbidity, mortality, and eco-
nomic costs associated with the detection, treatment, and palliation of the disease. Our understanding
of PCa in mechanistic terms is still poor, partly because of the lack of definitive mechanistic informa-
tion from linkage studies (/). PCa progression rates are associated with environmental factors, most
likely diet, suggesting that a better knowledge of the role of specific dietary factors in cancer risk and
progression may provide new insight into origins of the disease.

Studies of migrants have provided evidence that environmental factors, particularly nutrition and
diet, may have a substantial effect on the progression rate of PCa. For example, a 30-fold differential
exists between nations with the lowest PCa mortality rates (China and Japan) and those with the
highest rates (United States, Western and Northern Europe, and Australia) (2). Migrant populations
from countries with a low incidence of clinical PCa tend to acquire the incident rate of the host
country (2). First-generation Asian-Americans demonstrate a three- to five-fold greater risk of PCa
compared with their native counterparts in Japan and China, even though they experience rates of
disease approximately one-third to one-half those of white Americans (3). PCa incidence rates have
recently risen in Asian countries that have undergone Westernization (4—6). These data suggest that
environmental agents may be important in converting microfoci of latent cancer to more aggressive
disease (5-7).

Since the 1980s, reports have linked increased risk of aggressive PCa to the consumption of ani-
mal products and/or fatty food. Recently, Fleshner et al. (8) critically appraised 33 published case—
control and cohort studies examining the possible relationship between dietary fat and PCa. Eight
studies suggested a statistically significant association between intakes of fatty foods and PCa risk,
with several demonstrating a significant association for dairy products and meat (8). The basis for the
apparent association between fat intake and increased PCa risk is unknown, but it could be related to
a variety of factors, including circulating cholesterol or androgen levels, intake of fat-soluble pesti-
cides, and/or increased production of reactive oxygen species (8—10). Although the evidence remains
inconclusive, the cumulative weight of these studies suggests the existence of a link between dietary
fat and PCa progression.

3. LINKING CHOLESTEROL TO PCA PROGRESSION

Cells in the prostate, as in other tissues, synthesize cholesterol endogenously via the mevalonate
pathway. Cellular cholesterol also derives from absorption from circulating lipoproteins (/7). Conse-
quently, control of cellular cholesterol content is a balance between metabolic processes intrinsic to
the cell and the regulation of cholesterol distribution by the organism. Cholesterol content of cell
membranes is determined by a complex set of processes, including synthetic pathways in the endo-
plasmic reticulum, transfer from lipoproteins to the exoplasmic leaflet, receptor-mediated internal-
ization, intracellular transport mechanisms, and efflux from the cell via secretion of lipoprotein
complexes.

Extensive evidence indicates that this complex homeostatic mechanism breaks down in aging
tissues and in cancer. Accumulation of cholesterol has been described in a variety of tumor types
(12—15). Cholesterol content has also been reported to be altered in normal tissue surrounding malig-
nancies (/6). Early reports of histological observations described substantial (two-fold) increases in
cholesterol content in benign prostatic hyperplasia compared with normal prostate (/7). These stud-
ies concluded that a relationship existed between cholesterol accumulation in tissues and cellular
hyperplasia, consistent with even older findings reported for nonprostatic tumors (/8). Studies of
human and animal tissues have also described increases in cholesterol content of prostatic secretions
that correlate with disease, age, or the presence of malignancy (12,19).
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In general, epidemiological studies have not found an association between circulating cholesterol
levels, whether or not linked to diet, and cancer risk (reviewed in ref. 20). However, several studies
have reported statistically significant positive correlations between cholesterol intake and cancer risk
(21-23), implying that prolonged consumption of cholesterol-rich foods might promote cancer in
select tissues.

Epidemiological and animal studies have revealed an association between dietary fat and the inci-
dence of breast cancer, which is similar to PCa in its sex hormone dependence and origin from alveo-
lar—ductal epithelium (24). Cholesterol increases in breast tumor tissues have been attributed to
multiple mechanisms, including increased absorption from the circulation (24-26), loss of feedback
regulation through downregulation of low-density lipoprotein receptors (26), and upregulation of
components of the mevalonate pathway, particularly HMG-CoA reductase (26).

In the 1960s, Schaffner and colleagues provided the first evidence that lowering cholesterol levels
systemically might alter prostate cell growth and/or survival (/9). These investigators demonstrated
that prostate regression was selectively induced in dogs and rodents by oral administration of
hypocholesteremic agents, such as the polyene macrolide candicidin (/9) (reviewed in ref. 20). Can-
dicidin and structurally similar agents, such as amphotericin B, filipin, and nystatin, bind to choles-
terol and closely related sterols (27), thereby lowering circulating cholesterol by inhibiting its
absorption through the gut (28). Several human trials of oral candicidin for benign prostatic hyper-
plasia in the 1970s reported symptomatic improvement (29) with no alteration in hormonal status
(29,30), indicating that changes in the prostate were likely not the result of suppression of androgen
production or use. These early studies suggest the intriguing possibility that lowering circulating
cholesterol levels could pharmacologically modulate hyperplastic prostate growth and, potentially,
neoplasia.

Recent studies using molecular approaches also point toward a potential relationship between
cholesterol and PCa. Pathological studies of prostate tumor samples demonstrated an association
between caveolin (Cav)-1, a cholesterol-binding and transport protein, and PCa aggressiveness. In
these reports, the expression level of the Cav-1 protein was shown to correlate positively with higher
Gleason grade (32). Consistent with these findings, intercross of Cav-1-null (—/~) mice with the
transgenic mouse PCa model (TRAMP), in which prostate adenocarcinoma originates from tissue-
specific expression of the SV40 T antigen, resulted in significant reductions in tumor volume and
fewer metastases to distant sites (33). Cav-1 is an integral membrane protein that, in addition to
binding cholesterol, binds to and regulates many signaling proteins, including the classic androgen
and estrogen receptors (34,35) and the Akt (protein kinase B) pro-survival kinase (36). Taken
together, these studies provide evidence that Cav-1 upregulation may provide a survival advantage to
PCa cells and, thereby, promote disease progression (33).

Studies performed by our group also suggest that cholesterol-dependent signaling events are
important for the progression of PCa. In published reports, we demonstrated that androgen-respon-
sive, Cav-negative, human PCa cells (LNCaP) are stimulated to undergo apoptosis when membrane
cholesterol is dispersed by treatment with filipin, a cholesterol-binding drug (37). This treatment was
shown to alter Akt signaling, an effect that was attenuated by replenishing the membrane with cho-
lesterol. Akt, an important mediator of cell survival and proliferation in many cell types, is upregulated
in as many as 50% of advanced PCas because of frequent inactivation of PTEN, a lipid phosphatase
that negatively regulates this pathway (38). In contrast to prostate tumor cells, normal prostate epi-
thelial cells do not undergo apoptosis in response to cholesterol-binding drugs or cholesterol synthe-
sis inhibition (39). Our findings are consistent with earlier reports that cancer cells, but not normal
cells, underg