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The Lance Armstrong Effect:
Turning up the Heat to Cure Other Advanced Cancers

The single most important question in cancer research may be understanding the
molecular basis of how Lance Armstrong, with advanced metastatic lesions located at
multiple sites throughout his body, was subsequently treated systemically until he could
rise from his bed and then return to win so many grueling Tours de France. This fantas-
tic therapeutic success in far-advanced testicular cancer is now common and available
to most patients with this type of cancer. In stark contrast, this type of therapeutic
success is unavailable to the vast majority of patients with other types of advanced
solid cancer such as lung, ovarian, breast, prostate, colon, kidney, and bladder. What
can account for this astounding therapeutic success with testicular cancer, and can it be
explained both at the cellular and molecular levels? We must resolve this critical ques-
tion, yet there are only traces of research efforts dedicated to answering it. This Fore-
word attempts to provide some new insights on these issues.

Understanding the molecular basis for the “Lance Armstrong Effect” may help us
unravel the therapeutic cure for the other types of common advanced solid tumors that,
at present, remain so recalcitrant to all of our best systemic treatments. In order to
reduce the total death rates from cancer, a new therapeutic approach is urgently needed
because in the last half century (1956–2006), only marginal inroads have been made in
curing advanced metastatic disease of the top five solid tumors. With new drugs, much
is often made of partial responses but too often, these are only reflected in very limited
changes in survival and usually with a significant trade-off in quality of life. Unfortu-
nately, many of the new molecularly targeted drugs resulting from our biological dis-
coveries come with astounding financial costs to the individual patients, and this will
most certainly limit their widespread use. In summary, something must be done to
restore to the large number of patients with advanced common solid tumors the quality
of life and level of health and vigor that they experienced without cancer. This is what
was realized with patients like Lance Armstrong. In addition, the total financial cost of
this new cancer therapy must be realistic and not affordable to only a small, select
portion of the world’s population.

So, where do we look for leads in explaining the Lance Armstrong effect? It is pro-
posed here that the thermal sensitivity of normal testicular germ cells to the normal
body temperature of 98.6°F, when combined with known increases in the thermal sen-
sitivity of most types of cancer cells, has poised testicular cancer at the gateway to
destruction through a therapeutically induced apoptosis. Indeed, it is recognized from
numerous clinical and basic studies that hyperthermia alone can alter tumor growth
and survival in a significant manner both in vivo and in vitro. In addition, hyperthermia
is recognized to increase the therapeutic response of tumors to radiation, cytotoxic
drugs, and immunotherapy.

Hyperthermia is a very old type of therapy and has been of long-standing interest in
medicine and cancer therapy. Although  PubMed lists more than 10,000 references to
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cancer and hyperthermia, the therapy has not been widely accepted because of limita-
tions in application and understanding. Now, with the new techniques in molecular
medicine that can deliver heat to specific tumor cells via nanoparticles, we can move
from heating cancer cells externally to heating the cell only internally. In addition, our
understanding of how controlled heat affects both tumor cells and host cells at the
molecular and cellular level may open the door to specific hyperthermia treatments of
other types of advanced solid tumors that, in combination with radiation and chemo-
therapy, might approach the great therapeutic success realized by Lance Armstrong.

Heat as a Primary Epigenetic Factor in Development and Reproduction

We will now address the importance of heat as an epigenetic factor in biology. In
some animals, sex is determined by the environment whereas in others, sex is deter-
mined by genetic differences. The sex of amphibian eggs is determined by the specific
temperature at which the egg is incubated within the nest. The egg is heated for several
weeks by the environment surrounding it. For example, alligator eggs located in the
compost-like nature of the nest are subject to different temperatures during the time of
their incubation. If the temperature is higher, the eggs hatch as males; if the tempera-
ture of incubation is lower, the hatchlets are predominantly females. The effect of heat
on sex determination is reversed with turtles, for whom a higher incubation tempera-
ture produces females and a lower temperature males. In summary, in amphibians,
eggs with the same DNA can hatch either as males or females depending on the nest
temperature. Therefore, the genetics of DNA and chromosomes in an amphibian egg
do not determine the sex of the hatchling, but rather an epigenetic factor—heat— is
responsible for this critical biological determination. Once the heat-determined sex is
realized, it is biologically irreversible and silenced, and heat does not alter the sex of
the animal throughout its subsequent life. In summary, incubation heat selects and
imprints the sex expression in a critical period of time during early development and
the results are permanent.

A zygote is a fertilized egg and a single cell, and thus serves as the primary totipo-
tent stem cell for all animals as they develop during life. The fact that, in amphibians,
the stem cell is set on two vastly different courses of lifetime development (male or
female) based solely on the external application of a specific heat level is an amazing
epigenetic feat and deserves to be a model of study for the further resolution of molecu-
lar events and systems analysis in stem cell biology. It would be of interest to know
when and how chromatin structure is modified by heat. DNA methylation, DNA rear-
rangements, noncoding RNAs, histone modification, and higher-order DNA loop orga-
nization on the nuclear matrix are all concepts of great current interest in molecular
development, and many of these factors are interrelated and dynamic.  What is the role
of temperature after sex is determined and into adulthood?

Once sex is determined, all eggs, either cold-blooded or warm-blooded, must be
incubated at a specific temperature to hatching or birth to ensure the organization of the
embryo. The second law of thermodynamics governs this process: heat flows from
high temperatures to low and the system exhibits an increase in entropy even during
this period of self-organization. Even in humans, ovulation is heralded in the female by
an increase in body temperature and if the egg is fertilized, the temperature is elevated
to birth. In contrast, in the male, spermatogenesis ceases if the testes are subjected to a
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body temperature of 98.6°F because the testes are abdominal and not descended.
Indeed, if the testes are intra-abdominal, they are infertile and are at increased risk of
developing cancer. The mechanism by which heat affects human egg and sperm forma-
tion must be resolved.

Evolution, Immunity, and Temperature

Warm-blooded animals evolved basal temperatures far above the ambient tempera-
ture of their environments. Maintaining this temperature difference is very costly in
terms of energy and must have a large survival benefit to have been selected. We all live
within a sea of pathogens that are both deadly and symbiotic. When infected, mammals
have adapted to produce fevers as part of an immune response to the pathogens. Tem-
perature is central to the immune process. The antigenicity of an antigenic molecule is
increased with temperature, as is the overall immune response through heat-induced
immune cell functions. Many have studied the effects of heat on immunity and the
involvement of temperature in immunotherapy. The evolution of pathogen-induced
fever may have produced biological defense advantages that can be utilized in thera-
pies. Indeed, cold-blooded lizards are more prone to infection when left in the shade but
less so when placed in the sun, where their body temperature is increased.

Hyperthermia and Cancer

Cancer cells are, in general, more heat-sensitive. Elevating the temperature of incu-
bation in culture of human and rodent cells and comparing these normal cells with
cancer cells indicates that above 42°C, the cancer cells are more sensitive to growth.
The response of all cells to heat stress initiates the synthesis, distribution, and function
of a family of proteins termed the "heat-shock" proteins. These most interesting pro-
teins are involved in a wide variety of functions including protein folding, chaperon-
ing, and moving throughout the cell and protecting cellular elements from elevated
temperatures. Specific heat-shock proteins are appearing as critical factors in cell sig-
naling and have become prime therapeutic targets. The fascinating role of heat-shock
proteins and their dynamic properties is now becoming clear, and this should contrib-
ute to our understanding of hyperthermia in cancer therapy. The role of heat-shock
proteins in apoptosis, mitochondria, and nuclear function are particularly exciting
areas. Because heat-shock proteins are involved with the dynamics of protein folding,
they should interface with many structures and pathways within the cells.

One of the prime cellular targets of hyperthermia is the nuclear matrix, studies of
which have been pioneered by Joseph L. Roti Roti of the Department of Radiation
Oncology at Washington University School of Medicine in St. Louis. Variation in
changes in nuclear structure are a hallmark of how cancer is diagnosed by the patholo-
gist. The determination of nuclear structure is determined by a residual structure of the
nucleus, termed the nuclear matrix, that is composed only 10% of the total nuclear
protein and provides a highly dynamic scaffold that is free of lipids, histones, and
nucleic acid. The nuclear matrix provides an anchoring site for more than 50,000 loops
of DNA. Each loop is approx 60,000 bp in length and represents a replicon comprised
of the units of DNA located between replicating forks. These sites of DNA replication
are affixed to the matrix at the base of each DNA loop. During DNA replication, the
replicon loops are reeled down through the fixed replication sites on the matrix. Near
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these sites of DNA replication located on the matrix are co-localized topoisomerases,
steroid receptors, and high-mobility group proteins, which are involved in DNA trans-
locations. The nuclear matrix provides many sites for higher-order DNA organization
that serve as functional centers for replication, transcription, and alternate splicing.

Proteomic studies have revealed that the composition of the nuclear matrix is both
tissue-specific and tumor-specific. Thus, Roti Roti’s and J. R. Lepoch’s studies of the
nuclear matrix as a prime target of hyperthermia are of great potential importance. The
observation that loop organization is altered by hyperthermia could be of paramount
importance.

Directing Heat to Cancers

Heat can be directed to cancer cells. Magnetic iron particles have been directed to
cancer cells by inclusion in nanoparticles or liposomes. Once these iron particles are
taken up by the tumors, they are heated by an external magnetic field to frequencies
that produce a specific temperature within the tumor cells. This causes intracellular
hyperthermia and can be used alone as hyperthermia or in combination with radiation
or chemotherapy. Limitations in this approach might be unwanted uptake of the deliv-
ery systems by macrophages, fixed reticulo-endothelial cells, or inadvertent lodging of
the particles in unintended sites in the body. Specificity might be increased by appro-
priate placing of magnetic catheters in the urethra or rectum to direct particles to the
prostate.

More specific direction of these delivery particles might involve probes that attach
to tumor surface markers or to tumor endothelial cell markers. Prostatic specific mem-
brane antigen (PSMA) is an attractive target for prostate cancer cells. PSMA levels are
markedly enhanced on the surface of advanced human prostate cancer cells that have
failed androgen-deprivation therapy. Antibodies as well as tumor-specific aptamers
have been developed to bind to PSMA; including these PSMA-binding agents with
nanoparticles or liposomes containing microscopic iron particles would enable us to
systemically direct heat to targeted metastatic prostate cancer cells. This hyperthermia
within the cells should also enhance the cancer cells’ response to other forms of therapy
such as radiation, cytotoxicity, and immunotherapy. Hopefully, this type of therapeutic
approach may one day extend the Lance Armstrong Effect to other advanced dissemi-
nate human solid tumors that are more common.

Donald S. Coffey, PhD

Johns Hopkins University School of Medicine

This article was taken from the JAMA paper entitled “Hyperthermic Biology and
Cancer Therapies”: A Hypothesis for the “Lance Armstrong Effect”.

Coffey, D. S., Getzenberg, R. H., and DeWeese, T. L. JAMA 2006, 296(4), 445–448.
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Preface

We are extremely pleased and excited to see the second edition of Prostate Cancer
reach production, six years after the first edition!  Unlike most other prostate cancer
books available on the market, this book focuses specifically and in depth on the excit-
ing developments in research, and their translation from bench to bedside, in the areas
of: 1) Biology and Imaging; 2) Cancer Genetics; and 3) Novel Therapeutics of human
prostate cancer.

The second edition of this book includes a Foreword by Dr. Donald S. Coffey, a
preeminent teacher and friend who has inspired, educated and led two generations of
prostate cancer researchers.  We are grateful for his continued dedication and insight
into the deadly disease of prostate cancer.  Dr. Coffey creatively describes the Lance
Armstrong effect, giving us new and fresh ways to think as well as hope for the devel-
opment of “curative” therapies for human prostate cancer.

In the new edition, we have expanded the Biology section to include recent exciting
developments in the Imaging of prostate cancer.  Iyer and Gambhir developed non-
invasive imaging methods to track gene expression in living subjects and Nie, Gao and
colleagues pioneered the use of quantum dot nanotechnology for the visualization of
localized and disseminated tumors in live mice.  These exciting imaging modalities
will no doubt be translated into the clinic in the near future to ascertain, on a non-
invasive and real-time basis, the results of targeted therapies in clinical trials.  The new
edition also describes exciting recent developments in understanding the biology of
prostate cancer, including the roles of inflammation in the pathogenesis of human pros-
tate cancer (DeMarzo), cancer stem cells (Schalken), tumor-stroma interaction (Chung
and colleagues), novel xenograft models that have the potential to validate our under-
standing of prostate cancer biology (Vessella and Corey), and the design of tissue
microarrays to confirm basic science studies in clinical specimens (Datta and Kajdacsy-
Balla).  In addition, big strides were made in understanding signal transduction in the
human prostate, including androgen receptor (Klocker and colleagues), hedgehog sig-
naling (Bushman), and cholesterol and lipid rafts (Freeman and colleagues).  Under-
standing fundamental biology has facilitated the development of novel therapeutics.  In
this new edition, Keller describes the fascinating biology and therapeutic opportunities
for treating lethal prostate cancer bone metastasis; Kao, Gardner and colleagues sum-
marize their recent exciting gene therapy approaches for the treatment of advanced
prostate cancer; and Lee and colleagues explain their innovative findings exploring the
roles of TGFβ as an immune vaccine for the prevention and treatment of human pros-
tate cancer.

In the post-human-genome era, much progress has also been made in understanding
the genetics of human prostate cancer.  Technological advances in high throughput
sequencing, genomics, and bioinformatics have revolutionized the tools available to
analyze the cancer cell. Global, genome-wide approaches made possible by the
sequencing of the human genome are largely responsible for this revolution. Increas-
ingly appreciated is the role of variations in DNA sequence in human carcinogenesis,



made apparent by projects like HapMap in terms of germline DNA, and The Cancer
Genome Atlas in terms of somatic alterations of cancer DNA. It is also increasingly
evident that our understanding of the molecular basis of cancer initiation and progres-
sion will be critically incomplete without a comprehensive characterization of the can-
cer epigenome. Tomlins and Chinnaiyan reveal the use of new technologies for gene
expression profiling in human prostate cancer upon disease progression, Porkka and
Visakorpi define the somatic genetic alterations accompanying clinical progression of
human prostate cancer, and Isaacs and Xu present their innovative findings using link-
age analysis to identify genes associated with familial and sporadic human prostate
cancers.  In addition, the significance of epigenetically altered somatic DNA methyla-
tion is summarized elegantly by Nelson and colleagues, and the involvement of telom-
eres, telomerase and chromosomal instability in human prostate cancer is described
comprehensively for the first time by Meeker.

New Therapeutics describes new horizons and approaches for potentially curative
intervention.  Mohler comprehensively reviews epidemiology and gene-environment
interaction in human prostate cancer with specific examples focusing on unique fea-
tures such as racial differences and the contribution of environmental factors.  Since
the last edition of this book, the standard of care in prostate cancer patients has ad-
vanced significantly.  DeWeese and Song describe improved dosimetry and precision
radiotherapy for the management of prostate cancer patients. Meraney and Heston pro-
vide additional insight into the biology and usage of prostate-specific membrane anti-
gen (PSMA) as an effective imaging and therapeutic target for treating prostate cancer
patients.  As the consequence of our improved understanding of the molecular basis of
human prostate cancer progression and drug resistance, Carducci and colleagues intro-
duced a new approach using differentiating agents and epigenomics in therapy. Mohile
and Petrylak share their clinical experiences and insights into the use of Food and Drug
Administration-approved taxane-based chemotherapy in patients with hormone-refrac-
tory prostate cancer. Assikis introduces the concept of dual targeting or co-targeting of
both the prostate cancer and its stromal milieu, aimed at both tumor and surrounding
interactive stromal compartments. George and Whang provide new insights into possi-
bly druggable intracellular signaling pathways that control lethal prostate cancer metas-
tases.  This section ends with a valuable description by Rogatko and Tighiouart of their
stepwise approach to trial designs for developing new therapies to treat advanced pros-
tate cancer.

We are looking at a future that seems likely to include reductions in incidence and
death rates of human prostate cancer in the western world, but increasing rates of pros-
tate cancer among the Asians and other races in other continents. We are delighted to
see the second edition of Prostate Cancer reflect so much unfolding and exciting sci-
ence, as well as newly recruited talents introducing fresh concepts in prostate cancer
research.  Obviously the entire field of prostate cancer research cannot possibly be
covered by a single book.  We deeply regret not being able to include all of the exciting
new developments in prostate cancer research, and that space limitations prevent us
from including all of the superb investigators in the prostate cancer research field.
Nevertheless, it is our great pleasure to present to you, through the second edition of
this book, a glimpse of the future of prostate cancer research, including much that will
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be translated into the clinic to improve the diagnosis, prognosis and treatment of this
potentially lethal disease.

The Editors wish to acknowledge the significant contributions of Gary Mawyer for
his excellent scientific editing of this book and the tireless and successful efforts of
Kristin Gunderson who collected and organized so much fresh material from our busy
contributors.

Leland W. K. Chung, Ph.D.
William B. Isaacs, Ph.D.
Jonathan W. Simons, M.D.

Preface xi



Contents

Foreword ...............................................................................................................v
Preface ................................................................................................................. ix
List of Contributors ........................................................................................ xvii

PART I BIOLOGY AND IMAGING

1 Xenograft Models of Human Prostate Cancer
 Eva Corey and Robert L. Vessella ................................................................... 3

2 The Pathology of Human Prostatic Atrophy and Inflammation
Angelo M. De Marzo ......................................................................................... 33

3 Tissue Microarrays in Prostate Cancer Research
Milton W. Datta and André A. Kajdacsy-Balla ......................................... 49

4 Prostate (Cancer) Stem Cells
Jack A. Schalken ................................................................................................ 63

5 Cancer–Host Interactions: A Paradigm Shift Brings
New Understanding and New Opportunities
Leland W. K. Chung, Wen-Chin Huang, Shian-Ying Sung,

Daqing Wu, Valerie Odero-Marah, and Haiyen E. Zhau ...................... 73
6 Androgen Receptor Function in Prostate Cancer Progression

Helmut Klocker, Iris E. Eder, Barbara Comuzzi,
Georg Bartsch, and Zoran Culig ................................................................ 87

7 Hedgehog Signaling in Development and Cancer
Wade Bushman ................................................................................................ 107

8 Cholesterol, Cell Signaling, and Prostate Cancer
Mohini Lutchman, Keith R. Solomon,

and Michael R. Freeman ............................................................................ 119
9 Gene Therapy for Advanced Prostate Cancer

Juan Antonio Jiménez, Xiong Li, Thomas A. Gardner,
and Chinghai Kao ....................................................................................... 139

10 Role of Transforming Growth Factor-β
in Immunotherapy of Prostate Cancer
Chung Lee, Ali Shah, Victoria Liu, Irwin Park, Larry Wong,

Xuemei Huang, Lijun Huang, Tim Fermin, Tom Jang,
Som Kundu, Vivian Zhou, Qiang Zhang, and Norm Smith ................ 165

11 Biology and Therapeutic Basis of Prostate
Cancer Bone Metastasis
Evan T. Keller ................................................................................................... 175

xiii



12 Molecular Imaging: Noninvasive Strategies to Visualize
Gene Expression in Living Subjects
Meera Iyer and Sanjiv S. Gambhir .............................................................. 193

13 Quantum Dot Nanotechnology for Prostate Cancer Research
Xiaohu Gao, Yun Xing, Leland W. K. Chung,

and Shuming Nie ......................................................................................... 231
PART II GENETICS

14 Expression Profiling of Prostate Cancer Progression
Scott A. Tomlins and Arul M. Chinnaiyan ................................................ 247

15 Somatic Alterations in Prostate Cancer Progression
Kati P. Porkka and Tapio Visakorpi .......................................................... 269

16 Linkage Studies of Prostate Cancer Families
to Identify Susceptibility Genes
William B. Isaacs and Jianfeng Xu.............................................................. 285

17 Somatic DNA Methylation Changes and Prostatic Carcinogenesis
William G. Nelson, Srinivasan Yegnasubramanian,

Patrick J. Bastian, Masashi Nakayama,
and Angelo M. De Marzo........................................................................... 301

18 Telomeres, Telomerase, Chromosome Stability,
and Prostate Cancer
Alan K. Meeker ................................................................................................ 317

PART III THERAPEUTICS

19 Racial Differences in Prostate Cancer Mortality
James L. Mohler ............................................................................................... 355

20 Radiotherapy for the Treatment
of Locally Advanced Prostate Cancer
Danny Y. Song and Theodore L. DeWeese .................................................. 377

21 Recombinant Antibody Candidates for Treatment
of Prostate Cancer
Anoop M. Meraney and Warren W. D. Heston .......................................... 397

22 Differentiation Agents and Epigenomic Therapies:
An Overview and Potential Use for Prostate Cancer
Madeleine S. Q. Kortenhorst, Michael A. Carducci,

and Shabana Shabbeer ............................................................................... 411
23 Taxane-Based Chemotherapy for Prostate Cancer

Supriya G. Mohile and Daniel P. Petrylak ................................................ 445
24 Co-Targeting Therapeutics for Hormone Refractory

Prostate Cancer
Vasily Assikis .................................................................................................. 463

25 Intercellular Targets of Prostate Cancer
Young E. Whang and Daniel J. George ........................................................ 475

xiv Contents



26 Novel and Efficient Translational Clinical Trial Designs
in Advanced Prostate Cancer
André Rogatko and Mourad Tighiouart ..................................................... 487

Index .................................................................................................................. 497

Contents xv



Contributors

VASILY ASSIKIS, MD • Departments of Medical Oncology, Hematology/Oncology,
and Oncology, Piedmont Hospital, Atlanta, GA, and Emory University School
of Medicine, Atlanta, GA

GEORG BARTSCH, MD • Department of Urology, Innsbruck Medical University,
Innsbruck, Austria

PATRICK J. BASTIAN, MD • Sidney Kimmel Comprehensive Cancer Center, Johns
Hopkins Brady Urological Institute, Baltimore, MD

WADE BUSHMAN, MD, PhD • Division of Urology, Department of Surgery,
University of Wisconsin, Madison, WI

MICHAEL A. CARDUCCI, MD • Prostate Cancer Program, Sidney Kimmel
Comprehensive Cancer Center, Johns Hopkins University, Baltimore, MD

ARUL M. CHINNAIYAN, MD, PhD • Departments of Pathology and Urology,
Comprehensive Cancer Center, University of Michigan Medical School, Ann
Arbor, MI

LELAND W. K. CHUNG, PhD • Molecular Urology and Therapeutics Program,
Department of Urology, and Winship Cancer Institute, Emory University
School of Medicine, Atlanta, GA

DONALD S. COFFEY, PhD • The Catherine Iola and J. Smith Michael Distinguished
Professor of Urology and Professor of Oncology and Pharmacology, Johns
Hopkins Medical Institutions, Baltimore, MD

BARBARA COMUZZI, PhD • Department of Urology, Innsbruck Medical University,
Innsbruck, Austria

EVA COREY, PhD • Department of Urology, University of Washington Medical
Center, Seattle, WA

ZORAN CULIG, MD • Department of Urology, Innsbruck Medical University,
Innsbruck, Austria

MILTON W. DATTA, MD • Hospital Pathology Associates PA, Saint Paul, MN,
Departments of Pathology and Urology, Emory University School of Medicine,
Atlanta, GA

ANGELO M. DE MARZO, MD, PhD • Department of Pathology, Brady Urological
Research Institute, and Sidney Kimmel Comprehensive Cancer Center,
Johns Hopkins University School of Medicine, Baltimore, MD

THEODORE L. DEWEESE, MD • Departments of Radiation Oncology and Molecular
Radiation Sciences, Urology, Oncology, and Johns Hopkins School of Public
Health, Johns Hopkins University, Baltimore, MD

xvii



IRIS E. EDER, PhD • Department of Urology, Innsbruck Medical University,
Innsbruck, Austria

TIM FERMIN, BS • Department of Urology, Feinberg School of Medicine,
Northwestern University, Chicago, IL

MICHAEL R. FREEMAN, PhD • The Urological Diseases Research Center,
Department of Urology, and Department of Orthopaedic Surgery, Harvard
Medical School, Boston, MA

SANJIV S. GAMBHIR, MD, PhD • The Crump Institute for Molecular Imaging
 and Department of Molecular and Medical Pharmacology, David Geffen
School of Medicine, University of California at Los Angeles, Los Angeles, CA
and Departments of Radiology and Bioengineering Bio-X Program,
Molecular Imaging Program at Stanford, Stanford University,
Stanford, CA

XIAOHU GAO, PhD • Department of Bioengineering, University of Washington,
Seattle, WA

THOMAS A. GARDNER, MD • Urology Research Laboratory, Departments
of Urology, Microbiology, and Immunology, Walther Oncology Center, Indiana
University Medical Center, Indianapolis, IN

DANIEL J. GEORGE, MD • Divisions of Medical Oncology and Urology, Duke
University Medical Center, Durham, NC

WARREN W. D. HESTON, PhD • Glickman Urological Institute, The Cleveland
Clinic, and Department of Cancer Biology, Lerner Research Institute,
Cleveland, OH

LIJUN HUANG, MD • Department of Urology, Feinberg School of Medicine,
Northwestern University, Chicago, IL

WEN-CHIN HUANG, PhD • Molecular Urology and Therapeutics Program,
Department of Urology, Emory University School of Medicine, Atlanta, GA

XUEMEI HUANG, MD • Department of Urology, Feinberg School of Medicine,
Northwestern University, Chicago, IL

WILLIAM B. ISAACS, PhD • Brady Urological Institute, Johns Hopkins University
School of Medicine, Baltimore, MD

MEERA IYER, PhD • The Crump Institute for Molecular Imaging and Department
of Molecular and Medical Pharmacology, David Geffen School of Medicine,
University of California at Los Angeles, Los Angeles, CA

TOM JANG, MD • Department of Urology, Feinberg School of Medicine,
Northwestern University, Chicago, IL

JUAN ANTONIO JIMÉNEZ, BS • Urology Research Laboratory, Departments
of Urology, Microbiology, and Immunology, Walther Oncology Center, Indiana
University Medical Center, Indianapolis, IN

xviii Contributors



ANDRÉ A. KAJDACSY-BALLA, MD, PhD • Department of Pathology, Emory
University School of Medicine, Atlanta, GA

CHINGHAI KAO, PhD • Urology Research Laboratory, Departments of Urology,
Microbiology, and Immunology, Walther Oncology Center, Indiana University
Medical Center, Indianapolis, IN

EVAN T. KELLER, DVM, PhD • Institute of Gerontology, University of Michigan,
Ann Arbor, MI

HELMUT KLOCKER, PhD • Department of Urology, Innsbruck Medical University,
Innsbruck, Austria

MADELEINE  S. Q. KORTENHORST, MD • Prostate Cancer Program, Sidney Kimmel
Comprehensive Cancer Center, Johns Hopkins University,
Baltimore, MD

SOM KUNDU, MD • Department of Urology, Feinberg School of Medicine,
Northwestern University, Chicago, IL

CHUNG LEE, PhD • Department of Urology, Feinberg School of Medicine,
Northwestern University, Chicago, IL

XIONG LI, MD, PhD • Urology Research Laboratory, Departments of Urology,
Microbiology, and Immunology, Walther Oncology Center, Indiana University
Medical Center, Indianapolis, IN

VICTORIA LIU, BS • Department of Urology, Feinberg School of Medicine,
Northwestern University, Chicago, IL

MOHINI LUTCHMAN, PhD • The Urological Diseases Research Center,
Department of Urology, and Department of Surgery, Harvard Medical School,
Boston, MA

ALAN K. MEEKER, PhD • Division of Genitourinary Pathology, Department
of Pathology, Johns Hopkins University School of Medicine, Baltimore, MD

ANOOP M. MERANEY, MD • Glickman Urological Institute, The Cleveland Clinic,
Cleveland, OH

SUPRIYA G. MOHILE, MD, MS • New York Presbyterian Hospital, New York, NY
JAMES L. MOHLER, MD • Roswell Park Cancer Institute, Buffalo, NY
MASASHI NAKAYAMA, MD • Sidney Kimmel Comprehensive Cancer Center, Johns

Hopkins Brady Urological Institute, Baltimore, MD
WILLIAM G. NELSON, MD, PhD • Sidney Kimmel Comprehensive Cancer Center,

Johns Hopkins Brady Urological Institute, Baltimore, MD
SHUMING NIE, PhD • Departments of Biomedical Engineering, Chemistry,

Hematology and Oncology, and the Winship Cancer Institute,
Emory University School of Medicine and Georgia Institute of Technology,
Atlanta, GA

Contributors xix



VALERIE ODERO-MARAH, PhD • Molecular Urology and Therapeutics Program,
Department of Urology, Emory University School of Medicine,
Atlanta, GA

IRWIN PARK, BS • Department of Urology, Feinberg School of Medicine,
Northwestern University, Chicago, IL

DANIEL P. PETRYLAK, MD • New York Presbyterian Hospital, New York, NY
KATI P. PORKKA, PhD • Laboratory of Cancer Genetics, Institute of Medical

Technology, University of Tampere and Tampere University Hospital,
Tampere, Finland

ANDRÉ ROGATKO, PhD • Winship Cancer Institute, Emory University School
of Medicine, Atlanta, GA

JACK A. SCHALKEN, PhD • Department of Urology, Radboud University Nijmegen
Medical Center, Nijmegen, The Netherlands

SHABANA SHABBEER, PhD • Prostate Cancer Program, Sidney Kimmel Cancer
Center, Johns Hopkins University, Baltimore, MD

ALI SHAH, PhD • Department of Urology, Feinberg School of Medicine,
Northwestern University, Chicago, IL

JONATHAN W. SIMONS, MD • Prostate Cancer Foundation, Santa Monica, CA,
    Department of Hematology and Oncology, Winship Cancer Institute
    of Emory University, Atlanta, GA and Department of Biomedical
    Engineering and Material Sciences Engineering, Georgia Institute
    of Technology, Atlanta, GA
NORM SMITH, MD • Department of Urology, Feinberg School of Medicine,

Northwestern University, Chicago, IL
KEITH R. SOLOMON, PhD • The Urological Diseases Research Center, Department

of Urology; Department of Orthopaedic Surgery, Children’s Hospital Boston;
and Department of Orthopaedic Surgery, Harvard Medical School,
Boston, MA

DANNY Y. SONG, MD • Departments of Radiation Oncology, Urology,
and Oncology, The Johns Hopkins Medical Institute, Baltimore, MD

SHIAN-YING SUNG, PhD • Molecular Urology and Therapeutics Program,
Department of Urology, Emory University School of Medicine, Atlanta, GA

MOURAD TIGHIOUART, PhD • Winship Cancer Institute, Emory University School
of Medicine, Atlanta, GA

SCOTT A. TOMLINS, BA • Department of Pathology, Comprehensive Cancer Center,
University of Michigan Medical School, Ann Arbor, MI

ROBERT L. VESSELLA, PhD • Puget Sound VA Health Care System and
Department of Urology, University of Washington Medical Center,
Seattle, WA

xx Contributors



TAPIO VISAKORPI, MD, PhD • Laboratory of Cancer Genetics, Institute of Medical
Technology, University of Tampere and Tampere University Hospital, Tampere,
Finland

YOUNG E. WHANG, MD, PhD • Lineberger Comprehensive Cancer Center,
University of North Carolina School of Medicine, Chapel Hill, NC

LARRY WONG, BS • Department of Urology, Feinberg School of Medicine,
Northwestern University, Chicago, IL

DAQING WU, PhD • Molecular Urology and Therapeutics Program, Department
of Urology, Emory University School of Medicine, Atlanta, GA

YUN XING, PhD • Departments of Biomedical Engineering, Chemistry, Hematology
and Oncology, and the Winship Cancer Institute, Emory University
and Georgia Institute of Technology, Atlanta, GA

JIANFENG XU, MD, DrPh • Center for Human Genomics, Wake Forest University
School of Medicine, Winston-Salem, NC

SRINIVASAN YEGNASUBRAMANIAN, MD, PhD • Sidney Kimmel Comprehensive
Cancer Center, Johns Hopkins Brady Urological Institute, Baltimore, MD

Contributors xxi



Xenograft Models of Human Prostate Cancer 3

3

From: Contemporary Cancer Research: Prostate Cancer:
Biology, Genetics, and the New Therapeutics, Second Edition

Edited by: L. W. K. Chung, W. B. Isaacs, and J. W. Simons © Humana Press Inc., Totowa, NJ

1
Xenograft Models of Human Prostate Cancer

Eva Corey and Robert L. Vessella

Summary

Prostate cancer (CaP) is the second-leading cause of cancer deaths among men in the Western world.
Understanding the biology of CaP is essential to the development of novel therapeutic strategies. To do this
effectively, researchers need access to cell lines, animal models, and biospecimens. Ideally, these should reflect
characteristics of the disease from early diagnosis through the period of androgen-independent metastases.
However, the biology of CaP is extraordinarily complex. The primary tumors are heterogeneous and multifocal.
They almost uniformly produce a number of biomarkers, such as prostate-specific antigen, prostate acid phos-
phatase, human kallikrein 2, prostate-specific membrane antigen, and prostate stem cell antigen. The tumors are
characteristically androgen dependent, and respond favorably to androgen ablation for a variable period, after
which time, they progress to an androgen refractory state, wherein the low androgen levels are no longer growth
inhibitory. Progression also involves metastases, primarily to the lymph nodes and bone. Unlike other epithelial
tumors that metastasize to bone, CaP results in a notoriously osteoblastic response characterized by the formation
of new bone. Thus, CaP presents to the investigator a very dynamic, biologically diverse set of characteristics
during its course from early disease to bone metastases. Unfortunately, no single model mimics all of the features
of human CaP, but by using a combination of models, nearly all of the biological characteristics can be studied
to some degree.

In this chapter, we review the various xenograft models of human CaP that are available for study. We look
at the method of generating xenografts, including the host strains and sites of implantation. We report on the
models that are best suited for the study of progression from androgen dependence to androgen independence.
Unfortunately, spontaneous metastases to bone resulting in an osteoblastic response are an extremely rare event
in these models, but several methods that attempt to circumvent this limitation are reviewed. Overall, several
examples that demonstrate the wealth of new knowledge being provided by use of these preclinical human CaP
xenograft models are provided throughout the chapter.

Key Words: Androgen ablation; androgen independence; bone metastases; metastases; models; prostate
cancer; xenografts.

1. INTRODUCTION

Prostate cancer (CaP) is the second-leading cause of cancer deaths among men in the Western
world. In 2004, approx 230,000 men were diagnosed and 30,000 men died from advanced disease.
Understanding the biology of CaP is essential to the development of novel therapeutic strategies. To
do this effectively, researchers need access to cell lines, animal models, and biospecimens. Ideally,
these should reflect characteristics of the disease from early diagnosis through the period of andro-
gen-independent metastases.

In general, CaP presents as a multifocal primary tumor with various degrees of aggressiveness, as
scored by the Gleason grading system. The primary tumors, being derived from prostate epithelial
cells, produce prostate-specific antigen (PSA; also referred to as human kallikrein 3), along with an
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assortment of other CaP-associated antigens, such as prostate-specific membrane antigen, prostatic
acid phosphatase, human kallikrein 2, and prostate stem cell antigen. These tumors are androgen
dependent, or at least androgen responsive, with growth regulated in part by the androgen receptor,
which may be mutated either in the primary tumor or during the course of disease progression. If
treatment of the primary tumor is not curative, androgen ablation becomes the treatment of choice,
with chemotherapy often supplementing this course of action. Most frequently, the tumors show a
significant response to androgen ablation with a decrease in tumor volume and serum PSA levels.
However, during a period ranging from months to years, the tumors progress to an androgen-inde-
pendent state through a process that is still poorly understood. The appearance of androgen indepen-
dence is first revealed by an increasing serum level of PSA, followed by resumption of tumor growth.
Generally, androgen independence is associated with disseminated disease. Metastases are present in
the lymph nodes and skeleton in nearly 100% of men who experience progressive disease. The pro-
clivity for metastasis to bone is a hallmark of CaP. Moreover, unlike nearly all other tumors that
metastasize to bone, CaP growth in bone causes a perturbation of normal bone remodeling that results
in new bone formation, the characteristic osteoblastic response, whereas other tumor metastases to
bone result primarily in resorption of bone (osteolytic response). CaP bone metastases result in sig-
nificant pain and morbidity before expiration of the patient. Thus, CaP presents to the investigator a
very dynamic, biologically diverse set of characteristics during its course from early disease to bone
metastases. Unfortunately, no single model mimics all of the features of human CaP, but, by using a
combination of models, nearly all of the biological characteristics can be studied to some degree.

In recent years, a number of excellent reviews have detailed the available cell lines and animal
models being used for the study of CaP (1–7). Among the most recent and comprehensive of these
was the two-part series by Sorbel and Sadar (6,7), which is complemented by a website that provides
extensive histories and details of in vitro and in vivo CaP cell lines (http://www.CaPCellLines.com).
Because of the availability of this recent series, this chapter will not focus extensively on a compen-
dium of available in vitro cell lines, but will emphasize key characteristics of a range of xenograft
lines and present a synopsis of the multiple CaP xenograft lines developed by our laboratory. In
addition, we will specifically highlight some methodological considerations, as well as the use of
selected xenograft models for studies of metastasis and progression to androgen independence.

2. METHODS OF GENERATING XENOGRAFTS

2.1. Choice of Host

2.1.1. Balb/C Nu/Nu
There is a limited series of immune-compromised mice suitable for xenotransplantation of human

cancer tissue or cell lines. Isaacson and Cattanach, in 1962, were the first to report on a mutant mouse
(BALB/c Nu/nu) suitable for this purpose (8). The mutation is referred to as Foxn1. Because these
mice lacked a functional thymus (they are generally referred to as athymic mice), they had a deficient
cell-mediated immune response (9). In these mice, the humoral antibody response system is only
partially impaired and natural killer cell activity is slightly increased. For the most part, these mice
readily accept subcutaneous grafts of human tumors, but there are exceptions, and primary CaP is one
of these. To enhance the take rate of CaP in athymic mice, co-injection of a reconstituted basement
membrane product (Matrigel) with the tumor cells or pieces of tumor, or supplementation with
testosterone or dihydrotestosterone to intact hosts were used. However, Van Weerden and Romijn, in
their review of the Rotterdam experience, did not observe any enhancement in tumor take rate with
these hormonal manipulations (1). The BALB/c Nu/nu mouse remains the most common host for
xenotransplantation of human tumors. The take rate of immortalized cell lines in athymic mice
ranges from 50 to 100%. Although the take rate of tumor implants from radical prostatectomy speci-
mens is probably less than 5% overall, in our experience, the take rate of tumors from metastatic sites
is approx 25 to 30% initially, and 20% for long-term serial passage.
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2.1.2. NMRI/Nu
The NMRI/Nu immune-compromised mouse strain was developed by the Naval Marine Research

Institute (Bethesda, MD) and was first described by Festing in 1968 (10). These mice also have the
Foxn1 mutation and are similar in phenotype to the BALB/c Nu/nu mice, that is, the NMRI/Nu mice
are athymic and lack hair. Wagner was the first to report an enhanced xenotransplantation take rate in
these mice (11). Eventually the Rotterdam group converted from the BALB/c Nu/nu mouse strain to
the NMRI/Nu strain and observed an increased take rate of CaP tumors, but no specific side-by-side
comparisons were made. They noted that tumors established in the NMRI/Nu mice were readily
transplanted into the BALB/c Nu/nu strains, therefore, if there was an advantage, it probably was in
the initial growth of the tumor. It is well-accepted that the Foxn1 mutation does affect the take rate of
cell lines and tissues in mice of different backgrounds. The NMRI/Nu mice are relatively susceptible
to transplantation-induced sarcomas and lymphomas, making histological monitoring of the
xenografts an important aspect of maintenance. Perhaps for this reason, the strain has not gained
significant popularity in the United States.

2.1.3. Severely Combined Immune Deficient
The severely combined immune deficient (SCID) mutant mouse was first described by Bosma et

al. in 1983 (12). The spontaneous mutation was noted in a colony of specific pathogen-free mice
during routine analysis of serum immunoglobulin isotypes. The mice were significantly
hypogammaglobulinemic. The trait was found to be heritable and under the control of a recessive
gene. Additional work led to the establishment of a colony of specific pathogen-free mice that were
homozygous for the defective gene and designated C.B-17scid. These mice are deficient for both
T- and B-lymphocytes. The authors noted that, on occasion, the mice did produce a single immuno-
globulin subtype, and a few developed a T-cell lymphoma. The mice were immediately recognized as
valuable models for lymphoid differentiation as well as immune and hematological disorders (13). A
few clones of antigen receptor-positive B and T-lymphocytes do appear in a variable proportion
(2–25%) of young adult SCID mice and in virtually all old SCID mice; thus, they have been desig-
nated as having a “leaky” phenotype (14,15).

2.1.4. RAG and NOD/SCID
Primarily because of the “leaky” phenotype associated with the SCID mice, a small number of

new immune-deficient mice have been developed for human immune system reconstitution studies.
These mice have also been used by a few investigators for xenograft studies. The RAG knockout
mice completely lack functional B- and T-cells and do not display a leaky phenotype (16). Because
NK cells are present in SCID mice, efforts were made to develop double-mutant mice for the SCID
mutation and NK cell deficiency (17). These mice are referred to as “SCID beige.” Finally, a rela-
tively popular mouse for the study of human hematopoiesis, and on occasion for xenotransplantation,
is the non-obese diabetic SCID (NOD/SCID) mouse (18).

2.2. Implantation Site

2.2.1. Subcutaneous Implantation
The subcutaneous implantation of cells or pieces of tissue in the flank or shoulder is by far the

most common method of xenotransplantation. For cell lines (such as LNCaP) that are not tumori-
genic, most investigators have relied on co-injection with Matrigel to induce tumor formation.
Implantation of tumor bits often does not require Matrigel, but some investigators make it a common
practice to dip tissue in Matrigel before implantation (19,20). The advantages of subcutaneous
implantation are the ease in implantation, monitoring early growth by palpation, and monitoring later
growth with calipers.

For many studies, the ability to measure tumor growth directly is an advantage even with tumors
that also produce PSA.
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2.2.2. Orthotopic Implantation
Orthotopic implantation is a more challenging surgical procedure than subcutaneous implanta-

tion, but it is widely thought to be the ideal implantation site for many human cancers, because it
mimics the originating environment of the tumor. For example, Fidler et al. (21) noted that the subcu-
taneous microenvironment for human visceral tumors is quite different than their “home” environ-
ment, and that this may explain both the paucity of metastases that evolve from subcutaneous implants
and the altered drug response. The majority of investigators inject a CaP cell suspension into the
orthotopic site. We favor the use of PSA-producing xenografts to enable monitoring of take rate and
growth. Without using PSA as a surrogate marker of growth, xenografts can easily exceed the 10%
maximum tumor burden recommended by the National Institutes of Health (NIH) guidelines for
animal care. An advantage of orthotopic implantation is the generation of spontaneous microscopic
metastases, which are only rarely observed with subcutaneous tumors. We have used a modified
approach of orthotopic implantation followed by a “prostatectomy” in an effort to achieve a more
reproducible metastatic model (see Subheading 5.).

2.2.3. Sub-Renal Capsule Implantation
The sub-renal capsule is a highly vascularized site that was first proposed for tissue implantation

by Bogden (22). It has not been used frequently for generation of CaP xenografts or for biological
studies, although Wang et al. (23) have recently demonstrated the attractiveness of this site for both
benign and malignant prostate xenotransplantation. This group achieved high take rates of both tissue
types and performed a three-way comparison among subcutaneous, orthotopic, and sub-renal cap-
sule implantation sites. They found that sub-renal capsule implantation resulted in the highest take
rate (>90%), whereas orthotopic implantation gave the best histopathological differentiation. The
high take rates in the sub-renal capsule were achieved with testosterone supplementation. This study
was limited to initial take rates and no attempts to establish long-term xenografts were reported. We
have also tried to use the sub-renal capsule site for implantation of CaP bone metastases acquired
from our rapid autopsy program. However, because of the sharp edges of these tissue fragments, we
have found it very difficult to perform the implantation without damage to the capsule or kidney. We
have performed approx 12 implantations but have not achieved any tumor takes. However, some of
these tissue fragments are so osteoblastic that there is probably more bone than CaP cells in the
fragment, and this could explain the lack of tumor growth.

In summary, the investigator has many options for the choice of host and the site of implantation.
By far the most common choice for xenotransplantation is the BALB/c Nu/nu mouse, with the SCID
mouse chosen frequently for more-specialized studies of metastases or for cell lines that are difficult
to work with. Although we have not performed detailed side-by-side comparisons, our data show that
some of our more difficult xenografts grow better in SCID than in BALB/c Nu/nu mice, although the
take rate of the initial clinical tumor implant does not seem significantly different. Moreover, our
studies of metastases seem to be more productive in SCID mice. As presented subsequently, this is
especially true when we use intratibial injections for the study of CaP/bone interactions. Similarly,
the SCID-hu model using human fetal bone implantation, as developed by the Cher laboratory for the
study of CaP bone metastasis, has become a widely accepted model (24). Unfortunately, none of the
available hosts are highly suitable for long-term growth of tumor implants from radical prostatecto-
mies. Of the three sites for implantation, subcutaneous, orthotopic, and sub-renal capsule, the subcu-
taneous site is most often selected. However, both the orthotopic and sub-renal capsule sites can offer
distinct advantages in certain situations.

2.3. Sources of Cells and Tissues for Generating CaP Xenografts
It has long been recognized that xenografts can be readily generated from a multitude of tumori-

genic CaP cell lines maintained in vitro (see http://www.CaPCellLines.com). Sometimes
nontumorigenic cell lines, such as LNCaP, can be induced to produce a xenograft if co-injected with
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Matrigel. The biological characteristics of these tumors typically reflect those of the originating cell
line. In some respects, this may be considered a limitation, in that the cell lines had undergone selec-
tion pressures from years of in vitro culture and are homogeneous in cell type. For this reason, vari-
ous groups have begun to establish CaP xenografts directly from the subcutaneous implantation of
CaP tissue. The Experimental Urology Research Group of the Department of Urology of Erasmus
University Rotterdam, headed by Professor Schroder, was the first to report successful generation of
a transplantable human CaP xenograft, designated PC-82 (25). Interestingly, only 2 of their next 150
attempts were successful in generating stable xenograft lines. Their persistence ultimately led to the
development of a further 10 lines (1). Unfortunately, this highly successful program was unable to
continue its efforts beyond the mid 1990s. However, by that time, several other programs, including
ours, with similar goals were underway, including ours.

As previously mentioned, long-term CaP xenografts can also be generated, albeit at a frequency of
approx 5%, from primary tumors obtained at radical prostatectomy (e.g., CWR22) (26). In a few
instances, CaP xenografts have been derived from tissue fragments generated during a transurethral
resection of the prostate (e.g., LuCaP 96, Table 1). Clearly, most successes have been achieved from
the implantation of metastatic tissue. These tissues, for instance, involved lymph nodes, are obtained
most frequently after incidental discovery during a radical prostatectomy. On occasion, they may be
the target of direct surgical intervention (27). Because standard autopsies are generally not compat-
ible with acquisition of viable tissue, we implemented a rapid autopsy procedure wherein metastatic
tissue is obtained within a few hours of death. This procedure is also being used at the University of
Michigan and Johns Hopkins University. In addition to being invaluable sources of tumor for implan-
tation, the metastases are critical for biological investigations of advanced disease (28). In our expe-
rience, metastatic samples acquired at autopsies have original take rates of approx 30%, with an
overall success rate in establishing long-term xenografts of approx 20%. In general, xenografts
derived from tumor implants and maintained by serial passage are more heterogeneous than those
established from cell lines. Although this can result in a more varied take rate, growth rate and
response to a given treatment (see Subheading 4.4.), it is probably more representative of the type of
disease seen clinically. Interestingly, the difficulty in establishing in vitro cell lines from primary
tumors obtained at radical prostatectomy is recapitulated in similar attempts to establish in vitro cell
lines from long-term xenografts. Contrary to expectation, xenografts established from tissue implants
are not more easily adapted to tissue culture.

3. CAP XENOGRAFTS MOST FREQUENTLY USED AND NEWLY DERIVED
XENOGRAFTS

As previously mentioned, several reviews have provided detailed lists of CaP xenografts derived
from cell lines as well as those generated directly from tissue implants. Here, we discuss briefly a few
of the xenografts that are most often used in studies of CaP, along with some newly described
xenografts, with a brief synopsis of their characteristics (Table 1) (26,27,29–49). These CaP
xenografts individually portray many of the characteristics found in the human disease. Some are
ideal for studies of progression to androgen independence, whereas others are favored for induction
of the osteoblastic response in bone, and still others possess a neuroendocrine phenotype. All of the
xenografts in the LuCaP series are maintained by serial passage, because they do not grow in tissue
culture. It is important to recognize that CaP does not present itself clinically as a disease with limited,
defined characteristics. In fact, it is notoriously heterogeneous in histology, growth, biomarker
expression, and response to therapy. It is necessary for the scientific community to derive xenografts
and cell lines that portray this vast diversity. Thus, investigators interested in modeling CaP need to
determine which of the xenografts and/or cell lines have the characteristics that will best answer the
question at hand. We have often provided investigators with an assortment of slides for immunohis-
tology or DNA/RNA from our LuCaP series, so they can determine which xenograft may be best
used for their particular studies. One is encouraged to make use of this wide assortment of resources
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Table 1
Most Commonly Used Models of Human Prostate Cancer

In vitro Androgen AR
Xenograft cell line Origin  growth PSA sensitivity expression Reference

LNCaP Lymph node metastasis + + + + (29)
C4 LNCaP + + – + (30,31)
C4-2 C4 + + – + (30,31)
C4-2B C4-2 + + – + (32)
PC-3 Skull metastasis + – – – (33)
DU 145 Brain metastasis + – – – (34)
MDA Pca 2a Bone metastasis + + + + (35)
MDA Pca 2b Bone metastasis + + + + (35)
MDA Pca 2b HR MDA Pca2b + + – + (36)
CWR 22 Primary tumor + + + + (37)
CWR 22R CWR 22 + + – + (26)
CWR 22 2Rv1 CWR 22 R + + – + (38)
VCaP Vertebrae metastasis + + + + (39)
DuCaP Dura metastasis + + + + (40)
ARCaP Ascites fluid + + + + (41)
TEN12 Primary tumor nd + + + (42)
TEN12F TEN12 nd + – + (42)
TEN12C TEN12 nd + – + (42)
HH870 Primary tumor + – – – (43)
BM18 Bone metastasis nd + + + (44)
LAPC-4 Lymph node metatasis + + + + (45)
LACP-4 (squared) LAPC-4 + + – + (46)
LAPC-9 Bone metastasis – + + + (47)
LuCaP 23.1 Lymph node metatasis – + + + (48)
LuCaP 23.1 AI LuCaP 23.1 – + + + (48)
LuCaP 23.8 Lymph node metatasis – + + + (48)
LuCaP 23.12 Liver metastasis – + + + (48)
LuCaP 35 Lymph node metatasis – + + + (27)
LuCaP 35V LuCaP 35 – + – + (27)
LuCaP 49 Omental fat metastasis – – – – (49)
LuCaP 58 Lymph node metatasis – + + +
LuCaP 69 Bowel metastasis – + + +
LuCaP 70 Liver metastasis – + nd +
LuCaP 73 Primary tumor – + + +
LuCaP 77 Femur metastasis – + + +
LuCaP 78 Lymph node metastasis – + nd +
LuCaP 81 Lymph node metastasis – + nd +
LuCaP 86.2 Bladder metastasis – + nd +
LuCaP 93 Primary tumor – – – –
LuCaP 96 Primary tumor – + + +
LuCaP 96 AI LuCaP 96 – + – +
LuCaP 105 Rib metastasis – + nd +
LuCaP 115 Lymph node metastasis – + nd +

PSA, prostate-specific antigen; AR, androgen receptor; nd, not determined.

from investigators worldwide and not to rely exclusively on the few cell lines and xenografts that
have been available for decades, unless they have been proven in screening tests to have the best
characteristics for the contemplated studies.
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4. PROGRESSION TO ANDROGEN INDEPENDENCE

The process by which CaP progresses from an androgen-dependent to androgen-independent state
is complex and confounding. Although the need to model this progression is urgent, there are, unfor-
tunately, only a few xenograft models that successfully mimic the process as it occurs in man. Clearly,
defining ideal characteristics of suitable xenografts is somewhat arbitrary. In our laboratory, we strive
for the following: a wild-type androgen receptor, and, after castration, a significant drop in tumor
volume and in PSA serum levels (preferably to levels that are undetectable or nearly so), with an
increase in PSA levels preceding separate evidence of tumor regrowth.

4.1. LNCaP and PC-346
For many years, LNCaP and PC-346 were the only xenografts available for progression studies

(50–52). LNCaP produces PSA but has a mutated androgen receptor. This mutation results in a pro-
miscuous androgen receptor that can bind to other steroids (53). PC-346 also produces PSA and has
a wild-type androgen receptor. Although both lines are androgen sensitive, they are not androgen
dependent; androgen withdrawal generally resulted in no more than a 10% reduction in tumor vol-
ume, although, with PC-346, occasional exceptions were noted in which the tumor volume decrease
was more pronounced in some animals, suggesting a heterogeneous tumor cell population in the
xenograft. With LNCaP and PC-346 xenografts, significant but transient decreases in PSA produc-
tion were observed after castration. Tumors of LNCaP and PC-346 classically seemed to stabilize
their growth after castration and then reestablish a rapid growth pattern during a period of approx 5 to
6 wk. However, some investigators have not observed a pause in growth after castration. There has
been some variation in LNCaP response to castration because the LNCaP cell line does differ slightly
between laboratories, probably because of drift during the long period of in vitro maintenance.
Androgen-independent variants of LNCaP have been established and are designated C4-2, C4-2B,
and CL1 (31,54–56).

4.2. CWR22
CWR22, a CaP xenograft developed in the Pretlow laboratory from a primary CaP (26,37,57),

shows the desired response to castration in animal models. With this xenograft, PSA and tumor vol-
ume drop significantly after castration. PSA levels begin to rise 2 to 7 months thereafter and tumor
growth resumes in 3 to 10 months after androgen withdrawal. Relapsed tumors have been serially
passaged in mice and are referred to as CWR22R. Both the CWR22 and CWR22R lines have a
mutated androgen receptor, which is activated by testosterone and dihydrotestosterone, as well as by
the adrenal androgen dehydroepiandrosterone, estradiol, progesterone, and the antiandrogen
hydroxyflutamide (2,7,58). Because a mutated androgen receptor is found in a minority of advanced
CaP cases, such promiscuous activity, as also noted in LNCaP, raises concerns regarding whether
mechanisms of progression with these xenografts would be reflective of the processes observed in
most patients with advanced disease.

4.3. LAPC-4 and LAPC-9
LAPC-4, derived from a lymph node, and LAPC-9, derived from a bone metastasis, are two lines

developed by the University of California, Los Angeles group under the direction of Charles Sawyers
(45,47). Both xenografts produce PSA and show the desired pattern of significantly decreased PSA
and tumor volume after castration, with restoration of PSA and tumor growth over time. Importantly,
both of the xenografts express the wild-type androgen receptor. These characteristics make these
xenografts good models to study changes associated with development of androgen-independent dis-
ease. Both of these xenografts have been used to show involvement of insulin-like growth factor
(IGF) signaling in progression to androgen independence (59).
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4.4. The LuCaP Series
Our laboratory has been deriving CaP xenografts since approx 1990. Here, we present a few

examples of our studies of responses to androgen ablation and progression to androgen independence.
The first set of our xenografts for which we evaluated the response to androgen withdrawal was

the LuCaP 23 series (48). Three sublines (23.1, 23.8, and 23.12) of CaP xenografts were established
from different metastases of one patient. LuCaP 23.1, which originated from a lymph node metasta-
sis, expresses wild-type androgen receptor and secretes high levels of PSA. This xenograft closely
mimics the situation in patients after castration, exhibiting a high heterogeneity of response (Fig. 1).
Some of the tumors regressed after androgen withdrawal, whereas the growth of other tumors was
inhibited only briefly. From the recurrent LuCaP 23.1, we have established LuCaP 23.1AI, which is
androgen independent and is maintained in castrated mice. Another of our xenografts that can show
either an androgen-dependent or androgen-sensitive response to castration is LuCaP 35 (60). This
xenograft was derived from an androgen-independent left inguinal lymph node metastasis in a patient
who had undergone hormonal ablation treatments with diethylstilbestrol, orchiectomy, and flutamide.
It has the wild-type androgen receptor and deletions in chromosome 8p. It is also PTEN RNA-nega-
tive (61). After castration, LuCaP 35 gives the response desired for progression to androgen indepen-

Fig. 1. LuCaP 23.1: response to castration. (A) Serum prostate-specific antigen (PSA). LuCaP 23.12
xenografts were subdivided into prolonged (<50 days; �), partial (between 20 and 50 days; �) and minimal
(<20 days; �) response to castration. (B) Tumor volume responses to castration in the same animals from (A).
Animals are categorized by PSA response. (Adapted with permission from ref. 48).
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dence. Initially, PSA serum levels fall to nearly undetectable levels. Subsequently, as illustrated in
Fig. 2, tumor volume drops dramatically during a 50-day period. At approximately day 70 to 90 after
castration, PSA serum levels begin to rise, followed by measurable increases in tumor volume at
approx 100 days. About 70% of LuCaP 35 xenografts exhibited androgen-independent regrowth. The
androgen-independent LuCaP 35 xenografts were transplanted into castrated SCID mice, and this led
to establishment of the androgen-independent variant designated LuCaP 35V. LuCaP 35V is main-
tained in castrated SCID male mice. Interestingly, the levels of androgen receptor are increased in
LuCaP 35V in comparison with androgen-sensitive LuCaP 35 (27,62).

As indicated, we have derived several xenografts that are androgen dependent or androgen sensi-
tive (Table 1). The response of several of these xenografts to androgen ablation is shown in Fig. 3.
These xenografts show a wide spectrum of responses to castration. Again, this is similar to the range
of responses seen in men, where some tumors respond for only a few weeks whereas others respond
for years.

Several xenografts derived by us and others from androgen-independent clinical specimens revert
to an androgen-dependent/sensitive phenotype when implanted into intact mice. Similarly, LuCaP
35V, when reimplanted into intact mice, reverts to the LuCaP 35 androgen-sensitive phenotype. This
implies that the androgen-dependent phenotype is the preferred growth state when androgens are
present.

Although space does not permit further discussion here, important studies with CaP xenografts are
underway to evaluate mechanisms of response to castration and development of androgen indepen-

Fig. 2. LuCaP 35: response to castration. (A) LuCaP 35 was implanted subcutaneously in intact male mice,
which were castrated when tumor volumes reached approx 200 mm3. The tumor volume of each individual
animal is plotted. LuCaP 35 regressed to nonpalpable tumors in nearly all animals by day 30 to 50. Tumors
remained dormant for a period of up to 50 days, at which point they began to regrow in the androgen-free
environment. (Adapted with permission from ref. 60).
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Fig. 3. The response to castration (day 0) of three of our new androgen dependent/sensitive xenografts
(LuCaP 69, LuCaP 73, and LuCaP 77) in comparison with LuCaP 49, which is an androgen-independent, neu-
roendocrine xenograft. Note the differences in tumor volume and prostate-specific antigen (PSA) serum level
responses among the three responsive xenografts. LuCaP 69 is the most androgen dependent, with a dramatic
drop in tumor volume and PSA serum levels for a period of at least 50 days after castration. LuCaP 73 shows a
decrease in tumor growth rate but the tumor volume does not decrease, whereas PSA serum levels drop appre-
ciably for a few weeks before rising again.
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Fig. 4. Normalized mean prostate-specific antigen (PSA) serum levels of intermittent androgen suppression
(IAS) vs castrated (CAS) animals (censored data). Normalized mean PSA serum levels are expressed as a
percent of serum levels at time of orchiectomy (week 0). “On” androgens signifies when animals are receiving
exogenous testosterone via testosterone propionate subcutaneous pellets. (Adapted with permission from ref. 70).

dence. The availability of multiple models with different characteristics should enable researchers to
identify key factors associated with response to castration and development of androgen indepen-
dence. A number of studies have been published using gene expression array profiling before and
at multiple points after castration through the timeframe leading to the androgen-independent state
(63–66). Likewise, several of our xenografts are the focus of such studies (67). These studies yield
many genes/factors potentially involved in this progression. Further confirmation of altered expres-
sion and subsequent experiments to validate the roles of these genes/factors in development of andro-
gen independence are still needed.

Finally, we would like to briefly revisit a study we performed a few years ago that illustrated the
concept of androgen intermittent therapy or intermittent androgen suppression (IAS). In the past,
androgen ablation was an all-or-none treatment modality imposed either by surgical or by pharma-
ceutical castration. IAS is a modified approach, promoted initially by Akakura et al. (50), who
hypothesized that keeping most of the tumor cells androgen dependent and responsive to androgen
ablation would confine overall tumor growth, yield at least equivalent survival, and provide quality-
of-life benefits to the patient. This is accomplished by alternating androgen-ablation treatment peri-
ods with periods of no treatment, using PSA as a valuable surrogate marker of tumor response (68,69).
We modeled this process with our CaP xenograft, LuCaP 23.12 (Fig. 4). Indeed, as hypothesized,
Kaplan–Meier log rank analysis of survival showed equivalent survival between IAS and standard
castration-induced androgen ablation. Recently, several investigative groups have reported favorable
clinical findings using the IAS approach (71–74).

5. METASTASIS

Patients with advanced CaP experience metastases, for which there is currently no curative treat-
ment. The process of tumor metastasis is highly specific and consists of multiple steps. To metasta-
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size successfully, the tumor cells must complete all steps of the process: initial transformation
and growth, local invasion, survival of immune defense, adhesion to the secondary site, establish-
ment of micrometastases and growth at secondary sites. The mechanisms involved in dissemination
of tumor cells and establishment of metastases at secondary sites are not yet understood. Ideally,
animal models of metastasis would parallel the human disease, but it has proven to be very difficult to
develop models of spontaneous CaP metastasis that mimic human CaP in all aspects. To improve our
understanding of CaP metastases and develop new treatment strategies, better animal models of
human CaP demonstrating spontaneous metastasis from the orthotopic site are still needed.

The main sites of metastases of CaP are lymph nodes, bone, and lungs. Researchers have used
available xenografts (Table 1) to generate lymph node and lung metastases, with varying results, but
with very limited success in generating bone metastases. The following section is an overview of
various approaches of generating spontaneous non-osseous and osseous metastases and experimental
metastases with the most common CaP cells lines and the CaP xenografts developed in our laboratory.

5.1. Non-Osseous Metastasis Models
Standard procedures of growing xenografts have been used in attempts to generate spontaneous

CaP metastases, and it has been found that, generally, metastasis from subcutaneous human CaP
xenografts occurs very infrequently (75). Implantation of CaP cells into the prostate (orthotopic site)
in mice has been used with more success, and has resulted in lymph node and lung metastases.

5.1.1. LNCaP Xenografts
Sato et al. (76) reported on generation of LNCaP lymph node metastases in 100% of animals and

microscopic lung metastases in 40% of animals, using orthotopic injection of LNCaP cells. Metasta-
ses from LNCaP orthotopic tumors were also reported by Rembrink et al. (77) and Stephenson et al.
(78). Pettaway et al. (79) also used orthotopic implantation of LNCaP cells in athymic mice to develop
LNCaP sublines with increased metastatic potential; lymph node metastases were harvested and cells
were re-injected into the prostate. This process was repeated three to five times. After implantation
into the prostate, LNCaP-LN3 cells produced a higher incidence of regional lymph node metastases
than LNCaP-Pro5 or LNCaP cells.

Recently, Scatena et al. (80) reported on generation of metastases from LNCaP-luc-M6 orthotopic
and subcutaneous tumors using SCID-beige mice. In this study, sensitive luminescence imaging was
used to detect the metastases. Primary tumors were shielded for this purpose. Lung metastases were
detected as early as 7 weeks in 2 of 10 animals, and, at sacrifice, 10 of 10 of animals had lung
metastases and 7 of 10 animals had rib metastases. Histology confirmed lung metastases but not rib
metastases.

A different approach to generating metastases of LNCaP cells was used by Wang et al. (81). In this
study, pieces of LNCaP xenografts grown subcutaneously were used for orthotopic implantation into
the ventral lateral lobes of the prostate. The authors used this approach to minimize the possibility
that lymph node metastases would be generated from leakage of the cells during injection rather than
by a true metastatic process. With this approach, 61% of the animals had lymph node metastases and
44% had lung metastases.

5.1.2. PC-3 Xenografts
PC-3 CaP cells have been used extensively to generate metastases and develop cells with increased

metastatic potential. Injection of PC-3 (79,82) via the tail vein has led to the establishment of lymph
node metastases. Generation of lymph node metastases from PC-3 orthotopic tumors was also
reported by Stephenson et al. (78) and Rembrink et al. (77). Rubio et al. (83,84) used intramuscular
injection of PC-3 cells, resulting in metastases in animals. Pettaway et al. (79) used PC-3 cells in an
attempt to generate sublines of these cells that were more metastatic, parallel to their work with
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LNCaP. PC-3M cells were injected orthotopically into athymic mice, lymph node metastases were
harvested, and cells were re-injected into the prostate. These experiments yielded PC-3M-Pro4 and
PC-3M-LN4. PC-3M-LN4, harvested from a lymph node metastasis, produced more lymph node and
bone metastases then cells harvested from prostate PC-3M-Pro4 or parental PC-3M cells.

An et al. (85) developed a microsurgical procedure of orthotopic implantation of histologically
intact pieces of tumor in SCID mice, to generate reproducible and reliable models of spontaneous
metastases of CaP in animals. Intact tissue of the human CaP cell line, PC-3, harvested from a subcu-
taneous tumor in an athymic mouse, was implanted into the ventral lateral lobes of the prostate gland.
A high frequency of lymph node and lung metastasis was noted on histological examination. This
was the first report in the literature of the generation of widespread lung metastases after orthotopic
implantation of PC-3 cells. In contrast to orthotopic injection of cell suspensions, no multiple meta-
static cell selection was necessary to increase the metastatic potential of PC-3. The authors specu-
lated that the stromal tissue architecture maintained in the implanted tumors was important for
metastatic potential.

Technical progress has permitted new methodologies to be developed to facilitate detection and
quantitative measurements of metastatic spread. This issue is of special importance because the ma-
jority of spontaneous metastases of CaP are microscopic. Yang et al. (86) used bits of green fluores-
cent protein-labeled PC-3 tumors that had been implanted orthotopically in nude mice. Metastases
were detected in various organs, including liver, lung, kidney, pleural membrane, and adrenal gland.
Interestingly, this approach resulted in skeletal micrometastases as well. Luciferase-labeled PC-3
cells grown intramuscularly were also used to monitor trafficking of these cells to lymph nodes (83).

5.1.3. LuCaP 23.8 and LuCaP 35
We have described another model of generating CaP metastases, using the LuCaP 23.8 (48) and

LuCaP 35 (27) CaP xenografts (60). In our efforts to characterize the metastatic potential of xenografts
established in our laboratory, we observed small but visible metastases in pelvic lymph nodes of
nearly half of the animals harboring various CaP xenografts, along with microscopic lung metastases.
We wondered whether the lack of overt metastases in other organs was caused by poor dissemination,
poor growth at metastatic sites, or an inadequate period for growth before sacrifice. We addressed
this issue by removal of orthotopic tumors after they reached moderate size (250–500 mm3) to allow
time for metastases to grow. The procedure is illustrated in Fig. 5. When we used this procedure, 71%
of the LuCaP 23.8 animals and 100% of the LuCaP 35 animals had lymph node metastases. Lymph
node metastases were macroscopic, and immunohistochemistry confirmed the prostatic origin of
metastases. Seventy-one percent of the LuCaP 23.8 animals and 90% of the LuCaP 35 animals had
lung metastases.

In summary, LNCaP, PC-3, and other prostate cells can be used to generate non-osseous metasta-
ses, including metastases in lymph nodes and lungs. The challenge of using these models to study
mechanisms of metastasis or test new treatment modalities is still in the detection of metastases,
which is labor intensive and time consuming. Using new imaging technologies with fluorescent or
bioluminescent labeling will help to make evaluation of metastatic spread and effectiveness of new
therapeutics more efficient.

5.2. Osseous Metastasis Model
Bone is a very common site of CaP metastasis (28,87,88), and bone metastases are responsible for

most of the morbidity associated with the advanced disease. In contrast with bone metastases of
breast cancer and myeloma, which are mainly osteolytic, a high percentage of CaP metastases exhibit
the radiographic appearance of osteoblastic lesions (89). Histomorphometric studies of CaP bone
metastases have shown that some of the sclerotic lesions are actually mixed in nature, with increased
activities of both osteoblasts and osteoclasts (90,91).
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Fig. 5. Scheme of implantation and removal of orthotopic prostate cancer (CaP) tumors. Tumor bits of CaP
xenografts were implanted into the coagulating gland (A). After tumors reached a size of 250 to 500 mm3, the
animals underwent a second surgery. Tumor and associated seminal vesicle were ligated and removed (B). SV,
seminal vesicle; VD, vas deferens; U, ureter; B, bladder; AG, ampullary gland; CG, coagulating gland. (Adapted
with permission from ref. 60).

To represent a good model of the human disease, animal models of CaP bone metastasis should
exhibit two major characteristics: metastasis to bone, and osteoblastic response in the bone. However,
unlike the human disease, human CaP xenograft models rarely metastasize spontaneously to bone
from the orthotopic site of primary tumor growth, and, in the few instances in which this has been
noted, they did not yield osteoblastic lesions. Although much effort has been spent on the
establishment of new CaP xenografts that spontaneously metastasize to bone yielding an osteoblastic
reaction, none exists that is reasonably reproducible and at a sufficient frequency to be experimentally
useful. Therefore, to study the biology of CaP bone metastases and test new treatment modalities,
experimentally induced metastatic models have been used as alternatives. The most commonly used
alternatives are intravenous or intracardiac injection of tumor cells, and direct injection of cells
into bone.
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5.2.1. Intravenous and Cardiac Injection
Shevrin et al. (82) used an injection of the CaP cell line PC-3 into the tail veins of athymic mice

while the inferior vena cava was occluded. This technique diverted cells into the vertebral venous
plexus. Bone lesions developed in 3 of 16 experimental mice. Two tumor sublines were established
from explant cultures of bone lesions, and re-injection of these cells into the tail vein resulted in bone
metastasis in 19 of 36 animals. The main sites of bone metastasis were lumbar vertebrae, pelvis, and
femurs. Wang and Stearns (92) selected highly invasive PC-3 sublines based on enhanced capacities
to migrate across Matrigel in vitro, and, when these cells were injected intravenously in the tail vein
of SCID mice, they metastasized to a wide variety of tissues. Four distinct sublines were isolated that
metastasized preferentially to various skeletal sites in approx 80% of animals. Angelucci et al. (93)
used PC-3 cells that were injected into the left cardiac ventricle of athymic mice, and followed meta-
static spread and growth by luminescence. Sixty-four percent of animals developed osteolytic bone
metastases. In this study, Angelucci et al. (93) isolated PC-3 cells from bone, named PCb2, that
exhibited a more invasive phenotype, resulting in higher numbers of bone metastases.

The LNCaP cell line has also been used for studies of interactions between CaP and bone cells
(94), although these cells do not metastasize spontaneously to the bone or colonize bone. Thalmann
et al. (30) developed sublines of LNCaP, of which, one, C4-2, was able to metastasize to bone,
although at low frequency (2 of 20). C4-2 sublines, designated B2, B3, B4, and B5, have a higher
propensity to metastasize to bone and cause osteoblastic lesions, but, again, the rate of bone metasta-
ses was rather low (31,32,95).

In summary, intravenous and cardiac injections can be used to generate experimental bone metas-
tases of CaP. However, these models have critical limitations:

1. PC-3 and its sublines result in osteolytic bone lesions, and do not produce PSA, a marker of prostate
epithelial cells, whereas human CaP bone metastases exhibit mainly osteoblastic characteristics.

2. The C4-2b human CaP models (30–32) result in bone metastases after injection of the cancer cells, but
only after a long delay, and the frequency of these metastases is still too low for preclinical studies.

5.2.2. Direct Bone Injections
Direct injection of tumor cells into the bone marrow has been developed as an alternative to spon-

taneous metastases for the study of interactions between CaP and bone cells (24,96–102).

5.2.3. SCID-hu Model
The possibility exists that the low frequency of bone metastasis in animal models is caused by

incompatibilities between tumor and host environment. Nemeth et al. (24) used human fetal bone
grafted subcutaneously into SCID mice as a substrate for the growth of human CaP cells PC-3, DU
145, and LNCaP. After 4 weeks of bone growth, tumor cells were injected intravenously or directly
into the implanted bone tissues. Only intravenously injected PC-3 cells readily colonized human
bone in 5 of 19 animals (Fig. 6) whereas no metastases were observed in implanted human lung or
intestinal tissues or mouse bone, demonstrating tissue specificity of the process. Direct injection of
tumor cells into the bone implants resulted in tumors of DU 145, PC-3, and LNCaP in 75 to 100% of
animals. PC-3 and DU 145 lesions were primarily osteolytic, whereas LNCaP lesions were both
osteoblastic and osteolytic (Fig. 7). Davies et al. (46) used LAPC-4 CaP cells in the SCID-hu model
to establish cells that were more aggressive with stronger metastatic character. LAPC-4 cells were
injected near to bone, and LAPC-4 (squared) was selected after growth in the bone environment.
These cells form tumors, develop androgen independence, and metastasize to the human bone
implants after orthotopic implantation.

5.2.4. Human Adult-Bone Model
The SCID-hu model adapted by Cher’s group used human fetal bone as a substrate for human CaP

bone metastases. Because CaP affects mainly older men, and bone remodeling is different in fetal and
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Fig. 6. Circulating cell colonization assay. Representative tumor formed in SCID-hu mouse after intrave-
nous injection of PC-3 cells. (A) Gross appearance of tumor in human bone fragment. Tumor appeared as a
smooth mass (bracket) extending from residual normal bone tissue. Bar = 1 cm. (B) Low-power view of tumor
mass, showing residual bone tissue at the periphery (arrow), original magnification ↔20. (C) Close examina-
tion revealed cohesive nests of tumor cells in a desmoplastic stromal response. Evidence of osteolytic activity
could also be seen (arrowhead), original magnification ↔100. (D) representative colony of PC3 tumor cells in
mouse lung, consisting of a small number of cells (arrow), original magnification ↔100. (Adapted with per-
mission from ref. 24).

Fig. 7. End-organ growth assay. Representative photomicrographs demonstrating histological features of
tumors formed in human bone tissue 6 weeks after the direct injection of human prostate cancer cell lines. (A)
DU 145 cells formed solid tumors with evidence of osteolytic activity (arrow), original magnification ×100. A
mild desmoplastic stromal response was visible in some areas of bone tumors and was revealed by red staining
of tumor cells with a pancytokeratin antibody (D), original magnification ×200. (B) Bone tumors formed by
LNCaP also showed a desmoplastic stromal response, and evidence of both osteoblastic (arrow) and osteolytic
activity (arrowhead) could be observed by routine staining, original magnification &times;100. (E) The inter-
mingling of red-stained LNCaP cells and stromal cells could be better seen after cytokeratin immunostaining,
original magnification ×200. (C) PC3 cells formed solid osteolytic tumors, and bone tissue was often com-
pletely destroyed; original magnification ×100. A strong desmoplastic stromal response was visible in these
tumors, revealed both by routine H&E staining (C) and by red staining for cytokeratin (F). Original magnifica-
tion ×200. (Adapted with permission from ref. 24).
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Fig. 8. Histological appearance of LNCaP tumors growing in adult human bone fragments implanted into
NOD/SCID mice. Specimens obtained at 2 weeks (A and B), 4 weeks (C), 6 weeks (D and E), and 8 weeks (F)
after LNCaP cell injection. (A) Metastatic foci were formed in bone marrow sinuses at 2 weeks after the inocu-
lation of prostate cancer cells. Little initial response of bone marrow stromal cells was detected around the
tumors (H&E, original magnification &times;100). (B) Prostate-specific antigen (PSA)-positive tumor foci
were often found in blood vessels (PSA stain, original magnification &times;100). (C) Localized LNCaP tumors
were observed in bone fragments at 4 weeks after injection of LNCaP cells. An initial mild response of bone
marrow stromal cells was observed around tumor foci (H&E, original magnification &times;40). (D)
Intertrabecular bone metaplasia. Active bone formation by metaplasia of bone marrow stromal cells adjacent to
tumor foci at 6 weeks after injection of LNCaP cells (H&E, original magnification &times;100). (E) Apposi-
tional bone formation. A minute focus of appositional new bone formation is seen on a trabecula of lamellar
bone. The osteoid matrix shows intense eosinophilic staining (Yoshiki stain, original magnification
&times;100). (F) Reconstructive osteosclerosis in prostate cancer. The intramedullary space has been almost
entirely replaced by tumor cells. Although this is a case of osteoblastic metastasis, an irregular cement line
suggesting previous bone resorption can be observed (H&E, original magnification &times;100). (Adapted
with permission from ref. 99).

adult bone, Yonou et al. (99) and Tsingotjidou et al. (97) used adult bone as an environment for
establishment of CaP bone metastases in immune-compromised mice. Yonou et al. (98,99) used non-
obese diabetic/severe combined immunodeficient mice, adult human bone, and tail-vein injection of
CaP cells. Three to 4 weeks after human bone implantation, PC-3 cells or LNCaP cells were injected.
Sixty-five percent and 35% of animals, respectively, developed tumors in the grafted bones. The
LNCaP cells colonized the bone marrow cavity, often exhibiting an osteoblastic response at the edges
of metastatic foci, with new bone formation adjacent to mature lamellar bone (Fig. 8). Similar to the
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findings of Nemeth et al. (24), there was no colonization of human lung tissue implants. Tsingotjidou
et al. (97) used human adult bone harvested from patients undergoing total joint arthroplasty, which
was then implanted intramuscularly in the hind limbs of irradiated SCID mice. Tumor cells PC-3 and
LAPC-4 were injected next to the bone 2 months after bone implantation. Both tumor types showed
growth in this environment, with no detectable new bone formation, but significant osteolysis.

5.2.5. Intratibial Injection
Another approach for the generation of experimental CaP bone metastases consists of direct injec-

tions of CaP tumor cells into mouse bone (96,100–102). This technique was originally developed by
Berlin et al. (103) in generating spontaneous metastases of osteosarcoma to lungs. We (96,102) have
used CaP cells PC-3, LNCaP, and C4-2, as well as cells isolated from CaP xenografts LuCaP 23.1
and LuCaP 35, established in our laboratory, to characterize CaP/osseous models derived from the
direct injection of tumor cells into tibiae of 4- to 6-week-old SCID mice. We have had considerable
success with the intratibial injections. The general protocol, adapted from Berlin et al. (103), is to
inject 1–2 × 105 CaP cells with a 26-gauge needle approx 3 mm into the proximal end of the tibia of
4-week-old SCID male mice. LuCaP 23.1, LNCaP, LuCaP 35, C4-2, and PC-3 cells injected into the
tibia all exhibited tumor growth in the bone. PC-3 cells caused an osteolytic response, LNCaP and
LuCaP 35 yielded mixed lesions, and LuCaP 23.1 yielded an osteoblastic response (Fig. 9), new bone
development was evident throughout the lesions; tumor cells replaced all bone marrow, and exten-
sive new bone formation was observed. We also examined the nature of the interactions of LuCaP
23.1 with bone at early, mid-phase, and late time-points of its growth in the bone environment. Figure
10 shows by radiography representative radiographs of early, mid-phase, and late tumor develop-
ment. Histology of tibiae with prostate tumor cells was compared with samples of human CaP bone
metastases. The LuCaP 23.1 and PC-3 tumored bones, respectively, showed many similarities to
human samples of osteblastic and osteolytic bone metastasis of protate cancer (Fig. 11). We also used
immunohistochemistry to evaluate the validity of these xenografts as models of human CaP bone
metastasis. As in human specimens, we detected osteoprotegerin (OPG), receptor activator of nuclear
factor kappa B, (RANKL), parathyroid hormone like protein (PTHrP), and endothelin-1 (ET-1)
immunoreactivity in all CaP xenografts growing in the bone.

The C4-2 osseous model and its response to castration were also characterized (102). C4-2 tumors
had a 100% take rate in bone and caused radiographically lytic expansile lesions. C4-2 cells decreased
bone mineral density and bone volume of the injected tibiae vs normal tibiae. Castration caused a
drop in serum PSA with a nadir at day 14, after which it began to rise again. Bone destruction in the
tumorous tibiae of castrated animals was decreased by 15.9% vs tumorous tibiae of intact animals.

Simultaneously, Fisher et al. (101) published characterization of intratibial injections of PC-3, DU
145 and LNCaP CaP cells into athymic mice. In this report, PC-3 and DU 145 cells had a mixed
sclerotic/lytic appearance and caused increases in the number of osteoclasts, whereas LNCaP did not
form tumors in the bone environment.

Lee et al. (100) used LAPC9 and PC-3 in the tibial injection model. PC-3 caused osteolytic lesions
with a large number of osteoclasts. In contrast, LAPC-9 caused osteoblastic lesions at 6 weeks, with
osteoclasts detected only rarely. Greater osteoclast activity was detected at 8 weeks when the
osteoblastic lesions were well-established (Fig. 12). Immunohistochemical analysis showed that
PC-3 produced RANKL, interleukin (IL)-1, and tumor necrosis factor-α, which are associated with
osteoclastogenesis. LAPC-9 cells produced no RANKL or IL-1, and minimal amounts of tumor
necrosis factor-α, but large quantities of bone morphogenetic protein (BMP) 2, BMP 4, BMP 6, and
IL-16, which are associated with bone formation.

Andresen et al. (104) injected CWR22 cells into tibiae of athymic rats. Both osteoblastic and
osteolytic reactions were detected after 4 to 6 weeks, with the osteosclerotic reaction predominant.
Radiological and histological evidence revealed osteosclerotic lesions with trabeculae of newly
formed bone lined by active osteoblasts and surrounded by tumor cells. Near the end of the 7-week
study, osteolytic bone lesions became more evident on X-rays.
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Fig. 9. Characteristics of osseous prostate cancer (CaP) models. (A) Radiograph of LNCaP intratibial tumor
showing osteolytic expansile lesion with soft-tissue abnormalities. (B) H&E of LNCaP intratibial tumor, dem-
onstrating mixed lesion (eroded surface and thickened trabeculae). (C) Anti-prostate-specific antigen (PSA)
stain of LNCaP in the tibia. (D) Radiograph of LuCaP 35 in the tibia showing osteolytic expansile lesion with
soft-tissue abnormalities. (E) H&E of LuCaP 35 in the tibia demonstrating mixed lesion (eroded surface and
thicker trabeculae). (F) Anti-PSA stain of LuCaP 35 in the tibia. (G) Radiograph of LuCaP 23.1 in the tibia
showing osteoblastic growth. (H) H&E of LuCaP 23.1 in the tibia. (I) Anti-PSA stain of LuCaP 23.1 in the
tibia. (J) Radiograph of PC-3 in the tibia showing osteolytic lesion with a large reduction in bone mass. (K)
H&E of PC-3 in the tibia with an increase in osteoclasts lining the bone. (L) Anti-PSA IP stain of PC-3 in the
tibia showing a lack of reactivity. (Adapted with permission from ref. 96).
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Fig. 10. Progression of LuCaP 23.1 lesions in the tibia. Representative radiographs of (A) LuCaP 23.1 in the
early phase; (B) in the mid phase; and (C) in the late stage. (Adapted with permission from ref. 96).

Fig. 11. Goldner’s staining of normal tibia, LuCaP 23.1 and PC-3 cells injected into tibia. (A) Normal mouse
tibia; (B) LuCaP 23.1 cells injected into tibia; and (C) PC-3 cells injected into tibia; Goldner’s staining; original
magnification ×6. (D–F) Examples of human bone samples of similar character; original magnification ×6. (D)
Normal human bone; bony trabeculae and bone marrow are present. (E) Human CaP osteoblastic lesion, with
significant increase in mineralized bone (green area), replacement of bone marrow by tumor cells (grey areas).
(F) Human CaP osteolytic lesion; most of the bony trabeculae have been lysed and the spaces filled with tumor
cells. Green areas are remaining mineralized bone; tumor cells are grey. (Adapted with permission from ref.
96).
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Fig. 12. PC-3 and LAPC-9 in tibiae. (A) 1, (B) 2, (C) 4, (D) 6, and (E) 8 weeks after injection. Top row:
radiographs of PC-3 injected tibias. Osteolytic lesions notable at 2 weeks, with complete destruction of the
proximal tibia at 8 weeks. Middle row: radiographs of LAPC-9 injected tibias. Osteoblastic lesions notable at 6
and 8 weeks. Bottom row: Left: H&E of PC-3 bone interphase with osteoclast. Right: H&E of LAPC-9 in bone.
(Adapted with permission from ref. 100).

A similar experimental approach for the study of bone metastasis is injection of tumor cells into
the femurs of SCID mice, as used by Navone et al. (35) and Pinthus et al. (105). Navone et al. used
MDA PCa 2b established from bone metastases, and these cells resulted in an osteoblastic reaction.
Pinthus et al. reported that WISH-PC2 produced osteolytic lesions with foci of osteoblastic activity
when the cells were injected directly into the femur.
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In summary, because of the paucity of models of spontaneous CaP bone metastases, new models
have been developed to study interactions of CaP cells with the bone environment, using either human
bone or mouse bone and various CaP cell lines. Informative morphological and biochemical findings
corresponding to CaP growth in human bone have been observed using all of these models. However,
because the bone metastases are experimentally induced by direct bone injection, these models can-
not be used effectively for studies of early metastatic events, such as migration, and so on. This is an
important limitation on the use of these models for the study of trafficking and migration of CaP, but
the results reported herein suggest that this has little impact on the value of the models for
investigation of the interactions between CaP and bone and testing of new therapeutic modalities.
Another limitation of the existing models is that CaP cells commonly used for these studies result
in modest new bone formation (C4-2, C4-2B, CWR22, and MDAPCa2b) or in osteolytic reactions
(PC-3). There are only two xenografts, LuCaP 23.1 and LAPC-9, that produce osteoblastic reactions in
the bone resembling those in human specimens. Unfortunately, neither of these xenografts grows in
vitro, limiting the studies of characterization of phenotypic alterations and effects on signaling
pathways.

5.3. Preclinical Use of Experimental Bone Metastasis Models
All of the above-described models of generating experimental bone metastases of CaP have been

used to evaluate the effects of new therapeutics and to increase our understanding of the interactions
of prostate tumor cells and the bone environment. What follows is a summary of studies from various
groups showing the significant usefulness of these models in preclinical testing.

5.3.1. SCID-hu Model
There are multiple reports of use of the SCID-hu model. The first reported use of this model to

evaluate new treatment modalities was published by Nemeth et al. (106). The authors showed that
matrix metalloproteinase activity was associated with PC-3 cell proliferation in bone, and that daily
treatment with batimastat, a broad-spectrum matrix metalloproteinase inhibitor, hampers osteolysis
associated with the growth of these cells in the bone environment, as well as tumor growth. Cher et al.
(107) used this model to show that expression of maspin, when overexpressed in DU 145 cells,
caused inhibition of osteolysis, tumor growth, and angiogenesis. The model was also used to evaluate
the effects of genistein on PC-3 bone metastases (108); the results showed that genistein inhibits
growth of PC-3 cells in the bone environment. Nemeth et al. (109) also showed that inhibition of α(v)

β-3 integrin reduced PC-3 cell proliferation in the SCID-hu model. Zhang et al. (110) blocked RANKL
activity with soluble murine RANK-Fc (sRANK-Fc) to prevent progression of CaP cell growth in the
bone environment. LuCaP 35 CaP cells, grown in the fetal bone and treated with sRANK-Fc, resulted
in fewer osteoblastic lesions, lower bone mineral density, decreased serum PSA levels, and dimin-
ished tumor volume. In contrast, sRANK-Fc had no effect on subcutaneously implanted LuCaP 35
cells. The authors concluded that sRANK-Fc is an effective inhibitor of RANKL that diminishes
progression of CaP growth in bone through inhibition of bone remodeling.

5.3.2. Adult Bone Model
Models using adult human bone were used by Goya et al. (111) and Yonou et al. (112). Goya et al.

(111) investigated whether a novel antibody directed against human IGF-I and IGF-II (KM1468)
inhibits the development and progression of LNCaP bone tumors. KM1468 markedly and dose-
dependently suppressed the development of new bone tumors and the progression of established
tumor foci, and it also decreased serum PSA levels. These results indicate that the IGF signaling axis
is a potential target for prevention and treatment of bone metastases arising from CaP. Yonou et al.
(112) evaluated whether blockade of osteoclastogenesis by OPG inhibits the development of new
bone tumors and the progression of established osteoblastic bone tumors. In this study, OPG reduced
the number of osteoclasts and the size of the tumors at the bone sites, but it had no effect on the local
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growth of subcutaneous LNCaP tumors. These findings demonstrate that osteoclasts play an important
role in bone tumors of CaP, and that OPG decreases the LNCaP CaP burden selectively in bone and
prevents the development of new lesions. This suggests that inhibition of osteoclastic bone resorption
may be an effective therapy for the treatment of CaP that has colonized bone. Similar findings using
intratibial injections have been published by Zhang et al. (113) and Kiefer et al. (114) (see Section
5.3.3).

5.3.3. Direct Injection Into Mouse Bone
Our efforts to treat cancer have focused on compounds that affect growth and apoptosis of tumor

cells. Compounds that modulate the host organ microenvironment may provide additional benefits in
cancer treatment. Because literature data suggest that increased osteolysis is a key component of CaP
bone metastasis, there has been interest in whether inhibitors of osteolysis could slow the growth of
these lesions. Zhang et al. (113) and Kiefer et al. (114) evaluated the effects of OPG, an inhibitor of
osteoclastogenesis, on growth of prostate tumor cells in mouse tibiae. Zhang et al. (113) used C4-2
cells that cause a moderate osteoblastic reaction, and, in our study, we used our highly osteoblastic
xenograft, LuCaP 23.1. Both studies showed that OPG administration inhibited CaP-induced
osteoclastogenesis and tumor growth. OPG may, therefore, be beneficial to patients with advanced
CaP bone metastases. Using the intratibial model with C4-2 cells overexpressing OPG, we have also
shown that OPG may be at least partially responsible for the osteoblastic character of most CaP bone
lesions (115).

Bisphosphonates are potent inhibitors of osteolysis, and a new-generation bisphosphonate,
zoledronic acid, has been tested as a potential treatment for osteolytic and osteoblastic CaP tumors
(116,117). Zoledronic acid inhibits osteoclastogenesis and, therefore, modulates the bone environ-
ment, and it may also have direct antitumor effects. Lee et al. (116) used osteoblastic LAPC-9 and
osteolytic PC-3 cells injected into the tibiae to evaluate the effects of zoledronic acid. Zoledronic
acid decreased the number of osteoclasts in PC-3 experimental metastases in bone, but it was not
effective in halting blastic lesions of LAPC-9. LAPC-9 lesions were formed even when the number
of osteoclasts was significantly reduced. In our study, Corey et al. (116), we used osteoblastic LuCaP
23.1 and osteolytic PC-3 cells in the intratibia model. Growth of osteoblastic and osteolytic lesions
was significantly inhibited by administration of zoledronic acid. Both of these studies suggest that
the anti-osteolytic activity and the antitumor effects of zoledronic acid could benefit CaP patients
with bone metastases. Also, Burton et al. (118) used green fluorescent protein imaging to monitor
skeletal progression of PC-3 cells injected into the tibia. Subsequently, these authors used this model
to evaluate the effects of the bisphosphonate pamidronate on the growth of osteolytic PC-3 bone
lesions. As with zoledronic acid, they observed that pamidronate inhibited growth of PC-3 in the
bone environment.

Fidler’s group has also used the tibial injection model to study the effects of potential new thera-
peutics on CaP bone metastases (119–122). This group blocked the platelet-derived growth factor
receptor (PDGF-R) and the epidermal growth factor receptor (EGF-R) alone or in combination with
paclitaxel. PC3-MM2, a metastatic subline of PC-3 cells with higher propensity for bone, was used in
these studies. Uehara et al. (119) blocked PDGF signaling by the tyrosine kinase inhibitor, STI571,
with or without paclitaxel. They observed reductions in tumor incidence and size in animals treated
with STI571, and more pronounced inhibition of tumor growth in animals treated with the combina-
tion of STI571 plus paclitaxel. Kim et al. (120) examined the effects of EGF-R signaling blockade by
PKI166, an EGF-R tyrosine kinase inhibitor, alone or in combination with paclitaxel. Administration
of PKI166 or the combination reduced the incidence and size of bone tumors and destruction of bone.
In subsequent studies, Kim et al. (121) used this model to evaluate the combination treatment with
CaP bone metastases. Combination therapy using PKI166, STI571, and paclitaxel induced a high
level of apoptosis in tumor cells and vascular endothelial cells within the tumor, along with inhibition
of tumor growth in bone. In aggregate, these data demonstrate that blockade of EGF-R and PDGF-R
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phosphorylation significantly suppresses experimental human CaP bone metastasis, and, when com-
bined with paclitaxel, the therapy is even more effective, indicating significant potential of these
treatments against CaP bone metastasis. Finally, because of the heterogeneity of CaP metastasis and
the necessity of attacking different pathways to eliminate the advanced disease, Kim et al. (122) set
out to determine whether systemic administration of zoledronic acid could prevent bone lysis and
inhibit progression of PC3-MM2 cells growth in the bone. Zoledronic acid inhibited bone lysis, but
did not inhibit the growth of PC-3MM2 cells. Systemic administration of zoledronic acid together
with STI571 and paclitaxel yielded significant inhibition of bone lysis and decreases in tumor inci-
dence and tumor growth. These results indicate the potential benefits of a combination of a
bisphosphonate with a protein tyrosine kinase inhibitor and a cell-cycle blocking drug for the treat-
ment of CaP bone metastasis.

Gamradt et al. (123) used the tibial model to determine whether COX-2 plays a role in the bone
formation observed in osteoblastic CaP metastases, using cell lines that produce either osteoblastic
lesions (LAPC-9) or osteolytic lesions (PC-3, negative control). Administration of SC-58236, a
COX-2-specific inhibitor, significantly reduced the size of osteoblastic lesions after LAPC-9 injec-
tion. In contrast, large osteolytic lesions were seen in both control and SC-58236-treated animals
after PC-3 cell injections. These findings suggest that progression of osteoblastic metastases induced
by injection of human CaP cells may be reduced or delayed by COX-2 inhibitors.

Fizazzi et al. (124) directly injected osteoblastic MDA PCa 2b and osteolytic PC-3 CaP cells into
the femurs of mice to assess the activity of docetaxel in combination with hormonal therapy on
experimental CaP bone metastases. Docetaxel exhibited strong antitumor effects on both osteolytic
and osteoblastic lesions. These results provide a strong preclinical rationale for the clinical use of
docetaxel in treatment of both locally advanced and disseminated CaP.

Zhang et al. (110) used C4-2B cells injected into mouse tibiae to establish a model for detection of
prostate tumor cells in the bone environment. The C4-2B cells had been stably transfected with the
RANKL promoter driving the luciferase gene. Animals with established tumors were treated with
transforming growth factor-β, and bioluminescence was measured. The measurements demonstrated
an increase in intraosseous tumor size over time that correlated with serum PSA levels. These
observations provide a novel method to use in exploring the biology of CaP.

5.3.4. Cardiac Injection
We found only one published report of intracardiac injections of CaP cells to generate bone metas-

tases as a model for testing new treatment modalities (125). In this report, Sun et al. injected PC-3
cells labeled with luciferase into the left cardiac ventricle of athymic mice, and evaluated the effects
of SDF-1/CXCR4 blockade by neutralizing antibodies. The results of this study showed that SDF-1/
CXCR4 blockade decreased the number of bone lesions, suggesting that this receptor plays a role in
“capturing” CaP cells within the bone marrow. Moreover, a parallel study using the intratibial
injection model showed that SDF-1/CXCR4 blockade inhibits growth of these cells in the bone
environment.

In summary, experimental models of CaP bone metastasis have given rise to a range of important
findings. For example, these models have shown that alteration of the bone environment by adminis-
tration of compounds inhibiting osteolysis can affect tumor growth. Another general finding of con-
siderable use is that because CaP is nearly always heterogeneous, multimodal therapy often exhibits
superior antitumor activities These findings can be used directly in designing clinical trials to attack
human CaP more effectively.

6. CHAPTER SUMMARY

In this chapter, we discussed some of the most pertinent aspects of models of human CaP
xenografts. We anticipate that there may be readers who are unfamiliar with the different immune-
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compromised mice that are available for xenotransplantation and the various methods of implanta-
tion of cell lines and clinical tissues, so we have included a brief review of these topics.

Throughout the chapter, we repeatedly referred to the heterogeneity of CaP in humans and the
need for multiple models that reflect specific features of this heterogeneity. This was illustrated in
both Subheading 4. Progression to Androgen Dependence and Subheading 5. Metastasis. For
example, in humans, we observe tumors that do not respond favorably to androgen ablation and
rapidly progress to an androgen independent state and tumors that respond with slowed or absent
growth for years. It is controversial what role neuroendocrine cells play in this progression, but an
assortment of xenografts are now available that model this heterogeneous progression response,
including those that have a neuroendocrine phenotype. It is unfortunate that we do not yet have a
xenograft model that ideally mimics the spontaneous metastasis pattern observed clinically with an
ultimate involvement of the skeleton revealing multiple osteoblastic lesions. However, in our Sub-
heading 5. Metastasis, we summarized a number of approaches used to circumvent the limitations of
spontaneous metastases to bone and nonbone sites. In many laboratories, great science is being
accomplished using these CaP xenograft models, but more xenografts are still needed to fully under-
stand the biology of this disease and its diversity. Although we have attempted to highlight key
findings in the field of CaP xenografts, we apologize for the inevitable and inadvertent omissions of
important work, and we hope that this material will nevertheless be of use to those with interest in
preclinical models of human CaP.
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Summary

Focal atrophy is an extremely common histological alteration in the human prostate. Although most
investigators during the last several decades have assumed that it is not relevant to prostate cancer, some patholo-
gists suggested that prostate cancers might arise from atrophy as early as the 1930s (1). Chronic inflammation
is a major contributing cause of cancer in many organ systems. Only in the last few years have investigators begun
to examine whether chronic inflammation, which is virtually always associated with prostate tissue that is
atrophic, may be also involved in the pathogenesis of prostate cancer. Recently, a model of prostatic carcinogen-
esis involving a pathway of tissue injury, focal atrophy, regeneration, and specific molecular alterations occurring
in the setting of chronic inflammation has been presented (2–4). In addition, the epidemiology of the potential
role of inflammation and infection in prostate cancer has been reviewed recently (5–8). In this chapter, data
regarding the histological features as well as the cellular and molecular biology of prostate atrophy and inflam-
mation are examined.

Key Words: Focal atrophy; PIA; proliferative inflammatory atrophy; prostate atrophy; prostate cancer;
prostate inflammation.

1. HISTOPATHOLOGY OF PROSTATE ATROPHY

1.1. Classification of Focal Atrophy Lesions
There are several morphological variants of focal prostate atrophy. These were first classified in

detail by Franks (9), who described five patterns. There were two patterns of “simple atrophy”:
“simple atrophy” and “simple atrophy with cyst formation.” A third pattern was referred to as “scle-
rotic atrophy.” Finally, there were two patterns of “post-atrophic hyperplasia”: “lobular hyperpla-
sia,” and “sclerotic atrophy with hyperplasia.” These descriptions served as the basis for studies of
prostate atrophy for many years. Unfortunately, these terms, and several others related to them, have
been used during the last few decades in inconsistent ways. For example, lesions referred to by some
pathologists as post-atrophic hyperplasia (10–12) would mostly likely be referred to by other pa-
thologists as lobular atrophy (13–15). Additionally, some lesions referred to by Epstein et al. as
partial atrophy (16) would seem to be referred to by others as post-atrophic hyperplasia (13–15). To
facilitate the comparison of future studies of prostate atrophy, and its potential relation to prostate
cancer and other prostate disease, such as “chronic prostatitis” and benign prostatic hyperplasia
(BPH), it was important to develop standardized terminology. A Working Group Classification of
Focal Atrophy of the Prostate was developed and a manuscript describing this system and the results
of a study that show good interobserver reliability of pathologists to classify these lesions has been
shed (17). The major features of this histological classification are presented next.
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1.1.1. Working Group Classification of Prostate Atrophy Lesions
For the investigator to diagnose focal atrophy of the prostate, some general knowledge of the

normal glandular histology is required. Although normal histology is briefly described, a more com-
prehensive description has been presented by McNeal (18).

1.1.1.1. NORMAL EPITHELIUM

Although there are some differences between the appearance of the epithelium in the different
prostate zones, there are many features shared by all zones. Unless indicated, this description will
focus on the peripheral zone. In all zones, it is not possible to distinguish acini from ducts unless one
happens to have sampled an elongated open channel that can be observed branching proximally to
distally. The epithelium in prostate ducts and acini are thought to be histologically identical (18).

Normal epithelium, as observed in routine hematoxylin and eosin (H&E) sections of formalin-
fixed, paraffin-embedded tissues, contains acini lined by luminal cells that are tall and columnar
(Fig. 1A). The cytoplasm is generally clear/pale with a slightly reticular appearance at high power.
The clear appearance is an artifact of tissue processing after formaldehyde fixation, in which “pros-
tate secretory granules” are inadvertently removed. When fixed in a strong glutaraldehyde solution,
these granules, which contain prostate-specific antigen, prostate-specific acid phosphatase, and
polyamines, are largely retained (19,20). In the central zone, the luminal, cells tend to contain darker
eosinophilic cytoplasm.

The luminal cell nuclei are round and generally polarized towards the basement membrane side of
the cell, although, at times, they can appear pseudostratified (18) which occurs more in the central
zone. The chromatin is finely granular and evenly distributed and nucleoli are generally not visible or
are small (<1 μm). The luminal cells overlie a continuous basal cell layer, in which the cells contain
scant cytoplasm and nuclei that are small, oval, and frequently oriented perpendicular to the base-
ment membrane. At times, in immunostained sections, cytoplasmic projections are observed that
extend up in between the luminal cells. The basal layer may be only partially visible without
immunostaining, although it is often more “prominent” in the transition zone in nodules of BPH, and,
at times, in the central zone. The prominence results from the size of the basal cells, which are larger
and more rounded. Neuroendocrine cells are not visible without immunostaining, but are present as
scattered single cells that can be found in the basal, luminal, or both compartments (21–23).

Fig. 1. Normal prostate vs simple atrophy. (A) Normal prostate epithelium. Lu, lumen. H&E original mag-
nification ×100. (B) Simple atrophy lesion. Corp, corpora amylacea in lumens. Note lack of papillary infoldings,
decreased cytoplasmic volume with lack of clear cytoplasm, and scattered mononuclear cells in the stromal and
luminal compartments. H&E; original magnification ×100.
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Fig. 2. Four patterns of focal prostate atrophy, as indicated. PAH, post-atrophic hyperplasia. H&E; original
magnifications: (A) ×40; (C) and (D) ×100.

Prostatic acini and ducts are spaced at nearly regular intervals and are embedded in a stroma
consisting largely of smooth muscle (Fig. 1A), which varies in character depending on zonal location
(18). The stroma also contains nerves, small blood vessels, collagen, and variable numbers of
inflammatory cells. The acini contain multiple infoldings that are true “papillae” because they contain
vascular channels. The acini in the central zone tend to have more complex arborization (18) and tend
to contain benign “roman bridges” (24). The acini in BPH observed in the transition zone are more
variable but may contain even longer papillae.

1.1.1.2. FOCAL ATROPHY

By definition, the luminal cells in atrophic regions contain reduced amounts of cytoplasm
compared with normal epithelium. The reduction in cytoplasm is quite variable, ranging from being
extremely scant and barely visible in flattened cells, to more abundant in cuboidal cells. The
epithelium in all types of atrophy is composed of two layers consisting of basal cells and luminal
cells—although two layers may be difficult to discriminate at times by standard H&E staining. The
two layers are apparent after immunohistochemical staining for basal cell specific cytokeratins
(10,13–15,25) (Fig. 6) or p63 (26). Although the basal layer may be visible in focal atrophy, it is
often very patchy.

1.1.1.2.1. Architectural Patterns/Subtypes of Focal Atrophy. Focal atrophy lesions can be classi-
fied into one of four subtypes, as described in Table 1 (Fig. 2). Although stereotypical cases of each
of these occur, in practice, more than one type is often found within a given region (9,10,11,27).
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Table 1
Four Subtypes of Focal Atrophy Lesions. Adapted with permission from De Marzo et al. J. Surg.
Pathol. 30:1281–1291, 2006

Simple atrophy: Although there is some variability, the acini are of relatively normal caliber and are generally
spaced apart in a configuration similar to that of normal epithelium, and the number of acini per unit area does
not seem to be increased relative to normal acini (11). Glands that are dilated but not rounded are also consid-
ered simple atrophy. The acini are somewhat stellate in shape and may be angulated and, at times, seem to be
compressed. Unlike normal glands, the atrophic glands lack vascularized papillary infoldings. Most of these
lesions contain at least some chronic inflammatory cells in the stroma, epithelium, or lumen. Acute inflamma-
tory cells may also be present, but these are much more variable. At times there seems to be drop-out of acini
and ducts in the atrophic regions, in that only few glands remain in relatively large areas of stroma. Thus, in
addition to the term “atrophy” referring to the appearance of the individual cells (relative lack of cytoplasm)
and acini (changed architecture), there may also be loss of previously present acini and/or ducts in some focal
prostate atrophy (Figure). The frequency and extent of this loss is presently unknown.
Post-atrophic hyperplasia (PAH): This subtype in the current classification is most like the lesions referred
to by Franks as lobular hyperplasia, which was described as a subtype of PAH (9). The morphology of PAH
lesions in the current classification is also quite consistent with those described by several authors
(10–12,27,102) (Fig. 2B).
PAH consists of acini that are small and mostly round that are arranged in a lobular distribution. Often these
acini seem to be surrounding a somewhat dilated “feeder” duct. Many of these lesions frequently resemble
normal-appearing resting breast lobules, and are referred to by some authors as lobular atrophy (14). Most of
these lesions contain low cuboidal cells with very scant cytoplasm, both lateral and apical to the nucleus. The
close packing of multiple small acini suggests that there is an increase in their number compared with normal
tissue (11). Some of the cells in PAH may show mild-to-moderate nucleolar enlargement, which can lead to
diagnostic confusion with adenocarcinoma. Similar to simple atrophy, most of these lesions contain at least
some chronic inflammatory cells in the stroma, epithelium, or lumen. Acute inflammatory cells may also be
present.
Simple Atrophy with Cyst Formation: This is considered a subtype of focal atrophy as delineated originally
by Franks (9). However, the current classification is more specific. Two general patterns are now encompassed:
those containing very large diameter rounded acini (>1 mm), and those containing smaller, rounded acini
(Fig. 2). In simple atrophy with cyst formation, the acini are not simply dilated, but must be rounded and appear
cyst-like. Many of the acini in this pattern are arranged in a back-to-back configuration, with little intervening
stroma. At times, the amount of cytoplasm may be so attenuated as to be nearly invisible, even at high power.
When there is visible cytoplasm in the luminal cells, it tends to be somewhat clear (Fig. 2). Simple atrophy with
cyst formation lesions tend to have little or only very few inflammatory cells. At times, the glands may be quite
small and appear in a lobular configuration, similar to PAH.
Partial Atrophy: In partial atrophy (16), most of the luminal cells contain less cytoplasm than normal, but not
so little as the cells in the other subtypes of atrophy, and the cytoplasm in most cells must be clear, such that,
unlike most simple atrophy and PAH lesions, partial atrophy does not seem basophilic at low magnification.
Often, there is more cytoplasm lateral to the nucleus. The architectural arrangement of acini can be similar to
that of either simple atrophy or PAH. Some partial atrophy lesions contain glands with the appearance of more
“fully developed” atrophy (16). In addition, partial atrophy may show moderate nucleolar enlargement, which
can lead to diagnostic confusion with adenocarcinoma (16).
Descriptive Qualifiers: In addition to the unique architectural patterns of the acini and epithelial cells in pros-
tate atrophy, a number of other pathological processes, such as the type and extent of inflammation, fibrosis (at
times referred to as sclerosis), and relation to other nearby lesions may be apparent in prostate atrophy. Some of
these features, such as fibrosis, were used in the past to help define some atrophy subtypes. For example, Franks
referred to lesions with abundant stromal fibrosis as “sclerotic atrophy.” In the present classification, however,
all of these are viewed as secondary features that may be expressed using descriptive qualifiers, and observers
were not asked to comment on these features. The presence and extent of these changes are very variable. For
studies that wish to compare type, extent, and location of inflammation, a National Institutes of Health panel
scoring system has been devised (58).
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There may also be merging of one pattern into another, and these are considered mixed lesions.
Although there is little data on the relative amounts of the different types of focal prostatic atrophy,
simple atrophy, as described here, is the most frequent and extensive type (A.M. De Marzo and C.
Magi-Galluzzi, unpublished observations).

1.1.2. Proliferative Inflammatory Atrophy
McNeal indicated that many foci of atrophy contain mild chronic inflammation, and referred to

these lesions as “post-inflammatory atrophy” to indicate that they likely represent remnants of more
severe inflammatory reactions that occurred sometime in the past (28). To highlight the fact that
these atrophic foci generally harbor associated inflammation (18,29,30), which ranges from very
mild to severe, and increased epithelial proliferation (11,12,31–36), it was proposed to refer to most
simple atrophy and post-atrophic hyperplasia lesions as “proliferative inflammatory atrophy” (PIA)
(33). This also serves to emphasize the unique epithelial changes in inflammatory lesions in the
prostate (see below). Thus, many lesions considered PIA by our group would be considered by some
authors as “chronic prostatitis” (29,37) or “lymphocytic prostatitis” (38).

Some focal prostate atrophy lesions do not contain an apparent increase in inflammation. Because
many of these foci also generally contain an increased proliferative fraction compared with normal-
appearing epithelium, these may be considered proliferative atrophy (PA). Whether these lesions

Fig. 3. Diffuse/hormonal atrophy vs focal atrophy. H&E. (A) Diffuse/hormonal atrophy from a patient
receiving leuprolide. Note the lack of true papillae, and the reduced cytoplasmic volume in luminal cells. Origi-
nal magnification ×100. (B) Higher-power view of (A) showing cytoplasmic clearing (arrowhead) in luminal
cells and prominence of basal cell nuclei (arrows). Original magnification ×600. (C) Focal atrophy from the
same patient. Asterisk indicates mononuclear inflammatory cells. Note also the corpora amylacea. Original
magnification ×40. (D) Higher-power view of (C) showing nonprominent basal layer and luminal cells with
scant dark cytoplasm. Original magnification ×600. Lu, lumen.
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contain a more subtle increase in inflammatory cells that can be revealed by immunostaining is
currently unknown, and whether, in three dimensions, these noninflamed lesions would be found
to contain visible inflammation on further sectioning, is also unknown. Simple atrophy with cyst
formation and partial atrophy tend to be associated with very little inflammation. Whether there is
increased proliferation in simple atrophy with cyst formation and partial atrophy remains undeter-
mined. Thus, these latter two forms are not currently considered PIA or PA. The Working Group
Classification of prostate atrophy suggests that the use of the terms PIA or PA is optional.

1.3. Diffuse/Hormonal Atrophy Vs Focal Atrophy
Thus far, only focal prostatic atrophy has been discussed. Yet, two major types of epithelial atro-

phy occur in the prostate—diffuse and focal. Although these are not usually regarded as separate
entities in the literature, and have not been clearly distinguished in most previous studies, they seem
to be quite distinct in how they are induced and in their morphology. Diffuse atrophy is hormonally
induced, and, as such, can be considered an “involutional” process. Although focal atrophy clearly
increases in extent with age (9,39), it does occur in young men (age 20–29 yr) who died with intact
androgenicity (40). This implies that focal atrophy is not related to systemic androgen deprivation.
Nevertheless, both forms generally coexist in prostates that have been removed after patients were
treated with androgen-deprivation therapy (Fig. 3).

Diffuse/hormonal atrophy develops as a result of androgen deprivation, which is most commonly
induced after “total androgen blockade” involving luteinizing hormone–releasing hormone super-
agonist and an anti-androgen, or, by castration and an anti-androgen (41–45). It has been reported
that finasteride, a 5-α reductase type II inhibitor, and dutasteride, an inhibitor of both the type I and
type II enzymes, produce histological changes in the benign regions of the prostate that are similar to,
albeit less extensive than, the changes produced by combined androgen blockade (46–49).

1.3.1. Distribution of Diffuse/Hormonal Atrophy and Focal Atrophy
The distribution of hormonally induced atrophy involves the organ in a more uniform manner than

focal atrophy (43). With total androgen blockade, there are virtually no areas of the prostate that
would be considered completely unaffected. Although focal atrophy may involve large areas of the
prostate, by definition, its distribution is patchy. Focal atrophy is most commonly found in the periph-
eral zone (9,18). It also occurs frequently in the transition zone, in and around nodules of BPH. The

Fig. 4. Prostate atrophy with inflammation (PIA). (A) Post-atrophic hyperplasia with moderate chronic
inflammation of the stromal compartment. Lym, predominantly lymphocytes; lu, lumen. H&E; original magni-
fication ×40. (B) Abundant macrophages in the lumen in a simple atrophy lesion. Immunohistochemical stain
for CD68 (KP1). Original magnification ×100. Mac, macrophages.
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central zone may contain focal atrophy, although, compared with the peripheral and transition zones,
the prevalence and extent is much less.

1.3.2. Cellular and Architectural Features of Prostate Atrophy
1.3.2.1. SIMILARITIES BETWEEN FOCAL AND DIFFUSE/HORMONAL ATROPHY

In terms of cellular structure, as compared with normal-appearing epithelium, or hyperplastic epi-
thelium in BPH, both types of atrophy show a reduction in the volume of the cytoplasm. In terms of
glandular/acinar architecture, both types show a loss of papillae, which is complete in focal atrophy,
and marked in diffuse/hormonal atrophy. The papillae that remain in diffuse/hormonal atrophy are
generally blunted (Fig. 3).

1.3.2.2. DIFFERENCES BETWEEN FOCAL AND DIFFUSE/HORMONAL ATROPHY

Two key histological features separate diffuse/hormonal atrophy from focal atrophy, as well as
from BPH and normal prostate epithelium: the luminal epithelial cells in diffuse/hormonal atrophy
contain clear vacuolated cytoplasm, and the basal cell layer is usually more prominent in diffuse/
hormonal atrophy (41–44) (Fig. 3). Along with the more prominent basal cell layer, it has been noted
that after androgen deprivation there is an increase in the extent of basal cell hyperplasia (44). Rather
than having a prominent basal layer, focal atrophy usually contains a relatively normal-appearing
basal layer, or an attenuated and sparse basal layer (10,26). Occasionally, focal atrophy occurs amid
regions of basal cell hyperplasia, or shows some piling up of the basal cell layer.

1.3.2.2.1. Cytoplasmic Features. At low magnification, many focal atrophy lesions seem hyper-
chromatic as compared with normal, BPH, and diffuse/hormonal atrophy. This is the result of three
characteristic features of most focal atrophy lesions (except simple atrophy with cyst formation, and
partial atrophy). First, the nuclear-to-cytoplasmic ratio in focal atrophy is usually high, imparting a
dark blue/purple appearance at low power because most of what is observed is nuclei. Second, the
cytoplasm that remains in many focal atrophy lesions is darkly stained and not clear. If darkly stain-
ing epithelium is present in diffuse/hormonal atrophy, it tends to be focal even within a given acinus.
Third, in focal atrophy, the nuclei are often crowded, nearly abutting against one another. Interest-
ingly, although compared with normal there is less cytoplasm in the luminal cells of diffuse/hor-
monal atrophy, the nuclear-to-cytoplasmic ratio is generally not increased. This results from the
well-known finding that androgen deprivation also produces a relative decrease in nuclear size in
some of the luminal cells, which often appear pyknotic (Fig. 3).

1.3.3. Historical Considerations of Diffuse Atrophy of the Prostate
The recognition of the distinction between the different types of atrophy, diffuse and focal, seems

to have been first documented by McNeal (50); he indicated that these two entities “did not appear to
be part of the same process. In almost all cases, focal atrophy was sharply limited to the ramifications
of one or a few adjacent main ducts, and the involved tissue usually showed evidence of chronic
prostatitis as previously defined” (50).

The description of diffuse atrophy that was associated with aging by McNeal was related to levels
of “glandular activity” in which he described “a progressive decrease in duct size and prominence of
the luminal ridges. Concomitantly the epithelium often is altered to a pattern designated as involu-
tional epithelium. Here there is a reduction in cellular crowding to a uniformly simple columnar
epithelium whose cells have very pale to clear cytoplasm with sharp outlines” (37).

Although there may be some similarities between the “diffuse” atrophy of aging described by
McNeal to the hormonally induced atrophy described above, it is clear that there are differences. For
instance, although he did describe luminal epithelial cell clearing, he did not describe the features
considered pathopneumonic of androgen deprivation, such as a marked reduction in luminal cell
volume, a prominent basal layer, loss of most papillary infoldings, and cytoplasmic vacuolization
(18,37,50,51). Future studies directly comparing “involutional” histological changes associated with
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aging to hormonal manipulation will shed light on these issues, as long as focal and diffuse atrophy
are considered separately.

2. PATTERNS OF INFLAMMATION IN THE PROSTATE

2.1 . General Considerations
In normal-appearing prostate tissue without frank inflammation, there are lymphocytes that are

scattered as individual cells in the epithelium, peri-acinar region, and stroma (52,53). Endogenous
macrophages can also be identified and these are usually in the stroma (54). Both resident T cells and
macrophages generally cannot be observed unless highlighted by immunohistochemical staining.
The T cells tend to be CD8+ in the intraepithelial compartment and CD4+ in the stromal compartment
(52,53).

The majority of the prostates of older men obtained either by radical prostatectomy for prostate
cancer, radical cystoprostatectomy for bladder cancer, transurethral resection for benign hyperplasia,
or needle biopsy, show evidence of foci of mononuclear inflammatory cell infiltrates, which are
generally referred to as “chronic” inflammation (55–59). A large number of these specimens also
show foci of polymorphonuclear neutrophil infiltrates, which are traditionally referred to as “acute”
inflammation. Although these descriptions of acute and chronic patterns of inflammation are often
representative of temporal events, even “acute” (as in time) viral infections are often followed by
predominantly mononuclear infiltrates, and, recurrent or “chronic” bacterial infections are generally
characterized by neutrophilic infiltrates. In several organ systems, the more modern phrasing is that
neutrophilic infiltrates represent “active” inflammation or “activity” rather than a temporal event. At
times, both patterns of inflammation occur together. For the purposes of this discussion, acute and
chronic will be considered as traditionally defined. In addition, although the word “prostatitis” liter-
ally means inflammation of the prostate, most genitourinary pathology experts do not use this term in
pathology reports because this connotes the clinical syndrome of “chronic prostatitis,” which is not a
diagnosis that can be made by histopathology examination of tissue sections.

In terms of the localization within the tissue, both acute and chronic inflammatory cells may be
found in any or all of the following four “compartments”: stromal, periglandular, intraepithelial, and
intraluminal. A grading system that classifies prostatic inflammation according to its extent and grade/
severity in each tissue compartment has been presented (58).

2.2. Chronic Inflammation
Most prostate chronic inflammation consists of variable amounts of collections of lymphocytes

and macrophages that are primarily centered in the peri-acinar region and stroma around acini and
ducts (Fig. 4). The extent of these infiltrates ranges from only a few small foci, covering much less
than 1 mm in area, to extensive numbers of foci covering large portions of the peripheral zone and/or
the transition zone. The central zone only rarely shows inflammation. The mononuclear cells may
also involve the epithelium to varying degrees and may also be intraluminal. At times, a variable
number of acini show large collections of foamy macrophages involving the lumens, the intraepithe-
lial compartment, or both (Fig. 4B). Often these are found near corpora amylacea. Although occa-
sional formation of lymphoid follicles is observed, most of these chronic inflammatory infiltrates do
not contain large follicles (i.e., greater than a few hundred cells), nor do they contain germinal centers.
Eosinophils may be present in low numbers, but are rarely a prominent feature of prostate inflamma-
tion. Plasma cells may be present in chronic inflammation of the prostate, but tend to be present
mostly in lesions with marked chronic inflammation, or in granulomatous lesions.

2.3. “Acute” Inflammation
Acute inflammation can vary from essentially none to extensive regions of abscess formation with

massive tissue destruction that is associated with acute bacterial prostatitis. More often, there are
small foci of acute inflammation involving small groups of acini that may contain frank epithelial
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Fig. 6. Immunohistochemical staining for 34βE12 using heat-induced antigen retrieval. (A) Normal prostate
showing exclusive staining for basal cells. Original magnification ×200. (B) Simple atrophy showing that
the majority of luminal cells as well as basal cells stain positively. Original magnification: A, ×200.
Lu, lumen.

Fig. 5. Acute inflammation in the prostate. H&E. (A) Simple atrophy with polymorphonuclear neutrophils
infiltration lumen (lu), stroma (st), and causing localized epithelial necrosis. Original magnification ×100. (B)
Higher-power image from boxed regions in (A) showing neutrophils admixed with luminal debris with erosion
of epithelial surface. Original magnification ×400.

destruction (Fig. 5). This is commonly observed in the transition zone and peripheral zone, but almost
never in the central zone.

2.4. Granulomatous Inflammation
Granulomatous inflammation may accompany fungal or mycobacterial infections of the prostate

(24,60). Nonspecific granulomatous prostatitis is a rare self-limiting condition of unknown etiology
that is not associated with known infectious agents. It often contains severe inflammatory infil-
trates consisting of loosely formed granulomata with associated foamy macrophages, neutrophils,
plasma cells, and eosinophils (24). Allergic granulomatous prostatitis is an exceedingly rare condi-
tion associated with systemic generalized allergic conditions in which the granulomas are associated
with abundant eosinophils (24).
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3. MOLECULAR BIOLOGY OF PROSTATE ATROPHY

Several groups have found molecular changes in prostate atrophy. These include an increase in the
chromosome 8 centromere number (34,61), an increase in nonclonal p53 mutations (12), an increase
in nonclonal androgen receptor mutations (62), hypermethylation of the CpG island of the GSTP1
promoter region in a small fraction of cases (63), and the preferential accumulation of BK virus DNA
sequences, large T antigen protein, and p53 protein (64).

4. CELLULAR BIOLOGY OF AND PHENOTYPE OF NORMAL PROSTATE
AND FOCAL PROSTATE ATROPHY

4.1. Keratin Expression
Prostate epithelial cell types are defined by location, morphology, and the expression of specific

gene products (reviewed in refs. 65–68). Focal atrophy lesions are very heterogeneous in morphol-
ogy and in terms of which molecular markers they express. In terms of keratins, normal luminal cells
contain strong staining for keratins 8 and 18 and absent staining for keratins 5 and 14. Basal cells, by
contrast, stain strongly for keratins 5 and most, albeit not all, also stain strongly for keratin 14 (25,69).
Although many consider basal cells to be negative for keratins 8 and 18, it is clear that they express
low levels of these molecules (69). Keratin 19 staining has been reported to be uniformly expressed
in prostate ducts (70), but is generally heterogeneous in both basal and luminal cells in acini (70,71).

Atrophic glands contain both a basal and luminal layer, although, at times, this can only be dem-
onstrated by staining for basal cell-specific markers, such as p63 (26). In terms of keratins, basal cells
in focal atrophy seem to be similar to normal epithelium. However, in focal atrophy, a great deal of
the luminal cells express keratin 5 (25) (Figure 6). This is in sharp contrast to normal luminal cells
that do not stain for keratin 5. In addition, the keratin 5 that is present in the majority of the luminal
cells in focal atrophy seems to be in an unstable form. This was determined by noting that luminal
cell staining in atrophy is present after heat-induced epitope retrieval without protease, whereas it is
not observed after antigen retrieval using protease treatment (72). This contrasts with the keratin 5
present in basal cells, which is protease resistant and has its recognition by antibodies in immunohis-
tochemistry enhanced by protease treatment. The most common antibody used for these types of
studies is the mouse monoclonal antibody, 34βE12, which is thought to recognize keratin 1, 5, 10,
and 14, although the exact keratin molecules recognized by this antibody have not been fully eluci-
dated (73).

The vast majority of luminal cells in focal atrophy also stain for keratin 8 (A.M. De Marzo, unpub-
lished observations) as well as the monoclonal antibody Cam 5.2 (33), which recognizes keratins 8,
18, and 19. Thus, these luminal cells in prostate focal atrophy are unique in their keratin expression in
that they show “dual” strong staining for keratin 5 and keratin 8, imparting an “intermediate” pheno-
type between basal and luminal cells for these atrophic luminal cells (25). Double-label immuno-
fluorescence has shown that at least some keratin 5-positive luminal cells stain for Ki-67 in prostate
atrophy (25).

4.2. Other Differentiation and Cell Regulatory Proteins in Focal Prostate
Atrophy

Further molecular support to indicate that may of the luminal cells in prostate atrophy are interme-
diate in phenotype between normal basal and luminal cells, and are perhaps in a transient state, is
provided by the finding that they generally show low, albeit variable levels of staining for androgen
receptors and prostate-specific antigen (33), which are much more highly expressed in the luminal
cells of normal glands. Similarly to keratin 5, many of the atrophic luminal cells stain strongly for
Bcl-2 (33,35,55). Interestingly, there is an inverse relation between staining intensity for Bcl-2 and
androgen receptors, even within the same acini. Both C-met (25,74) and hepatocyte activator inhibi-



Pathology of Prostate Atrophy and Inflammation 43

tor-1 (74) also show strong staining in normal basal cells, weak/negative staining in normal secretory
cells, and moderate-to-strong staining in many of the atrophic luminal cells in focal atrophy.

4.3. Proliferation and Differentiation Related Proteins

4.3.1. Ki-67 and other Proliferation Markers
Several proliferation markers have been examined in human prostate, including immunohis-

tochemical analysis with antibodies against Ki-67, proliferating cell nuclear antigen, and
topoisomerase II-a (33). Most studies have used Ki-67. In the normal human prostate, the majority of
proliferation occurs in the basal cell layer (75,76), which is considered by most to be the reserve layer
of the prostate epithelium. Bonkhoff et al. (75) indicated that the relative distribution of Ki-67 posi-
tive cells was approx 70% in the basal layer and 30% in the luminal layer. This does imply, however,
that some luminal cells can regenerate themselves. In focal atrophy, it is clear that the increase in the
proliferative fraction, as measured by KI-67 staining in the epithelium (11,12,32–36), which ranges
from approx 3- to 80-fold higher than the adjacent normal epithelium, occurs mostly in the luminal
compartment (25). Proliferation in diffuse/hormonal atrophy has been studied in a few experiments
and it seems that it decreases dramatically after a few days, but comes back after approx 1 week to
levels observed without androgen blockade (77). This is similar to what has been reported for cas-
trated rodents (see ref. 77). Interestingly, it seems that the proliferation in diffuse/hormonal atrophy
also occurs more commonly in the luminal compartment (78).

4.3.2. NKX3.1
NKX3.1 encodes a homeodomain protein that is selectively expressed at high levels in normal

prostate luminal epithelial cells, is a potential target for deletion on chromosome 8p, and is
downregulated in some prostate cancers (79–83). Targeted disruption of this gene in mouse models
results in prostatic hyperplasia and prostatic intraepithelial neoplasia (PIN), and Nkx3.1 disruption in
combination with Pten deletion or Cdkn1b (encoding p27) deletion results in invasive carcinoma.
Recently, we have observed that many focal human atrophy lesions contain a marked downregulation
of NKX3.1 protein in the luminal compartment, as compared with normal luminal cells (84).

4.3.3. P27Kip1

P27 is highly expressed and localized to the nuclei of normal luminal cells (85) in the prostate,
such that upwards of 80 to 85% of these cells are strongly positive (86). The protein is downregulated
in many prostate cancers and decreased expression may imply a worse prognosis (85–92). The basal
cells, by contrast, are very variable and are much more frequently negative for p27 (86). At times, in
p27-stained sections, one can see a third layer of cells that is located between the basal and luminal
cells and, when this occurs, the basal-most cells and the luminal-most cells are positive but the cells
occupying the intermediate location show an absence of staining (86). This is found most commonly
in the periurethral region and in prostates treated with androgen ablation therapy, but can also be
observed in benign normal-appearing glands and in focal atrophy glands. A similar, although not
identical, pattern of staining has been shown for involucrin, a protein associated with squamous
differentiation (93).

4.4. Stress Response Proteins
Glutathione-S-transferase (GST) P1 is a stress response protein that is constitutively expressed

in the human prostate basal cells, but infrequently expressed in normal-appearing luminal cells
(48,94–96). By contrast, this protein is upregulated in focal prostate atrophy, in which many, albeit
not all, of the luminal cells stain positively (33). GST-α is another stress-induced member of the GST
family. It is only very infrequently expressed in the normal prostate, but is upregulated in most focal
atrophy lesions (97). Cyclooxygenase 2 is another stress response gene that is upregulated in many of
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the luminal cells in focal atrophy lesions (98), and it has been shown that the frequency of staining in
the luminal cells is higher in areas of inflammation (35).

5. CONCLUSIONS AND THE “INJURY AND REGENERATION”
HYPOTHESIS OF PROSTATE CARCINOGENESIS

Focal prostate atrophy has several recognizable morphological patterns. It is rapidly becoming of
great interest to many investigators. Although its etiology remains unknown, its relation to inflam-
mation, PIN, BPH, and carcinoma is being explored by a number of new molecular approaches, as
well as by traditional pathological association studies. Prostate inflammation also has several mor-
phological patterns and is exceedingly common. Except in relatively rare cases in which infection
can be demonstrated, prostate inflammation is also of largely unknown etiology. Animal studies have
implicated dietary factors, such as lack of soy, and neonatal estrogen exposure, as potential factors
that trigger an autoimmune response (99–101).

A model has been proposed (3,4) that suggests that repeated bouts of injury to the prostate epithe-
lium, presumably as a result of inflammation in response to unknown pathogens or autoimmune
disease and/or dietary factors, result in proliferation of epithelial cells that possess a phenotype inter-
mediate between basal cells and mature luminal cells. These cells are hypothesized to be attempting
tissue repair. This is supported by the finding that several proteins known to be involved in tissue
repair, such as C-met (25) and hepatocyte activator inhibitor-1 (74), show elevated expression in
focal atrophy. The model predicts that in a small subset of cells somatic genome alterations occur,
such as such as cytosine hypermethylation within the CpG island of the GSTP1 gene and telomere
shortening, that drive genetic instability and initiate high-grade PIN and prostate cancer formation. A
classification system of focal atrophy lesions (17) was recently validated that should aid in further
testing this model by various groups in human patho-epidemiological and ecological studies. In addi-
tion, an improved understanding of the molecular pathogenesis of prostate atrophy and inflammation
and new animal models of prostate inflammation are needed to further test this model vigorously in
experimental settings.
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Tissue Microarrays in Prostate Cancer Research

Milton W. Datta and André A. Kajdacsy-Balla

Summary

The goal of translating basic findings in prostate cancer research into clinically applicable biomarker tests
and therapeutics has led to an increased need and use of prostate cancer tissue specimens. Many of the needs in
these studies can be met through the use of archived prostate tissue specimens placed in tissue microarrays. In
this chapter, we describe the development and use of tissue microarrays. Issues related to tissue microarray
construction and design, with a specific emphasis on prostate cancer, are reviewed and discussed. We also
examine the different types of tissue microarray designs, including general tissue microarrays, progression tissue
microarrays, and outcomes-based tissue microarrays. Current and developing methods in tissue microarray
analysis, including archived imaging and automated image analysis are described. Finally, we examine the
statistical analyses needed for the optimal use of the associated tissue microarray data. Scientists will gather an
understanding of the uses and limitations of tissue microarrays for prostate cancer studies from this chapter.

Key Words: Image analysis; pathology; prostate tissues; statistics; tissue microarray.

1. INTRODUCTION

The emphasis on translational cancer research has led to a dramatic increase in research on patient
tissue samples. The initial wave of tissue-based studies used tumor samples for large-scale genomic-
and proteomic-based biomarker identification programs. The completion of many of these experi-
ments has provided many investigators with sets of genes that need refined tissue studies for
biomarker validation. In addition, genes and pathways discovered through basic research on cancer
cell lines and animal models use tissue specimens for validation of experimental data. Yet, the amount
of cancer tissue available for research remains limited. The use of less-invasive biopsy techniques
has led to smaller tissue samples from patients, and the development of alternative therapies, such as
radiation or chemotherapy, has led to decreasing numbers of patients having definitive surgery for
their tumors. Thus, there is a need for techniques that optimize the use of small specimens. Tissue
microarray technologies have been developed to address these specific concerns (1). Through the use
of tissue microarrays, small portions of patient tissue samples can be used in the study of genes and
proteins involved in cancer biology, thus, conserving the amounts of available patient tissues. The
small size of the tissues means that multiple samples can be placed on a single glass microscope slide
and examined with small quantities of antibodies or probes. Subsequent experimental data is then
analyzed with respect to patient demographic, clinical, pathological, and outcomes data with suffi-
cient statistical power to infer clinical significance of the genes and proteins being studied. In this
chapter, we will provide an overview of tissue microarray technology, and discuss advantages and
issues in its use, with specific emphasis on prostate cancer research.
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2. ARCHIVED PATIENT SPECIMENS: A REPOSITORY FOR BIOMEDICAL
RESEARCH

Tissue microarray technology is predicated on the large repositories of archived patient specimens
present in most hospitals and academic medical centers. These specimens represent residual patient
tissues that have been fixed in formaldehyde, processed, and embedded into paraffin blocks. After
the preparation of glass slides for clinical diagnosis, the remaining tissues are stored in hospitals for
a minimum of 5 years, and then discarded because of the high cost of storage. Yet, in many academic
medical centers, these archived tissue blocks are stored for many years (often back to the 1940s or
earlier) and represent an invaluable repository of pathological disease specimens. If approval is
received from the patients through the human subjects research committee or institutional review
board, then biomedical researchers can collect hundreds to thousands of tumor specimens and study
them for a given gene or protein. Additional clinical and outcomes history can be obtained either
through the patient medical record or by contacting the patient. Many of the specimens were col-
lected over years and represent patients with varying outcomes, therefore, allowing experimental
data to be correlated with patient outcomes and treatment response. Thus, these archived specimen
repositories represent a great resource for biomarker validation studies. The specimens are often
small and limited, therefore, the judicious use of the materials for research is paramount. A typical
prostate surgery specimen in a paraffin block may measure only 1.5 × 1.5 × 0.2 cm, and, thus, studies
that require large amounts of tissue cannot be typically performed. A diagnostic needle prostatic
biopsy is much smaller, with enough tissue to prepare only 5 to 10 microscopy slides Techniques
have been optimized for the isolation of small amounts of DNA and its subsequent PCR amplifica-
tion for genetic mapping or sequencing (2,3), or the amplification of fragments of RNA for RT-PCR-
based sequencing or expression analysis (4–6). The most common use has been the preparation of
individual slides from the tissues for immunohistochemistry or in situ hybridization studies. In each
case, although the studies are feasible, they use large amounts of the specimen archive, and, thus,
limit the number of future studies that can be performed. Methods that can extend the life of the
specimen archive while allowing for the continued use of specimens in biomedical research are of
utmost value.

3. TISSUE MICROARRAY DEVELOPMENT

Tissue microarrays were first developed by Kononen (1) and were demonstrated in the use of
breast cancer tissues. The concept was to use a small representative portion of the patient specimen
for a research study, thus, conserving the remaining specimen for future studies. In the process, a
cylindrical core is removed from the specimen block and placed in a second paraffin (array) block.
Preliminary studies have suggested that four to five cores provide representative data on par with
traditional whole-slide sections, although differences with respect to tissue and tumor type still need
to be evaluated. This is discussed in detail for prostate cancer studies. Similarly, cores are taken from
other specimen blocks and placed in the array block following a grid format (Fig. 1). In this tissue
microarray block, one also includes appropriate positive and negative control tissues. Using these
techniques, and by taking small tissue cores of 0.6 to 2.0 mm in diameter, up to 1000 tissue cores can
be placed in a single paraffin array block. Once completed, the array block is then cut to prepare
slides for studies. Each slide contains circular pieces of tissue from each patient core arranged in the
grid format (Fig. 2). The slide can then be stained, used for immunohistochemistry, in situ hybridiza-
tion, or other studies. The presence of all of the tissue samples on a single slide provides uniformity
to the staining of samples. Analysis is based on the evaluation of each individual tissue piece using a
microscope and a corresponding slide map and spreadsheet (Fig. 3), with correlation of the results to
the initial patient sample and (if available) patient data. In this way, a single slide can be used to study
multiple patient samples with a single antibody or probe.
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Fig. 1. Tissue microarray block.

Fig. 2. Tissue microarray slide.

4. MAKING TISSUE MICROARRAYS

The technology for making tissue microarrays has been automated (7,8), and many pathology
departments have access to both manual and automated equipment for the production of tissue
microarrays from specimen block archives. Commercially available patented equipment can be ob-
tained from Beecher Instruments (Sun Prairie, WI; http://www.beecher.com), Chemicon (Temecula,
CA), and others. Articles providing detailed guides for tissue microarray production are also avail-
able (9,10). Key components are the presence of archived specimens, human subjects or institutional
review board approval, and histology and pathology support. Most of the technical aspects associated
with tissue microarray production and use include the manipulation of specimen paraffin blocks,
slide preparation and staining, immunohistochemistry, and in situ hybridization. These skills are
usually within the skill set of a well-trained histology technician. Collaboration with a trained his-
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Fig. 3. Tissue microarray map. BPH, benign prostatic hyperplasia.

tologist and pathologist is crucial in determining whether the portion of the archived specimen block
being used for the tissue microarray is present and representative of the area or interest (tumor, nor-
mal tissue, etc.). They can also help in the subsequent interpretation of the immunohistochemical
results. In our experience, specimen preparation (identification of archived specimen blocks, and
marking of the blocks for the histology technician so they know where on the block they should
remove a core of tissue) is the most time-consuming component of the tissue microarray construction
process and can take days to weeks of dedicated personnel time. Once this is completed, the physical
production of a tissue microarray can be performed in as little as 2 or 3 days. The cutting and storage
of tissue microarray slides has been an area of disagreement, with some advocating the storage of
intact array blocks and fresh cutting of “as needed” slides, whereas others have recommended the
cutting of slides and subsequent storage (11). Cutting slides on an “as needed” basis results in the loss
of material from the tissue microarray blocks, because each time the block must be realigned on the
microtome and several sections cut before a suitable tissue microarray slide can be prepared. The
storage of the cut slides has ranged from vacuum dessicator storage at 4°C or desiccator storage in
the dark to paraffin coating of slides and dessicator storage in the dark. Although some studies have
shown a dramatic difference in antigen preservation on tissue microarray slides preserved during 3
months (11), our recent studies comparing these methods has shown no significant differences com-
pared with freshly cut slides for the androgen receptor, p53, p27, and high molecular weight
cytokeratin (A.A. Kajdacsy-Balla and M.W. Datta, unpublished observations). Because we prepare
and ship large numbers of tissue microarray slides, we currently store all tissue microarray slides in a
vacuum dessicator at 4°C.

For biomedical researchers who do not wish to construct their own tissue microrarrays, several
companies have commercially available tissue microarray slides (please see list of many of these
companies at the end of this chapter, Subheading 12.). The National Cancer Institute has sponsored
multi-institutional cooperative groups to make tissue microarrays from prostate, breast, and other
specimen archives (see Subheading 12.). Specifically, information regarding prostate tissue
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microarrays prepared by the Cooperative Prostate Cancer Tissue Resource is available at its website
(www.prostatetissues.org). Tissue microarrays have mainly been used for immunohistochemical stud-
ies of potential biomarkers. Additional studies using in situ hybridization have also been successful
(12,13). Immunohistochemical techniques for use on tissue microarray slides are essentially the same
as those used for standard specimen slides, and require the availability of an antibody that will work
in formalin-fixed paraffin-embedded tissues, previous optimization of antigen retrieval and antibody
hybridization conditions, and a method for the interpretation of the subsequent staining data. Similar
uses and precautions apply to the use of tissue microarrays for in situ hybridization.

There are key differences that need to be taken into account when using tissue microarrays as
opposed to conventional specimen slides. Because the specimens come from different archived par-
affin blocks, there may be differences in the fixation, processing, or storage of the materials. This
may lead to differences in staining across the cores of a tissue microarray. Often these differences are
small, but, whenever possible, specimen core staining should be checked by staining a separate tissue
microarray slide with a well-characterized antibody to identify fixation heterogeneity. It is often
recommended that tissue microarray data be validated on a subset of the tissues represented on the
tissue microarray by repeating the staining on whole-specimen slides. Care must also be taken in
correlating the staining of individual tissue pieces with the correct patient data, and often involves the
use of spreadsheets and databases (14–18). In addition, the small size of the tissue piece often means
that representational bias may be present in the data. The small piece of tissue may not be represen-
tative of the entire tumor, or the degree of heterogeneity of the tumor may not be represented by a
single small piece of tissue. Alternatively, during the experimental study, the small piece of tissue
from a given patient may be lost. These caveats are often overcome by the use of multiple (three to
five) tissue pieces from a single patient specimen to guarantee that the representative nature of the
tumor is present (see Subheading 5.).

5. TISSUE MICROARRAYS IN PROSTATE CANCER RESEARCH

Many of the initial studies that use tissue microarrays have been performed on prostate cancer
tissue (12,19–39), and, therefore, much has been learned regarding optimizing tissue microarray pro-
duction and use for prostate cancer research. This is reflected in the large number of prostate cancer
tissue microarrays in production or already developed. In each case, the tissue microarrays address
different scientific questions related to prostate cancer, and, therefore, have been designed to answer
such questions. During the preparation and use of tissue microarrays for prostate cancer, specific
issues related to this tumor type have been identified and addressed. For example, the architectural
features of prostate cancer and the tendency to infiltrate between normal prostate gland tissues results
in most cores being composed of both normal and cancer cells. This also makes it difficult for the
technician to take cores from an area of tumor and guarantee that tumor is present on each small
tissue core. They may have inadvertently taken an area of normal prostate within the tumor nodule, or
the portion of prostate cancer may disappear after multiple slides have been prepared from the tissue
core. This has led some investigators to question the value of tissue microarrays, in particular for
biomarkers that require quantitative data, such as p53 staining (40). However, others have clearly
demonstrated that well-designed tissue microarrays can be used for quantitative biomarker studies
(41–44). These issues have been addressed by two approaches:

1. Larger tissue cores of up to 2.0 mm are taken from the tumor nodule.
2. Multiple small cores of 0.6 mm are taken from a single tumor nodule.

In both cases, the specimens on the tissue microarray slide become more representative of the ori-
ginal specimen. During staining, some core pieces may be lost from the slide, therefore most tissue
microarrays use multiple tissue cores from the same patient tumor on the array. Initial studies have
suggested that four to five cores from a single patient specimen may provide sufficient representation
of a patient prostate cancer (43). To further improve the chances that tissues from a single patient are
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not completely lost during slide preparation and staining, the multiple tissue cores are spread over
different tissue microarray blocks, thus, guaranteeing that a completed experiment will have suffi-
cient material for evaluation. Quality control is performed, with selected slides (often every 10th or
20th) stained and evaluated for the presence of tissue and tumor (45,46). Using these techniques, up
to 200 high-quality tissue microarray slides can be produced from limited specimen stores. Examples
of different types of arrays are presented in the following sections.

6. THE GENERAL TISSUE OR TUMOR MICROARRAYS

For most prostate cancer research, the initial question is often “does my gene/protein of interest
have any significance in cancer?” This is, in essence, two questions:

1. Where is this gene/protein found?
2. Is this gene/protein involved in cancer?

To answer the first question, one will often wish to examine the biomarker in a series of different
tissues to understand the specificity of expression. This is the ideal use of a tissue microarray, which
allows one to survey a large number of tissues on a single slide. Similarly, the use of a general cancer
tissue microarray that is composed of many different types of cancers will provide the biomedical
researcher with a sense of the types of tumors in which the biomarker may be present, thus, providing
tumor specificity. This has been effectively used in numerous publications (1,47,48). No associated
patient data is needed, because the simple question of biomarker presence or absence in tissues is
being addressed. Both of these types of arrays are readily available through commercial vendors (see
Subheading 12.). Data analysis is usually limited to the qualitative or semiquantitative expression
and correlation with various tissue or tumor types. Statistical analysis is usually limited to simple χ2

or Fisher’s exact tests because of the small sample size. However, from these studies, a biomedical
researcher can get an idea of the degree to which their biomarker is tumor or tissue specific.

7. PROSTATE CANCER PROGRESSION TISSUE MICROARRAYS

There has been a strong scientific interest in the stepwise progression of prostate cancer from
precancerous high-grade prostatic intraepithelial neoplasia to invasive prostate cancer to metastatic
prostate cancer. Biomarkers that can be shown to mark various stages of tumor progression are of
interest both for prostate cancer research and to predict patient progression and possibly determine
the timing of treatment intervention. Tissue microarrays have been designed for the validation of
biomarkers of prostate cancer disease progression, centering around two general formats:

1. The normal to high-grade prostatic intraepithelial neoplasia to invasive cancer progression.
2. The normal to cancer to metastatic cancer progression.

The first type contains samples from nonneoplastic prostate, high-grade prostatic intraepithelial
neoplasia, and invasive prostate cancer (confined to the prostate), and examines the transition to
invasive tumor. This allows for the identification of biomarkers that predict the earliest shift to inva-
sive tumor, and, thus, could provide biomarkers for use in chemopreventive studies. Examples of
these types of arrays have been extensively used in prostate cancer studies (21,33–35,49). The sec-
ond type of progression array tracks tumors from invasive clinically localized cancers to metastatic
prostate cancer. Biomarkers tested in this format focus on genes that predict tumor spread, and, thus,
would help target aggressive therapy in patients likely to die of their disease. Because of the diffi-
culty in obtaining specimens from tumor metastases, these tissue microarrays are more difficult to
construct, but have been used in prostate cancer studies (12,32,50,51). In both cases, the tissue
microarrays may come with associated patient outcomes data and can be analyzed using qualitative
or semiquantitative methods and simple statistical associations. The identification of a statistical
association with disease progression is taken as transitive evidence of biomarker correlation with
disease progression and outcome. This is because the advanced disease state is a known marker of
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poor outcome. Yet, when one identifies a biomarker that is associated with specific stages of disease
progression, this does not indicate that the biomarker is an independent predictor of patient outcome,
and, therefore, additional studies are still needed to validate that biomarker.

8. PROSTATE CANCER OUTCOME TISSUE MICROARRAYS

Once a biomarker is associated with prostate cancer, the ability of the biomarker to provide
additional prognostic data is often desired. In this situation, the biomarkers are tested on tissue
microarrays that contain a large number of prostate cancers with associated pathological and out-
comes data. Using an outcomes-based tissue microarray, one compares the expression of a marker
against the patient’s final clinical outcome (prostate-specific antigen recurrence, development of
metastatic disease, or death from tumor). Alternatively, a biomarker can detect patients with high
probability of early or rapid recurrence, even in a disease in which most patients have a recurrence,
such as hepatocellular or pancreatic carcinoma. In the literature, most outcomes-based prostate can-
cer tissue microarrays are mixed outcomes and progression arrays and typically contain a series of
prostate cancers and associated groups of nonmalignant prostate tissue. These mixed arrays are the
most commonly used tissue microarrays (19,23–26,28,31,38,40,50,52–56). There are different types
of nonmalignant prostate tissues, which may range from nodular hyperplasia (benign prostatic
hypertrophy) to histologically normal prostate tissue from prostates isolated from organ donors. Some
tissue microarrays also provide positive control cores that are composed of formalin-fixed pellets of
human prostate cancer cell lines (46). The tumors cores are typically taken from radical prostatectomy
specimens and represent the dominant tumor nodule from the prostate. These tissue microarrays
typically contain 190 to 550 patients and the associated controls. The most important component is
the associated patient data, which can vary from simple Gleason score to detailed patient clinical,
demographic, pathological, and outcomes information. These data are usually supplied in a Microsoft
Excel file format, although a recently released xml file format for tissue microarray data exchange is
gaining popularity for data standardization and transfer (57,58). General prostate cancer tissue
microarrays are currently available through collaboration with the National Cancer Institute’s (NCI)
Prostate Specialized Program in Research Excellence (SPORE) program or the NCI Cooperative
Prostate Cancer Tissue Resource. Similar to general tissue and tumor arrays, data analysis is limited
to qualitative and semiquantitative means, and simple statistical correlations can be made to the asso-
ciated patient data. Although these results will provide a general idea of the role of a given biomarker
in prostate cancer, the use of a general prostate cancer tissue microarray is best for the generation of
clinically significant hypotheses and to provide initial frequency data for a subsequent large-scale
case–control or cohort prospective validation study.

9. SPECIALIZED PROSTATE CANCER TISSUE MICROARRAYS

Once the general importance of a biomarker has been established for prostate cancer, there is often
interest in further analyzing the biomarker in subsets of prostate cancer patients. For example, if an
association is found between a biomarker and the Gleason grade of prostate cancer, further studies
may be performed using tissue microarrays that contain specific Gleason grade tumors, thus, further
defining the relationship between the biomarker and Gleason grade. Alternatively, there may be a
significant scientific effort to identify biomarkers that relate to a clinically significant issue in prostate
cancer (metastatic tumor potential or hormone response, for example), and, thus, only biomarkers
that can be validated for that hypothesis are studied. In these cases, a carefully designed case–control
tissue microarray can be used to support or refute the previous findings. Examples of such specific
tissue microarrays that have been made or are in production are listed in Table 1. In many of the
specialty arrays, a case–control design has been used with attempts made to maximize the statistical
power of the array while working within the constraints of specimen availability and space on the
array block.
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Table 1
Specialized Prostate Cancer Tissue Microarrays

Array type References

Metastatic prostate cancer array (51,73)
Gleason grade array (13,46)
Androgen status array (36,39)
Ethnicity array (20,46)
Perineural invasion (30)

10. ADDITIONAL TYPES OF TISSUE MICROARRAYS

Tissue microarray technology has now been used for longer than 5 years, and during this time we
have begun to see translation of the technology for other applications. Some of these are of direct
benefit to prostate cancer research, and include the production of tissue microarrays from frozen
tissues, cell line samples, animal tumors or tumor xenografts, prostate needle biopsies, and speci-
mens collected as a part of clinical trials.

Many antibodies will not stain formalin-fixed paraffin embedded tissues, but will work on frozen
tissue sections. Although technically challenging, tissue microarrays have been designed using fro-
zen tissues (59,60). This also relies on the presence of a large series of banked frozen prostate speci-
mens, something that is not routinely stored in most hospitals. Many academic centers have been
collecting frozen prostate cancer specimens, and their availability facilitates the production of these
arrays (46). The key is the ability to maintain the frozen specimens while constructing the tissue
microarray block. If successful, such arrays open up a large number of experimental antibodies for
high-throughput studies. One of the limitations in the use of frozen tissue microarrays is the difficulty
in determining whether the tissue available in a specific core contains benign or malignant compo-
nents because of tissue freezing-based morphological artifacts.

The use of cell lines in tissue microarrays has been performed since 2001, with the cells placed on
the tissue microarray as positive controls for the experimental tissues (Fig. 4) (35,61–63). The cells
are grown in culture and, when sufficient cells are present, they are collected and spun into 15-mL
tubes to create a cell pellet. The pellet is hardened in gelatin and perfused with formalin. The fixed
cell pellet is embedded in a paraffin block, which is used to generate cores for placement in the tissue
microarray block. Sectioning of the tissue microarray block places a circle of cells on the slide, which
is stained along with the adjacent tissue cores. The dedicated construction of cell line tissue
microarrays has also been performed and can be used for the rapid evaluation of a biomarker across
multiple cell lines (61). Likewise, cells transfected or treated in multiple different ways can be rap-
idly assessed using a cell line tissue microarray.

Although tissue microarrays were first used for human specimens, the small nature of animal
model specimens is ideally suited for tissue microarrays (64,65). These samples can be used for both
primary and metastatic tumors in genetically modified animals, but also for tumor xenografts and
their associated metastatic tumor deposits isolated from different organ sites. In each of these tissue
microarrays, multiple studies can be carried out on limited specimens.

The advent of improved radiologic imaging has allowed for extremely accurate image guided
needle biopsies of suspicious lesions. In prostate cancer, small prostate needle biopsies may repre-
sent the only material available from a patient as they continue with definitive radiation or chemo-
therapy. Ongoing prostate cancer clinical trials to test chemopreventive nutrients or drugs or to
evaluate tumor progression are based around the collection of prostate needle biopsies. We have
developed a method whereby these specimens can be used in the production of tissue microarrays
(45). Although technically challenging, these microarrays can maximize the very limited material
present in a prostate needle biopsy, such that multiple studies can be performed from the limited
material.



Tissue Microarrays in Prostate Cancer Research 57

11. ADVANCED ANALYSIS OF TISSUE MICROARRAY DATA

The majority of the analyses performed with tissue microarrays use single tissue microarray slides
and a single biomarker. As the number of available tissue microarrays increases, scientists are run-
ning groups of biomarkers on sequential tissue microarray slides composed of the same specimens.
This ability to associate specimen data to data from multiple biomarkers presents the opportunity to
perform complex biomarker and molecular pathway analysis. From this, one can identify significant
patterns of complex biomarker expression that predict patient outcome more accurately than any
single biomarker. Likewise, a series of genes within a given pathway can be analyzed on tissue
microarrays to identify the role of the pathway in prostate cancer progression or outcome. Such data
might indicate that disruption of the pathway correlates with tumor progression, regardless of where
the disruption occurs.

Although most immunohistochemical staining performed on tissue microarrays has been analyzed
using qualitative or semiquantitative means, it is clear that some of the differences present for
biomarkers may require quantitative methods that are more rigorous. This is particularly true for
biomarker candidates identified through gene expression profiling methods, which emphasize statis-
tically significant differences in transcript levels. These differences may translate to significant dif-
ferences in protein expression that cannot be elucidated using the simple methods currently available
for immunohistochemical analysis. During the last 10 years, there have been multiple efforts directed
at the development of quantitative image analysis of immunohistochemical staining results (66,67).
This includes commercial products, such as the Automated Cellular Imaging System and Automated
Quantitative Analysis systems (32,68–70). These both provide some degree of automation and limit
the required pathologist-specific dedicated time. The difficulty lies in the complex nature of the data.
Within the tissue, the staining pattern depends on cell type identification, cellular and subcellular
localization, staining intensity, and background staining intensity. For a prostate tissue, this may
mean separating the tumor from the benign glands, counting the number of cells with appropriate
subcellular localization of the protein, and calculating the differential staining intensity by subtract-
ing the staining present in the surrounding stromal background. Only recently have we seen analysis
systems that are sufficiently robust to handle such analyses, with some of the initial success occur-
ring in prostate cancer studies (14,71,72). This area will continue to develop during the next 5 years.
However, even with a perfect image analysis system, there will be unavoidable variation in the pre-
analytical factors, such as duration and type of tissue fixation, tissue processing, age of the specimen,
and uneven distribution of staining reagents from one core to another.

Fig. 4. Cell block from a tissue microarray.
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For the majority of current image analysis, quantitation can rely on the pathological interpretation
of microarray data by pathologists. This often relies on the scanning of the tissue microarray slides
and subsequent storage of the digital images on image servers for subsequent web-based viewing and
scoring. Groups have developed a series of web-based software programs that allow the tissue
microarray images to be broken into separate tissue cores, stored, and shared across institutions for
review by panels of trained pathologists (14,15). Commercial systems have also been developed or
are in development. The subsequent scoring data can then be collated and analyzed to determine the
reproducibility of the pathological staining interpretation. This ability to develop reproducible scor-
ing systems for immunohistochemical staining is essential for the broad applicability of a tissue-
based biomarker. Until robust and readily available methods for automated quantitative
immunohistochemical interpretation are developed, shared scoring systems will be essential for the
broad generalization of biomarker data from tissue specimens.

Automated and web-based analysis methods generate large amounts of data that need specialized
databases for storage. Such systems have been developed and are in use, in particular, for prostate
cancer (15–18). These systems are helped by the development of general guidelines for tissue
microarray data exchange that standardize data in xml format (57,58). Such methods are already in
use for the transfer of data associated with prostate cancer tissue microarrays developed by the NCI
Cooperative Prostate Cancer Tissue Resource. As experimental data is collected from tissue
microarrays, the ability to perform higher-level combinatorial analysis with other predictors of out-
come (tumor grade and stage, and patient ethnicity or age) will become a reality. These new methods
are expected to yield sets of biomarkers that will become the final panels for predicting patient
outcome and treatment-based disease response. These studies will require the ongoing development
of mathematical and statistical methods that are more robust, much of which is already occurring
because of the explosion of gene expression microarray data during the last few years.

In summary, tissue microarrays have become a useful method for the generation of significant
amounts of experimental data from limited specimen resources. This technique and its associated
methodology provide the ability to rapidly determine the sensitivity and specificity of a potential
prostate cancer biomarker. Once this preliminary data is generated, more-detailed prospective case–
control studies can be defined based on the initial data generated from tissue microarrays. Additional
tissue microarrays may also be used as validation sets for tissue biomarker discovery at this time. As
methods such as automated image analysis and data sharing are developed, combinatorial analysis
will be possible. These analyses will link to patient demographic, clinical, pathological, and out-
comes data, allowing for the development of tailored biomarker panels that predict patient response
to therapy or outcome.

12. READY-TO-USE TISSUE MICROARRAYS

For investigators who do not have access to local specimen archives, both commercial and pub-
licly supported sources of tissue microarrays exist and provide tissue microarrays for a set cost.
These resources often are the easiest source of general tissue microarrays, and can provide additional
specific tissue microarrays for different communities. These resources are listed in Table 2.
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Prostate (Cancer) Stem Cells

Jack A. Schalken

Summary

The prostate stem cell concept described in this chapter was studied in our laboratory, where we provided
experimental immunophenotypic evidence of the presence of keratin, androgen receptor, neuroendocrine mark-
ers, and c-Met protooncogene in unique populations of normal developing and malignant human prostate epithe-
lial cells. The characteristic responses of these stem cells to growth factors and neoadjuvant hormonal therapy
supported the cancer stem cell concept, and, if successfully applied to human prostate cancer specimens, could
reveal new therapeutic targets.

Key Words: Androgen receptor; cancer stem cells; c-Met protooncogene; hepatocyte growth factor/
scatter factor; HGF/SF; immunophenotype; keratin 14, 5, and 18; neuroendocrine factors; primary; recurrent and
metastatic prostate cancer; serotonin and chromogranin A.

1. INTRODUCTION

Solid tumors are heterogeneous, typically containing varied populations of cells that differ in the
specific proteins or phenotypic markers they express. The cancer stem cell (CSC) hypothesis sug-
gests that neoplastic clones are maintained exclusively by a rare fraction of cells with stem cell
properties (1,2). As early as in 1976, Fialkow (3–5) identified the CSC for chronic myelocytic leuke-
mia, and further evidence was obtained independently by others (5). For leukemia, the CSC hypoth-
esis is now generally accepted (6). For solid tumors in general, significant progress has been made in
recent years. A candidate CSC population was identified in breast cancer (7–9). For brain tumor,
initiating cells were isolated and characterized (10,11). Singh and colleagues (11) described how they
isolated a minority population of human brain cancer cells based on the expression of a cell surface
marker called CD133. They report that, when injected into the brains of mice, this subpopulation of
CD133+ cells could, by itself, drive tumor growth and dissemination. As few as 100 of the CD133+

cells formed tumors that could be serially transmitted from mouse to mouse, whereas tens of thou-
sands of cancer cells lacking CD133 failed to do so. When tumors that arose from the injected CD133+

cells were examined, the cellular heterogeneity and architecture closely resembled that of the human
tumors from which the cells had originally been taken.

In the normal brain, neuronal stem cells as well as early progenitor cells, but not their fully mature
progeny, express the CD133 marker. In the brain tumors examined, Singh et al. (11) found distinct
subpopulations of cells that expressed either CD133 or various markers of mature brain cells. Thus,
the cellular architecture of the brain tumors may be a caricature of that of the normal brain, with brain
CSCs, probably derived from normal CD133+ stem or progenitor cells, giving rise to aberrantly dif-
ferentiated progeny.

Stem cells have two unique properties that make it likely that they are involved in cancer develop-
ment. First, they are often the only long-lived cells that have the ability to replicate in a tissue. Mul-
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tiple mutations, occurring over many years, are necessary before a cell becomes cancerous. Thus, the
implication is that cancer-inducing mutations accumulate in the long-lived, normal stem cells. Sec-
ond, through a process called self-renewal, stem cells generate new stem cells with similar prolifera-
tion and differentiation capacities as their parental cell. By contrast, with each round of replication,
progenitor cells become progressively more differentiated and are eventually destined to stop prolif-
erating. Predictably, self-renewal is an essential property of some cancer cells, and at least some
genes that regulate normal stem cell self-renewal also do so in cancer cells (12,13). There seem to be
common signaling pathways implicated in stem cell expansion and CSC growth, such as wingless
(14,15), and hedgehog (16); for a review see Rizvi (17). Interestingly, Beachy and colleagues have
recently provided evidence for hedgehog involvement in normal and malignant prostate development
(18,19). This suggests that cancers arise either from normal stem cells or from progenitor cells in
which self-renewal pathways have become activated.

These observations provide a mechanism by which breast and prostate cancer patients with cancer
cells in their marrow can remain progression-free for a prolonged time (20,21). One explanation for
tumor dormancy is that the microscopic clusters of cancer cells did not contain CSCs and therefore,
like the CD133+ brain cancer cells, were unable to grow further. Taken together with the observation
that circulating cancer cells in the blood are an indicator of prognosis in breast cancer patients (22,23),
this suggests that the use of markers to reveal CSCs could help in making decisions regarding treat-
ments. The identification of CSCs is a significant step in the fight against these dreaded diseases.
Because self-renewal is essential if tumors are to grow, agents that target such cells may be effective
treatments. A possible complication is that the mechanisms known to regulate CSC self-renewal also
regulate the same process in normal stem cells. Unlike normal stem cells (24,25), however, the
expansion of CSCs is not tightly regulated, implying that there are significant differences between
normal and cancerous self-renewal pathways. This gives hope that the isolation of CSCs, coupled
with our knowledge of the mutations causing cancer, will result in ways to eliminate cancer cells
while sparing normal tissues. The identification and functional characterization of CSCs can con-
tribute significantly to improved methods for prognosis, better treatment decisions, and new treat-
ments for cancer.

2. PROSTATE EPITHELIAL STEM CELLS

The existence of prostate epithelial stem cells and their putative role in prostate cancer develop-
ment was proposed by Isaacs and Coffey (26–28). The stem cell model described in this paper is very
similar to the one described above. Prostate cancers arise from prostate secretory acini. These acini
are characterized by two cell layers that can be discriminated morphologically as undifferentiated
basal cells and luminal cells primarily composed of terminally differentiated exocrine (prostate-spe-
cific antigen producing) cells. The neuroendocrine cells are found “supra” basally, with protrusions
through the epithelium. The first evidence for a hierarchical relation between the basal cells and the
luminal cells was provided by our group (29,30), using keratin antibodies as differentiation markers.
We and others found further indications that the neuroendocrine and exocrine cells have a common
progenitor, termed the transiently amplifying (TRANSIT) cell (31–34).

Clearly, most of these studies are descriptive and enable discrimination between the various cell
types based on specific immunophenotypes. The location of the cells, as well as hormone manipula-
tion studies (30), suggest a hierarchical relation between the basal cells and the luminal cells. The
early and late progenitors are characterized by “intermediate” immunophenotypes (Fig. 1; Table 1).
The first evidence for a hierarchical relation using primary epithelial cell cultures was described by
our group (35). More recently, Collins and colleagues succeeded in isolating a purer candidate pros-
tate epithelial stem cell, using CD133 selection (36). Thus, a very specific immunophenotype of the
stem cell, the early and late progenitor cell populations, and the terminally differentiated exocrine
and neuroendocrine cells emerges (see Table 1).
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K14, keratin 14; K5, keratin 5; K18, keratin 18; AR, androgen receptor; NE, neuroendocrine markers (e.g., serotonin
and chromogranin A).

Table 1
Immunophenotype of the Cell Types in Nonmalignant Prostate Acini

The hierarchical relation between the cell types is schematically illustrated in Fig. 1. The exocrine
lineage, resulting in the tall columnar prostate-specific antigen-producing cells, is critically depen-
dent on the hormone, dihydrotestosterone. After castration, more than 90% of epithelial cells die

Fig. 1. Prostate epithelial cell hierarchy. The stem cells divide and give rise to a new stem cell by self-
renewal and move committed progenitor cells )early and late) for the functional exocrine and neuroendocrine
cell lineages. The exocrine lineage is critically dependent on DHT, and in fact this population represents > 90%
of all epithelial cells in the adult prostate gland.
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through apoptosis (37,38). The remaining cells have renewal capacity, because the kinetics of
regrowth after implanting testosterone-containing slow-release devices is independent of the time
interval between castration and implantation of the silastic testosterone-containing devices (26,30).
The population of cells remaining after castration are thought to represent the stem and early progeni-
tor cells. In the developing prostate (embryogenesis and peripubertal), there is a relative enrichment
in the progenitor cell populations (31). The early and late progenitors are thought to play a pivotal
role in the development of benign and malignant prostate neoplasms (39–41). Implicit evidence that
the remaining cell population after castration has renewal ability was provided by early experiments
by Coffey and Isaacs (26) showing that the kinetics of prostate regrowth are independent of the time
interval between castration and testosterone re-administration. Long-term culture experiments using
CD133-selected cells proliferate and can be maintained for longer than 140 days. CSC reside in a
“niche,” and our understanding of the regulation of the expansion into the various epithelial lineages
of differentiation is growing steadily through the pioneering work of Fuchs and colleagues (42–47).
Unfortunately, relatively little is known on the location/niche of the prostate epithelial stem cell.
Collins and colleagues show that there seems to be a niche in which the prostate epithelial stem cells
are more firmly attached to the basement membrane (48). The branching morphology of the secretory
ductal system is rather complex, and 3D reconstruction is difficult for the human prostate secretory
system. The combined data indicate that the branching points and the tips of the acini are the candi-
date niche for the stem cell (31,39,49). The stroma plays an essential role in the induction of branch-
ing morphogenesis and essential mediators seem to be hepatocyte growth factor and fibroblast growth
factor-10 (50–53). In general, despite the unique characteristics of the various specialized epithelial
cells, common signaling mechanisms seem to play a role, such as wingless-, notch-hedgehog, and
bone morphogenetic protein signaling (for a recent review, see ref. 17).

3. PROSTATE CSC

Most studies, thus far, shed light on the candidate prostate CSC through phenotyping with the
markers discussed in the previous section. Although a number of similarities between the brain stem
cell model and the prostate stem cell model are apparent, there are also clear differences. The most
striking feature is that the stem cell markers K14 and CD133 are not reported to be expressed in
primary or metastatic prostate cancer (36,54–58), suggesting that the prostate CSC is most similar to
the early or late progenitors. Alternatively, the frequency may be so low that sampling artifacts can
prevent identification of prostate CSC in situ.

The model describing the ontogeny of prostate CSCs from early or late progenitors, whereby
genetic changes have accumulated in the stem cell or early progenitor, is schematically outlined in
Fig. 2. On basis of the CSC phenotype, at least three different types of prostate cancers can be dis-
criminated on basis of their progenitor phenotype, as illustrated in Fig. 2 (57–59). This minority
population of cells in these specimens are the candidate CSCs. Comparative analysis of primary
cancers before and after endocrine therapy, resulting in impaired exocrine differentiation, shows a
strong relative increase in cells with the progenitor phenotype (see also preliminary investigations)
(57,60,61).

These data suggest that a CSC population for prostate cancer can be identified as most similar to
the early and late progenitors of the exocrine and neuroendocrine differentiation lineages. The unique
ability for self-renewal by these cells makes them the most challenging target for therapeutic inter-
vention. To join the growing number of targeted therapies for prostate cancer, functional validation
of the relevant target in the stem cell model is critical.

3.1. Identification and Isolation of Prostate Epithelial Stem Cells
Our group was one of the first to develop markers that could discriminate cell types in the prostate

epithelium (30). We initially immunophenotyped prostate epithelial cells with a panel of antibodies
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against keratins. Keratins represent a family of intermediate filament proteins known to be useful as
differentiation markers. We extended the panel with the proto-oncogene c-met (62,63). Combined
with the investigations of our collaborators and in the literature, a reasonably comprehensive marker
set became available, as described in Table 1.

To challenge the stem cell hypothesis, we developed a procedure to culture prostate epithelial
cells from human prostate tissue. We are using a procedure modified from Lang and colleagues
(36,64), and we are now able to routinely establish primary explant cultures. When the cells grow to
confluence, they form spheroids that, after detailed analysis, seem to mimic glandular morphogen-
esis (65).

We therefore refer to these spheroids as “glandular buds.” In particular, the expression of basal
cell cytokeratins 14 and 5 at the periphery of the bud and the luminal type cytokeratin 18 in the center
of the bud illustrate that, in this system, glandular morphogenesis is mimicked to a reasonable extent.
More recently, we refined the system by plating the primary epithelial cells as single cells onto a
matrix of growth factor-deprived Matrigel. We have shown that spheroids are formed from single
cells that, similar to the initial experiments, mimic glandular morphogenesis. Moreover, when we
added the ligand for c-met, hepatocyte growth factor, we were able to induce branching morphogen-
esis in these cultures (Fig. 3). These cultures can be maintained under certain conditions for longer
than 120 days, suggesting renewal ability.

Thus, we have established a primary 3D culture system starting with human prostate tissue to
induce budding and branching morphogenesis. Methods to analyze these structures were also devel-
oped. The cultures are either stained in situ and subsequently analyzed using confocal scanning laser
microscopy, or, alternatively, individual buds are “hand-picked” and embedded in tissue tech, and
frozen sections are stained with various differentiation markers (data not shown).

Fig. 2. Ontogeny of prostate cancer stem cells. In primary human prostate tumors, three classes can be
discriminated; those with a minority of cells (candidate stem cells) similar to the early or late progenitors, and
the pre-terminally differentiated phenotype.
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3.2. Characterization of Prostate CSCs in Primary, Recurrent, and Metastatic
Prostate Cancer

Using the marker panel described in Table 1, we analyzed a large series of human prostate cancer
specimens before hormonal therapy. Furthermore, we analyzed a select group of patients who under-
went neoadjuvant hormonal therapy before radical prostatectomy, and also immunophenotyped those
specimens. We found, similar to many other groups, that the pure basal marker keratin 14 is not
expressed in our series. There is only one report by Epstein and colleagues of keratin 14-expressing
cells found in a very small fraction of patients with prostate cancer.

We were also able to confirm the results of Collins and colleagues (36) that CD133, the candidate
adult stem cell marker, is not expressed in human prostate cancers. Markers for the early and late
progenitor cells that are expressed in prostate cancer are CD44v3-v10, K19 (66), and keratin 5 (35%
of the cancers) and c-met. Obviously, the vast majority of cells have the characteristics of (pre-)
terminally differentiated secretory cells, and neuroendocrine cells are also found in human prostate
cancer specimens. Considering the proposed hierarchical relation between early and late progenitors
and the terminally differentiated exocrine and neuroendocrine cells, and the fact that we are able to
identify a subpopulation of prostate cancer cells with markers of the early and late progenitor cells
(Fig. 4A,B) (29), we, therefore, conclude that these are the candidate CSCs (Fig. 4B). In this model,
one would predict that when the endocrine/exocrine differentiation pathway is abrogated through
castration, the relevant percentage of CSCs increases. This was indeed found by Van Leenders and
colleagues (Fig. 5) (67).

On the basis of these experiments, we conclude that prostate cancers can arise from early pro-
genitors (CD44, K5, c-met), late progenitors (c-met positive), or very late progenitors. We have to
assume that the latter phenotype exists because a significant percentage (30%) does not express mark-

Fig. 3. (A) Spheroids/glandular buds develop 10 to 14 days after primary prostate epithelial cells (PrECs)
are seeded onto growth factor-deprived Matrigel. Typically, 100 to 200 buds develop from 1 × 105 PrEcs. (B)
When hepatocyte growth factor is added at a concentration of 25 ng/mL, branching structures develop.
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Fig. 5. Number of cancer cells with an immunophenotype similar to early/late progenitors before and after
neoadjuvant hormonal therapy (maximal androgen blockade). There is a significant increase in c-met-positive
cells, supporting the cancer stem cell concept.

Fig. 4. (A) Immunophenotype of nonmalignant prostate epithelial cells assessed by triple staining with
antibodies against K5, K18, and c-met. At least two intermediate cell types occur between the K5- and the
K18-positive cells. (B) In prostate cancer, the cells with an immunophenotype associated with the least differ-
entiated/progenitor cells expressing K5/K18 and c-met (candidate cancer stem cell phenotype)
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ers from the early or late progenitor cells. Our observations are in agreement with a model in which
the accumulation of genetic damage associated with cancer development occurs in the lineage from
stem cell to early/very late progenitor. Recently, Collins et al. (68) were the first to report the pro-
spective identification of prostate cancer stem cells after selection based on high expression of α2β1
and CD133.

CONCLUSION

The ability to isolate prostate epithelial cells with the potential to grow into morphological struc-
tures resembling glandular budding indicates that stem cells exist in adult prostate tumors. Extensive
immunophenotyping of primary prostate cancers has further shown that a phenotype for a prostate
CSC exists, thus, allowing us to test the CSC hypothesis for prostate cancer. This effort, if successful,
will lead to models that can be used to validate new therapeutic targets.
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Cancer–Host Interactions

A Paradigm Shift Brings New Understanding and New Opportunities
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Summary

Cancer is not a single cell disease and its existence and behavior are constantly modulated by the host.
Cancer gene expression and genetics are also highly dynamic and are regulated epigenetically by the host. In this
chapter, we describe the molecular pathways leading to an unusual property of cancer cells: the ability to mimic
the host microenvironment, and, in particular, the characteristics of osteomimicry and vasculogenic mimicry. We
also discuss the importance of host inflammatory and stem cells, which contribute to the growth and survival of
cancer cells. By understanding the salient features of cancer–host interaction, novel therapeutics may be devel-
oped to target both cancer and host in the treatment of lethal prostate cancer metastases.

Key Words: Bone metastasis; cell signaling; epigenetic modulation of gene expression; epithelial-to-
mesenchymal transition; extracellular matrices; growth factors; inflammation; molecular targeting and therapy;
osteomimicry; stem cells; tumor stromal interaction.

1. INTRODUCTION

It is now well-accepted that cancer progression depends not only on the genetic constituents and
modifications of the cancer cells, but also on the genetics and epigenetic factors contributed by the
host (1–5). Although genetic changes in the cancer cells are required for cancer to occur, these changes
are insufficient to induce the entire spectrum of a progressive cancer (6,7). It has been amply demon-
strated that intimate interaction between cancer cells and their host microenvironment greatly influ-
ences the growth and subsequent dissemination of cancer cells (8–11). The work of Paget, more than
a hundred years ago, epitomizes the tumor (“seed”) and host (“soil”) relationship that determines the
patterns of cancer dissemination in patients (12). Recent work, however, showed that this interaction
is far more dynamic than previously thought, including the ability of the host to alter the genetics of
the cancer cells and the ability of cancer cells to reciprocally modify the genetics of the host (5,13–16).
Host cells are not static, but can be recruited to or modified at the site of cancer cell growth, and
greatly influence the behaviors of cancer cells (5,13,17). The homeostasis between cancer cells and
their immediate microenvironment, including inflammatory cells and bone marrow-derived stem cells
recruited to sites of cancer growth, the levels of hypoxia and circulating hormones surrounding the
cancer cells, and the stress conditions, reactive oxygen species (ROS) induced by cell crowding and
changing pH, and the osmolarity of the tumor-adjacent microenvironment are all known to contribute
to changing cancer behaviors (18–21). Through constant contact and interaction with the rich milieu
of the microenvironment, including soluble growth factors, extracellular matrices and ROS, cancer
cells gain additional genetic modifications and behavioral changes that drive them to migrate and
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invade. Ultimately, the host factors determine the patterns of cancer cell dissemination (10,12,22–24).
The present review focuses on the contribution of host stromal fibroblasts and osteoblasts to local
cancer growth, progression, and its final metastasis to the skeleton and visceral organs. The converg-
ing signaling pathways that respond to factors that confer growth and lead to the survival and metas-
tasis of cancer cells, and the therapeutic opportunities arising from this paradigm shift, are
emphasized. Specifically, the following topics and molecular events are reviewed and discussed:

1. The plasticity of cancer and stromal fibroblasts that together contribute to cancer growth and progression.
2. The molecular basis of mimicry by cancer cells, with gene expression and cellular functions guided by the

host/cancer microenvironment and vascular endothelial and osteoblastic cells that support the growth and
survival of cancer cells.

3. How cancer cells orchestrate gene expression profile changes of the host cells that together participate in
the genesis and progression of cancer.

4. The opportunity for therapeutic co-targeting of both the cancer and the tumor microenvironment, disrupt-
ing the evolutionary continuum of the cancer and stromal cells that leads to the uncontrolled growth of
cancer cells and their resistance to therapy.

2. THE PLASTICITY OF CANCER AND STROMAL FIBROBLASTS

The developmental fate of a normal cell is regulated temporally and spatially by precise inductive
cues from the cell microenvironment (25). In response to the signaling molecules, the gene expres-
sion profiles and the behaviors of a differentiating cell are subjected to changes allowing the normal
differentiation program of developing organs to result. The genomic stability of the normal cell is
desired and expected, and essential for survival (26). However, in the case of cancer, many of the
physiological processes are “hijacked” by cancer cells, and mechanisms controlling growth and sur-
vival in the normal physiological context are lost (27–29). For example, the plasticity of cancer cells
and stromal fibroblasts could fuel tumor growth through the production of excessive amounts of
angiogenic substances leading to the ingrowth of new blood vessels, mimicking the normal physi-
ological processes of wound repair (30,31). Cancer cells have been described as a wound that fails to
heal. This refers to the persistent stromal response to the invading cancer epithelium and the secreted
local factors, such as plasminogen activator, that prevented the blood-clotting and wound-healing
processes (32,33). Cancer cells can be immune-evasive “outlaws” that have lost the major histocom-
patibility (MHC) class 1 antigen and are no longer recognized by the host cytotoxic T cells (34).
Cancer cells overcome and resist the physiologically programmed apoptotic response to the develop-
mental signals, tissue injuries and stress responses induced by hypoxia, hormone withdrawal, chemo-
therapy, and radiation therapy through a variety of mechanisms related to increased proliferative and
decreased apoptotic mechanisms that lead to tumor growth and survival (35,36).

The prostate gland is derived from the embryonic urogenital sinus, with the growth and differen-
tiation of the glandular epithelium specified and maintained by its adjacent mesenchyme under tight
control of the male steroid hormone, testosterone (37–39). When prostate epithelial cells are under-
going neoplastic transformation, initially the growth of glandular epithelium is still stimulated and
maintained by testicular androgen, with its action mediated by the androgen receptor (AR) in the
glandular epithelium and stromal fibroblasts (39–41). After androgen-deprivation therapy for the
treatment of prostate cancer, prostate epithelial growth becomes androgen refractory and is no longer
controlled by androgenic hormones, but is instead controlled by yet-to-be-defined factors secreted by
cancer cells as well as cells in the cancer microenvironment (42–45). This altered control mecha-
nism, with inherited and epigenetically driven intrinsic genomic instability, DNA repair defects, and
acquisition of multiple survival mechanisms by the cancer cells, allows cancer cells to escape from
normal developmental constraints and undergo a dedifferentiation process with possible nonrandom
genetic changes (15,16,46,47). Remarkably, despite genetic alterations in cancer cells, they often
remain nontumorigenic in mice and, even when tumorigenic, seldom acquire metastatic potential
(48,49). We think that certain undefined host factors could contribute largely to cancer development
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Fig. 1. Dynamic reciprocal genetic changes in prostate cancer and bone stromal cells through cellular inter-
action in a “vicious cycle” manner could contribute to the invasiveness and metastasis of human prostate cancer
cells to bone. The normal prostate epithelial cell homeostatic interaction with its adjacent stroma through growth
factors and extracellular matrix (ECM), via growth factor receptors or integrins, is deranged because of genetic
modifications that occur in the epithelium. The genetic altered prostate epithelial cell provokes a stromal reac-
tion, which sets off a chain reaction, such as elevated transforming growth factor (TGF)-β1 and interleukin
(IL)-6, in modulating reciprocally the cancer epithelium, which becomes prostate stroma-independent and even-
tually invades and migrates to bone and exerts strong reciprocal interaction with the bone cells.

and progression. For example, host inflammatory cytokines could play a positive and directive role in
tumor growth and progression, and indirectly affect the host microenvironment to facilitate tumor
growth and expansion. Tumor-derived and host stroma-derived factors, such as transforming growth
factor (TGF)-β1, are known to induce tumor angiogenesis and elicit stromal reactions and deposition
of extracellular matrices (50). The altered stromal microenvironment could help drive local tumori-
genesis and subsequently enhance tumor cell distant dissemination through a positive feedback
mechanism, as depicted in Fig. 1. The progression of cancer cells, therefore, can occur in three steps:

1. Genetic instability of precancerous epithelial cells contributes to altered cell behaviors, including increased
cell proliferation, decreased apoptosis, and increased cell motility.

2. The behaviorally altered precancerous or cancerous epithelial cells could trigger a stromal response, or
desmoplastic reaction in the stroma, with morphological and gene expression changes that particularly
increase the deposition of extracellular matrices and also the secretion of growth and angiogenic factors
that collectively induce genetic changes in the stromal fibroblasts.

3. In consequence, the changing stromal microenvironment could induce additional genetic modifications of
the cancer epithelial cells which become stromal independent and develop the propensity for bone
metastasis.

The resulting cancer cells could become highly unstable with increased motility and invasive and
metastatic potential. This interaction between stroma and epithelium is a “vicious cycle” maintained
by permanent genetic changes within both the tumor and stromal cell compartments, ultimately con-
tributing to the progression of an invasive cancer (5,51).
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3. HOW CANCER CELLS RESPOND TO A CHANGING TUMOR
MICROENVIRONMENT

3.1. Osteomimicry
Cancer cells are capable of mimicking the characteristics of cells in the tumor microenvironment.

Dramatic examples include osteomimicry, the ability of cancer cells to express genes normally highly
restricted to bone cells before, during, or after metastasis through the synthesis, secretion, and accu-
mulation of bone-like proteins, such as osteocalcin (OC), osteopontin, bone sialoprotein (BSP), and
osteonectin, even forming mineralizing bone under certain culture conditions (29,52,53). Cancer cells
are also capable of expressing receptor activator of NF-κB (RANK) ligand and parathyroid hormone
related peptide, which are known to directly or indirectly increase bone turnover through increased
RANK ligand (associated with cancer cells)–RANK (associated with osteoclasts) interaction and
activation of osteoclastogenesis (54,55). These unusual characteristics are caused by the ability of
cancer cells to respond to factors secreted by cancer cells or by host cells in the immediate micro-
environment. Using human prostate cancer and bone cells as models to define the molecular basis of
osteomimicry, we observed a unique key switch controlling OC and BSP gene expression that is
operative in prostate cancer but not in bone cells (56,57). This switch resides at the 8-base nucleotides
sequences, called the cyclic AMP (cAMP)-responsive element (CRE), within both OC and BSP
promoters, and is responsible for the regulation of both endogenous OC and BSP as well as their
promoter activities (57,58). We further showed that CRE activation is under the control of a soluble
factor secreted by prostate cancer and host cells, with its action mediated by cAMP-dependent pro-
tein kinase A (PKA) activation. The activation of CRE binding protein (CREB), was demonstrated
by the observation of CREB phosphorylation after activation of cAMP-PKA, phosphorylated CREB
translocation into the cell nucleus, and the subsequent binding of CREB to CRE as shown by gel shift
and supershift assays (57). Based on these data, Fig. 2 depicts a number of possible molecular path-
ways mediating osteomimicry in human prostate cancer cells (58):

1. The binding of a soluble factor to a putative cell surface receptor, linking with the activation of intracellular
cAMP-PKA signaling pathway. The putative receptor can be a G protein-coupled receptor that mediates down-
stream signaling via PKA, or, alternatively, can be linked to MHC class 1 antigen or a yet-to-be-identified
receptor that binds to the soluble factor and transmits intracellular signaling through the cAMP-PKA system.

2. The participation by a soluble factor, β2 microglobulin (β2M), which was shown to activate the cAMP-
PKA system (58). Because β2M is known to complex with a classic MHC class 1 antigen, this could
implicate the role of this complex in the downstream intracellular signaling of osteomimicry in human
prostate cancer cells.

3. The direct action of β2M in activating the cAMP-PKA system, or the direct participation by β2M in
CREB downstream activation of target genes.

The biological consequences of osteomimicry could be numerous. For example, the activation of
OC and BSP expression could result in the recruitment of bone cells, such as osteoclasts and osteo-
blasts that participate in enhanced osteoclastogenesis, that is, increased bone turn-over, or bone pit-
ting to create new sites in support of cancer cell attachment, growth, and colonization in bone (59,60).
OC and BSP activation could contribute to new bone formation and mineralization (61). Prostate
cancer cells derived from LNCaP cells with increased bone metastatic potential, such as C4-2 and
C4-2B, have activated OC and BSP gene expression and also are capable of forming bone nodules
when subjected to mineralizing cell culture conditions in vitro (62). Activation of CREB could result
in marked gene expression changes in cancer cells and cells in the cancer microenvironment that
could facilitate cancer cell growth, survival, and colonization in bone. It is interesting to note that, of
approx 4000 potential CREB target genes, only a fraction are expressed in a cell context-dependent
manner (63,64). This again supports the concept of the importance of the host contribution to cancer
cell growth, resistance to apoptosis, and resistance to therapy. A large number of other downstream
genes unrelated to osteomimicry were also found to be regulated by cAMP-PKA activation. For
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Fig. 2. Molecular mechanisms of osteomimicry in prostate cancer cells. Prostate cancer cells have the ability to
mimic gene expression and behaviors of bone cells by synthesizing and depositing bone-like proteins, such as
osteocalcin (OC) and bone sialoprotein (BSP) (57). Among factors that could regulate the expression of these
proteins, we found that β2 microglobulin (β2M) induces the expression of OC and BSP through an activation of
the cyclic AMP (cAMP)-protein kinase A (PKA) signaling pathway with its downstream activation of a cAMP-
responsive element (CRE)-binding protein (CREB). β2M is considered as a housekeeping gene with uniform
expression of its mRNA in many cells. Interestingly, β2M protein expression varied widely between cells. β2M
could exert its action via a number of membrane receptors, such as a G protein-coupled receptor (GPCR), a major
histocompatibility antigen complex (MHC), or a yet-to-be identified β2M receptor. Alternatively, β2M could also
act intracellularly by modulating directly CREB downstream target gene expression. The resulting increased ex-
pression and deposition of OC and BSP in bone matrix could recruit osteoblasts and osteoclasts and initiate in-
creased bone turnover (i.e., increased bone resorption and formation) through osteoclastogenesis, which facilitates
prostate cancer bone colonization. RANK, receptor activator of NF-κB and RANKL, RANK ligand (58).

example, after cAMP-PKA/CREB activation in cancer cells, the phosphorylated CREB is respon-
sible for the recruitment of CBP/p300 to activate downstream genes such as vascular endothelial
growth factor (VEGF), cyclins, and survival factors aiding the growth and survival of cancer cells
(65,66). It has been shown that removing androgen from cultured prostate cancer cells elicits a neuroen-
docrine phenotype caused by CREB activation (42,66,67). As expected, neuroendocrine differentia-
tion, which has been associated with increased invasion, migration, and metastasis of prostate cancer
cells, was also activated by cAMP mimetics, such as dibutyl cAMP or forskolin (42,67). Activation
of G protein, via cAMP-activated β2 adrenergic receptor, has been shown to compensate for the
requirement of androgen to activate AR downstream genes (67). This phenomenon could have clini-
cal importance, because it has been proposed that the activation of AR by suboptimal concentrations
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of androgen could be responsible for the survival of prostate cancer cells in patients subjected to
androgen-withdrawal treatment regimens (45).

3.2. Vasculogenic Mimicry
Cancer cells often grow under stress conditions, because of the lack of oxygen, increased cell

crowding, and the lack of sufficient nutrients. In response to these conditions, adaptive changes by
cancer cells have been observed to create their own blood vessels, such as ischemia-induced
vasculogenic mimicry in melanoma, breast, and prostate cancer (61,68,69). Hendrix and colleagues
(31) demonstrated the plasticity of melanoma cells, which formed tubular structures with patterned
matrix deposition including laminin, heparan sulfate proteoglycans, and collagens IV and VI,
expressing genes normally expressed by vascular endothelial cells and interconnecting with the
preexisting blood vessels (31). This adaptive capability of cancer cells toward changes in microenvi-
ronmental cues could sustain their growth and survival at metastatic sites and allow them to gain
further invasive and migratory potentials. A direct link between vasculogenic mimicry, the activation
of focal adhesion kinase (FAK) through phosphorylation of tyrosine-397 and -576, and decreased
plasminogen activation through decreased urokinase activity have been reported (70). Because FAK
activation has been associated with increased cell invasion and migration, and plasminogen activa-
tion is crucial for blood clotting, the ability of cancer cells to alter FAK and plasminogen activation
is consistent with observations of an increased ability to metastasize along with aberrant wound-
healing properties (30,71,72).

3.3. Epithelial-to-Mesenchymal Transition
Epithelial-to-mesenchymal transition (EMT) is a fundamental cellular process whereby an epithe-

lial cell undergoes a structural and functional transition to assume the phenotype and behavior of a
mesenchymal cell, characterized by increased migratory and invasive properties in embryonic devel-
opment and also on neoplastic progression (73). It is now well-accepted that EMT occurs in a number
of human cancers, including prostate cancer, and that EMT is associated with increased cancer
invasion and metastasis. EMT is a highly dynamic process that signals the plasticity of cancer cells
(Fig. 3). Cancer metastasis is often preceded by EMT, but, on the completion of the metastatic pro-
cess, cancer cells can revert their phenotype and behavior by undergoing mesenchymal-to-epithelial
transition (MET), presumably to increase cancer cell adhesion to each other and to cells in host
microenvironment. This suggests the importance of the epigenetic host microenvironment that could
trigger EMT and its reversal, MET (74).

There are numerous well-characterized molecular pathways that describe the underlying key regu-
latory processes of EMT in human cancer cells. Activation of TGF-β signaling enhances receptor
tyrosine kinases and Ras activities that together can drive the translocation of Smad and Snail tran-
scription factors from the cytoplasmic to the nuclear compartment, and the activation or suppression
of downstream target genes associated with EMT have been widely proposed as the key regulatory
mechanisms underlying EMT in human cancer cells (75,76). Other molecular mechanisms include
the activation of Wnt and β-catenin signaling, which suppresses E-cadherin and initiates the early
step of EMT (77,78); activation of the Hedgehog pathway, which contributes to increased EMT and
stem cell differentiation (73,79), both important features shared by invasive cancer cells; and activa-
tion of NF-κB transcription factor, which translocates into the cell nucleus, improves the survival of
cancer cells, and allows them to resist apoptotic death after therapeutic intervention (80,81). Figure 3
depicts selective growth control signaling pathways of EMT and MET as a continuum of prostate
cancer progression.
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Fig. 3. The proposed epithelial-to-mesenchymal transition (EMT) and its reversal of mesenchymal-to-epi-
thelial transition (MET) during the progression of human prostate cancer. Increased migration and invasion of
prostate cancer cells before bone metastasis can be initiated through EMT under the influence of increased
growth factor signaling (e.g., transforming growth factor [TGF]-β1, epidermal growth factor [EGF], or β2
microglobulin [β2M]). The sources of growth factors and cytokines can originate from resident fibroblasts or
inflammatory cells within cancer-associated stroma, and these factors can complex with extracellular matrices
(ECM). Cancer cells can metastasize to bone through hematogenous spread and after arriving at the bone,
cancer cells have been observed to undergo MET under the influence of bone morphogenetic protein (BMP)-7
and lipocalin 2, by reexpressing epithelial cell-associated markers, such as E-cadherin, and decreased expres-
sion of vimentin and N-cadherin and increased cancer cell adhesion and colonization at metastic sites.

4. HOW HOST CELLS CONTRIBUTE TO THE GENESIS OF CANCER

4.1. Host Infiltrating Inflammatory Cells
Cancer development often coincides with active chronic and recurrent inflammatory responses

caused by innate immune responses to the presence of altered cancer epithelial cells and bacterial or
viral infections at the site of cancer origin. The infiltrating inflammatory cells have been shown to
release ROS and reactive nitrogen species, such as hydrogen peroxide, superoxide, and nitric oxide,
to protect the host cells and eradicate the “foreign” cells and invading organisms (82,83). Responses
to the presence of these highly reactive oxygen and nitrogen radicals released by the inflammatory
cells and cancer cells could induce DNA damage to cancer cells and host stroma, activating DNA
repair and cell proliferation programs to compensate for the cell loss resulting from failure to repair
and subsequent cell death (84,85). An extensive literature suggests the possible functional and
signaling roles of oxygen and nitrogen radicals in eliciting cell responses to stress and escape
mechanisms for survival (86). These observations collectively support the important role of the
inflammatory cascade in carcinogenesis. De Marzo et al. (87,88) proposed a role for inflammation in
prostate cancer development when they found foci of proliferative inflammatory atrophy (PIA) as
precursor lesions before the detection of prostate intraepithelial neoplasia (PIN), a known early patho-
logical lesion associated with human prostate cancer development. They reported compelling epide-
miological evidence to suggest a link between prostate inflammation and prostate cancer in men (87).
For example, a positive correlation was found between prostatitis and sexually transmitted infections
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Fig. 4. The contribution of inflammatory cells to the progression of prostate cancer. Recruitment of inflam-
matory cells to the prostate gland can occur under a variety of physiological and pathophysiological conditions,
such as wound, infection, prostatitis, and cancer. Genetically altered prostate epithelial cells, under the influ-
ence of resident fibroblasts, inflammatory (such as macrophage and lymphocytes) cells, and endothelial cells
progress further through additional genetic changes triggered by reactive oxygen species (ROS) or reactive
nitrogen species (RNOS). The genetically unstable prostate cancer cell clusters can form proliferative inflam-
matory atrophy and then proceed to prostate intraepithelial neoplasia before becoming prostate cancer cells
with increased malignant potential. After metastasizing to bone, prostate cancer cells interact with bone cells,
such as osteoblasts and marrow stromal cells, to increase their growth and survival in bone. Through cellular
interaction with osteoclasts, prostate cancer cells also promote osteoclastogenesis and bone turnover by
increased osteoclast maturation via receptor activator of NF-κB (RANK) ligand (localized on prostate cancer
cell surface) and RANK (localized on the cell surface of osteoclasts) interaction. Because of increased bone
turnover, there is increased release of soluble growth factors, cytokines and extracellular matrices (ECMs),
which promote further prostate cancer growth and survival in bone.

and increased prostate cancer risk (88–90). Intake of anti-inflammatory drugs and antioxidants has
been shown to decrease prostate cancer risk (91–94). Genetic studies revealed further supportive
evidence that RNASEL, encoding an interferon-inducible ribonuclease (95,96), and MSR1, encoding
subunits of the macrophage scavenger receptor (96–98), are candidates as inherited susceptibility
genes for familial prostate cancer. Conversely, the loss of GSTP1, encoding a glutathione-S-trans-
ferase capable of inactivating ROS and, thus, reducing genome damage, has been found to occur
frequently in human prostate cancer (87,98–100). Figure 4 emphasizes the potential roles of inflam-
matory processes and the ways to antagonize them in prostate cancer development.
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4.2. Host Stem Cells
There are two pools of stem cells that are thought to contribute to local cancer growth and its

distant metastasis, and one of these stem cell populations serves as progenitors. With their uncon-
trolled growth potential and self-renewal property, they become a constant source of cancer cells and
populate the tumor mass (101–103). For example, the basal cells in the prostate gland have been
referred to as stem cells that share gene expression profiles with cancer cells and could be considered
as the progenitor cells of prostate cancer (102,104). Another pool of stem cells could originate from
the host (22,105). Bone marrow-derived progenitor stem cells have migratory and invasive potential
(106,107). On cancer cell growth and metastasis, this pool of cells has been shown to migrate into
primary or metastatic cancers, creating a rich source of growth factor and a cytokine niche supporting
the growth and expansion of cancer cells (25). Although there is no concrete example of this kind of
mechanism in prostate cancer, a recent work by Kaplan et al. (108) showed that the ability of tumor
cells to metastasize to a predetermined location can be explained by the previous “marking” of the
metastatic site by bone marrow–hematopoietic progenitor cells that express VEGF receptor 1
(VEGF1, or Flt1) and VLA-4 (integrin α4β1; refs. 109 and 110). The expression of α4β1, a known
receptor of fibronectin produced by resident fibroblasts, in response to tumor-specific factors, creates
a permissive niche for the incoming migrating tumor cells (109,110). If this mechanism has general
applicability, it can be proposed that a previously established bone marrow stem cell niche, in
response to tumor-derived factors by resident marrow stromal cells, could also be responsible for
attracting prostate cancer bone metastasis (108–111). It has already been proposed that the homing
mechanism of prostate cancer cells may involve:

1. Chemokines (SDF-1 or CXCR12) derived from marrow stromal cells and chemokine receptors (CXCR4)
on the cell surface of prostate cancer cells (112).

2. Cell adhesion molecules on marrow endothelial cells and integrins (αvβ3 and α4β1) on the cell surface of
prostate cancer cells (113,114).

3. Hedgehog produced by cancer cells, which triggers a host stromal response mediated by paracrine interac-
tion with cell surface receptors, patched1 (115–117).

4. Complementary growth factors/growth factor receptors and/or extracellular matrices/integrins produced
by prostate cancer cells and bone cells, such as marrow stromal cells, osteoblasts, osteoclasts, or bone
marrow progenitor stem cells.

Understanding the molecular mechanisms at the interface of prostate cancer cells and host cells
could help in the future development of novel therapies for the treatment of prostate cancer bone
metastasis (5,45,60).

5. STRATEGIES TO CO-TARGET BOTH CANCER AND HOST
FOR THE TREATMENT OF LETHAL PROSTATE CANCER METASTASIS

Increasing evidence suggests that an intimate interaction between cancer and its host contributes
to local prostate cancer growth and distant metastasis. Cancer and host interaction has also been
shown to support the survival of prostate cancer cells when subjected to hormone therapy,
chemotherapy, and radiation therapy (5,118,119). Through epigenetic cancer and host interaction,
additional genetic changes can be introduced into both of the interactive cell types and further evolve
the tumor phenotypes and genotypes (5,10,13,15). This could be the molecular basis for cancer’s
status as a constantly moving target for which therapy must be tailored on an individual basis. For
these reasons, the most effective means of controlling prostate cancer local growth and distant
metastasis may be co-targeting strategies that eliminate cancer cell growth and also deprive cancer
cells of their support systems from the host. This will hopefully eliminate or minimize the ability of
cancer cells to survive and undergo continuous genetic and behavioral evolution by escaping previ-
ously effective therapies. The best-known example is the androgen-independent progression of pros-
tate cancer cells, by which they escape hormonal dependency and become unresponsive to androgen
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withdrawal (45,120). The concept of co-targeting cancer and host has already been backed up by a
number of examples. These are:

1. The use of an antiangiogenic drug (e.g., thalidomide) to target the endothelium in combination with che-
motherapy targeting prostate cancer cells (121,122).

2. The combined use of a radionuclide, Sr89 or Sm, to target the osteoblasts with chemotherapy targeting
prostate cancer cells (123).

3. The use of an endothelin (ET)-1 receptor antagonist, atrasentan, to block the paracrine interaction between
prostate cancer cells, which produce ET-1, with its action mediated by ET-1A receptor on the cell surface
of osteoblasts (124).

4. Interrupting paracrine/autocrine growth factors and growth factor receptors or extracellular matrix and
integrin interactions by the use of antibodies, such as insulin-like growth factor-1R or platelet-derived
growth factor receptor antibodies, integrin isotype-specific antibodies, and antibodies to the stem cell
hedgehog signaling pathway “hijacked” by cancer cells (5,125,126).

5. Targeting the interphase between prostate cancer and bone cell interaction by slowing down bone turn-
over with bisphosphonates, and osteoblast/prostate cancer interaction with a decoy RANK receptor,
osteoprotegerin (54,127).

6. Co-targeting prostate cancer and bone stroma using an adenoviral-based gene therapy with either thera-
peutic cytotoxic herpes simplex virus (hsv)-thymidine kinase or viral replication controlled by tissue-
specific and tumor-restrictive promoter, hOC or hBSP (119,128,129).

The rationales of these strategies are to interrupt cancer–host interaction and communication and
make the host microenvironment hostile to cancer growth and survival. A broad range of experimen-
tal approaches holds promise and could someday change how cancer metastasis is evaluated and
could lead to its treatment on an individual basis.
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Summary

Despite initially encouraging response to hormone therapy, prostate tumors finally develop a resistant
phenotype and progress to a life-threatening disease. Critically involved in the mechanisms of therapy resistance
and tumor progression is the androgen receptor, the central mediator of the proliferation and survival effects
of androgens, and the target of endocrine therapy. There is mounting evidence that alteration of androgen
signaling and function enables tumor cells to survive and adapt to hormone deprivation, resulting in autonomous
activation of growth-promoting downstream targets. Changes include increased expression, gain of function
mutations, activation of ligand-independent stimulation mechanisms, and altered expression of and interaction
with co-modulatory proteins. A profound understanding of the pivotal changes underlying prostate cancer pro-
gression will be the key to the development of more efficient hormone therapy and novel treatment strategies for
prostate cancer patients.

Key Words: Amplification; androgen ablation; androgen receptor; coactivators; ligand-independent
activation; mutations; prostate cancer.

1. INTRODUCTION

The prostate gland is dependent on androgen hormones. It develops and grows under the influence
of androgens, and their permanent stimulation is required for maintenance and function in the adult
organ. Prostate tumors share this hormone-dependence with nonmalignant prostate tissue, at least in
the early stages of tumor development. Since the pioneering work of Huggins, who first described
this dependency, this forms the basis for the treatment of inoperable prostate cancer by hormone
ablation (1). Withdrawal of androgens and inhibition of androgen signal transduction by anti-andro-
gens stop proliferation and induce programmed cell death (apoptosis) in prostate tumor cells, allow-
ing control of tumor growth until therapy resistance is developing.

The central molecule for mediation of androgen function and the target for endocrine therapy of
prostate cancer is the androgen receptor (AR), a ligand-activated transcription factor and member of
the superfamily of nuclear receptors. This receptor also is in the center of the mechanism enabling
prostate tumor cells to escape therapy. In the last decade of prostate cancer research, several such
mechanisms involving AR function have been uncovered. We still do not have a detailed picture of
all of the underlying molecular mechanisms, but the emerging picture gives us invaluable clues for
improving currently used prostate cancer therapy and developing new treatment concepts. The
importance of the AR and AR signaling in prostate cancer progression is illustrated by the recent
finding that alterations in this pathway are the only consistent change in gene profiling studies eluci-
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dating the mechanism of prostate tumor progression (2). Amplifications of the AR gene occur in
approximately one-third of tumors escaping endocrine therapy (3,4).

2. AR STRUCTURE AND FUNCTION IN THE PROSTATE

The androgen hormone dihydrotestosterone (DHT) is the principal regulator of prostate
development and growth during embryonal development and puberty (5). In the adult prostate, it is
required for maintenance of tissue homeostasis and secretory function. The circulating steroid
hormone, testosterone, diffuses into the cells and is there converted by the 5-α reductase enzymes to
the more potent androgen, DHT (6). DHT and other androgen hormones present in the prostate cells
bind to a high-affinity binding protein required for mediating their effects, the AR. It is a member of
the superfamily of nuclear receptors, its closest relatives are the progesterone, glucocorticoid, and the
other steroid hormone receptors (7,8). Binding of androgen hormones triggers activation of the
receptor to a transcription factor that interacts with and regulates the activity of gene promoters
containing androgen-responsive elements (AREs). Activation involves a cascade of activation
processes and the interaction with other components, such as co-regulatory proteins and proteins of
the cellular transcription machinery.

The AR is encoded by a single gene on the long arm of the X chromosome spanning approx 180 kb
(see gene atlas at: www.dsi.univ-paris5.fr/genatlas/fiche.php?n=5328) and is inherited in an X-linked
fashion. The gene shows the typical structure of the nuclear receptor genes, with eight exons encoding
the large N-terminal domain, a central DNA-binding domain composed of two zinc finger elements,
a hinge region, and the C-terminal ligand-binding domain (9–11) (Fig. 1). The AR gene promoter is
characterized by a short GC-box and a homopurin stretch, but lacks TATA and CAAT boxes typical
for many eukaryotic genes (12,13). Binding sites for the transcription factor SP1 and a cAMP-
responsive element were characterized (14,15). Two messenger RNA (mRNA) species are tran-
scribed, the major one is 10 kb and the minor one is 7 kb in size (13). The difference is in the large 3'
untranslated region that follows the open-reading frame. The receptor protein has 919 amino acids,
however, because of two polymorphic triplet repeats in exon 1, one encoding a polyglutamine (CAG)
repeat and the second encoding a polyglycine (GCN) repeat with variable lengths, the individual size
can vary (16,17). Short triplet repeat regions seem to be associated with a moderately increased risk
to develop prostate cancer (18) and extension beyond 40 repeats is the underlying cause of spinal and
bulbar muscular atrophy (19). The AR gene is a locus of frequent mutations (http//:www.mcgill.ca/
androgendb). Approximately 300 mutations have been identified, most of them in male pseudoher-
maphroditism patients with various degrees of androgen insensitivity caused by loss of AR function
(20,21). Approximately 70 AR mutations have been identified in prostate cancer cell lines and speci-
mens. Many cause the AR to acquire promiscuous properties and are described in Chapter 5.

Inactive AR is associated with heat shock proteins, and the binding of the hormone to the ligand-
binding domain initiates a cascade transforming the AR into an active transcription factor. Activation
includes dissociation of heat shock proteins, hyperphosphorylation, conformational changes, translo-
cation into the nucleus, dimerization, and association with co-modulatory proteins (22–25). Acti-
vated AR then interacts with the cellular transcription machinery regulating transcription of genes
through binding to AREs (26). Gene regulation may be positive or negative depending on the
promoter and cellular context (27–29).

Activated AR interacts with chromatin through its two central zinc finger motifs that are held in
place by four conserved cysteine side chains coordinated to a zinc ion (30,31). This domain is the
most highly conserved region among the steroid receptors. Nuclear magnetic resonance and X-ray
diffraction analysis revealed that the interaction with the DNA occurs through a helix that fits into the
major DNA groove (30–32). The N-terminal domain comprises approximately half of the protein and
contains the activation function domain (AF)-1 . It brings about most of the transactivation activity,
in contrast to other steroid receptors, the AF2 located in the C-terminus is weak in the AR (33–35).
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Fig. 1. Androgen receptor (AR) structure. The AR is a ligand-activated transcription factor mediating the
effect of androgen hormones. Binding of androgens to the hormone-binding domain in the C-terminus induces
a cascade of activation steps resulting in transformation to an active transcription factor. With the central DNA-
binding domain built-up of two zinc (Zn) finger motifs, it interacts and binds to AREs in the promoters of
genes. Immediately after the second zinc finger, there is a nuclear localization signal (NLS) that is essential for
nuclear uptake of the receptor. A short hinge region (H) separates the DNA from the ligand-binding domain at
the C-terminus. The large N-terminal transactivation domain contains two polymorphic amino acid repeats
encoded by triplet repeats in the AR gene that vary in size among individuals (polyQ and polyG). The N-
terminal domain also harbors the main transactivation function, activation function domain (AF)-1. A second
transactivation function is localized in the ligand-binding domain, AF2. Both AF units interact with each other
and are involved in recruitment of co-modulator proteins and cofactors of the transcription machinery.

The encoding gene is located on the long arm of the X-chromosome, and malfunction is associated with
three diseases: syndromes of male sex ambiguity caused by partial or complete loss of AR function; prostate
cancer, in which escape from hormone-ablation therapy is associated with AR alterations that result in an
autonomous AR activation; and, finally, spinal and bulbar muscular atrophy, which is characterized by late
onset and progressive weakening of skeletal muscles caused by an extension of the CAG triplet repeat.

More than 70 mutations have been detected in prostate cancer tissue, xenografts, and cell lines, the vast
majority of them missense mutations. Several of the mutations located in the ligand-binding domain were shown
to generate promiscuous receptors. Mutations located in the N-terminus of the receptor seem to alter the inter-
action with co-regulator proteins.

However, for full transactivation, both domains are required, and there is a physical interaction
between the AF1 region in the N-terminus and the AF2 region in the C-terminus, which is important
for recruitment of some coactivator proteins (36,37).

Between the DNA-binding domain and the ligand-binding domain, the so-called hinge region
provides a nuclear translocation signal, the function of which is essential for nuclear localization
(38). In addition, this region also provides the interface for interacting proteins, such as filamin A or
p21-activated kinase 6 (PAK) (39,40). The ligand-binding domain at the C-terminus of the receptor
protein is structured in 12 α-helices and a β-sheet, and has a 3D structure very similar to the ligand-
binding domains of other steroid receptors. The orientation of helix 12 differs depending on agonist
or antagonist binding. It closes the ligand-binding pocket in case of an agonist and leaves the pocket
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open when an antagonist is bond (41). In mutant receptors that are activated by nonandrogenic ste-
roids or anti-androgens, the orientation of helix 12 is the same as after androgen binding, thus, pro-
viding a structural explanation for the promiscuous behavior (42).

The ARE consensus element is made up of two imperfect palindrome 6 bp elements separated by
a spacer of 3 nucleotides (Fig. 1) (43). This element is not specific for the AR, related steroid recep-
tors such as progesterone and glucocorticoid receptors also bind to and activate transcription through
this element. Androgen-specific regulation of these promoters requires additional cofactors acting in
a cell- and tissue-specific manner (44,45). In several androgen target genes, the AREs contain direct
hexamere repeats of the canonical sequence 5'-TGTTCT-3' (46–48).

3. AUTONOMOUS AR ACTIVATION IN THERAPY-REFRACTORY
PROSTATE CANCER

Induction of programmed cell death induced by blockade of AR signaling is the fundamental
treatment for non-organ-confined prostate cancer. This can be achieved through androgen withdrawal
by surgical or chemical castration or interruption of androgen signal transmission by anti-androgens
(49). Often, a combination of androgen withdrawal and receptor inhibition by anti-androgens is also
applied to achieve total androgen blockade. Although initially effective in the vast majority of treated
patients, essentially all tumors develop resistance after a mean time of approx 2 years. Research into
the basics of this progression to a hormone-insensitive tumor state provided mounting evidence in the
last decade that changes in AR signaling are crucially involved (50,51). The underlying mechanisms
can be grouped into four major categories, increase of AR protein levels, gain of function mutations,
ligand-independent receptor activation through signaling crosstalk, and changes in the interaction
with transactivation co-modulators. These mechanisms are discussed in Chapters 4–7.

4. INCREASED AR EXPRESSION

Escape from androgen ablation therapy is associated with AR gene amplification in approx 20 to
30% of patients (52,53). Moreover, increased AR protein levels were also found in tumors without
gene amplification (54). Amplification and overexpression is the result of a selection process observed
after escape from hormone therapy, but only very rarely in untreated tumors. Not surprisingly,
increase of the receptor protein seems to enable tumor cells to survive in the condition of androgen
deprivation and adapt to it. Upregulation of AR expression is the only gene expression change that is
consistently found in xenograft tumor progression models (2). Interestingly, patients with an ampli-
fied AR gene showed a better response to second-line androgen ablation treatment, although this did
not seem to bring about an advantage with regard to survival (55).

5. AR MUTATIONS

The second mechanism used by prostate cancer cells to escape therapy is mutating the AR. Con-
trary to AR mutations found in male pseudohermaphroditism patients, which cause partial or com-
plete loss of function, mutations occurring in prostate cancer provide a gain of function.
Approximately 80 mutations have been identified (56). In most cases, prostate cancer AR mutations
result in exchange of a single amino acid, only few deletions or mutations that introduce premature
stop codons or affect noncoding regions of the AR gene have been found. With only few exceptions,
AR mutations in prostate cancer are somatic (57–59).

AR mutations have been found in advanced and metastatic tumors as well as in primary, untreated
tumor tissue and also in cases of latent carcinoma (57,60–67). The predominant properties of mutant
receptors found in prostate tumors are loss of androgen specificity and increased agonistic activation
through nonandrogen steroid hormones and antiandrogens (Table 1). The best-studied example of
this kind of AR mutation is AR T877A, initially detected in the LNCaP cell line and later also found
in a number of prostate tumor specimens. In addition to androgens, the steroid hormones, estradiol
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and progesterone, and the anti-androgens, cyproterone acetate, hydroxyflutamide, and nilutamide,
bind to and activate this mutant AR and stimulate proliferation of LNCaP cells (68–73). The amino
acid site 877 and the region around it seems to be a mutational hot spot in prostate cancers. In patient
tissues, a number of mutations have been identified in this region (74).

Only a limited number of the mutant receptors found in prostate tumors have been functionally
characterized thus far. In several cases, a promiscuous activity could be attributed to them. Among
the activating ligands are estradiol, progesterone, glucocorticoids, adrenal androgens, androgen
metabolites, and the anti-androgens used in prostate cancer treatment (Table 1). These mutations are
all located in the ligand-binding domain. Among them is also one germ line mutation occurring in the
Finnish population (AR R726L) that is overrepresented in Finnish prostate cancer patients (75). This
mutant receptor shows increased activation in response to estradiol (76). An interesting mutant
receptor was detected in a tumor cell line derived from the metastasis of a prostate cancer patient. It
harbors two mutations, the AR T877A LNCaP mutation, plus a mutation at amino acid position 701,
L701H (77). It is activated by cortisol and corticosterone (78,79). A mutant AR identified in a cell
line derived from the CWR22 xenograft prostate cancer model has a duplication of exon 3, the second
zinc finger of the DNA-binding domain (80). This mutation occurred during propagation of the
xenograft and was not present in the original tumor. A mutation that does not seem to change hor-
mone specificity but elicits increased transcriptional activity on single ARE promoters was located in
the hinge region and identified in a patient with a very short response to endocrine therapy (S646F)
(61). Yet another mechanism for AR activation under the condition of endocrine therapy is demon-
strated by mutant AR Q640Stop identified in a cancer patient after escape from therapy (81). This
mutation generates a truncated receptor lacking the ligand-binding domain that is constitutively active
and does not require hormone binding for transcriptional activity.

The importance of AR mutation for progression of prostate cancer was recently confirmed in a
transgenic model, the TRAMP mouse (82). In tumors that developed after castration, nine AR muta-
tions were identified, seven in the transactivation domain and two in the ligand-binding domain (83).
One of these mutant receptors, E231G, demonstrated increased activity in response to androgen and
estradiol in the presence of an AR coactivator. This demonstrates another aberrant function of mutant
ARs, alteration of modulatory activity of coactivators and co-repressors.

Han and colleagues used transgenic mice to manipulate the expression level of AR in the prostate
and to specifically introduce mutant ARs (84). Whereas expression of a wild-type or a promiscuous
(mouse AR T857A corresponding to human A877T) did not cause development of prostate cancer,
the mouse AR variant E231G, which alters the AR in a highly conserved motif of the N-terminal
transactivation domain involved in co-regulator interaction caused rapid development of precancer-
ous neoplasia that progressed to invasive and metastatic cancer in all animals. This confirms that
altered interaction with co-modulatory proteins caused by AR mutations can trigger prostate carcino-
genesis and tumor progression.

6. AR COACTIVATORS AND PROSTATE CANCER DEVELOPMENT
AND PROGRESSION

Treatment of diverse cell lines with androgens results in variable induction of target genes. The
most likely explanation for differential activation of the AR is cell-specific presence of proteins that
enhance (coactivators) or diminish (co-repressors) AR activity. The fact that transcriptional activity
of steroid receptors decreases after transfection of other steroid receptors led to the assumption that
different steroid receptors compete for the same co-regulators. The first AR co-regulatory molecule,
androgen receptor associated protein 70 (ARA70), was discovered by a yeast two-hybrid screening
approach with a GAL4 AR fusion protein as the bait (85). A similar approach was applied in other
studies in which proteins that interact with the AR in a ligand-dependent manner were identified. The
effect of coactivators is, in most cases, demonstrated in cotransfection–transactivation assays in which
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they further increase ligand-induced AR activity (86). Expression of the AR should not be modified
by molecules characterized as coactivators.

Type I coactivators are bridging proteins between the DNA-bound nuclear receptor and the basal
transcriptional machinery. Protein inhibitors of activated signal transducers and activators of
transcription (STAT) factors (PIAS), whose members exert differential effects on AR activity, belong
to this group. AR activation is stimulated by PIAS 1 and 3 but repressed by PIASy (87). β-catenin has
a role in cell–cell adhesion by linking the cytoskeleton to adherens junctions, acting as a type I
coactivator (88). As an effector of the wingless type MMTV integration site family (Wnt) pathway,
β-catenin regulates proliferation, differentiation, and migration (89). Cytoplasmic β-catenin can form
a complex with members of the T-cell factor and lymphoid enhancer factor family of transcription
factors in the nucleus. Class II coactivators have histone acetyltransferase activity that is required for
relaxation of chromatin structure. They stabilize ligand binding and influence translocation of the AR.

Coactivators of the p160 group that interact with several steroid receptors are class II co-regula-
tors (90). Other examples of cofactors that belong to that group are BCl-2 associated athamogene 1L
(BAG-1L), steroid receptor coactivators-1 proteins (SRC-1), ARA70, and ARA24 (90–92). AR
interacts with general transcription factors such as  transcription factor IIF (TFIIF) through its NH2-
terminal. TFIIF domains serve in transcriptional initiation and elongation. It consists of six core
subunits and a protein kinase moiety, cdk-activating kinase (CAK), which contains three catalytic
subunits. One of these subunits, cyclin dependent kinase 7 (cdk7), interacts with AR.

Because a large number of co-regulatory proteins interact with AR (for a comprehensive list see
the AR database, http://www.androgendb.mcgill.ca), it is not easy to assess the impact of a particular
coactivator for AR function. This issue may be relevant when discussing new ways to inhibit AR
action in prostate cancer. Although there are several means by which downregulation of AR
coactivators could be achieved, it should be emphasized that there is a redundancy in their action.
This is additionally supported by data showing that targeted disruption of SRC-1 does not cause an
androgen-insensitive phenotype (93). In some experimental studies, there was an effect on in vitro
growth of prostate cancer cells in which a specific coactivator was knocked down (94,95). However,
in vivo confirmation is still missing. Most early studies with AR cofactors were performed by
semiquantitative RT-PCR (96). They largely confirmed nearly universal presence of coactivators in
both benign and malignant tissue. More recently, improved research work using specific antibodies
has allowed detailed studies of their localization and function. In addition, functional studies per-
formed with chromatin immunoprecipitation assays allow assessment of recruitment of coactivators
to promoters of target genes in various prostate cancer models (97).

The purpose of this chapter is to familiarize readers with established facts and concepts in
coactivator research. Some studies have focused on the role of the p160 coactivator, SRC-1, in pros-
tate cancer. SRC coactivators are composed of NH2-terminal tandem basic helix–loop–helix, PAS
domains, three central LXXLL motifs, and a COOH-terminal glutamine-reach region. The AR inter-
acts with SRC-1 through two different regions, one in the N-terminus (AF1) and the second one in
the C-terminus (AF2). In studies carried out in material from patients with endocrine therapy-resis-
tant carcinoma of the prostate, it was found that SRC-1 levels increase (98). Similar findings were
obtained in the recurrent CWR22 xenograft (99). Increased levels of SRC-1 in therapy-resistant car-
cinoma of the prostate facilitate activation of the AR by adrenal androgens and metabolites. How-
ever, a study investigating the expression of 16 AR co-regulators, including SRC-1, by real-time
PCR and in situ hybridization, found diminished expression of SRC-1 mRNA in therapy-refractory
carcinomas (100). On the other hand, its overexpression was found in the LuCaP 70 xenograft. Work
by Fujimoto and associates suggested an opposite trend toward increased expression of SRC-1 in
tumor specimens obtained from patients with poor prognosis (101). These results indicate that more
research is needed to investigate expression of SRC-1 and perhaps other cofactors in selected cell
subpopulations representing benign and malignant epithelium and adjacent stroma. In addition, regu-
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lation of mRNA and protein for most of the cofactors in prostate cancer is not well understood. SRC-
1 is a mitogen-activated protein kinase (MAPK) phosphorylation substrate and has a role in ligand-
independent activation of the AR by interleukin (IL)-6, a multifunctional cytokine involved in
regulation of prostate cancer cell proliferation, apoptosis, and differentiation (102). Similar changes
in the expression of another p160 coactivator, transcriptional intermediary factor 2 (TIF-2), were also
observed in patients with recurrent prostate cancer (98). Posttranscriptional increase in TIF-2 expres-
sion was found in prostate cancer cells in response to epidermal growth factor (EGF) (103). Phospho-
rylated TIF-2, thus, contributes to the potentiation of ligand-dependent AR activity by EGF. The
levels of the p160 coactivator, ras-related C3 botulinum substrate 3 (RAC3), also correlate with
prostate tumor grade and stage (104).

Transcriptional integrators p300 and its functional homolog, CREB-binding protein (CBP), are
also implicated in regulation of AR activity and cell growth in several ways. Both proteins, which can
act either as type I or type II coactivators, were demonstrated to potentiate ligand-dependent activa-
tion of the AR (86,105). They could perform enzymatic activities, such as acetylation and phospho-
rylation, or interact with other coactivators. For p300, there is an experimental evidence showing its
involvement in ligand-independent activation by IL-6 (106). Overexpression of p300 was sufficient
to overcome lack of activation caused by blockade of the MAPK pathway. A p300 mutant that lacked
histone acetyltransferase activity did not show an effect on IL-6-caused activation of the AR. When
p300 levels were downregulated by short interfering RNA (siRNA), the ability of IL-6 to induce the
expression of prostate-specific antigen (PSA) was abolished. Thus, different experimental approaches
were used to demonstrate the role of p300 in the cross talk between IL-6 and AR signaling pathways.
Increased expression of p300 in biopsies from patients treated with radical prostatectomy correlated
with tumor volume, extraprostatic extension, seminal vesicle involvement, and progression after sur-
gery (107). Proliferation of prostate cancer cells was inhibited by p300 siRNA.

CBP was originally discovered in prostate cancer cells as a factor responsive for opposite effects
of androgen and AP-1 (86). Expression of CBP was demonstrated in both benign and malignant
prostate tumors (108). CBP may be particularly important for determining the outcome of treatment
of cancer cells with anti-androgens. These drugs can exert undesirable agonistic effects because of
the presence of AR point mutations or overexpression of specific cofactors. Agonistic properties of
hydroxyflutamide were potentiated in transfected DU-145 or LNCaP cells in which CBP was
overexpressed (108). This seems to be a selective enhancement of agonistic action because the effect
in the presence of bicalutamide was only minor. The levels of CBP mRNA and protein in prostate
cancer cells LNCaP were downregulated by the synthetic androgen, R1881. This finding implies
that, during androgen ablation, the expression of CBP (and some other coactivators) may increase,
contributing to a hypersensitive reaction of the AR. In most patients who failed endocrine therapy,
strong presence of CBP in tumors was detected by immunohistochemistry.

Expression of the AR coactivator, Tat-interacting protein 60 (Tip60), which directly acetylates the
AR, is regulated in a similar manner in prostate cancer cells as that of CBP. A high expression of
Tip60 was observed in nuclei in prostate cancers that failed to respond to endocrine therapy (109).
Upregulation and nuclear accumulation of Tip60 was induced after androgen ablation (109). Tip60 is
recruited to the PSA promoter in androgen-dependent prostate cancer cells after androgen treatment
(97). However, in androgen-independent sublines, this recruitment occurs even in the absence of
androgen. This may be an important mechanism regulating androgen-independent expression of PSA
and other AR target genes in prostate cancer. In androgen-depleted conditions, there is also enhanced
expression of the F-actin-binding protein, gelsolin, which strongly potentiates AR activation by
hydroxyflutamide (110). Another example of a cofactor-supported agonistic effect of
hydroxyflutamide is that of ARA55, a protein whose sequence shows a high homology to the mouse
transforming growth factor-β-inducible gene, hic5 (111). There is a lower expression of ARA55 in
endocrine therapy-resistant prostate carcinoma and in LNCaP or DU-145 cells. The intermediary
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molecule in transforming growth factor-β signaling, Smad3, was reported to exert either stimulatory
or inhibitory effects on AR signaling depending on cell type (112,113). The effects of estradiol and
hydroxyflutamide were potentiated by ARA54, a co-regulatory protein with ubiquitin ligase activity,
preferentially with the LNCaP mutated AR (114). Coactivators whose expression increases after
androgen ablation should be used in screening tests for novel anti-androgenic drugs. These novel
compounds should be used in experimental therapy for prostate cancer only if they do not promote
acquisition of agonistic properties of AR blockers.

ARA70, as mentioned, was the first coactivator whose interaction with the AR was investigated.
However, it potentiates the effects of respective ligands on activation of progesterone and also the
glucocorticoid receptor (115). In prostate cancer, it is involved in AR activation by estradiol, δ-5-
androstanediol, and anti-androgens, without showing a preference for hydroxyflutamide,
bicalutamide, or cyproterone acetate (116–118). Controversy continues regarding the role of ARA70
in prostate cancer cells. It was shown that LNCaP colony growth was suppressed by ARA70 and that
advanced prostate cancers lost its expression (119). These findings suggest that the coactivator has a
primarily tumor-suppressing function. These data, however, differ from those of Hu and associates
who presented the opposite results (120). It seems that ARA70 is an AR target gene. In the CWR22
xenograft, its expression follows that of several well-defined genes regulated by the AR (99). In
addition, downregulation of AR levels by resveratrol leads also to reduction of ARA70 expression
(121). In general, studies on ARA70 are not conclusive and more research is needed to better under-
stand its role at different stages of prostate carcinogenesis.

Retinoblastoma and BRCA1 proteins are tumor suppressors that induce AR transcriptional activ-
ity (118,122). One could hypothesize that these coactivators modulate the prodifferentiation action
of high concentrations of androgens. Regulation of cellular events in prostate cancer by retinoblas-
toma is, however, limited because prostate cancers present with loss of this tumor suppressor. In
contrast, AR activity is also influenced by molecules that drive progression of the cell cycle, such as
cyclin E (123). This interaction occurs through the N-terminal region of the AR. Similarly, cdc25, a
dual-specific phosphatase that promotes cell cycle progression by activating cyclin-dependent kinases
also potentiates AR function and is overexpressed in tumors with a high Gleason score (124). ARA160
is a coactivator that associates with the N-terminal of the AR and cooperates with ARA70 in
enhancement of AR activity (92).

7. CONTRIBUTION OF NONSTEROIDAL ACTIVATION OF THE AR
TO PROSTATE CANCER PROGRESSION

Most steroid receptors can be activated in a ligand-independent manner or in a synergistic manner
by a ligand and a cytokine or other compound that increases intracellular kinase levels. For example,
human estrogen receptor-α exhibits ligand-independent activation, whereas progesterone and gluco-
corticoid receptor activity is regulated in a cooperative manner. This type of activation of the AR is of
importance for advanced stage prostate cancer. Because of androgen-ablation therapy, the levels of
active androgens in serum are low, whereas AR is expressed at appreciable levels. For the clinical
situation, it is particularly important that nonsteroidal activators reduce the threshold needed for
maximal stimulation of the receptor. The most important consequence of cross talk between steroid
and peptide regulators of prostate growth is, thus, full functionality of the AR despite endocrine
therapy. The extent of ligand-independent or synergistic AR activity varies between different cell
lines, which express different levels of coactivators required for activation in the absence of ligand.
Ligand-independent activation of the AR has been mostly studied in prostate cancer cells in which
satisfactory levels of reporter gene activity could be measured after transfection, or in heterologous
cell lines devoid of endogenous steroid receptors.

Various compounds that induce AR activation in the absence of ligand cause activation of signal-
ing pathways of MAPK, phosphoinositide 3-kinase (PI3-K), or Akt. Whether the AR is directly phos-
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phorylated by p42/p44 MAPK is a matter of debate (24,125). MAPKs are phosphorylated in response
to human epidermal growth factor receptor (HER)-2/neu or EGF, and correlation between AR phos-
phorylation by HER-2/neu and progression of the xenograft LAPC-4 is well-established (126). The
ability of nonsteroidal anti-androgens to antagonize induction of AR activity is impaired if MAPKs
are increasingly phosphorylated (127). Although some controversies regarding the impact of HER-2/neu
expression exist in prostate cancer, it seems that its overexpression is restricted to a subgroup of
patients with advanced disease. EGF expression in prostate cancer cell lines correlates with tumor
growth and is increased in AR-negative PC-3 and DU-145 cells (128). AR activation levels after
treatment with EGF are relatively low in comparison with those induced by androgen (129). Consis-
tent with those findings, HER-2/neu but not EGF increased expression of PSA (127). However, a
recent study demonstrated the ability of EGF to increase the levels of human glandular kallikrein, a
gene regulated by the AR (130).

EGF increased phosphorylation of Ser650 in the AR, and this finding does not suggest the
involvement of MAPK in activation through growth factors (24). The same amino acid is phosphory-
lated in response to forskolin or phorbol ester, compounds that were also reported to increase AR
activity. Taken together with previously discussed results from Gregory and associates, it seems that
ligand-independent activation of the AR requires the presence of specific coactivator(s) rather than
being a result of phosphorylation by intracellular kinases.

Another pathway that is activated in response to HER-2/neu is that of PI3-K/Akt. AR serine resi-
dues 213 and 791 are targets for phosphorylation by Akt (131). Outcome of AR activation by Akt in
LNCaP cells depends on a passage number. In low passages, AR activity is suppressed, whereas, in
higher passage numbers, Akt is a stimulator of the androgen-responsive pathway (132). The Akt
pathway is required for activation of the AR by IL-4, a cytokine that is expressed at higher levels in
human prostate cancer (133). This activation is also dependent on the presence of nuclear factor-κB,
a transcription factor highly expressed and activated in prostate cancer. Activation of the AR is also
observed by IL-8, a proangiogenic cytokine. IL-8 signals through tyrosine kinase Src and focal adhe-
sion kinase, thus, regulating cell growth and migration (134). Stimulatory effects of insulin-like
growth factor-I on AR-mediated signal transduction are mediated through β-catenin, whose stability
is enhanced by the growth factor (129,135). Insulin-like growth factor-I-mediated enhancement of
AR activity was reduced if a dominant-negative construct of β-catenin was used (135). Ligand-
induced AR activation is enhanced by caveolin, a principal constituent of caveolae membranes (136).
Caveolin is implicated in the survival of cancer cells and is important for prostate tumor metastasis.
Androgen-dependent transcription of PSA is potentiated by triiodothyronine (137). Cadmium is
identified as a carcinogenic compound in the prostate, promoting growth of LNCaP cells and AR
activity (138).

Human AR could also be activated by peptide hormones that induce elevation in intracellular
cAMP levels. Their effects are normally studied in cells treated with a nonmetabolizable analog of
cAMP. Ligand-independent effects of analogs of cAMP that then increase activity of the protein
kinase A pathway were demonstrated in transfected PC-3 cells (139). AR mutants lacking the DNA-
binding domain were not activated by forskolin. In organ cultures from human prostate cancer,
forskolin, a compound that activates adenylcyclase to synthesize cAMP and stimulates protein kinase
A activity, upregulated endogenous PSA expression (140). The ability of anti-androgens to inhibit
AR activity induced by cAMP is not impaired. In cells transfected with AR complementary DNA
(cDNA) and reporter genes, there is no change in expression of AR by nonsteroidal activators. Various
experiments showed that the protein kinase A pathway is also implicated in steroidal activation of the
AR (139). The use of a specific inhibitor of this pathway diminished AR activation caused by
androgen.

There is a considerable interest in interaction between IL-6 and the AR (102,141–147). IL-6
causes multifunctional effects in target cells, depending on a predominant activation of an indi-
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vidual signal transduction cascade. Phosphorylation of Janus kinases (JAK)/STAT, MAPK, and
PI3-K is regulated to different extents by IL-6. This is the basis for differential and sometimes
contrasting effects on cell number reported in the literature. AR activation by IL-6 is well-docu-
mented both in cells transfected with AR cDNA (DU-145) as well as in LNCaP cells in which PSA
was induced. IL-6 is a cytokine clearly associated with tumor morbidity and is upregulated in
organ-confined prostate cancer (148). High IL-6 levels are measured in sera from patients with
metastatic disease. Association between STAT3 and the AR is promoted by IL-6 (149). Conversely,
dominant-negative STAT3 decreases AR activation. AR activation by IL-6 was observed also in
the LNCaP–IL-6+ subline, in which upregulation of endogenous IL-6 leads to abolition of a nega-
tive growth response (144). This subline was developed to study signaling changes in patients with
prostate disease caused by chronic exposure to IL-6. Parental LNCaP cells, in which IL-6 induced
PSA expression, is the only available prostate cancer cell line that is inhibited by IL-6 (150). The
major signaling pathway activated by IL-6 in LNCaP cells is the JAK/STAT pathway. Although
STAT3 phosphorylation in LNCaP cells is associated with growth inhibition and neuroendocrine
differentiation, STAT3 phosphorylation is elevated in most prostate cancer tissues (151,152). The
requirement of MAPK for IL-6-induced AR activity was also reported by several investigators
(107,147).

Another IL-6-related cytokine that activates the AR is oncostatin M. This activation was, how-
ever, associated with an acquisition of agonistic properties of hydroxyflutamide and inability of
bicalutamide to reverse ligand-independent activation (153). This is in contrast to action of these two
anti-androgens in the presence of IL-6. Oncostatin M stimulates growth of prostate cancer cells in
both a paracrine and autocrine manner (154).

As mentioned, IL-6 regulation of AR activity in LNCaP cells is associated with induction of
cellular differentiation (141). The prodifferentiation compound, phenylbutyrate, also induces AR
activity and PSA (155). Taken together, these results show that nonsteroidal activation of the AR is
not necessarily associated with progressive tumor growth and inhibition of apoptosis in prostate
cancer.

8. TARGETING AR IN HORMONE REFRACTORY CANCER

Accumulating knowledge of how prostate cancer escapes therapeutic mechanisms led to a revival
of interest in AR inhibition as a therapeutic concept. It became clear that the AR is a central therapeu-
tic target in hormone-refractory tumors, not only in hormone-sensitive tumors. This led to novel
target-directed approaches concentrating on developing new methods that enable inhibition of AR
function in tumors that escape classic hormone ablation therapy (156). The new strategies reach from
blockade of AR function to prevention of AR activation in an androgen-deprived environment and
elimination of AR expression using antisense technologies (Table 2).

Blockade of the function of heat shock protein (HSP)-90 by geldanamycin antibiotics interferes
with proper AR folding and leads to partial elimination of AR and some other HSP90-dependent
proteins. It was demonstrated that these compounds inhibit growth of tumor cells. In vivo models
and the first clinical trial were initiated with 17-allylamino-17-demoxygeldanamycin (157,158).
Antisense molecules targeting AR mRNA were developed to eliminate AR at the level of the
mRNA. Oligonucleotides directed toward the CAG-repeat region in the AR mRNA inhibit prostate
cancer cells in vitro as well as in vivo (159,160). For preventing ligand-independent AR activation
through cross talk with growth factor and regulatory signaling pathways, small molecule inhibi-
tors, antibodies, antisense oligonucleotides, dominant negative mutants, and decoy peptides have
been tested and, in some cases, have been entered into clinical trials (Table 2) (161–166). There is
hope that some of these new therapies based on the biology of prostate tumors will soon reach
clinical application and improve and broaden treatment options for therapy–refractory prostate
cancer.
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Table 2
Novel Concepts for Targeting Androgen Receptor in Hormone-Insensitive Tumors

Target Therapy concept Molecules  References Status

HSP90 Inhibition of HSP90
caperon function
prevents proper Geldanamycin (158,179) Clinical
conformation of HSP90 compounds studies
dependent proteins, AR
affected among others

AR Protein Downregulation using Antisense (159,160,180,181) Pre-
small antisense nucleic oligonucleotides clinical
acids and siRNA

AR function Androgen receptor SARMs (182,183) Clinical
modulators affecting studies
tissue and cell type
specific AR function

AR protein Modulation of AR protein Epigallocatechin (184–186) Pre-
levels by natural gallate, clinical
compounds genistein,

quercetin
Growth factor Inhibition of AR GF receptor (161,163,166,187) Clinical

pathways activation through AR- antibodies, studies
growth factor cross talk protein kinase

inhibitors
AR Decoy molecules that Peptides and pro- (188–190) Pre-

transactivation mimic AR but lack teins clinical
function intrinsic activity compete

with the endogenous AR,
Decoy androgen DNA

responsive element Oligonucleotides
AR modulators Inhibition of AR Peptides, mall (191) Pre-

coactivators, stimulation molecule drugs clinical
of AR corepressors

aHSP, heat shock protein; AR, androgen receptor; siRNA, short interfering RNA; SARM, specific androgen receptor
modulator; GF, growth factor.
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Hedgehog Signaling in Development and Cancer

Wade Bushman

Summary

The Hedgehog (Hh) signaling pathway, first identified in Drosophila, is a conserved signaling pathway
that plays critically important roles in the development of a variety of structures in the growing embryo. Recently,
Hh signaling has been implicated as an important growth stimulus in cancers of several organs, including the
prostate, where Hh signaling plays an important role in during embryonic development. In this chapter, we review
the role of Hh signaling in prostate development and emerging data on its role in prostate cancer growth and
progression. The studies to date show a broad consensus that Hh pathway activation can significantly accelerate
tumor growth. Work with established tumor cell lines and xenograft tumors clearly shows that tumor growth can
be accelerated by both paracrine and signaling mechanisms. Striking inhibition of xenograft tumor growth by
chemical inhibition of Hh signaling suggests that prostate cancer may be one of several tumor types (including
pancreatic cancer, small cell lung cancer, medulloblastoma, and basal cell carcinoma) in which inhibitors of Hh
signaling may offer a new and potentially potent treatment opportunity.

Key Words: Cyclopamine; Gli; paracrine; prostate; Sonic Hedgehog.

1. INTRODUCTION

Hedgehog (Hh) was first identified as an important signaling molecule in Drosophila. The basic
paradigm of this system is conserved in vertebrates and plays critically important roles in the devel-
opment of a variety of structures in the growing embryo, including the central nervous system, limbs,
skin, lung, gut, and genitourinary tract structures. Investigation of Hh signaling has been paralleled
from the very beginning by discovery of mutated Hh pathway components playing an etiological role
in a variety of cancers, including basal cell carcinoma of the skin, rhabdomyosarcoma, glioblastoma,
and medulloblastoma. In fact, the transactivator, Gli1, was originally identified as an oncogene in
glioblastoma, a common childhood brain tumor (1). Inactivating mutations in one allele of the Hh
receptor, patched (Ptc)-1, was found in 10% of medulloblastomas, another brain tumor (2) and loss-
of-function mutations in Ptc1 were implicated as the etiology of Gorlin/nevoid basal cell carcinoma
syndrome (3). The intertwined paths of discovery in development and cancer continue. Recently, Hh
signaling has been implicated as an important growth stimulus in cancers of several organs, including
the prostate, where Sonic Hedgehog (Shh) plays an important role in during embryonic development.
We will review here the Hh signaling pathway, its role in prostate development, and emerging data
on its role in prostate cancer growth and progression.

2. HH SIGNALING: AN OVERVIEW

Shh, Indian Hh (Ihh), and Desert Hh (Dhh) are the three mammalian homologs to the Drosophila
Hh gene. Shh is the most widely and abundantly expressed ligand in the vertebrate embryo, expressed
in the developing brain and spinal cord and at the epithelial–mesenchymal interface in many devel-
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Fig. 1. Schematic of Hedgehog (Hh) signaling mechanism. Hip, Hh interacting protein; Ptc, Patched; Smo,
smoothened.

oping organs. It is a potent inducer of morphogenesis and is essential for development of diverse
structures in the vertebrate embryo, including the limb, neural tissues, lung, craniofacial skeleton,
hair, tooth, gastrointestinal tract, and pituitary (reviewed in ref. 4). Shh encodes a secreted glycopep-
tide. Shh peptide binds to a specific receptor (Ptc) on the target cell surface and acts through an
intracellular signal transduction pathway involving the Gli family of transcription factors to modu-
late transcription of specific genes in the target cell (Fig. 1). Gli1 and Ptc expression are conserved
targets of Hh activation and are, therefore, widely used as indicators of Hh signaling activity.

All Hh ligands undergo autoprocessing and lipid modification. The Shh gene product is a 46-kDa
glycoprotein that undergoes autolytic cleavage to produce 19-kDa and 27-kDa fragments represent-
ing the amino terminus or carboxy terminus, respectively. All known biological activity is present in
the 19-kDa fragment. The 19-kDa peptide is modified by a cholesterol adduct at the C-terminal end
structure and a palmityl adduct at its N-terminal end. These lipid modifications favor association of
Shh with the cell membrane and regulate diffusion and long-range activity (5). Secretion and diffu-
sion of Shh seems to be additionally regulated by Dispatched, a transporter-like protein, and extra-
cellular sulfate proteoglycans (6).

The signal transduction mechanism for Hh signaling is subject to several different modes of regu-
lation. One level of regulation occurs at the cell membrane. The Ptc receptor is a transmembrane
protein that represses Hh pathway activity through an interaction with a second transmembrane pro-
tein, Smoothened (Smo). A second Ptc protein, Ptc2, is often present on the secreting cell and could
play a role in autocrine signaling or in sequestering Hh ligand. Binding of Hh ligand to Ptc disrupts
this interaction and leads to derepression of pathway activity. Ptc is a conserved target of Hh signal-
ing, and induction of Ptc expression by Hh creates a negative feedback loop that reasserts repression
of signaling at the level of the membrane. A second conserved Hh target is Hh interacting protein
(Hip1), an extracellular peptide that competes with Ptc for binding to Hh ligand. Increased Hip
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expression in response to Hh signaling provides a second negative feedback loop controlling signal-
ing activity at the level of the membrane (4,7).

An additional layer of regulation exists in the differential contributions of several Gli genes to
regulating transcription of the Hh target genes. The Gli family of transcriptional regulators includes
three Gli proteins, Gli1, Gli2, and Gli3, which share a highly conserved zinc finger DNA-binding
domain. Gli1 is a pure transcriptional activator of Hh target genes. It binds to a 9-base pair recogni-
tion sequence in the promoter region and interacts with the transcription regulatory complex to acti-
vate gene transcription (8–10). Gli2 provides redundancy in the transcriptional activating functions
of Gli1 (9,11). Gli3 is thought to function primarily as a transcriptional repressor that balances and
refines transcriptional activation by Gli1 and Gli2 (8,11–14).

The three mammalian Gli genes are homologs of the Drosophila gene, Ci. Ci encodes a zinc finger
protein that both positively and negatively regulates the transcription of Hh target genes, and the
presence or absence of Hh ligand influences the state and activity of Ci. In the absence of ligand, Ci
is cleaved to a repressor protein that inhibits transcription of Hh target genes. Binding of Hh ligand
blocks Ci proteolysis and facilitates entry of the full-length activator form of the protein to the nucleus,
where it activates expression of Hh target genes. The three vertebrate Gli genes seem to have divided
some of the distinct features of Ci function. Similar to Ci, Gli3 undergoes protein kinase A (PKA)-
dependent proteolytic cleavage, generating an N-terminal protein that acts as a repressor of Hh target
genes. Hh stimulation blocks proteolytic cleavage and results in the accumulation of full-length Gli3
(5,6). Gli3 functions primarily as a repressor of gene expression and Gli3 loss of function is often
functionally equated to overactivity of the Hh pathway. Whether Gli3 can also act as a transactivator
of gene expression remains unresolved. Gli2 clearly functions as a transactivator of Hh target genes
(7,11,12) and is critically important for mediating the Hh signal during development. Gli2-null mice
die prenatally and exhibit neural tube defects, including a complete loss of the floor plate and a
reduction in V3 interneurons (11,12). Whether Gli2 also plays a role in repressing Hh target genes
remains unresolved. Proteolytic cleavage of Gli2 has been observed in certain model systems, but it
is independent of Hh signaling and has not been observed in any developmental context. Gli1 is an
Hh target gene activator that induces expression of Hh target genes if overexpressed in cell and tissue
culture (6,10,14). Upregulation of Gli1 is a reliable marker of Hh signaling, and overexpression of
Gli1 is a consistent hallmark of cancers with aberrant Hh pathway activation. Interestingly, despite
the dependence of normal development on intact Hh signaling, transgenic mice lacking the zinc
finger DNA-binding domain of Gli1 are viable and fertile (15). This apparently reflects functional
redundancy between Gli1 and Gli2 in Hh target gene transactivation. Gli1, similar to Ci, contains a
zinc finger domain, but does not seem to undergo proteolytic cleavage and there is no evidence for
repressor activity. A comprehensive understanding of how the three vertebrate Gli proteins work
independently and coordinately to positively and negatively regulate the Hh signal has remained
elusive. A recent study using a battery of embryonic fibroblasts from Gli mutant mice has provided
new insight into the individual and cooperative roles of the three Gli genes in regulating the expres-
sion of Hh target genes.

A third domain of Hh pathway regulation is in the cytosol. Most of what is known comes from
studies in Drosophila, in which Ci activity depends on a complex network of regulatory elements
that is modulated by Hh stimulation. Fused and Suppressor of Fused are proteins that exert positive
and negative effects on Hh signal transduction by regulating the location and activity of the Gli
proteins (15).

The protein Costal-2 (Cos2) promotes the formation of the repressor form of Ci, possibly by
anchoring Ci to microtubules, where it is phosphorylated and cleaved. Hh binding promotes stabili-
zation and accumulation of the Smo protein, which recruits Cos2 away from Ci. This blocks Ci
proteolysis and allows the nuclear importation of full-length Ci (6). We have recently shown that the
induction of Ptc1 by both Gli2 and Gli3 was blocked by cyclopamine, a chemical inhibitor of Hh
signaling that acts directly on Smo (16). This suggests that in vertebrates, Hh signaling acts through
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Smo to regulate the activity of both Gli2 and Gli3. Whether a vertebrate Cos2 acts on Gli2 and Gli3
in vertebrates in the same way as it acts on Ci in Drosophila is unknown. Proteolytic cleavage of Ci
requires phosphorylation of specific serine–threonine residues by PKA (17). Forskolin, an activator
of adenylate cyclase, inhibits both Gli2- and Gli3-mediated Hh target gene induction. Interestingly,
both Gli3 and Gli2 have PKA site clusters C-terminal to the zinc finger (12). PKA-dependent phos-
phorylation and subsequent cleavage generating a Gli3 repressor form have been described. Wang et
al. found that activation of PKA by forskolin resulted in phosphorylation of Gli2 but did not generate
a cleavage product (12). These findings suggest that regulation by PKA is a conserved mechanism of
upstream regulation for Gli2 and Gli3.

3. HH SIGNALING IN PROSTATE DEVELOPMENT

Shh is the most abundantly expressed Hh ligand in the developing mouse prostate (18). Ihh is also
expressed but at comparatively low levels. Dhh expression has not been observed. Shh gene expres-
sion in the urogenital sinus (UGS) increases before the initiation of ductal budding at embryonic day
17.5 (E17.5). Expression is most abundant during the period of ductal budding in late gestation. Shh
expression gradually diminishes through the first 10 days after birth, a period characterized by con-
tinued bud formation and by outgrowth and branching of newly formed ducts. Shh gene expression
declines progressively, and, by 30 days postnatal, has approached the low level of expression seen in
the adult. This decrease parallels the completion of the ductal branching process. A schematic illus-
tration of how Shh expression fits in the timeline of key morphogenetic events in prostate develop-
ment is presented in Fig. 2.

Shh expression in the human fetal prostate was demonstrated by semiquantitative RT-PCR on
RNA prepared from snap-frozen fetal prostate tissues (age 15.5 and 18 weeks). Expression was
present at both fetal time points, with relatively greater expression at the earlier time point.
Immunostaining for Shh peptide was performed on prostatic tissue sections from seven human male
fetuses aged 9.5 to 20 weeks of gestation.

Staining was weak at 9.5 weeks but intense at 11.5, 13, and 16 weeks. The increase in Shh expres-
sion was found to coincide with the onset of ductal budding and outgrowth, and particularly robust
expression was noted in newly formed prostatic buds (19). Staining diminished at 18 and 20 weeks,
in agreement with results obtained by RT-PCR, and staining was absent at 34 weeks. Thus, Shh
protein expression in the human prostate is most abundant during the early phase of prostate develop-
ment when ductal budding occurs (10–17 weeks) and is downregulated before birth. In contrast to the
mouse, in which Shh expression remains low in the adult, robust Shh expression is present in both
normal adult prostate and benign prostatic hyperplasia (BPH) (20).

Localization of Shh expression during prostate development is correlated with the process of duc-
tal morphogenesis. In the late gestation embryo (E15), Shh is diffusely expressed in the epithelium of
the prostatic portion of the UGS. Just before the onset of ductal budding, Shh expression is upregulated
and, at the onset of bud formation (E17), expression condenses at the epithelial evaginations that
form the nascent ducts. Shh expression in the UGS is not dependent on testosterone, but the redistri-
bution that occurs coincident with ductal budding does occur in response to androgen stimulation
(21). As ductal budding proceeds, Shh expression becomes restricted to the developing buds and, by
P1, Shh expression is strictly localized to the primary ducts of the developing prostate. Expression is
strongest in the advancing distal regions of the ducts and diminishes in the already formed proximal
duct segments.

Shh expression during prostate development seems to act primarily in a paracrine fashion. During
budding, the genes for the Shh receptor Ptc1 and the transcriptional activator Gli1, both induced
targets of Hh signaling, are highly localized in the mesenchyme of the UGS immediately surrounding
the nascent buds. Gli2 and Gli3 are also expressed primarily in the UGS mesenchyme (Fig. 3). As
Shh expression becomes localized to the apical regions of elongating ducts, the expression for Ptc1
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Fig. 2. (A) The mouse lower urogenital tract at embryonic day 15 (E15) and at birth (P1) showing the
outgrowth of ductal buds in the region of the coagulating gland (cg), dorsal prostate (dp), and ventral prostate
(vp). (B) The expression profile of Sonic Hedgehog (Shh) during mouse prostate morphogenesis. Expression
increases before budding at E17.5, remains abundant during late gestation and through birth, and then gradually
diminishes after birth to very low levels in the adult. (C) Key events of prostate development, including epithe-
lial budding, ductal branching, and ductal differentiation. T, testis; ur, ureter; b, bladder; u, urethra; sv, seminal
vesicle; ugs, urogenital sinus.

seems to be strongest in the mesenchyme surrounding the distal duct segments (21,22). Expression of
the three Gli genes in the ductal mesenchyme also exhibits a proximodistal gradient (22). This asym-
metric distribution of elements of the Shh–Gli pathway during ductal morphogenesis may signal the
early establishment of a proximodistal heterogeneity in the morphology and function of the adult
prostatic ducts (23). Although most studies support a primarily paracrine mechanism of Shh action,
the presence of low Ptc1, Gli1, and Gli3 in the UGS epithelium leaves open the possibility of some
autocrine signaling activity (21,22).

In vitro studies have confirmed the paracrine mechanism of action. Exogenous Shh peptide exerts
an inductive effect on both Ptc and Gli1 gene expression (known downstream targets of the pathway)
in isolated mouse male E14 UGS, and this effect is direct and inhibited by cyclopamine, a specific
and potent chemical inhibitor of Hh action. The target genes of Hh signaling in the prostate are not
yet described, but work in other systems has identified targets that may be conserved. Hepatocyte
nuclear factor-3β is a well-established target of Gli1 regulation (10). Using a cell-based assay, Yoon



112 Bushman

Fig. 3. Whole-mount in situ hybridization for Sonic Hedgehog (Shh), patched (Ptc)-1 and Gli1 expression in
the developing mouse prostate. (A) In the whole-mount E15 mouse specimen, little expression is seen. (B)
Sectioning reveals uniform Shh expression in epithelium (e) lining the lumen of the urethra (u). (C) At P1, Shh
expression is focused to the nascent buds of the dorsal prostate (dp), coagulating gland (cg), and ventral prostate
(vp). (D) Apparent concentration of Shh expression is exhibited in the epithelium (e) of the distal duct (long
arrow) relative to the proximal duct (short arrow). Note the diminished expression in the epithelium (e*) of the
urethra (u). No Shh expression is detected in the mesenchyme (m) at any stage of prostate development. Expres-
sion of Ptc1 (E) and Gli1 (G) surround the prostatic buds, and expression of both genes is more concentrated in
the mesenchyme immediately surrounding the epithelium source of the Shh ligand (F,H). B, bladder; sv, semi-
nal vesicle. (Photographs reprinted with permission from ref. 21).
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et al. (24) identified approx 30 targets of Gli-1, including cyclin D2, osteopontin, insulin-like growth
factor binding protein 6, mitogen-activated protein kinase 6c, and plakoglobin. One of these, insulin-
like growth factor binding protein 6, has recently been shown to be a Shh-regulated gene in the fetal
mouse prostate (16).

Functional studies of Hh signaling in prostate development have used antibody blockade, chemical
inhibition, and genetic loss of function models. These studies have yielded somewhat conflicting
data on the requirement of Shh for normal prostate development. A polyclonal antibody to Shh seemed
to block prostate development in a subcapsular renal graft model (18). However, the UGS of the Shh-
null transgenic mouse exhibited budding morphogenesis in organ culture and prostatic glandular
morphogenesis when grafted under the renal capsule of an adult male host mouse (25). This apparent
discrepancy could be explained if Ihh, which is also expressed in the UGS, provides functional
redundancy for Shh. A polyclonal antibody would likely block the action of both Shh and Ihh, whereas
the Shh-null would manifest a selective loss of Shh function.

The compound cyclopamine is a steroidal alkaloid derived from the subalpine flower Veratrum
californicum. Cyclopamine is a specific a chemical inhibitor of Hh signaling that acts by interfering
with Shh signal transduction by the transmembrane protein, Smo, and blocks signaling by all Hh
ligands. Cyclopamine treatment of cultured UGS tissues has produced a variety of observations that
may be a function of the stage in prostate development when signaling is disrupted. Cyclopamine
blockade initiated in the prebud E14 mouse UGS inhibits epithelial cell proliferation and seems to
decrease the total number of discrete prostatic buds (21). Together with the effect of Shh antibody
blockade on prostate development, these data may suggest an early requirement for Hh signaling in
prostate development and budding morphogenesis. Cyclopamine blockade later in development, in
E16.5 mouse UGS or the neonate rat ventral prostate, produces apparently opposite effects. Epithe-
lial cell proliferation is increased, prostate growth is enhanced, and the number of ducts is either
increased or not significantly affected (25,26). Exogenous Shh produces the opposite effects, inhibit-
ing cell proliferation and decreasing the number of prostatic ducts (25,26). Collectively, these obser-
vations suggest a shift in the role for Shh signaling in prostate morphogenesis: from promoting bud
formation and outgrowth via increased epithelial cell proliferation to inhibiting cell proliferation and
branching morphogenesis in the postnatal prostate.

Given this inhibitory action of Shh signaling on epithelial proliferation and ductal branching dur-
ing postnatal prostate development, the decline in Shh expression after birth can be viewed as permis-
sive for branching morphogenesis. Shh upregulates the expression of transforming growth factor-β1
and activin A. These factors are both expressed in prostatic mesenchyme and inhibit prostate branch-
ing morphogenesis (26–28). Bone morphogenetic factor (Bmp) 4 is another member of the trans-
forming growth factor family that inhibits branching and is expressed in the prostatic mesenchyme
(29). Whether Bmp4 is a direct target of Shh signaling in the prostate remains to be resolved (22, 26).
Shh was shown to downregulate the expression of mesenchymal fibroblast growth factor (Fgf)-10 in
rat ventral prostate, and exogenous Fgf-10 was shown to reverse Shh-mediated inhibition of prostate
growth and branching. A model for ductal branching that involves the interaction of Shh, FGF-10,
and Bmp4 was recently proposed (22).

Two studies suggest that Shh may influence differentiation of ductal epithelium into basal and
luminal cells, but these studies have yielded conflicting observations. One study showed that exogen-
ous Shh increased the proportion of epithelial cells that did not express CK14 and p63. This was
interpreted as showing that Shh increased luminal cell differentiation. Cyclopamine was shown to
have the opposite effect (26). The other study found that cyclopamine accelerated both ductal canali-
zation and epithelial cell differentiation (30). The apparent discrepancy between these two studies
could result from unique features of the experimental design, which differentially highlight particular
aspects of the complex actions of Shh during ductal development. Clearly, a better understanding of
the role of Shh signaling in the process of differentiation is of considerable interest.
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4. HH SIGNALING IN ANDROGEN-INDUCED REGROWTH

Shh expression and pathway activity is very low in the normal adult mouse prostate. To examine
the role of Hh signaling in prostate regeneration, Karhadkar et al. (31) tested the effect of pathway
blockade on androgen-induced regrowth of the castrate ventral prostate. Both Hh-neutralizing anti-
body and chemical inhibition of Hh signaling abolished prostate regeneration in this model. This
finding suggested that Shh signaling might be involved in the recruitment and/or renewal of progeni-
tor cell populations.

An emerging paradigm for cancer development holds that malignant transformation occurs in
stem cells or progenitor cells that have an unlimited proliferation potential. It is postulated that injury
and inflammation activate proliferation of stem cells as part of the repair process. In the presence of
inflammation, these proliferating progenitor cells are exposed to oncogenic forces, such as oxidative
stress, that may induce genetic or epigenetic changes that lead to persistent stem cell activation.
Depending on the tissue type, either Hh or Wnt signaling seem to figure prominently in the process of
stem cell activation, and tumor development is postulated to involve persistent and autonomous acti-
vation of Hh or Wnt signaling that drives tumor growth.

Shh has recently been postulated to regulate stem cell recruitment in tissues where it plays a key
role in regulating growth during development, including the central nervous system, retina, bile duct,
bone, lung, and prostate (32). Evidence for such a role has recently been obtained in studies of a
model of lung injury and repair (33,34). Given the clear-cut role of Shh in prostate development and
the recently identified role of chronic inflammation in prostate carcinogenesis, it is reasonable to
speculate that Hh signaling could play a central role in the development and progression of prostate
cancer.

5. HH SIGNALING IN HUMAN PROSTATE CANCER

Analysis of specimens from young adult men, from men with BPH, and from men undergoing
radical prostatectomy for prostate cancer revealed Shh expression in all three groups (20). The level
of Shh expression and Gli1 activation in these tissues, as determined by quantitative RT-PCR, was
surprisingly robust-comparable to the level of expression in the fetal brain. This was an unexpected
observation that contrasts with the low level of expression in the adult mouse prostate. Whether this
reflects a persistent generalized growth activity in the postpubertal human prostate or is associated
with multifocal processes of inflammation and hyperplasia in the human prostate remains to be deter-
mined. Several studies have examined the expression of Shh in localized prostate cancer and in meta-
static prostate cancer (20,31,35,36). They have yielded a picture of variably increased Shh expression
in localized tumors exerting a combination of autocrine and paracrine signaling activity and showing
dramatically increased pathway activation in metastatic disease.

Among the tissues studied by Fan et al. (20), there was a trend toward higher Shh expression in the
cancer specimens as a group and a mean level of expression nearly 10-fold higher than that observed
in the nontumor specimens. Karhadkar et al. (31) performed PCR analysis of 12 localized tumors and
found substantial Shh expression in all of them. They also detected the presence of lower level Ihh
expression. Sheng et al. (36) performed immunostaining for Shh peptide and found protein expres-
sion in more than half the tumors they examined. Sanchez et al. (35) found Shh expression in both
normal prostate tissue and prostate cancer, but found more intense staining in 33% of the tumors.
These studies all agree that Shh expression is a common feature of localized prostate cancer and
suggest that very high expression is present in a subset of tumors. However, they also indicate that
the range of expression in these tumors is quite broad and occurs against a background of robust and
variable expression in the normal and hyperplastic prostate. Consequently, the specificity of Shh
overexpression for cancerous tissue is an important but as yet unresolved issue. Fan et al. (20) com-
pared expression by RT-PCR in 11 histologically confirmed tumors and benign tissues from the same
gland and found no significant difference in Shh expression between the cancer specimens and zone
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homologous benign tissue. This suggests that the robust level of Shh expression in localized prostate
cancer is generally mirrored by equally strong expression in histologically benign tissue from the
same gland. On the other hand, Sanchez et al. (35) showed a variable (0- to 9.8-fold) increase in Shh
expression measured by RT-PCR in six matched specimens. This observation suggests that tumor-
specific increased Shh expression may occur in a subset of prostate cancers. On the basis of
immunostaining, Sheng et al. (36) suggested that Shh overexpression may occur in a subset of high
Gleason grade tumors. Interestingly, our unpublished studies revealed very high levels of Shh
expression in locally advanced tumors that required transurethral resection for outlet obstruction.
This is consistent with the notion that Shh overexpression may be associated with increased tumor
progression and/or growth.

The activity of Hh signaling pathway in normal and tumor tissue depends both on the expression
of the Hh ligands and on the responsiveness of the target cell. Therefore, the true activity of the
pathway is best measured by the expression of target genes Gli1 and Ptc that are reliably induced by
Hh ligand. Studies of Shh expression in benign prostate tissue and localized cancer generally suggest
a correlation between Shh expression and Gli1 expression, but two studies suggest that changes in
pathway regulation in tumor cells may result in disproportionate pathway activation for the level of
ligand. Fan et al. (20) examined Gli1 expression by real time RT-PCR in adult normal, BPH, and
cancer specimens and found expression in all tissues examined. In addition, they found an extremely
tight correlation of Shh and Gli1 expression in all of these tissues, indicating a generally tight linkage
between expression of Shh ligand and pathway activation. They also observed a tight correlation
between Shh expression and the levels of Gli2 and Gli3 expression. Sanchez et al. (35) observed both
Gli1 and Ptc expression in all six matched normal and tumor tissues they examined. Increased Shh
expression in specimens of prostate cancer was generally accompanied by increased expression of
Ptc1, Gli1, Gli2, and Gli3. In contrast to these studies, Karhadkar et al. (31) did not observe either Ptc
or Gli1 expression in 12 specimens of normal prostate tissue. These authors observed substantial Ptc
and Gli1 expression in only 3 of 12 localized tumors, but found abundant Ptc and Gli1 expression in
their survey of 15 metastatic prostate cancers. This was attributed to enhanced pathway responsive-
ness caused by increased SMO expression in the metastatic lesions. Sheng et al. (36) presented evi-
dence that Hh pathway activation may also occur through mutation in the regulatory protein,
Suppressor of Fused. Collectively, the studies to date suggest that Shh expression and pathway acti-
vation in benign tissues is tightly correlated, but that tumor tissue is characterized by variable degrees
of increased Shh expression and increased pathway responsiveness that may correlate with tumor
grade, growth, and metastasis.

6. HH SIGNALING AND TUMOR GROWTH

Whereas Shh signaling in prostate development is primarily a paracrine signaling from the epithe-
lium to the stroma, both paracrine and autocrine signaling have been identified in prostate cancer and
may each contribute to tumor growth (Fig. 4). Localization of Shh and Gli1 expression in normal
prostate tissue and in specimens of localized prostate cancer by radioactive in situ hybridization
showed Shh expression by the prostatic epithelium and Gli1 expression in the adjacent stroma (20).
Ptc expression was also assayed by this technique and showed expression in both the epithelium and
adjacent stroma (C. Pepicelli, personal communication). The presence of Ptc expression in both tis-
sue layers contrasts with the specific localization of Gli1 expression to the stroma. This is consistent
with the fact that Ptc expression, although upregulated by Hh signaling, occurs independent of Hh
signaling, whereas Gli1 expression is nearly completely dependent on Hh pathway activation. These
data suggest that paracrine signaling is the predominant mechanism in the normal prostate and in
localized tumors. However, in situ hybridization using digoxigenin-labeled Shh, Gli1, and Ptc probes
gave conflicting results, with expression of all three genes colocalizing in both normal and tumor
epithelium. These studies suggest that variable degrees of autocrine signaling also occur.
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Fig. 4. Schematic of potential Sonic Hedgehog (Shh) signaling interactions in prostate cancer involving
(black) tumor and (grey) stromal cells. Hedgehog ligand is indicated by curved arrow. Pathway activation is
indicated by star. (Top) Pathway activation in tumor cells may occur by ligand-dependent (curved arrow)
mechanisms or ligand-independent (mutational) activation. (Bottom) Paracrine signaling may involve ligand-
dependent reciprocal interaction between individual tumor and stromal cells (left) or a generalized response of
stromal cells to Sonic Hedgehog ligand (right). The stromal response could involve secreted paracrine factors,
accelerated angiogenesis, or stromal mediated effects on the extracellular matrix.

To examine the functional consequence of paracrine Shh signaling in prostate tumors, Fan et al.
(20) examined the effect of Shh overexpression in LNCaP xenografts. The LNCaP cell line has ex-
tremely low endogenous Shh expression. It is also unresponsive to Shh ligand. When exposed to
exogenous Shh, LNCaP cells exhibit no induction of Ptc or Gli1, and LNCaP cells overexpressing
Shh grow at the same rate as the parent cell line. When xenografts were made with Shh-overexpressing
LNCaP cells, there was no autocrine stimulation of the Hh pathway in the LNCaP cells, but there was
paracrine activation of Gli1 and Ptc1 in the xenograft stroma. Tumors overexpressing Shh grew
significantly faster than control tumors, and this effect on tumor growth was caused by enhanced
proliferation of LNCaP cells. This clearly showed that paracrine activation of stromal signals by Shh
expressed from the tumor cells indirectly stimulates tumor cell proliferation.

LNCaP and PC3 cells both express Shh, Ptc, and Gli1 (31,35) Cyclopamine was found to inhibit
proliferation of LNCaP cells in culture (35,36). Cyclopamine treatment inhibited Gli1 expression in
LNCaP cells, arguing strongly that the effect is pathway specific, but the unresponsiveness of LNCaP
cells to exogenous Shh (35) suggests that cyclopamine is acting to inhibit ligand-independent path-
way activation. Cyclopamine also was found to inhibit proliferation of PC3 cells in culture (31,35,36).
Karhadkar et al. (31) found that a Shh-blocking antibody also inhibited PC3 proliferation in culture,
but Sanchez et al. (35) found that PC3 proliferation was unaffected by either a Shh-blocking antibody
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or recombinant Shh. This discrepancy highlights the uncertainty in the relative contributions of ligand-
dependent and ligand-independent pathway activation to PC3 proliferation.

The potential of chemical blockade of Hh signaling to inhibit tumor growth was examined by
measuring the effect of cyclopamine administration on xenograft tumor growth (31). Both PC3 and
22RV1 tumors showed a dose-dependent inhibition of tumor growth and complete and sustained
regression at the highest dose tested. The specificity of this effect was confirmed by showing that the
xenografts made with tumor cells overexpressing Gli1 were resistant to the anti-tumor effect of
cyclopamine. Additional experiments performed with rodent tumor cell lines showed that
cyclopamine could inhibit the growth and metastasis of the aggressive AT6.3 cell line and that Gli1
overexpression conferred a highly aggressive and metastatic phenotype to the normally less aggres-
sive AT2.1 cell line.

In summary, studies to date show a broad consensus that Hh pathway activation can significantly
accelerate tumor growth. Work with established tumor cell lines and xenograft tumors clearly shows
that tumor growth can be accelerated by paracrine signaling (20) as well as by autocrine pathway
activation by both ligand-dependent (31) and ligand-independent mechanisms (31,35). A striking
inhibition of xenograft tumor growth was achieved by chemical inhibition of Hh signaling, suggest-
ing that prostate cancer may be one of several tumor types (including pancreatic cancer, small cell
lung cancer, medulloblastoma, and basal cell carcinoma) in which inhibitors of Hh signaling may
offer a new and potentially potent treatment opportunity.
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Summary

Cholesterol, a sterolic lipid, accumulates in solid tumors. Biochemical mechanisms essential to cholesterol
metabolism are altered with age and with the transition to the malignant state. In cell membranes, cholesterol is
a mediator of the liquid-ordered state, a biophysical condition that provokes sequestration within discrete mem-
brane microdomains of certain signaling proteins and other lipids. Cholesterol-enriched membrane domains,
commonly referred to as lipid rafts, serve as platforms for signal transduction mechanisms that mediate cell
growth, survival, and other processes relevant to cancer. This review summarizes the established links between
cholesterol and prostate cancer, with a focus on how accumulation of cholesterol within the lipid raft component
of the plasma membrane may promote progression to hormone refractory disease. Large-scale characterization
of proteins that localize to cholesterol-rich domains may help unravel signaling networks and lead to identifica-
tion of novel mediators of disease progression.

Key Words: Cholesterol; lipid rafts; prostate cancer progression; signal transduction.

1. OVERVIEW

Cells maintain normal structure and function by responding appropriately to cues from the sur-
rounding milieu. Extracellular stimuli are transduced from the surface through the plasma membrane
by a complex series of interactions between ligands, their receptors, and intracellular signaling part-
ners (e.g., kinases and G proteins). It has recently become clear that cholesterol-enriched membrane
microdomains, generally referred to as “lipid rafts,” which exist within the lipid bilayer of all mam-
malian cells, play an important role in signaling from the cell surface to the various subcellular com-
partments. Advances in biophysical and microscopic techniques have demonstrated that
cholesterol-rich rafts can be altered in response to extracellular or intracellular stimuli. This suggests
that raft dynamics could play a role in aberrant and pathological cellular processes, including onco-
genesis and metastasis.

Recent molecular and cell biological studies have linked signal transduction mechanisms impli-
cated in tumor growth and aggressiveness to cholesterol-rich rafts. These findings seem to be consis-
tent with epidemiological evidence suggesting that the modern Western diet, which contains
substantial levels of cholesterol and other fatty substances, can promote prostate cancer (PCa) pro-
gression. Consistent with this idea, prolonged inhibition of the cholesterol synthesis pathway by
pharmacological intervention in men has recently been associated with dramatically reduced PCa
incidence.

In this chapter, we discuss the possibility that membrane cholesterol can promote PCa progression
by a mechanism that involves dysregulation of raft–resident signaling complexes. Such changes, if
they occur during oncogenic transformation and progression, are likely to affect multiple processes,
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such as tumor cell cytokinesis and cell survival mechanisms. As we will show, this hypothesis pro-
vides new avenues for mechanistic and translational studies of PCa.

2. EPIDEMIOLOGY AND DIET IN PROSTATE CANCER PROGRESSION

PCa remains a major public health concern because of the high morbidity, mortality, and eco-
nomic costs associated with the detection, treatment, and palliation of the disease. Our understanding
of PCa in mechanistic terms is still poor, partly because of the lack of definitive mechanistic informa-
tion from linkage studies (1). PCa progression rates are associated with environmental factors, most
likely diet, suggesting that a better knowledge of the role of specific dietary factors in cancer risk and
progression may provide new insight into origins of the disease.

Studies of migrants have provided evidence that environmental factors, particularly nutrition and
diet, may have a substantial effect on the progression rate of PCa. For example, a 30-fold differential
exists between nations with the lowest PCa mortality rates (China and Japan) and those with the
highest rates (United States, Western and Northern Europe, and Australia) (2). Migrant populations
from countries with a low incidence of clinical PCa tend to acquire the incident rate of the host
country (2). First-generation Asian-Americans demonstrate a three- to five-fold greater risk of PCa
compared with their native counterparts in Japan and China, even though they experience rates of
disease approximately one-third to one-half those of white Americans (3). PCa incidence rates have
recently risen in Asian countries that have undergone Westernization (4–6). These data suggest that
environmental agents may be important in converting microfoci of latent cancer to more aggressive
disease (5–7).

Since the 1980s, reports have linked increased risk of aggressive PCa to the consumption of ani-
mal products and/or fatty food. Recently, Fleshner et al. (8) critically appraised 33 published case–
control and cohort studies examining the possible relationship between dietary fat and PCa. Eight
studies suggested a statistically significant association between intakes of fatty foods and PCa risk,
with several demonstrating a significant association for dairy products and meat (8). The basis for the
apparent association between fat intake and increased PCa risk is unknown, but it could be related to
a variety of factors, including circulating cholesterol or androgen levels, intake of fat-soluble pesti-
cides, and/or increased production of reactive oxygen species (8–10). Although the evidence remains
inconclusive, the cumulative weight of these studies suggests the existence of a link between dietary
fat and PCa progression.

3. LINKING CHOLESTEROL TO PCA PROGRESSION

Cells in the prostate, as in other tissues, synthesize cholesterol endogenously via the mevalonate
pathway. Cellular cholesterol also derives from absorption from circulating lipoproteins (11). Conse-
quently, control of cellular cholesterol content is a balance between metabolic processes intrinsic to
the cell and the regulation of cholesterol distribution by the organism. Cholesterol content of cell
membranes is determined by a complex set of processes, including synthetic pathways in the endo-
plasmic reticulum, transfer from lipoproteins to the exoplasmic leaflet, receptor-mediated internal-
ization, intracellular transport mechanisms, and efflux from the cell via secretion of lipoprotein
complexes.

Extensive evidence indicates that this complex homeostatic mechanism breaks down in aging
tissues and in cancer. Accumulation of cholesterol has been described in a variety of tumor types
(12–15). Cholesterol content has also been reported to be altered in normal tissue surrounding malig-
nancies (16). Early reports of histological observations described substantial (two-fold) increases in
cholesterol content in benign prostatic hyperplasia compared with normal prostate (17). These stud-
ies concluded that a relationship existed between cholesterol accumulation in tissues and cellular
hyperplasia, consistent with even older findings reported for nonprostatic tumors (18). Studies of
human and animal tissues have also described increases in cholesterol content of prostatic secretions
that correlate with disease, age, or the presence of malignancy (12,19).
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In general, epidemiological studies have not found an association between circulating cholesterol
levels, whether or not linked to diet, and cancer risk (reviewed in ref. 20). However, several studies
have reported statistically significant positive correlations between cholesterol intake and cancer risk
(21–23), implying that prolonged consumption of cholesterol-rich foods might promote cancer in
select tissues.

Epidemiological and animal studies have revealed an association between dietary fat and the inci-
dence of breast cancer, which is similar to PCa in its sex hormone dependence and origin from alveo-
lar–ductal epithelium (24). Cholesterol increases in breast tumor tissues have been attributed to
multiple mechanisms, including increased absorption from the circulation (24–26), loss of feedback
regulation through downregulation of low-density lipoprotein receptors (26), and upregulation of
components of the mevalonate pathway, particularly HMG-CoA reductase (26).

In the 1960s, Schaffner and colleagues provided the first evidence that lowering cholesterol levels
systemically might alter prostate cell growth and/or survival (19). These investigators demonstrated
that prostate regression was selectively induced in dogs and rodents by oral administration of
hypocholesteremic agents, such as the polyene macrolide candicidin (19) (reviewed in ref. 20). Can-
dicidin and structurally similar agents, such as amphotericin B, filipin, and nystatin, bind to choles-
terol and closely related sterols (27), thereby lowering circulating cholesterol by inhibiting its
absorption through the gut (28). Several human trials of oral candicidin for benign prostatic hyper-
plasia in the 1970s reported symptomatic improvement (29) with no alteration in hormonal status
(29,30), indicating that changes in the prostate were likely not the result of suppression of androgen
production or use. These early studies suggest the intriguing possibility that lowering circulating
cholesterol levels could pharmacologically modulate hyperplastic prostate growth and, potentially,
neoplasia.

Recent studies using molecular approaches also point toward a potential relationship between
cholesterol and PCa. Pathological studies of prostate tumor samples demonstrated an association
between caveolin (Cav)-1, a cholesterol-binding and transport protein, and PCa aggressiveness. In
these reports, the expression level of the Cav-1 protein was shown to correlate positively with higher
Gleason grade (32). Consistent with these findings, intercross of Cav-1-null (–/–) mice with the
transgenic mouse PCa model (TRAMP), in which prostate adenocarcinoma originates from tissue-
specific expression of the SV40 T antigen, resulted in significant reductions in tumor volume and
fewer metastases to distant sites (33). Cav-1 is an integral membrane protein that, in addition to
binding cholesterol, binds to and regulates many signaling proteins, including the classic androgen
and estrogen receptors (34,35) and the Akt (protein kinase B) pro-survival kinase (36). Taken
together, these studies provide evidence that Cav-1 upregulation may provide a survival advantage to
PCa cells and, thereby, promote disease progression (33).

Studies performed by our group also suggest that cholesterol-dependent signaling events are
important for the progression of PCa. In published reports, we demonstrated that androgen-respon-
sive, Cav-negative, human PCa cells (LNCaP) are stimulated to undergo apoptosis when membrane
cholesterol is dispersed by treatment with filipin, a cholesterol-binding drug (37). This treatment was
shown to alter Akt signaling, an effect that was attenuated by replenishing the membrane with cho-
lesterol. Akt, an important mediator of cell survival and proliferation in many cell types, is upregulated
in as many as 50% of advanced PCas because of frequent inactivation of PTEN, a lipid phosphatase
that negatively regulates this pathway (38). In contrast to prostate tumor cells, normal prostate epi-
thelial cells do not undergo apoptosis in response to cholesterol-binding drugs or cholesterol synthe-
sis inhibition (39). Our findings are consistent with earlier reports that cancer cells, but not normal
cells, undergo apoptosis in response to treatment with cholesterol-binding drugs (40). They also sug-
gest that some prostate tumor cells may become dependent on (“addicted to”) cholesterol-regulated
survival mechanisms.

In light of these observations, it is interesting that some studies have reported an inverse correla-
tion between cancer incidence and cholesterol levels for certain neoplasms (41). Evidence suggests
that this negative relationship is likely attributable in many cases to the hypocholesteremic effects of
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preexisting cancer (42,43). Although the potential for occult cancer to lower circulating cholesterol
has not been conclusively established (44), it is clear that frank cancer is associated with lower cho-
lesterol in human patients (45–47).

4. INHIBITION OF CHOLESTEROL SYNTHESIS AND CANCER THERAPY

HMG-CoA reductase catalyzes the rate-limiting step of cholesterol biosynthesis (Fig. 1). HMG-
CoA reductase inhibitors are cholesterol-lowering drugs used in the treatment of lipid disorders,
especially hypercholesterolemia. The “statin” family of HMG-CoA reductase inhibitors includes
simvastatin, lovastatin, atorvastatin, fluvastatin, cerivastatin, and pravastatin. Recent clinical data
from studies on cardiovascular disease and cancer chemoprevention suggest that prolonged statin
therapy may reduce the risk of prostate and other cancers. Results of a large-scale study of patients
taking statins compared with other cardioprotective agents (48) showed a 20% reduction in total
cancer incidence with statin treatment, with prostate and kidney cancers showing the largest reduc-
tions. Interestingly, patients who terminated statin therapy returned to a baseline level of risk within
6 months. Another randomized, placebo-controlled study of cause-specific mortality rates in patients
on long-term simvastatin therapy (up to 8 years) reported fewer deaths from cancer in the simvastatin
group in comparison with placebo, although the difference was not considered significant (49).

Some studies have reported more modest effects of statins. A population-based cohort study by
Friis et al. showed only a slightly reduced incidence of all cancers with statin therapy (50). In a recent

Fig. 1. The mevalonate pathway.
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nested case–control study that addressed the potential risks of HMG-CoA reductase inhibitor therapy
with respect to cancer incidence, nearly all cancers examined were either unaffected or increased
with statin therapy (51). However, in this last report, PCa incidence did decline in the HMG-CoA
reductase inhibitor group.

Additional studies on the effect of statins on cancer are currently in progress at other centers. At
approximately the same time that this chapter was submitted for publication, a large prospective
cohort study of 34,438 men (ages 44–79 yr) administered statin drugs between 1998 and 2000 was
presented in abstract form at a national cancer meeting (52). This study concluded that the risk of PCa
was approximately half in the statin-users group compared with the nonuse group. Further, PCa risk
decreased with increasing duration of use, and risk of metastatic disease was inversely correlated
with statin use (52).

Anticancer efficacy of statins in comparison with other cholesterol-lowering therapies may be
caused by the ability of statins to reduce cholesterol in peripheral tissues (including the prostate) in
addition to the liver. The prostate may be a relatively privileged site for cholesterol-targeting therapy
because it synthesizes cholesterol at a high rate, possibly even higher than the liver (53). In general,
tumor cells are more sensitive to the growth inhibitory effects of statins in comparison with normal
cells (54), an attractive feature when considering the possibility of their potential use in cancer therapy
or chemoprevention (39).

General conclusions about the anticancer effectiveness of the statins await further study. One
potential problem with interpreting existing studies is that different statins exhibit significantly dif-
ferent activity profiles against tumor cells (54). This difference may account for conflicting reports
on the efficacy of statin cancer therapy (55). Although more work needs to be done, the present
evidence supports the conclusion that inhibiting HMG-CoA reductase pharmacologically may have
clinical benefit in the chemoprevention—and, in some instances, the treatment—of PCa.

5. PLEIOTROPIC EFFECTS OF CHOLESTEROL SYNTHESIS INHIBITION

HMG-CoA reductase inhibitors have been demonstrated to exert potent anticancer effects in cell
culture and animal models. In vitro studies on cell lines have shown that statins can inhibit tumor cell
growth (56) by inducing cell cycle arrest or apoptosis (57–59). These activities have been observed in
breast and leukemia culture models and during treatment of xenotransplanted EJ3-derived colorectal
tumors in mice (60,61). Several studies of lovastatin’s effects on human lymphoma, glioma, mela-
noma, and NIH3T3 cells have shown reduced invasiveness in Matrigel assays correlating with a
reduction in matrix metalloproteinase activity (62,63). In monocytes, statin treatment leads to de-
creased matrix metalloproteinase-9 and plasminogen activator receptor levels (64). In addition,
fluvastatin has been shown to block invasiveness of breast, pancreatic, and colon cell lines, whereas
mevastatin has been shown to inhibit cell cycle progression in PC-3 human PCa cells by inhibiting
cdk2 phosphorylation (65,66).

In addition to the evidence from cell culture studies, data from in vivo studies indicate that some
statin drugs can affect tumor growth (66), angiogenesis (67), and metastasis (66,68). Although reports
of antitumor effects predominate in the literature and statins have been shown, under some circum-
stances, to be antiangiogenic, they have also been shown to elicit angiogenic effects (67,69–73).
Interestingly, the proangiogenic effects of statins are mediated by nitric oxide and seem to occur
largely in cells with low Cav expression (74). This is a potential explanation for the dissimilar effects
that have been observed in different cell backgrounds.

HMG-CoA reductase catalyzes the conversion of HMG-CoA to mevalonate, an early step in the
cholesterol synthesis pathway (Fig. 1). This metabolic step affects the formation downstream of
various metabolic intermediates and synthetic end products, including isoprenoids, geranylgeranyl
pyrophosphate (GGPP), farnesyl pyrophosphate (FPP), heme A, and dolichols (75). To what extent
do antitumor effects of statins originate from effects on the biosynthesis of these substances?
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Products of the mevalonate pathway, such as isopentenyl adenosine and adenine, have been impli-
cated in important cellular functions, such as the initiation of DNA synthesis in the S phase of the cell
cycle (76). GGPP and FPP are essential for (iso)prenylation and activation of a variety of intracellu-
lar proteins, such as the GTPases, Ras, Rho, Rab, Ral, and Rap; heterotrimeric G protein subunits;
nuclear lamins; transducins; and rhodopsin kinase (77). A number of prenylated proteins, particularly
the small GTPases, have important biological functions in regulating cell proliferation, differentia-
tion, migration, and apoptosis (78,79). Many studies have concluded that inhibition of protein
prenylation may have profound effects on signaling pathways, including the Ras/mitogen-activated
protein kinase, the Rac/stress kinase, and the Rab-dependent endocytic pathways (80–82).

Farnesylated Ras proteins are targeted to the membrane and become associated with receptors that
generate mitogenic signals in response to growth factor stimulation. Rho family members (Rho, Rac1,
and cdc42) can be both farnesylated and geranylgeranylated, a modification that facilitates signal
transduction from membrane receptors. Statin treatment was reported to lead to the accumulation of
inactive Ras and Rho in the cytoplasm (77), an effect that was explained by inhibition of posttransla-
tional modification of these proteins. Consistent with this, in a study of the activated T-cell receptor,
inhibition of protein prenylation by simvastatin resulted in dramatic impairment in the pathways
regulated by Ras, Rho, and Rac (83). Treatment with exogenous FPP and GGPP completely reversed
the inhibition of mitogen-activated protein kinase pathway signaling by simvastatin.

Alternatively, other reports suggest that farnesylated Ras may not be critical for some effects of
statins; rather, other modifications could play an important role. In one such study, De Clue and
colleagues demonstrated that NIH3T3 cells transformed by myristoylated (membrane-bound) Ras
were susceptible to lovastatin-induced growth inhibition in a similar manner to wild-type Ras trans-
fected cells; however, statin effects occurred regardless of the farnesylation status of Ras (84).
Agarwal et al. provided evidence that it is the geranylated status of Ras that might be responsible for
statin-induced morphological changes and apoptosis (85). However, their studies also suggested that
farnesylated or geranylgeranylated RhoB could both suppress tumor growth as well as play a role in
inactivation of RhoA (85). Based on these findings, it was suggested that an imbalance between
relative amounts of RhoA and RhoB might be a potential mechanism for lovastatin-induced apopto-
sis (85). Inhibitors of geranylgeranylation of Rho proteins have been used to demonstrate antitumor
effects in mouse models and cultured tumor cells (86,87).

Although the above studies are informative, their conclusions remain speculative, because in no
single study were all of the following factors considered:

1. Cholesterol level before and after FPP and GGPP.
2. The prenylation status of the proteins.
3. The importance of other lipid modifications, for instance, palmitoylation.
4. The ability of cholesterol to reverse inhibitory effects of statins.

Inhibition of cholesterol synthesis and reduction of protein prenylation may result in overlapping
effects. Although inhibition of prenylation may affect the ability of proteins to localize appropriately
to the membrane, reduction of membrane cholesterol levels may also alter the localization and asso-
ciation of small GTPases to the membrane, resulting in demonstrable biological effects (88).

Recent molecular and cell biological studies of membrane domain organization may partly explain
some of the puzzling observations of statin effects on cells. Lipid modification (palmitoylation) of
Ras family proteins has been shown to underlie differential localization to specific lipid microdomains
and to modulate signal output (89). In addition, the subcellular distribution of H-and N-Ras is a
function of the constitutive de-/re-acylation cycle that controls rapid changes in localization from the
plasma membrane to the Golgi in response to growth factors (89). Approximately 20% of PTEN-null
prostate tumors show activation of Ras signaling pathways (90). Thus, further study of aberrant
subcellular localization of mutant Ras proteins in the PTEN-null background may provide a better
understanding of the mechanistic basis of the cellular effects of statins.
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6. CHOLESTEROL-ENRICHED MICRODOMAINS

Cholesterol makes up almost one-third of the plasma membrane lipids. The effect of cholesterol
on membrane organization is a feature of its unique chemistry, where the combination of the stiff,
fused ring system and small head group affects cholesterol packing with other lipids and proteins
(11,92). Cholesterol orders the fluid bilayer by restricting the number of gauche conformations that
acyl side chains of phospholipids can assume. In mammalian cells, cholesterol content is one of the
key regulators of membrane properties, and its concentration in cell membranes is tightly regulated,
even as the external availability of cholesterol varies widely.

The plasma membrane of eukaryotic cells is sufficiently complex and heterogeneous to permit
structural and functional compartmentalization. These compartments include multiple types of
microdomains with specialized functions, such as focal adhesions, tight and adherens junctions, and
clathrin-coated pits. Studies of the biophysical properties of plasma membranes, of the behavior of
glycosylphosphatidylinositol (GPI)-anchored proteins in membranes, of membrane organelles termed
caveolae, and of intracellular transport processes provide evidence for the existence of a distinct type
of membrane microdomain generally referred to as the lipid raft (93). Lipid rafts, also sometimes
referred to as detergent-resistant membranes, are microdomains that contain high concentrations of
cholesterol and fatty acids with long saturated acyl chains (e.g., sphingolipids), relative to the major-
ity of the plasma membrane. The acyl chain composition of the lipids in the membrane is a major
determinant of lipid segregation into rafts, with cholesterol providing an order to the fluid lipid
bilayer. At high concentrations, the tight packing of these components causes rafts to exist in a liquid-
ordered phase, in contrast to the liquid-disordered state of the wider membrane (93,94). Lipid rafts
are insoluble in cold nonionic detergents such as Triton-X 100 and, consequently, can be isolated
from other subcellular elements using biochemical methods.

Many studies indicate that lipid rafts, as discrete domains within the “lipid sea,” serve as privi-
leged sites for certain types of cell signaling, signal pathway cross talk, and signal amplification. In
the lipid raft model, lipid-modified integral membrane proteins segregate in a directed manner into
membrane regions rich in cholesterol and sphingolipids, where they perform specialized signaling
functions that may not occur at other subcellular locations (93). Although the means by which pro-
teins localize to rafts is still not fully understood, several mechanisms involve posttranslational modi-
fication. Targeting mechanisms include the attachment of a GPI-anchor, dual acylation (Src family of
nonreceptor tyrosine kinases and heterotrimeric G protein subunits) (95) and linkage to cholesterol
(Hedgehog [Hh]) (96). In contrast, some prenylated proteins (e.g., Rap1 and Rab5) may be excluded
from rafts (96–98). The range of signaling molecules identified in rafts in various cell types include
the endothelin receptor, thrombin receptors, multiple growth factor receptors, ion channels and
pumps, the inositol 1,4,5-trisphosphate receptor, phosphoinositide 3-kinase (PI3-K), and protein
kinase C isoforms (98–103).

Peripheral membrane proteins, which exist on the cytoplasmic face of the plasma membrane, can
also associate with raft domains through charge–charge interactions between the proteins and the
head group motif of membrane lipids, much the same way as they associate with nonraft membranes
(93). The partitioning of signaling proteins, such as Src family kinases, to raft domains is dependent
on hydrophobic interactions of the acyl chain in the lipid anchor with the membrane interior, as well
as electrostatic interactions between the acidic phospholipid head groups of the membrane and basic
amino acids in the lipid-binding sites of peripheral membrane proteins (92,104).

7. STRUCTURE AND FUNCTION OF LIPID RAFTS

Early evidence for the existence of cholesterol-rich membrane domains was based on observa-
tions of GPI-anchored proteins on lymphocytes and brush border membranes of the kidney and gut
(105–107). These early studies described GPI-anchored proteins as being lipid-anchored and
“detergent-insoluble,” yet capable of delivering signals when crosslinked. It was subsequently
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demonstrated that GPI-anchored proteins coimmunoprecipitated with both Src family kinases
(108,109) and heterotrimeric G proteins (110). The detergent-insoluble structures were shown to be
cholesterol- and sphingolipid-rich subdomains.

Lipid rafts are thought to be abundant at the plasma membrane in most cells but are also found in
biosynthetic and endocytic pathways (94). The formation of lipid rafts begins with the synthesis of
cholesterol in the endoplasmic reticulum and is completed in the Golgi, where, after assembly, the
rafts traffic out toward the plasma membrane (94). Lipid rafts can recycle either at the cell surface or
via endosomes to the Golgi (111).

At least two types of lipid rafts exist: morphologically flat rafts (sometimes termed G domains)
and invaginated domains called caveolae (little caves). Caveolae, which are abundant in adipocytes,
myocytes, osteoblasts, and endothelia, are the most studied form of lipid raft and are identifiable in
electron micrographs as flask-like invaginations of the plasma membrane. Caveolae sequester
sphingolipids, cholesterol, and Cav proteins and appear under the electron microscope as striated,
50- to 100-nm invaginated vesicles (112). Caveolae also exist as intracellular vesicles and have been
implicated in endocytosis (113) and transcytosis (103) of albumin and other proteins across the endo-
thelial cell membrane, although some of these functions remain controversial (112). Caveolae likely
serve a variety of functions related to the transport of molecules to and from the plasma membrane
and between cellular compartments, and also seem to be involved in compartmentalization of signal-
ing pathways. In early myocyte development, newly formed T-tubules are composed of intercon-
nected caveolae-like elements and caveolar structural proteins (e.g., Cav-3), which specifically
associate with T-tubules during this process (114).

Cavs are structural proteins important for the formation of the invaginated caveolar architecture.
Cavs have also been shown to regulate the activities of many signaling molecules and to be involved
in cholesterol transport. Mice genetically null for each of the three Cav isoforms (Cav-1, -2, and -3)
have been created and display relatively mild phenotypes, even though knockout of both Cav-1
and -3 leads to total ablation of an entire class of intracellular organelle (caveolae) in many tissues.
This somewhat curious observation suggests the possibility that flat rafts may be able to replace
caveolae functionally (115,116).

Cav-1, as we already pointed out, was identified in the 1990s as a marker of aggressive PCa (31).
The protein is secreted by PCa cells and can be detected in the serum of PCa patients (117). Studies
by Li et al. (118) have shown that Cav-1 maintains the Akt kinase in an activated state in PCa cells by
inhibiting the serine/threonine protein phosphatases PP1 and PP2A (36). Cav-1 is also capable of
mediating translocation of phosphorylated AR to the nucleus (36). Overexpression of Cav-1 in
androgen-responsive LNCaP PCa cells, which contain a mutant PTEN that leads to constitutive
Akt activation, provides a survival advantage by further increasing Akt activity (118). These data
suggest that upregulation of Cav-1 provides the tumor an advantage in surviving androgen ablation
(36,119–121). Consistent with these findings, ablation of Cav-1 in the TRAMP transgenic PCa mouse
model by intercross with Cav-1 (–/–) animals did not affect the appearance of minimally invasive PCa,
but its absence prevented progression to metastatic, invasive cancer (33). Despite the evidence for
Cav-1 involvement in PCa progression mechanisms, Cav-1 is not required for sustained tumorigen-
esis because some tumorigenic cells (e.g., LNCaP) are Cav-1-negative (122).

Flat lipid rafts do not contain Cav proteins and, thus, do not form membrane vesicles identifiable
by electron microscopy (123,124). Flat rafts have been difficult to visualize as discrete domains by
microscopic techniques. Evidence for the existence of these transient structures has been inferred
from study of biochemical extracts, model membranes, and advanced microscopic methods, such as
fluorescence energy transfer. In 1997, Brown and London (125) used cold detergent extraction of
cells to demonstrate that lipid anchored proteins could enter cholesterol- and sphingolipid-rich frac-
tions, supporting the idea that detergent-resistant domains might serve as platforms for signal trans-
duction (125). Varma et al. used fluorescence energy transfer measurements of fluorescent folate
analogs to demonstrate that folate interacts with its receptors within lipid raft domains in living cells
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(126). Clustering of rafts has been observed by electron microscopy during IgE signaling through the
FcεR1 receptor (127). Pralle et al. (128) used photonic force microscopy to measure the size of lipid
rafts in living cells, whereas others used biochemical crosslinking of GPI-anchored proteins in the
proximity of rafts (128,129). Crosslinking of cells treated with antibodies or ligands to raft-resident
proteins results in the production of 50-nm patches, each containing approx 3500 sphingolipid mol-
ecules, that collectively have been estimated to comprise approx 10 to 15% of the exterior plasma
membrane surface (93,128).

Model membranes have been used to determine the behavior of sphingolipids, cholesterol, and
glycerolipids, and to infer how they interact to form rafts in native cell membranes. Much of the
current conception of the physical nature of raft microdomains originates from this modeling
approach. For example, studies of lipid monolayers have demonstrated how mixtures of phospholip-
ids, sphingolipids, and cholesterol, in ratios approximating the composition of detergent-insoluble
membranes isolated from cells, can evolve into definable structures (92,130). These studies shed
light on the manner in which lipid bilayer leaflets can be coupled during signal transduction, and on
the dynamic behavior and minimum size of cholesterol-rich membrane complexes (92,130).

Experiments with native cell membranes have demonstrated that caveolae and flat rafts can be
isolated by biochemical extraction because they resist solubilization by cold nonionic detergents,
such as Triton X-100 and Nonidet P-40 (92,125). This process yields aggregated detergent-resistant
membranes that sediment at low density in sucrose gradients and are enriched in raft-resident proteins,
cholesterol, sphingolipids, and long chain fatty acids (123).

8. LIPID RAFTS AND PROSTATE CANCER PROGRESSION:
RECEPTOR-MEDIATED SIGNALING

Many examples of signaling mechanisms involving lipid rafts can be found in the literature, and
some of these are listed in Table 1. For the purposes of this discussion, we briefly discuss two of
these, the Sonic Hh (Shh) and ErbB/human epidermal growth factor receptor (HER) receptor tyrosine
kinase pathways, both of which have been linked to PCa progression.

Shh is a well-studied homolog of the Drosophila melanogaster segment polarity protein, Hh. In
vertebrates, a family of Hh paracrine factors has been shown to be important for embryonic pattern-
ing of many organs, including the neural tube, axial skeleton, limbs and lungs (131). In addition to its
influence on development, Hh pathway signaling has been implicated in cancers of the brain, lung,
stomach, pancreas, and prostate (131–134). Shh is a secreted protein that acts on target cells to in-
crease transcription of target genes, including members of the Wnt and transforming growth factor-β
family and the Shh receptor, Patched (Ptc) (131). Studies of Drosophila embryos have demonstrated
that the active fragment of Hh contains a cholesterol moiety and is associated with lipid rafts
(96,135,136). Shh is also modified posttranslationally by addition of a cholesterol moiety (135,136).
Localization of Shh to rafts seems to be important for its function, yet it is not sufficient, because
replacement of the cholesterol anchor with a GPI-anchor prevents release of Shh from its membrane
location and inhibits activation of subsequent downstream signaling cascades (96,137). This illus-
trates that the cholesterol modification of Shh is an important determinant of its signaling capacity
and, consequently, an element of accurate morphogenetic tissue patterning (137).

Recent reports have implicated Shh signaling in PCa growth and progression. Linkage studies
suggest that Shh target genes, the Shh transducer Smoothened (Smo), and Suppressor of Fused, a
negative regulator of Shh, are localized to candidate PCa chromosomal loci (138,139). Shh signaling
has been shown to be a feature of prostate development, and sporadic tumors depend on activation of
the Shh–Gli pathway for proliferation (140). Increased expression of Shh target proteins, Ptc and Hh
interacting protein, have also been detected in advanced or metastatic PCa (134,141,142). The prolif-
eration of cells from primary prostate tumors can be inhibited by an antibody to Shh and inhibition of
Hh signaling in PCa cell lines, by either cyclopamine (a Smo inhibitor) or inhibition of Gli by RNA
interference, resulting in decreased cell proliferation (142). Metastatic cell lines are no longer
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sensitive to antibody inhibition of Shh, but apparently activate the Shh signaling pathway indepen-
dently of Shh (134).

The studies of Karpen et al. have demonstrated that Ptc and Cav-1 colocalize in caveolae/lipid
rafts and it seems that the localization of Ptc to lipid rafts serves to recruit Smo to these signaling
platforms (143). Ptc shares similarities to the Neimann–Pick type C protein (NPC-1), which is mutated
in Neimann–Pick Type C disease, a fatal neurovascular disorder characterized by the accumulation
of low-density lipoprotein-derived cholesterol in lysosomes. The results of Carstea et al. (144) sug-
gest that NPC-1 is essential for intracellular cholesterol transport via the endocytic pathway (144).
This suggests that Ptc, in addition to being important for Shh ligand binding, may also regulate the
trafficking of cholesterol between the Golgi and the membrane (143). Thus, association of the Shh
receptor complex with Cav-1 may occur in the Golgi, leading to trafficking to the exocytic pathway
(143). In addition, Cav-1 may negatively regulate Smo signaling by maintaining the Ptc–Smo com-
plex in a latent state that is relieved by Shh binding and release of Smo from the complex (143).

Similar to Shh, the epidermal growth factor (EGF) receptor (EGFR/ErbB1/HER1) and some
components of its signaling pathways are altered in many malignancies, including PCa (145). Early
evidence of potential EGFR involvement in PCa was provided by Culig et al., when they demon-
strated that EGF is capable of inducing transcriptional activity from the AR in an androgen-indepen-
dent manner (146). Other studies have shown that overexpression of the ErbB2/HER2 kinase in
LNCaP cells and derivative sublines enhanced AR function as well as hormone-independent tumor
growth (147,148). Studies by Mellinghoff et al. analyzed cross talk between ErbB family kinases and
AR function using a dual EGFR/HER2 inhibitor (149). These workers demonstrated ErbB kinase
signals are required for optimal AR function at low androgen concentrations (149). Surprisingly,
however, the signal to the AR was transmitted from HER2/HER3 heterodimers rather than from the
EGFR. These findings may be relevant to the poor response seen thus far in PCa patients treated with
the selective EGFR inhibitor, gefitinib (Iressa).

Lipid rafts mediate EGFR-activated signals to downstream kinases, such as Akt, that are impor-
tant for survival of PCa cells. Zhuang et al. used Cav-1-negative LNCaP cells to assess the extent to
which cell survival signaling was cholesterol-dependent in a PTEN-null background (37). Previous
studies had shown that EGFR signaling to the PI3-K/Akt pathway elicits a cell survival effect in
LNCaP and other PTEN-null tumor cells (150,151). Zhuang et al. demonstrated that disruption of
lipid rafts by cholesterol-binding compounds inhibited the prosurvival effects of EGFR activation,
inhibited Akt signaling, and stimulated apoptosis. These effects were reversed by replenishing cell
membranes with cholesterol and, because of the absence of Cav proteins, were attributed to flat—as
opposed to caveolar—lipid rafts.

9. LIPID RAFTS AND PROSTATE CANCER PROGRESSION: ACTIN
POLYMERIZATION

Metastasis requires the migration of malignant cells out of the tumor as well as invasive entry at
distant sites. Both of these processes are dependent on the motile behavior of the tumor cells. Cancer
cell motility begins with the extension of cell protrusions in the direction of cell movement (152), a
process that requires actin polymerization at the leading edge (153). Thus, regulators of actin cytosk-
eleton rearrangement are important effectors of tumor cell invasion. Studies from our laboratories
demonstrate that lipid rafts mediate mitogenic signals through lipid rafts (154) that can result in actin
rearrangement and the formation of lamellopodia (Fig. 2). Recently, a study by Papayannopoulos et al.
(155) has shown that a potent actin nucleator (156), known as the neuronal Wiskott–Aldrich syndrome
protein (N-WASP), is regulated through a lipid raft-mediated signaling process. N-WASP localizes
to lamellipodia of invasive tumor cells (157), where it plays a role in the formation of invadopodia,
an invasive extension of the cytoplasm that is induced by EGFR signaling (157). PIP2, a lipid signal-
ing molecule, switches N-WASP from an inhibited to an active state that can initiate de novo poly-
merization of actin filaments (155), an essential process for tumor cell proliferation and motility.
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Fig. 2. Lipid rafts and filopodia and lamellipodia formation. LNCaP cells labeled with Alexa-Cholera toxin
B subunit, which labels a raft-resident ganglioside (GM1), demonstrate that cell extensions contain lipid rafts.

In addition to its role in the motile phenotype of tumor cells, certain actin-associated proteins may
also link actin nucleation events in focal adhesions to microtubule assembly and cell division. One
example is the Diaphanous formin homolog, mDia2, which is known to be involved in the assembly
and polarization of actin filaments (158). Palazzo et al. (159) showed that integrin-mediated activa-
tion of focal adhesion kinase at the leading edge of motile fibroblasts is required for microtubule
stabilization via a Rho–mDia2 signaling complex localized in lipid rafts. Rho is a small GTPase
involved in the endosomal recruitment of the serine/threonine kinase PRK1, EGFR, and the PI3-K
effector, PDK1 (160). The involvement of RhoB in endosomal recruitment implicates this GTPase in
the control of intracellular trafficking, a function of RhoB that has already been demonstrated for Akt
(161). Other actin nucleators may also be involved in the Rho-mediated signaling pathways, as
Sandilands et al. (162) recently demonstrated for the Scar1 regulator of actin polymerization that is
present in Src- and RhoB-associated endosomes. This study suggested that RhoB recruits Src to
endosomes, which leads to actin nucleation events initiated by Scar1 (162). Our own unpublished
work suggests that a novel formin family member can bind Src and that the resultant complex may
traffic between the perinuclear region and lipid rafts via RhoB-associated endosomes in EGF-stimu-
lated LNCaP cells. This trafficking event correlates with changes in cellular shape and motility that
are related to PCa tumor progression (M. Lutchman and M. Freeman, unpublished observations).
Such studies may provide a new approach to studying the mechanism by which Src regulates cell
adhesion, invasion, and motility in PCa.
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10. CONCLUSIONS

We have summarized a large literature that points to a role for cholesterol in PCa progression. The
evidence for this conclusion arises from epidemiology studies suggesting that a Western diet can
promote, and long-term treatment with cholesterol-lowering drugs can inhibit, PCa growth. These
findings in humans are supported by an array of molecular biological studies that point to a role for
membrane cholesterol in cell signaling mechanisms relevant to PCa progression. Much of the data in
the literature can be interpreted through the paradigm of the lipid raft model (diagrammed in Fig. 3),
in which cholesterol-rich domains serve to process biochemical signals for tumor cell survival, pro-
liferation, and migration. This model also accounts for the descriptive findings discussed here that
suggest that malignant growth and cancer progression coincide with local tissue alterations in fat
metabolism, and in particular, accumulation of cholesterol in tumor cell membranes. Further study of
cholesterol-enriched microdomains in the context of cell signaling mechanisms will lead to new
avenues for therapeutic intervention in PCa and other malignancies.
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Gene Therapy for Advanced Prostate Cancer
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Summary

Despite recent advances in early detection and conventional therapies, prostate cancer continues to be the
second-leading cause of cancer mortality in American men. Advanced prostate cancer progresses, metastasizes,
and becomes resistant to treatment. Clinical evaluation of gene therapy for prostate cancer has demonstrated its
safety, and early success warrants further study. In combination with conventional therapies, which are limited
by treatment-related morbidity and toxicity, molecular therapy for advanced prostate cancer shows great promise.
In this chapter, we review the current status of gene therapy approaches for prostate cancer, which include
corrective gene therapy, oncolytic viral therapy, cytotoxic gene therapy, and immunotherapy.

Key Words: AAV; Ad5/35; adenovirus; gene therapy; GVAX;  HSV-TK; oncolytic viral therapy;
osteocalcin; prostate cancer vaccine; PSES; TRAIL.

1. INTRODUCTION

It is estimated that, in 2005, prostate cancer will account for the most new cancer diagnoses aside
from skin cancer, affecting 232,090 men in the United States, and will be the second most common
cause of cancer deaths, with 30,350 fatalities (1). Current therapies for men presenting with localized
prostate cancer include radical prostatectomy, cryoablation therapy, external beam radiation, and
brachytherapy. However, 25% of these men will experience biochemical disease recurrence within
10 years of treatment (2,3). Up to 10% of patients will be diagnosed with metastatic disease at initial
presentation (1). In men with locally advanced and distant metastatic prostate cancer, current treat-
ment approaches are merely palliative. In these patients, androgen ablation therapy slows the dis-
semination of the disease, but, once the cancer changes its androgen status, tumors become refractory
to hormonal treatment. Suppression of serum prostate-specific antigen (PSA) levels is observed in
only 85% of cases, with PSA rebounds occurring in 12 to 24 months (4). Results from phase III
clinical studies have recently suggested a role for docetaxel in the treatment of androgen-independent
prostate cancer, demonstrating a 2-month survival advantage in addition to palliation (5,6). Unfortu-
nately, dose-limiting toxicities associated with such chemotherapies limit the amount of the drug that
can be delivered to the tumor, allowing the cancer to survive and fail therapy. Because of the limita-
tions of current treatment modalities, there is an urgent need to develop novel therapies to target both
organ-confined and metastatic prostate cancer.

Significant progress in basic medical science research has lead to an understanding of the molecu-
lar events underlying the development and progression of prostate cancer. Preclinical studies have
translated into strategies for the molecular therapy of hormone-refractory prostate cancer. Advances
in molecular and cellular biology have lead to the discovery of novel therapeutic genes and improve-
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ment of vector systems for the delivery of those genes. Prostate-specific targeting of molecular thera-
pies is now possible because of the identification and characterization of prostate-specific sequences.
Our laboratory has focused much of its efforts on the development of chimeric tissue-specific pro-
moters, such as prostate-specific enhancing sequence (PSES), and the application of well-character-
ized promoters, such as osteocalcin (OC), in the development of molecular therapy for
androgen-independent primary and metastatic prostate cancer, which has translated to several clini-
cal trials. In this chapter, we review the current status of gene therapy for advanced prostate cancer.

2. GENE DELIVERY VECTORS

The antitumor effect of gene therapy in prostate cancer is achieved when a therapeutic gene, under
the control of a promoter, is delivered directly to a target cell by a vector. The ideal vector would be
specific for prostate cancer cells and would have a high rate of transgene delivery. Furthermore, a
vector should be inexpensive to produce and administer, nontoxic to the patient, and nonmutagenic.
Two categories of vectors are used for human gene therapy, viral and nonviral; however, most pros-
tate cancer clinical trials involve the use of viral vectors. The currently available vectors for gene
delivery are listed in Table 1. Much research is underway to improve the specificity, transduction
efficiency, and safety of gene therapy vectors.

The route of administration of the therapeutic agent depends by and large on the vector used. At
the present time, most prostate cancer gene therapy trials involve the intralesional administration of
the vector, which is very suitable because of the ability to visualize the prostate using transrectal
ultrasound and its convenient transrectal or transperineal access. Ultimately, the desired route of
administration is systemic delivery via intravenous injection of the vector. This approach would seek
and destroy all foci of cancer, regardless of their location; however, limiting factors include vector
half-life, hematological inactivation of the vector and the infection of nontarget organs. Recent
improvements in prostate-specific promoter systems and viral targeting has allowed this approach to
be used in human prostate cancer clinical trials.

2.1. Adenovirus
The most commonly used viral vector in human gene therapy clinical trials is adenovirus (Ad), a

non-enveloped, icosahedral virus containing a double-stranded linear DNA genome, 36 kb in size.
This nonintegrating virus has a wide safety profile and is advantageous over many vectors in part
because of its ability to carry a large insert and infect any cell, regardless of its cell cycle status. In
addition, its genome is easily manipulated in the laboratory, and it is readily produced in high titers
with relatively minimal expense. Early generation adenoviral vectors induced strong innate and adap-
tive immune responses, thereby limiting their gene delivery potential (7). Furthermore, it has been

Table 1
Characteristics of Vector Systems in Gene Therapya

Adeno-
associated Vaccinia Nonviral

Adenovirus virus Retrovirus  virus  (liposome)

Maximum insert size 10–35 kb 2.4/4.8 kb 8 kb >30 kb ? Limit
In vivo gene delivery High High Low High Low
Gene expression Transient Stable Stable Transient Transient
Cell cycle dependent No No Yes No No
Genome integration No Site-specific Random No No
Immunoreactive Yes/no No No Yes No

aThis table lists the key attributes of the vectors used previously in gene therapy clinical trials for prostate cancer.
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shown that nearly all humans have developed humoral immunity to Ad because of previous expo-
sure; however, only 55% of the detected immunoglobulins are neutralizing antibodies (8). Recently,
adenoviral vectors have been modified to reduce their immunogenicity, reinstating hope in their clini-
cal usefulness (9).

The adenoviral genome, as depicted in Fig. 1A, is flanked on both ends by short inverted terminal
repeats (ITRs), which contain identical origins of replication. Near one end is a short packaging
signal (ψ), which is required for proper association of the viral genome with the capsid proteins (10).
Its transcription units are divided into two groups, early and late genes. The viral genome carries six
early units (E1A, E1B, E2, E3 , E4 , and E5), two delayed early units (IVa2 and IX), and two late units,
one that is processed into five messenger RNAs (mRNAs) (L1–L5) and one in the E3 region that is
controlled by the major late promoter. In addition, either one or two copies of virus-associated (VA)
genes are encoded and transcribed by RNA polymerase III. As shown in Fig. 1A, the transcription
of adenoviral genes occurs from both strands and uses alternative splicing and multiple poly(A)
sequences.

Fig. 1. Genome organization and structure of adenovirus. The transcription map of adenovirus (A) depicts
the early transcription units with thin arrows, late transcripts in heavy arrows, and delayed mRNAs in italics.
Encoded within the E3 region and under the control of the major late promoter is a late transcript, which
includes adenoviral death protein (ADP). Map units are indicated by the hashes. Products of the late transcripts
contribute to the structure of adenovirus (B). Proteins II, III, IIIa, IV, VI, VIII, and IX form the viral capsid.
Proteins V, VII, X, and terminal protein (TP) associate with the adenoviral genome and form the viral core.
Protease is responsible for the maturation of proteins IIIa, VI, VII, VIII, and TP. VA, virus associated; ITR,
inverted terminal repeat.
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E1A is the first sequence transcribed in the adenoviral genome. Controlled by a constitutively
active promoter, the E1A transcription unit encodes up to five polypeptides, of which only two, E1A
12S and E1A 13S, have known functions. E1A proteins transactivate the transcription of other aden-
oviral genes (11). Expression of E1A is critical to the virus. In fact, deletion of the E1 region of the
genome results in a replication-deficient Ad (12). E1A proteins also stimulate viral DNA synthesis
by preventing G1 arrest and advancing the host cell into S-phase. This is accomplished by binding the
tumor suppressor retino blastoma (pRB) and releasing the associated transcription factor E2F (13),
antagonizing the cyclin-dependent kinase inhibitory protein, p27kip1 (14), or inhibiting the
transactivation of p53 by p300/CBP (15). Furthermore, E1A proteins induce apoptosis of infected
cells through p53-dependent and p53-independent pathways (15), both of which are blocked through
the action of E1B proteins (16). Acting in concert, E1B and E4 proteins shut down host cell protein
synthesis by blocking the cytoplasmic accumulation of cellular mRNAs, while stabilizing and ex-
porting viral mRNAs from the nucleus to the cytoplasm (17,18). Although Ad is not responsible for
human malignancies, the products of the E1A, E1B, and E4 genes transform cells in vitro (19); how-
ever, Ad5, the adenoviral serotype used in prostate cancer gene therapy belongs to a non-oncogenic
subgroup. Viral DNA synthesis occurs as E2 gene products accumulate. The E2 region encodes a
DNA polymerase that is essential for viral DNA replication (20) and the terminal protein which is
covalently bound to the 5' ends of the viral chromosome and serves as a primer for DNA synthesis
(21). The expression of E3 is not essential for viral replication; however, it protects virally infected
cells from lysis by cytotoxic T-lymphocytes (CTLs) by downregulating the expression of major his-
tocompatibility complex (MHC) class I antigen (22) and Fas receptor (23) on the infected cell sur-
face. Further protection from the body’s antiviral defense system is provided by VA RNA, which
forms a hairpin–loop structure and inhibits the activation of interferon-induced RNA-dependent pro-
tein kinase (24).

Late gene products include 10 structural proteins, of which, 7 (II, III, IIIa, IV, VI, VIII, and IX)
form the capsid and three (V, VII, and μ) are involved with the DNA-containing core. Figure 1B
depicts the structure of the Ad particle. The most abundant protein on the capsid surface is the trim-
eric hexon (II), whose assembly requires the assistance of the L4 100-kDa scaffold protein (25).
Neutralizing antibodies to the capsid are formed against surface loops of the hexon structure. Polypep-
tides IIIa, VI, VIII, and IX stabilize the hexon capsid structure and form a bridge with the adjacent
core proteins. The penton base (III) forms at the 12 vertices of the capsid structure, with a trimeric
fiber and distal knob (IV) projecting from each base. Together, polypeptides III and IV form the
penton complex and mediate host cell binding. Initially, the knob domain of polypeptide IV binds to
its cellular receptor, the coxsackie and Ad receptor (CAR) (26), followed by binding of an arg–gly–
asp (RGD) motif in the penton to αvβ3 and αvβ5 integrins on the cell surface, stimulating internaliza-
tion (27). The E3 region encodes one late protein called Ad death protein, which is controlled by the
major late promoter and is responsible for cell lysis and release of viral progeny (28). Recently,
vectors have been constructed that overexpress Ad death protein, leading to enhanced viral spread
and oncolysis (29).

Although prostate cancer cells upregulate CAR expression (30), tumors vary in adenoviral sus-
ceptibility. For this reason, efforts have been made to retarget the virus, thereby enhancing its ability
to infect prostate cells. Furthermore, the detargeting of Ad has narrowed its expansive tropism,
allowing for safer systemic delivery without infection of nontarget tissues, such as liver and respira-
tory epithelium. Early studies in adenoviral retargeting used bispecific antibodies that crosslinked the
virus to alternative cellular receptors (31,32). This has been applied to prostate cancer recently, with
a bifunctional antibody to the adenoviral fiber knob and prostate-specific membrane antigen (PSMA)
(33). Perhaps a more clinically feasible approach to prostate-specific retargeting of Ad is the genetic
modification of the fiber knob. Cell-binding peptides have been displayed on the carboxy terminus of
the fiber knob (34); however, this approach is unfavorable because of size constraints and structural
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hindrance. Larger peptides can be incorporated into the HI loop of the fiber knob without structural
consequences (35). Lupold et al. identified two candidates for prostate-targeting peptides by phage
display library that bind to PSMA (36); however, there exist no reports of its use for the transduc-
tional targeting of Ad. A final approach to the detargeting of Ad was devised by Shayakhmetov et al.,
in which the Ad5 fiber was replaced by the short-shafted Ad35 fiber (37). This chimeric Ad5/35 uses
CD46 as its cellular receptor (38), which is upregulated on the surface of many cancer cells. Most
importantly, systemic administration of these vectors does not result in hepatic infection, and Ad5/35
has demonstrated prostate cancer tropism (39). In combination with transcriptional targeting, the
transductional detargeting and retargeting of adenoviral vectors will increase the safety and efficacy
of systemically delivered molecular therapies for prostate cancer.

2.1.2. Adeno-Associated Virus
Adeno-associated virus (AAV), a member of the parvovirus family, is a small single-stranded

DNA virus that is dependent on a helper virus, such as Ad, for replication. AAV is an attractive
vector for gene therapy because it elicits nearly no immune response, is known to cause no disease in
humans, and integrates stably and site specifically in a region on chromosome 19 (40). The genome
consists of two ITRs, which encode a packaging signal and the origin of replication, and two genes,
rep and cap. Cap encodes the viral capsid proteins whereas rep encodes four products of alternative
splicing, Rep40, Rep52, Rep68, and Rep78, of which only Rep68 or Rep78 are necessary for replica-
tion and site-specific integration (41). Recombinant AAV vectors are made by deleting rep and cap
and inserting approx 4.7 kb of therapeutic DNA; however, it has been observed that deletion of rep
results in nonspecific integration of the virus (42). Nonetheless, the majority of AAV vectors used
today are rep-deleted. Recombinant AAV is produced in HEK293 cells by co-transfecting a plasmid
containing the therapeutic DNA cloned between two ITRs and a plasmid containing the rep and cap
genes. Subsequently, the cells are infected with Ad or transfected with a plasmid containing the
adenoviral genes required for AAV replication (43). Recently, methods have been devised to produce
higher AAV titers, necessary for large-scale production for gene therapy applications (44). After
infection, the rate-limiting step in gene expression seems to be the synthesis of the second strand
(45). This has been overcome by the recent development of self-complementary, double-stranded
AAV vectors that carry half the insert size of the single-stranded virus (46). Similar to Ad, peptides
can be inserted into the AAV capsid to retarget the vector specifically to receptors on the surface of
prostate cancer cells (47). To achieve site-specific integration of a transgene with the targeting capa-
bility of an adenoviral vector, Recchia et al. developed a hybrid Ad/AAV vector that carries a drug-
inducible rep expression cassette and a transgene cassette flanked by two AAV ITRs. Site-specific
integration of the ITR-flanked transgene cassette was observed in a rep-dependent fashion (48).

3. PROSTATE-SPECIFIC PROMOTERS

Recently, much effort has been made to develop tissue-specific delivery systems that eliminate the
threat of harm to the patient. Several studies have demonstrated the importance of tissue-specific
vectors, revealing systemic toxicity with the administration of high doses of nonspecific vectors
(49,50). Viral vectors with broad tropisms can transduce any cell in the body, provided that the cell
expresses the correct receptor specific to the virus. Through the use of prostate-specific promoters
and enhancers, the expression of the therapeutic gene can be limited to cells that contain the appropri-
ate activators and transcription factors. Several prostate-specific genes have been identified and well-
characterized. Recently, chimeric promoters in which repressor elements have been deleted, activating
mutations incorporated or enhancer sequences combined, have achieved greater prostate specificity
and stronger transcriptional activity. No promoter is prostate cancer-specific; therefore, all prostate
cells are susceptible to the delivered therapeutic gene. This however, is not significant, because the
prostate is a nonvital organ in the postreproductive population.
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3.1. PSA Promoter
PSA is released into the bloodstream when prostatic basement membrane is compromised, such as

occurs in prostate cancer and, therefore, is used as a sensitive serum marker for the diagnosis and
progression of prostate cancer (51). PSA, a serine protease, is encoded by the human Kallikrein 3
(hK3) gene (52). PSA expression is androgen receptor (AR)-dependent, and its transcript levels are
significantly reduced in the absence of androgen (53). AR regulates PSA expression by binding to a
440-base pair (bp) androgen-responsive enhancer core (AREc) in the upstream 5' flanking region of
the PSA gene (54,55). In vitro experiments have confirmed the tissue specificity and androgen depen-
dency of this promoter (56). In addition, this promoter has been used in multiple gene therapy studies
(57,58). Although this promoter confers high tissue specificity, its usefulness in men undergoing
androgen ablation therapy is limited. To circumvent this problem, Gotoh et al. characterized the long
(5837-bp) PSA promoter as less dependent on androgen and, therefore, more active than the short
(631-bp) PSA promoter in the absence of androgen (57). Two cis-acting elements within the long
PSA promoter, a 440-bp AREc and a 150-bp pN/H androgen-independent positive regulator, are
responsible for this androgen-independent activity. A chimeric promoter with threefold higher activ-
ity than the native PSA promoter has been produced by juxtaposing both elements (59). Further
attempts to enhance the activity while retaining specificity of the PSA promoter in Ad vectors include
duplication of the AREc, which led to a 20-fold increase (60), or tandem duplication of the PSA
promoter, which led to a 50-fold increase above basal promoter activity (61).

3.2. PSMA Promoter
PSMA was discovered by Horoszewicz et al. by a monoclonal antibody produced in mice immu-

nized with cell membranes from LNCaP cells (62). PSMA is a type II integral membrane glycopro-
tein with folate hydrolase (63), N-acetylated α-linked acidic dipeptidase (64), and glutamate
carboxypeptidase (65) activities. PSMA is expressed predominantly in prostate tissue and tumor
neovasculature, with low levels detected in the gastrointestinal tract, salivary glands, kidney, and
brain (66). Its expression is elevated higher in prostate cancer than in benign hyperplasia or normal
prostate (67). In addition, serum PSMA levels are highest in patients with metastatic disease, sug-
gesting enhanced PSMA expression as prostate cancer progresses (68). Unlike PSA, PSMA expres-
sion is upregulated under androgen-depleted conditions (69). A 1.2-kb PSMA promoter has been
identified with high promoter activity (70); however, significant leaky activity in PSMA-negative
cells limits its clinical usefulness as a gene therapy promoter. Recently, the PSMA enhancer (PSME)
was discovered within the third intron of the PSMA gene, FOLH1 (71). Lee et al. have demonstrated
PSMA activity mediated by NFATc1 cooperatively binding at the AP-3 site within PSME (72). PSME
has been used to transcriptionally target suicide (73) and oncolytic (74) gene therapies for prostate
cancer under low androgen levels.

3.3. Prostate-Specific Enhancing Sequence
To achieve the highest transcriptional activity with strong prostate specificity, Lee et al. devel-

oped a novel chimeric promoter, PSES, under the hypothesis that AREc and PSME could function
synergistically in any androgen environment. Through deletion and linker scan mutagenesis, the main
prostate-specific enhancer activity of the PSA AREc and PSME were located in a 189-bp region
called AREc3 and a 331-bp region called PSME(del2), respectively. PSES was developed by
combining both AREc3 and PSME(del2) and placing AREc3 upstream from PSME(del2). AREc3
contains six GATA transcription factor-binding sites and three AR-binding sites leading to high
enhancer activity once surrounding silencer regions were deleted. PSME(del2) contains eight AP-1
and three AP-3 binding sites acting as positive regulators in the absence of androgen, and a
downstream deletion of an Alu transcription-silencing repeat. PSES showed significantly stronger
transcriptional activity than either AREc3 or PSME(del2) alone in the presence or absence of andro-
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gen. Furthermore, PSES demonstrated fivefold higher activity than universal promoter RSV and
activity equal to CMV promoter. In vitro studies revealed that PSES is active in several PSA- and
PSMA-positive prostate cancer cell lines, but not in PSA- and PSMA-negative prostate cells or
nonprostate cell lines (75). A replication-competent Ad was created using the bidirectional PSES
promoter to control both E1a and E4 adenoviral early genes (76). Because of its small size, high level
of tissue specificity, and strong promoter activity regardless of androgen status, PSES is an ideal
promoter for use in prostate cancer gene therapy.

3.4. OC Promoter
OC is a highly conserved bone γ-carboxyglutamic acid protein that has been shown to be tran-

scriptionally regulated by 1,25-dihydroxyvitamin D3 (77). This noncollagenous bone protein consti-
tutes 1 to 2% of the total protein in bone, and its expression is limited to differentiated osteoblasts and
osteotropic tumors, especially primary and metastatic prostate cancer (78). The osteoblastic nature of
osseous prostate cancer metastases is well-characterized (79), and the mechanism is thought to be via
its osteomimetic properties, specifically, its ability to express bone-related proteins such as OC (80).
The human OC promoter contains numerous regulatory elements, including a vitamin D-responsive
element, making it inducible by vitamin D3 administration (81,82), a glucocorticoid response ele-
ment, an AP-1 binding site (83), and an AML-1 binding site, which has been shown to be responsible
for 75% of OC expression (84). The OC promoter retained its tissue-specificity in a recombinant OC
promoter-driven herpes simplex virus (HSV)-thymidine kinase (TK)-expressing adenoviral vector.
Ko et al. developed a gene therapy for osteosarcoma in which coadministration of Ad-OC-TK and
acyclovir resulted in osteoblast-specific cell toxicity (85). A similar strategy was developed for the
intralesional injection of Ad-OC-TK to osseous prostate cancer metastases followed by administra-
tion of valacyclovir (VAL). In phase I clinical trials, this therapy induced apoptosis in every lesion
treated, without serious adverse effects to the patients (86,87).

3.5. Human Telomerase Promoter
Telomeres are tandem repeat structures found at the termini of chromosomes that maintain chro-

mosomal integrity by preventing DNA rearrangements, degradation, and end-to-end fusions. In most
normal somatic cells, the telomeric cap is shortened with each cycle of DNA replication and cell
division. When telomeres shorten to a critical length, cells progress toward irreversible arrest of
growth and cellular senescence (88). In contrast, tumor cells have evolved a means to prevent telom-
ere shortening through the activation of the catalytic component of human telomerase reverse tran-
scriptase (hTERT) (89). The hTERT promoter region has been cloned and characterized, and contains
a high GC content. Unlike most promoters, it does not contain TATA or CAAT boxes (90). Impor-
tantly, the hTERT promoter is active in most cancer cells, including prostate cancer cells (91) and
inactive in most normal cells, thereby providing a unique approach to target cancer cells. Promising
results have been reported using the hTERT promoter to deliver tumor necrosis factor (TNF)-related
apoptosis-inducing ligand (TRAIL) (92) and Bax (93), inducers of apoptosis, to prostate cancer cells.
Recently, the hTERT promoter was used to control adenoviral genes E1a and E1b to control the
replication of an oncolytic Ad in a tumor-specific manner. This virus replicated efficiently in and
killed a broad spectrum of cancer cells without harming normal human cells lacking telomerase
activity (94). Clinical use of this promoter may be limited, however, to local intralesional gene
therapy, because systemic delivery of an hTERT virus could have toxic effects on normal proliferat-
ing cells and stem cells in which telomerase is active.

4. PROSTATE CANCER GENE THERAPY APPROACH

The ideal therapy for hormone-refractory prostate cancer is one that kills cancer cells, but spares
normal cells. This therapy would have limited toxicities, increase the survival, and enhance the qual-
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ity of life of men afflicted with prostate cancer. Because of the success of preclinical and clinical
studies, gene therapy promises to overcome these challenges. Although locally advanced prostate
cancer can cause much suffering, mortality is usually secondary to the inability to inhibit metastatic
spread. Lack of conventional therapies for locally advanced and metastatic prostate cancer makes
these patients excellent candidates. Of course, as with most therapies, the ability to treat men with
low-volume disease should enhance the success of the therapy. This is a critical point for the thera-
peutic approaches discussed in the proceeding sections.

With further research into the genetic determinants of prostate cancer progression, a protective
approach could be used to decrease the morbidity and mortality associated with conditions such as
benign prostatic hyperplasia and prostatic intraepithelial neoplasia. Current studies have demonstrated
a prophylactic effect against the development of prostate cancer with conventional therapies for
benign prostatic hyperplasia (95). As prostate-specific targeting and tumor-killing efficacy continue
to evolve, the laboratory vision of a molecular prostatectomy may soon translate into the urology
clinic. Furthermore, because the postfertility prostate is a nonessential organ and the side effects
from chemotherapy, radiation, and surgical intervention are so great, molecular ablation has vast
appeal.

During the past decade, four categories of gene therapy approaches for prostate cancer have
emerged, corrective gene therapy, oncolytic viral therapy, cytotoxic gene therapy, and immuno-
therapy. Each molecular therapy has a strong foundation of preclinical data, allowing for the approval
of several clinical studies. Currently, 72 gene transfer protocols registered with the Office of Bio-
technology Activities (OBA) are targeted against prostate cancer. This accounts for 11% of all
cancer gene therapy protocols listed to date (96). Table 2 summarizes the approaches as they appear
in clinical trials registered with the OBA and the Recombinant DNA Advisory Committee (RAC).

4.1. Corrective Gene Therapy
This approach repairs inherited or acquired genetic defects that give the cancer a survival advan-

tage, such as those affecting tumor suppressors or growth-promoting oncogenes. These mutations
affect the regulation of the cell growth cycle and are among the multiple mutations that occur in the
pathogenesis and progression of prostate cancer. Correction of a single genetic insult may not be
sufficient to change the cell phenotype. Nevertheless, in vivo correction of single gene defects has
shown success in several preclinical and clinical studies.

4.1.1. p53
The tumor suppressor, p53, is referred to as the molecular gatekeeper, protecting the integrity of

the genome (97). When cellular DNA damage occurs, wild-type p53 is activated and stimulates the
expression of growth arrest and DNA damage (GADD)-45 and the CDK inhibitor, p21. p21 inhibits
the CDK–cyclin D complex required to phosphorylate Rb, thereby halting the cell at the G1/S check-
point to allow for DNA repair. If GADD45-mediated DNA repair is unsuccessful, p53 activates bax,
which mediates apoptosis (98). p53 mutations occur in approximately one-third of early prostate
cancers (99), and this increases in patients with advanced and metastatic disease (100). Replacement
of wild-type p53 with recombinant adenoviral vectors (Ad-p53) resulted in growth inhibition and
induction of apoptosis in prostate cancer both in vitro (101,102) and in vivo (102,103). In addition,
intratumoral administration of Ad-p53 has been shown to slow the progression of prostate cancer to
metastatic disease (104). Hernandez et al. described a natural variant of p53, p53(R172L), in which
an arginine-to-leucine mutation at codon 172 confers stronger protection against malignancy. When
introduced into a transgenic adenocarcinoma mouse prostate model, higher levels of bax were
detected in addition to a lower incidence and reduced rate of prostate cancer growth (105). Perhaps
the most powerful use of p53 replacement is in combination with conventional therapies. Ad-p53
has been shown to sensitize prostate cancer cells in vitro and in vivo to DNA-damaging drugs, such
as cisplatin, doxorubicin, 5-fluorouracil, methotrexate, and etoposide (106). Similarly, correction of
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p53 mutations with adenoviral vectors sensitized radio-resistant prostate cancer cells to radiation in
vitro (107,108). Cowen et al. described an additive effect when orthotopic LNCaP mouse xenografts
were treated with both Ad-p53 and radiation therapy (109). Phase I/II clinical trials are ongoing to
determine the safety of such therapies (110,111).

Table 2
Current Approaches for Prostate Cancer Gene Therapy Clinical Trialsa

Strategy Vector Transgene

Corrective Adenovirus p16
p53

Retrovirus c-myc antisense

Cytoreductive
(Suicide) Adenovirus CD/HSV-TK

HSV-TK
NIS
TRAIL

(Oncolytic) Adenovirus OC promoter
PSA promoter

Immunotherapy AAV GM-CSF
Adenovirus IL-12

Inf-β
MUC-1/CD40L
p501
PSA

Liposome hTERT/Ig heavy chain
IL-2
Prostatic acid phosphatase
PSA
PSMA

Retrovirus α(1,3) galactosyltransferase
GM-CSF

RNA hTERT
PSA
Tumor RNA

Vaccinia MUC-1/IL-2
PSA
PSA/B7.1
PSA/B7.1/ICAM-1/LFA-3
PSA/B7.1/ICAM-1/LFA-3/GM-CSF

aThis list includes all clinical trials listed on the Office of Biologic Activities
(OBA) protocol list as of December 06, 2004 (96). CD, cytosine deaminase; HSV,
herpes simplex virus; TK, thymidine kinase; NIS, sodium iodide symporter; TRAIL,
tumor necrosis factor-related apoptosis-inducing ligand; OC, osteocalcin; PSA, pros-
tate-specific antigen; AAV, adeno-associated virus; GM-CSF, granulocyte-
macrophage colony-stimulating factor; IL, interleukin; Inf, interferon; MUC, mucin;
hTERT, human telomerase reverse transcriptase; PSMA, prostate-specific membrane
antigen; ICAM, intracellular adhesion molecule; LFA, leukocyte function-associated;
Ig, immunoglobulin.
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4.1.2. Murine Double Minute Clone 2
A key regulator of p53 is the oncoprotein murine double minute (mdm) clone 2 (mdm2). It binds

to the native tetrameric form of p53 to inactivate its transcriptional function (112) or to promote the
ubiquitination (113) and degradation (114) of p53. Mdm2 primarily binds p53 in the N-terminal
transactivation domain, overlapping the p300- and TAF-binding sites (115). Overexpression of mdm2
in prostate cancer is associated with tumors that are more aggressive, increased cell proliferation, and
larger tumor volumes (116). Zhang et al. developed second-generation antisense oligonucleotides
against mdm2 to target the degradation of mdm2 mRNA. This led to decreased proliferation, increased
apoptosis, and sensitization to paclitaxel in LNCaP, PC-3, and DU-145 cell lines in addition to
chemosensitization and growth suppression in LNCAP and PC-3 xenografts (117). As expected,
antisense mdm2 sensitizes prostate cancer cell lines and xenografts to radiation therapy (118,119).
Interestingly, the delivery of antisense mdm2 to LNCaP cells restored the apoptotic response to
androgen deprivation (120). The addition of antisense mdm2 to existing p53 corrective gene therapy
may enhance the antitumor effect and further sensitize prostate cancer to conventional therapies.

4.1.3. Phosphatase and Tensin Homolog
PTEN is a tumor suppressor with plasma membrane lipid phosphatase activity. Its primary func-

tion is to remove the 3' phosphate on PIP3 in the phosphatidylinositol signaling cascade. After growth
factor stimulation, phosphoinositide 3-kinase (PI3-K) phosphorylates PIP2, generating PIP3, which
transmits growth and survival signals. By regenerating PIP2, PTEN reverses the PI3-K signal (121).
Loss of PTEN occurs in 20% of prostate tumors and is associated with higher Gleason score and
advanced-stage cancer (122). PTEN loss also leads to altered cell cycle regulation (123), increased
cellular invasion (124), enhanced cell survival (125), and stimulation of angiogenesis (126). Davies
et al. demonstrated the inhibition of cell cycle progression in PC-3 cells infected with Ad-PTEN.
Intratumoral injection of Ad-PTEN into orthotopic PC-3 tumors did not result in tumor growth
inhibition; however, it suppressed metastasis formation (127). In Bcl-2-overexpressing PC-3 and
LNCaP prostate cancer cell lines, Ad-PTEN sensitized cells to radiation therapy and induced a G2/M
cell cycle arrest (128). Similarly, Ad-PTEN sensitized PC-3 and DU-145 cells to doxorubicin treat-
ment (129).

4.1.4. p16
Similar to p53, tumor suppressor p16 is a negative regulator of the cell growth cycle that prevents

the phosphorylation of Rb by sequestering CDK4. Underphosphorylated Rb arrests the cell at G1, and
loss of normal p16 function is common in prostate cancer (98). Small homozygous deletions have
been identified as the major mechanism of inactivation of p16, which occurs in 40% of primary
prostate cancers and 71% of advanced androgen-independent prostate cancers (130–132). Replace-
ment of p16 with adenoviral vectors suppressed cell growth and induced senescence in several pros-
tate cancer cell lines, including LNCaP, C4-2, DU-145, PPC-1, and PC-3 (133–135). Furthermore,
intratumoral injection of Ad-RSV-p16 suppressed the growth of PPC-1 tumor xenografts in experi-
mental animal models while prolonging survival (133).

4.2. Oncolytic Viral Therapy
Safety concerns of nonspecific viral replication in immune-compromised cancer patients limited

the early clinical trials to the use of replication-deficient adenoviral vectors; however, previous stud-
ies have shown that the replication of Ad within a cell is sufficient to kill prostate cancer cells (136).
By placing adenoviral early genes under the control of prostate-specific promoters, viral replication
can be limited to prostate cells. This strategy allows the viral vector to propagate from a limited
number of infected cells to the whole tumor mass, overcoming the problem of inadequate in vivo
infectivity. This local viral amplification limits the number of injections required.
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4.2.1. ONYX-015
The first tumor-specific oncolytic Ad, named ONYX-015, was developed by Bischoff et al. to

replicate specifically in p53-deficient cells, a mutation common to several cancers. Tumor specificity
was achieved by deleting the adenoviral E1B-55K gene, whose gene product binds to and inactivates
p53, enabling infected cells to enter S-phase and promote viral replication. Theoretically, normal
cells would not be permissive to ONYX-015 replication. Originally, this virus was reported to dem-
onstrate mutant p53-dependent replication (137), effective tumor regression after intratumoral or
systemic injection in several nude mouse xenograft models including colon, cervical, and laryngeal
carcinomas (138,139), and augmentation of tumor killing with coadministration of chemotherapeutic
agents, such as cisplatin and 5-fluorouracil (138). To date, ONYX-015 has been tested in 16 phase I
and II clinical trials for multiple malignancies, including head and neck carcinoma, pancreatic can-
cer, ovarian cancer, colorectal cancer, hepatobiliary cancer, gastric cancer, and gliomas. In these
trials, no dose-limiting toxicities were observed; however, only modest-to-no objective responses
were achieved (140–146). Although the virus has been shown clinically not to destroy normal tissues
(147), several groups have reported that ONYX-015 replication is independent of p53 status (148–150).
Recently, O’Shea et al. reported that the tumor-specific replication of ONYX-015 is caused by
differential late viral mRNA export in malignant cells rather than the cell’s p53 status (151). Despite
the conflicting reports, ONYX-015 seems to favor replication in malignant cells over normal cells.
The clinical usefulness of ONYX-015 for prostate cancer has not been tested, but prostate cancer
gene therapy vectors with similar E1B-55K deletions have been developed (152).

4.2.2. Calydon Virus 706 and 787
The first prostate-specific replication-competent Ad (PSRCA) was developed by Rodriguez et al.

Calydon virus (CV706) was engineered by placing the adenoviral E1A gene under the control of the
minimal PSA promoter and enhancer sequences. In vitro, E1A expression was limited to PSA-posi-
tive LNCaP cells. Furthermore, in vivo analysis demonstrated the powerful antitumor efficacy of the
virus against LNCaP mouse xenografts (153). When combined with radiation therapy, a significant
synergistic effect was demonstrated both in vitro and in vivo in LNCaP xenograft models (154).
CV706 was the first PSRCA tested in a human gene therapy clinical trial. The virus was found to be
safe, as the maximum tolerable dose was not reached, and a drop in serum PSA greater than 50% was
demonstrated in patients treated with the highest doses of CV706 (154). Yu et al. developed CV787,
a PSRCA with higher killing efficiency than CV706. This virus retains the entire adenoviral E3
region, which enhances the virus’ oncolytic effect. In addition, two promoters drive the expression
adenoviral early genes. E1A is under the control of the prostate-specific rat probasin promoter, and
E1B is controlled by the human PSA promoter/enhancer. This virus replicates as efficiently as wild-
type Ad and eliminated LNCaP xenograft tumors via tail vein injection (155). Further in vivo analy-
sis revealed a synergistic enhancement of CV787 with both radiation therapy (156) and
chemotherapeutic agents such as paclitaxel or docetaxel (157). Results from ongoing CV787 clinical
studies are pending. Although CV706 and CV787 promise success in combination with conventional
therapies, the androgen-dependency of the promoter systems used may limit their success.

4.2.3. Ad-OC-E1A and Ad-hOC-E1
Matsubara et al. developed a PSRCA using the mouse OC promoter to restrict the expression of

E1A to prostate epithelia and its supporting bone stroma in osseous metastases of prostate cancer.
This virus, named Ad-OC-E1A, seems to be more effective than a PSA-controlled virus at killing a
broader spectrum of prostate cancer cells, including LNCaP, C4-2, and ARCaP (PSA-positive), as
well as PC-3 and DU-145 (PSA-negative). Intratumoral injection of Ad-OC-E1A was effective at
obliterating subcutaneous androgen-independent PC-3 athymic mouse xenograft models. In addition,
intraosseous C4-2 prostate cancer xenografts responded very well to the systemic administration of
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Ad-OC-E1A. One hundred percent of the treated mice responded with a drop in serum PSA below
detectable levels. At the conclusion of the study, 40% of the treated mice were cured of prostate
cancer, as no PSA rebound or prostate cancer cells in the skeleton were detected (158). To improve
on this virus, Hsieh et al. developed a second PSRCA, Ad-hOC-E1, containing a single bidirectional
human OC promoter to control the expression of both E1A and E1B (159). Previous studies have
shown that controlling the expression of the early gene E1B in addition to E1A results in better viral
replication control (160). Under the control of this vitamin D-responsive element-containing pro-
moter, Ad-hOC-E1 replication is induced 10-fold higher than wild-type viral replication, and cyto-
toxicity is enhanced by the administration of vitamin D (159). Although still controversial (161),
some preclinical studies indicate that vitamin D has an antiproliferative effect on androgen-indepen-
dent prostate cancer (162,163). In preclinical studies, administration of vitamin D3 in nude mice with
subcutaneous DU-145 xenografts demonstrated a therapeutic effect; however, the systemic adminis-
tration of Ad-hOC-E1 in combination with vitamin D showed marked repression of the tumors, indi-
cating the potential for clinical use (159). The previously outlined preclinical findings have translated
into a phase I clinical trial of OC-driven oncolytic adenoviral intratumoral therapy for androgen-
independent prostate cancer.

4.2.4. Ad-E4-PSES-E1A
In previous gene therapy approaches, the control of viral replication has been achieved by tightly

controlling both E1A and E1B adenoviral genes under prostate-specific promoters. Recent studies
have also demonstrated that tight control of viral replication can be achieved by placing E4 in addition
to E1A under the control of two separate or duplicate tissue-specific promoters (164,165). Because of
the difficulty of finding two active and tightly regulated promoters for the prostate and because
promoter duplication might induce recombination, Li et al. developed a novel strategy to control E1A
and E4 genes under a single promoter. This is also the first report of the use of PSES to drive the
replication of a PSRCA. The virus, Ad-E4-PSES-E1A, also contains the gene encoding green
fluorescent protein (GFP) driven by CMV promoter for the purpose of in vivo viral tracking. In vitro,
the replication and cell-killing abilities of this virus were similar to that of wild-type Ad in PSA/
PSMA-positive cells. As expected, replication of Ad-E4-PSES-E1A was severely impaired in PSA/
PSMA-negative cells. Ad-E4-PSES-E1A effectively suppressed the growth of androgen-indepen-
dent CWR22rv mouse xenograft tumors (76). The oncolytic properties of this virus could be aug-
mented by the replacement of CMV-GFP with a therapeutic gene and prostate-specific promoter.

4.2.5. Control of the Host Immune Response
It will become critical to temporarily suppress the host’s immune system or enhance the killing

activity of the virus so that it can eliminate tumors within a shorter period of time, allowing it to
escape attack from the host immune system. Early clinical trials administered immunosuppressants
such as corticosteroids at the time of injection; however, shutdown of the entire immune system
could be problematic during infection with replication-competent Ads. For this reason, genes encod-
ing immunosuppressive molecules could be delivered via a PSRCA directly to the local tumor envi-
ronment. Among the immune regulators, transforming growth factor (TGF)-β and Fas-ligand (Fas-L)
are likely the best candidates for incorporation into a PSRCA. There are five members reported in the
TGF-β family; three of them (TGF-β1, TGF-β2, and TGF-β3) are expressed in mammals. These
three isoforms share a high degree of sequence homology in the mature domain, and have similar
actions on cells in tissue culture. Suppression of the immune response includes the inhibition of
T- and B-cell proliferation, the downregulation of natural killer cell activity and CTL response, and
the regulation of macrophage activation (166). TGF-β is a mediator of immune suppression that
allows tumors to escape from immune surveillance, and its use has been explored to suppress the
inflammatory and alloreactive immune responses in liver transplantation (167). Besides TGF-β,
Fas-L is another immune modulator that has been explored for use in kidney transplant patients to
suppress alloreactive lymphocytes (168). Fas-L, also known as CD95 or APO-1, is a membrane-
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bound protein of the TNF family, and it is expressed in several cell types, including tumors, T cells,
and B cells. Cells expressing the Fas receptor undergo apoptosis when they encounter Fas-L (169).
Besides their immune modulatory function, TGF-β and Fas-L are also strong growth inhibitors and
induce apoptosis in a variety of cancers, including prostate cancer (170). Therefore, incorporating
TGF-β or Fas-L into a PSRCA could potentially enhance the tumoricidal activity of the vector and
blanket the tumor site from the immune system.

4.2.6. Overcoming Current Limitations
Through the use of intravital imaging, Li et al. mapped the replication and spread of a PSRCA.

Three days after Ad-E4-PSES-E1A injection, a burst in GFP expression was observed, indicating
rapid replication and viral spreading, which decreased 1 week after injection. At 2 weeks, tumor
growth and cell killing reached equilibrium. After this, tumor growth exceeded the killing rate. A
subsequent rebound in GFP expression was observed, indicating renewed viral amplification.
Although immunohistochemistry analysis revealed persistent viral infection, the xenograft tumors
did not completely respond to the viral therapy (76). Other studies have also described limited viral
spread and lack of tumor response despite the high oncolytic activity of a virus (171). One explana-
tion for this is that conditions within the established tumor become unfavorable to support viral
replication. As tumor lysis occurs, the tumor environment becomes highly necrotic and hypoxic,
unlike the well-oxygenated tissues Ad normally infects. The fact that virus particles accumulate
around blood vessels within a tumor provides further supporting evidence (172). Shen et al. found
that levels of E1A protein but not mRNA are reduced in Ad-infected cells under hypoxic conditions
(173). The significance of this finding is great because transcription of adenoviral genes, and, there-
fore, adenoviral replication, is dependent on E1A. Further work in this area is needed to improve the
stability of E1A in hypoxic conditions. Perhaps the E1A from another Ad serotype is more stable
under hypoxia and can be used to replace Ad5 E1A.

A second hypothesis to explain the poor tumor response to oncolytic therapy also involves the
hypoxic environment created within the tumor. Such a condition would induce angiogenesis, and the
resulting neovasculature would then support new tumor growth. Eventually, this growth can over-
come the viral replication. If this is a significant factor in lowering the efficacy of oncolytic viral
therapy, then the use of an antiangiogenic factor as adjuvant therapy should enhance the tumor
response to oncolytic therapy. Recently, Jin et al. demonstrated the combined effectiveness of
Ad-hOC-E1 and Ad-Flk1-Fc, a vector delivering the secreted form of the antiangiogenic factor,
Flk-1, also known as vascular endothelium growth factor (VEGF) receptor 2. Alone, Ad-hOC-E1 and
Ad-Flk1-Fc reduced C4-2 mouse xenograft models by 60% or 40%, respectively. When co-infected
with both viruses, average tumor size reduction was 90% in 8 weeks, and 30% of the tumors com-
pletely regressed by week 3 (174). Liu et al. combined antiangiogenesis with an E1B-55K-deleted
oncolytic virus expressing the apoptosis inducer, TRAIL. In this study, Ad-k5, a replication-deficient
Ad delivering the fifth kringle domain of plasminogen, which inhibits angiogenesis by regulating the
intrinsic angiogenic factor pathway, was co-injected with ZD55-hTRAIL into colorectal carcinoma
mouse xenografts. This combined therapy resulted in the complete eradication of all treated tumors
(175). Because the coadministration of multiple adenoviral vectors can result in reduced gene
transduction efficiency, PSRCAs should be engineered to deliver the antiangionic factor directly.
Another alternative is to administer soluble antiangiogenic factors intravenously, such as Avastin, a
humanized monoclonal antibody against VEGF approved for the use in metastatic colorectal cancer
patients (176).

4.3. Cytotoxic Gene Therapy
This approach to the molecular therapy of prostate cancer results in the killing of cancer cells by

delivery and expression of prodrug enzyme genes, such as HSV-TK and apoptosis-inducing genes,
such as TRAIL. To ensure the safety of such a therapy, the use of prostate-specific promoters is
crucial to protect nontarget tissues from the expression of such deadly gene products. Furthermore,
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the use of PSRCA vectors to delivery the cytotoxic genes overcomes the need for multiple doses of
the virus because of limited viral transduction and poor transgene expression.

4.3.1. HSV-TK
In this approach, prostate cancer is virally transduced with HSV-TK followed by systemic

administration of any one of several antiherpetic agents, such as ganciclovir (GCV), acyclovir, or
VAL. These nucleoside analogs are phosphorylated specifically by HSV-TK, allowing incorporation
of the activated analogs into cellular DNA during DNA replication, resulting in chain termination
and, ultimately, cell death. The safety of this therapy resides in the fact that only the cells receiving
HSV-TK are capable of converting the nontoxic prodrug into an active metabolite. Fortunately,
however, the toxic effect is not limited to the cells in which the prodrug is activated. Through a
bystander effect mediated by intercellular gap junctions and phagocytosis of debris from dying cells,
the activated drug is delivered to neighboring cells (177), resulting in an amplification of the cytotoxic
effect throughout the entire tumor site.

Previously, Eastham et al. demonstrated the sensitivity of human prostate cancer cells PC-3 and
DU-145 to GCV cytotoxicity after the in vitro transduction of the cells with HSV-TK using a recom-
binant replication-deficient adenoviral vector (178). Similar results were obtained in vivo in murine
subcutaneous xenograft prostate cancer models after the intralesional injection of Ad-RSV-TK and
Ad-CMV-TK (179,180). Intratumoral injection of the vector is required if universal promoters, such
as RSV or CMV, are used to drive the expression of HSV-TK. Herman et al. developed the initial
HSV-TK clinical trial in which a replication-deficient Ad carrying HSV-TK driven by RSV promoter
was injected intralesionally, followed by administration of GCV in men with locally recurrent pros-
tate cancer 1 or more years after definitive external beam radiotherapy. This trial demonstrated the
tumoricidal activity of this combination therapy, as evidenced by sustained decreases in serum PSA.
Unfortunately, several of the patients experienced self-limiting toxicities and one patient experi-
enced moderate but reversible hepatic dysfunction and thrombocytopenia (50). To circumvent such
toxicities, Gotoh et al. developed a replication-deficient adenoviral vector that controlled HSV-TK
expression by the PSA promoter (57).

The first transcriptionally targeted HSV-TK gene therapy to be translated into a clinical protocol
was developed by Koeneman, et al. to test the hypothesis that the OC promoter could regulate HSV-
TK expression specifically within prostate cancer cells and the supportive stroma of a metastasis
(86). Kubo et al. performed the phase I clinical trial in which two postsurgical local recurrences and
nine metastatic lesions (five osseous and four lymph nodes) were injected with replication-defective
Ad-OC-TK vector followed by the administration of oral VAL. All patients tolerated this therapy
with no severe adverse effects. Of the 11 men, local cancer cell death was observed in 7 patients;
however, the treated lesions of all 11 men showed histological changes as a result of the treatment.
One patient demonstrated regression and stabilization of the treated lesion for up to 317 days post-
treatment without additional treatments (87). Clinical results with this virus are encouraging; how-
ever, HSV-TK as adjuvant to radiation therapy may prove to be more successful.

To improve the efficacy of HSV-TK gene therapy, Freytag et al. developed a novel three-legged
approach to gene therapy for prostate cancer in which HSV-TK was fused with cytosine deaminase
(CD) complementary DNA (cDNA) and delivered within an oncolytic virus, followed by treatment
with external beam radiation therapy (152). In this approach, CD, an enzyme found only in bacteria
and certain yeast, converts the prodrug 5-fluorocytosine to a highly toxic nucleoside analog, 5-fluo-
rouracil, conferring an additive effect to HSV-TK gene therapy. This virus, Ad5-CD/TKrep, is based
on the oncolytic ONYX-015 viral backbone. In the initial phase I study, this virus showed moderate
efficacy as demonstrated by decreases in serum PSA values for several patients and complete tumor
destruction in 2 of 16 patients 1 year after treatment (181). In murine orthotopic C4-2 tumors, Ad5-
CD/TKrep was shown to be an effective adjuvant to radiation therapy (182). This efficacy was tested
in a phase I study that combined Ad5-CD/TKrep prodrug therapy with radiation therapy. All patients
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experienced a decrease in serum PSA, with a mean PSA half-life of 0.6 months, vs 2 months for
patients receiving Ad5-CD/TKrep without radiation therapy or 2.4 months for patients receiving
radiation therapy alone. Furthermore, up to 9 months after treatment, 5 out of 10 patients maintained
PSA levels of at most 0.5 ng/mL (183).

4.3.2. TNF-Related Apoptosis-Inducing Ligand
TRAIL, also known as Apo-2 ligand, is a member of the TNF family and has been shown to

preferentially kill tumor cells over normal cells. Originally discovered because of its similarity to
Fas-L, TRAIL is a 32-kDa type II transmembrane protein, whose C-terminal extracellular domain
(amino acids 114–281) is homologous with other members of the TNF family (184,185). TRAIL
induces apoptosis by binding to the death domain-containing receptors, DR4 and DR5; however,
the death signal is not transduced via the adaptor molecule Fas-associated death domain (FADD).
Instead, the death protease FADD-like IL-1B-converting enzyme (FLICE2) is thought to be engaged,
which cleaves the initiating caspase 8 to begin the caspase cascade (186).

The selectivity of TRAIL for cancer cells over normal cells makes it a prime candidate for antican-
cer therapy. TRAIL expression has been detected in several normal human tissues, which suggests
that TRAIL is not toxic to those cells in vivo (187). In essence, these cells are protected from the
apoptotic effects of TRAIL by the antagonistic decoy receptors, DcR1 and DcR2, which lack func-
tional intracellular domains and are found on the surface membrane of TRAIL-resistant cells (186).
Many prostate cancer cell lines, including ALVA-31, DU-145, and PC-3, are extremely sensitive to
TRAIL and undergo apoptosis when exposed; however, other cell lines, such as LNCaP, are highly
resistant (188). This resistance has been shown to be reversed by infection of those cells with Ad
(189), treatment of the cells with radiation therapy (190), or simultaneous administration of chemo-
therapeutic agents, such as paclitaxel, vincristine, vinblastine, etoposide, doxorubicin, or
camptothecin (191). For these reasons, TRAIL is a promising cytotoxic gene product for the molecu-
lar therapy of prostate cancer; however, Jo et al. recently demonstrated sensitivity of TRAIL in cul-
tured human hepatocytes to TRAIL (192). Recombinant forms of TRAIL with reduced hepatotoxicity
are being investigated (193) in addition to monoclonal antibodies that antagonize the TRAIL recep-
tor in hepatocytes (194). Furthermore, Hao et al. demonstrated antitumor effect with systemic deliv-
ery of soluble TRAIL without toxicity to human hepatocytes in human xenograft mouse livers (195).
The controversial hepatotoxicity has been proposed to be an artifact of the recombinant protein prepa-
ration. Kaliberov et al. developed a replication-deficient Ad, called AdFlt-TRAIL, targeted to pros-
tate cancer cells and the surrounding endothelium. Membrane-bound TRAIL expression was
controlled by the Flt-1 promoter, also known as VEGF receptor-1, and killed both prostate cancer and
endothelial cells. AdFlt-TRAIL effectively suppressed the growth of DU-145 xenografts when
intralesional injection was combined with radiation therapy (196). Recently, Vanoosten et al. devel-
oped a novel strategy to sensitize prostate cancer cell lines to the cytotoxic effect of TRAIL after
infection with replication-deficient Ad5-TRAIL. This was achieved by treating ALVA-31 and DU-
145 cells with depsipeptide, a histone deacetylase inhibitor that was shown to increase CAR expres-
sion, enhance transgene expression, and increase DR4 and DR5 levels in membrane lipid rafts (197).

4.4. Immunotherapy
Prostate cancer, like most cancers, has developed mechanisms to evade the host immune system.

Such mechanisms include the downregulation of class I MHC molecules on the tumor cell surface
(198) as well as the downregulation of the co-stimulatory B7 molecules (199). These means of eva-
sion result in decreased presentation of tumor antigens to CTLs. The goal of immunotherapy is to
enhance the host immune response to prostate cancer cells. Current approaches involve ex vivo gene
therapy of autologous or allogeneic tumor cells and subsequent vaccination with the irradiated cells
now expressing cytokines such as interleukin (IL)-2 and granulocyte-macrophage colony-stimulat-
ing factor (GM-CSF), ex vivo gene transfer of PSA cDNAs, such as PSA, PSMA, and prostatic acid
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phosphatase, into autologous dendritic cells (DCs), and in vivo intratumoral gene transfer of cytokine
genes.

4.4.1. Prostate Cancer Vaccines
The host immune system is capable of recognizing and eliminating malignant cells; however, the

ability of tumor cells to evade immune surveillance and the inefficiency of the body’s antitumor
response allows prostate cancer to persist and progress. To develop a tumor vaccine, prostate cancer
cells are harvested from the patient during radical prostatectomy, transfected with cytokines that
upregulate cell surface antigens, such as B7 or MHC class I and II, expanded in culture, and irradi-
ated to kill the cells. After infusion of the autologous vaccine cells, the enhanced immunogenicity of
the cells aids the immune system to mount a local or systemic immune response to the cancer
(200,201). The first prostate vaccine clinical trial was developed by Simons et al. In this study, eight
men with metastatic prostate cancer were administered autologous, GM-CSF-transduced, irradiated
cancer vaccines. Side effects were limited to pruritis, erythema, and swelling at the site of vaccina-
tion. Both B- and T-cell responses were observed in seven of the eight patients, whereas T-cell
responses were observed in only two of the eight patients before vaccination (202). A subsequent
clinical trial demonstrated no therapeutic value of systemic administration of recombinant GM-CSF,
thereby suggesting the importance of local secretion of GM-CSF by the cancer vaccines (203).
Clearly, a limitation of this approach is the harvesting and ex vivo manipulation of prostate cancer
cells. To overcome this, Simons et al. developed an allogeneic tumor vaccine, GVAX, from GM-
CSF-transduced irradiated PC-3 and LNCaP prostate cancer cell lines. In a phase II clinical trial, the
vaccines were well-tolerated, and no dose-limiting toxicities were observed. Two years after treat-
ment, the survival rate of patients receiving low booster doses was 41%, compared with 70% in
patients who received higher booster doses (204). A phase I/II clinical trial evaluated the safety of
GVAX reengineered to secrete higher levels of GM-CSF (205). Phase III clinical studies of this
cancer vaccine are underway.

4.4.2. DC Immunotherapy
A second approach to prostate cancer vaccination involves the use of DCs, the most potent antigen-

presenting cell of the immune system. DCs produce a strong systemic T-cell response by presenting
tumor antigens on both MHC class I and II molecules (206). In this vaccination strategy, autologous
DCs are collected from the patient by leukophoresis, expanded in culture, challenged with a prostate-
specific antigen, such as PSA, prostatic acid phosphatase, or PSMA, by either peptide pulsing or
transfection with antigen cDNA, and reintroduced into the patient. Murphy et al. demonstrated the
safety of HLA-A2-specific PSMA peptide-pulsed DC immunotherapy in a phase I clinical trial in
which an enhanced cellular immune response was observed in all HLA-A2-positive patients; how-
ever, only 7 out of 51 patients experienced a decrease in serum PSA of at least 50% (207,208). In a
phase II clinical trial, GM-CSF was administered as a systemic adjuvant in patients receiving PSMA-
pulsed autologous DC vaccines. Nineteen out of 62 patients were identified as partial or complete
responders. Of the responders, 58% seemed to have durable responses (203,209).

4.4.3. In Vivo Immunotherapy
A third approach to immunotherapy for prostate cancer is the delivery of cytokines to the local

tumor environment. IL-2 is a potent activator of CD4+ and CD8+ T cells as well as natural killer cells,
and its effect on prostate cancer is caused by its ability to expand T-cell populations with antitumor
activity. Tumors that respond to IL-2 therapy demonstrate an infiltration of lymphocytes. In mouse
PC-3 orthotopic tumor models, tumor growth was suppressed by 94% after systemic injection of
IL-2 (210). Belldegrun et al. developed a gene therapy protocol in which 24 men with locally
advanced prostate cancer were injected intraprostatically with a DNA-liposome complex encoding
the IL-2 gene. This therapy was well-tolerated. Immunohistochemical analysis of the tumor site dem-
onstrated T-cell infiltration, and serum PSA responses were observed in 16 of the men on day 1 and
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14 of the 24 men on day 8 (211). Trudel et al. developed a phase I clinical trial to evaluate the safety
of intraprostatic injection of adenoviral vectors encoding the IL-2 gene. Twelve men were injected
with AdIL-2 4 weeks before prostatectomy. No dose-limiting toxicities were observed. On
pathological evaluation, all patients experienced a local inflammatory response with an infiltrate
of CD3+/CD8+ cells. At low viral doses, five out of five patients experienced a mean decrease in PSA
of 33%, whereas patients receiving the highest viral doses experienced transient elevations in PSA
levels before returning to baseline (212).

6. CONCLUSION

The safety and efficacy of gene therapy for prostate cancer has been demonstrated in several
preclinical and clinical trials. In recent years, interest in this field has expanded and will continue to
expand. Results from clinical trials indicate that gene therapy alone may not cure prostate cancer;
however, in combination with conventional therapies, gene therapy promises to fill the therapeutic
void left by chemotherapy and androgen ablation therapy. It is conceivable that such adjuvant thera-
pies will result in fewer undesired side effects and an enhancement of the quality of life of the patient.
Because of its convenient administration through ultrasound-guided transrectal injection, it is also
conceivable that gene therapy, applied in an outpatient clinic, may someday augment radical pros-
tatectomy and radiation therapy to treat early stage disease. More exciting, however, is the potential
for systemic delivery of a PSRCA to eliminate micrometastases before they become clinically detect-
able. Factors impeding the widespread use of gene therapy for prostate cancer include slow clinical
translation of laboratory research, funding of expensive clinical trials, and misconceptions and fear
of gene therapy from the general public. As the number of successful gene therapy trials increase,
these factors will diminish.
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Summary

In this chapter, we introduce a novel concept for an effective treatment of advanced prostate cancer, using
our understanding of transforming growth factor (TGF)-β signaling. TGF-β plays an important role in prostate
cancer development and progression. Two characteristic features of TGF-β signaling in aggressive prostate
cancer are a reduced sensitivity to TGF-β and an overproduction of TGF-β. A reduced sensitivity to TGF-β
removes the inhibitory effect of TGF-β and provides a growth advantage for the cancer cells. An overproduction
of TGF-β endows cancer cells the ability to metastasize, to enhance angiogenesis, and to evade host’s immune
surveillance program, leading to tumor progression and metastasis. TGF-β is a potent tumor-induced immuno-
suppression. A therapeutic strategy rending host immune cells insensitive to TGF-β should offer an effective
approach to eradicate advanced prostate cancer.

Key Words: Adoptive transfer; cytolytic T cells; immunotherapy; TGF-β signaling.

1. INTRODUCTION

Recent advances in the area of cancer gene therapy and immunotherapy have been encouraging.
The development of the targeted therapeutic strategy has saved many lives. Despite these promises,
the overall survival rate for cancer patients has been disappointing (1–3). In this review, we present
an intriguing biology of transforming growth factor (TGF)-β, which offers hope for our fight against
cancer.

2. BASIC BIOLOGY OF TGF-βββββ

Historically, TGF-β was recognized as a growth factor for murine sarcoma virus-transformed rat
kidney fibroblasts, because it promoted soft agar anchorage-independent grow (4). This original
understanding of TGF-β has been modified. Today, we recognize that TGF-β is a multifunctional
growth factor, which regulates a wide array of events in physiology and pathology.

2.1. The TGF-β Superfamily
TGF-β is the prototypic member of a superfamily with more than 30 members. Some of the mem-

bers include inhibin, bone morphogenic proteins, and Mullerian-inhibiting substance. The TGF-β
subfamily contains five members (TGF-β1, -β2, -β3, -β4, and -β5). TGF-β4 and -β5 have been iden-
tified only in chicken and Xenopus, respectively (5–7). TGF-β1, -β2, and -β3 have been identified in
mammals (8,9). Although TGF-β is a pleiotropic growth factor, it is mainly a growth inhibitor to
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most cell types (10,11). This family of growth factors regulates pivotal biological functions, including
cell proliferation, differentiation, apoptosis, migration, and extracellular matrix production (12,13).

2.2. Biochemistry of Mammalian TGF-β

TGF-β is synthesized as the C-terminal domain of a precursor form that is cleaved before secre-
tion from the cell (8,14,15). However, the TGF-β pro-peptide, which is referred to as the latency-
associated peptide, is noncovalently bound to TGF-β after secretion and cannot bind to receptors
(16). Most cell types secrete TGF-β in this biologically inert form. A third component of the latent
TGF-β complex is a large secretory glycol-protein known as latent TGF-β-binding protein, which is
disulfide-linked to latency-associated peptide. Latent TGF-β-binding protein is implicated in TGF-β
secretion, storage in the extracellular matrix, and eventual activation (17).

2.3. TGF-β Receptors
TGF-β exerts its biological effect through its receptors. In animal cells, three types of TGF-β

receptors (TβR) have been reported as type I, II, and III receptors (18). TβR-III is a 200- to 400-kDa
proteoglycan, with chondroitin sulfate and heparan sulfate chains linked to a 110- to 130-kDa core
protein (19). TβR-III has no direct role in TGF-β signal transduction, because it lacks the signaling
motif in the cytoplasmic domain (20). It may function as a storage protein that regulates bioavailability
of the ligand to target cells (21–23). TβR-I and TβR-II are directly involved in TGF-β signaling, for
these receptors contain serine/threonine kinases (24). Each of the receptors possesses an extracellular
region, a single transmembrane domain, and cytoplasmic signaling domain, which contain a serine/
threonine kinase domain. Current understanding is that TβR-II binds TGF-β first and then recruits
TβR-I. Signaling can only occur as a heteromeric complex (25). Because of the knowledge that both
TβR-I and TβR-II are required for TGF-β signaling, a loss of expression or functioning of either one
of the receptors will lead to TGF-β insensitivity, which is common in cancer cells. In prostate cancer,
it is well-established that a loss of TGF-β receptors has been associated with high Gleason grade (26)
and with a reduced survival period (27).

2.4. Role of Smads in TGF-β Signaling
TGF-β and related factors use a simple mechanism to transmit signals. Binding of the ligand

causes the assembly of a receptor complex that phosphorylates proteins of the Smad family, which
consists of closely related proteins that bind DNA and recruit transcriptional co-activators or core-
pressors. Phosphorylation causes Smads to move into the nucleus, where they assemble complexes
that control gene expression. Therefore, Smads are a signal mediator and transfer signal from cyto-
plasmic into specific nucleus target genes (15,28,29). Receptor-regulated Smad (R-Smad) requires
TGF-β-induced phosphorylation to assemble transcription regulatory complexes with partner Smads
(co-Smads). An R-Smad can move into the nucleus by itself but, to be accessible to membrane recep-
tors, R-Smads are tethered in the cytoplasm by proteins such as Smad anchor for receptor activation
(SARA). The type I receptor is kept inactive by a wedge-shaped glycine-serine (GS) region, which
presses against the kinase domain, dislocating its catalytic center (28–30). In the ligand-induced
complex, the type II receptor phosphorylates the GS domain and activates the type I receptor, which
catalyzes R-Smad phosphorylation. Phosphorylation decreases the affinity of R-Smads for SARA
and increases their affinity for co-Smads. The resulting Smad complex is free to move into the nucleus
and functions as transcriptional co-activators or corepressors. Smads can contact DNA, but effective
binding to particular gene regulatory sites is enabled by specific DNA-binding cofactors. R-Smads
that move into the nucleus may return to the cytoplasm, but the ubiquitylation and proteasome-
dependent degradation in the nucleus provide a way to terminate TGF-β responses (28,29,31). Smad-
2 and Smad-4 are frequently mutated in particular tumor subsets, suggesting that they may act as
tumor suppressors. In addition, several oncogenic proteins can interact and inhibit the function of
Smad proteins (8,12,28,29,32).
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3. TGF-βββββ SIGNALING IN NORMAL PHYSIOLOGY

Inhibition of cell proliferation is one of the TGF-β actions in epithelial, endothelial, hematopoi-
etic, neural, and certain types of mesenchymal cells. Escape from this inhibition is a hallmark of
many cancer cells. TGF-β is effective at inhibiting cell cycle progression during G1. In most cases,
this growth arrest effect is reversible, but in some cases, it is associated with cell apoptosis or cell
death (28,29). Two classes of anti-proliferative gene responses are involved in TGF-β growth arrest:
downregulation of c-myc and expression of inhibitors to cdks. The Myc family members (Myc,
N-Myc, and L-Myc) are known to deregulate cell growth by promoting continuous, mitogen-inde-
pendent, cell cycle progression (33–37). The second class is cdk-inhibitors, which include the induc-
tion of p15 and p21 and downregulation of cdc 25A. Most cells that are growth inhibited by TGF-β
have different combinations of cdk-inhibitory responses.

C-Myc antagonizes TGF-β signaling by acting as a repressor of cdk-inhibitory responses. Down-
regulation of c-Myc is, thus, necessary for TGF-β-induced cell cycle arrest (28,29,38). In addition to
causing reversible cell cycle arrest in some cell types, TGF-β can induce programmed cell death in
others. In fact, apoptosis induced by TGF-β family members is an essential component of the proper
development of various tissues and organs (39,40). TGF-β-induced apoptosis and the selective elimi-
nation of pre-neoplastic cells may also be involved in the tumor suppression mediated by TGF-β
(41). Just as loss of TGF-β-mediated growth arrest might predispose a cell to cancer, loss of TGF-β-
mediated apoptosis may permit selective accumulation of premalignant cells (28,29).

4. TGF-βββββ SIGNALING IN PROSTATE CANCER CELLS

Two important mutational events seem to be associated with malignant transformation. They are
the loss of the sensitivity to the inhibitory effect of TGF-β and the acquisition of the ability to express
an increased level of TGF-β. The following discussion expands this notion.

4.1. Downregulation of TGF-β Sensitivity in Prostate Cancer Cells
A reduced sensitivity to TGF-β removes the inhibitory effect of TGF-β and is associated with

high-grade prostate cancer. Results from many studies have clearly indicated that benign prostate
epithelial cells are exquisitely sensitive to TGF-β, because they express high levels of TGF-β recep-
tors (42). As the prostate epithelial cells progress through malignant transformation, they gradually
reduce their sensitivity to TGF-β, as indicated by a reduced expression of TGF-β receptors, impact-
ing on the survival rate of prostate cancer patients (27,42).

Insensitivity to TGF-β can take place at various points in the TGF-β signaling pathways (43).
Genetic mutations resulting in loss of function in TGF-β receptors are rare, except in colon cancer
(44). Transcriptional inactivation through mutation or epigenetic alterations for TβR-I and TβR-II
has been reported (45–48). Results of a recent study indicated that promoter methylation in both
TβR-I and TβR-II is at least a major factor responsible for TGF-β insensitivity in prostate cancer
cells (49).

4.2. Overproduction of TGF-β by Prostate Cancer Cells
The literature is replete with the information that TGF-β is overproduced in cancer cells (50–52).

Prostate cancer cells are no exception (53–56). The overproduction of TGF-β by cancer cells has a
multitude of adverse consequences. TGF-β can promote extracellular matrix production, induce
angiogenesis, and inhibit host immune function. The biological consequence of these activities is
enhanced tumorigenicity (5,57). The overexpression of TGF-β from cancer cells alters the host–
tumor interaction, which consequently facilitates tumor growth. TGF-β can inhibit the host immune
system.

TGF-β seems to play a significant role in facilitating MATLyLu rat prostate tumor growth in
syngeneic hosts. The MATLyLu cell line has a similar biochemical and histological profile to that of
late-stage human prostate cancer. It is either not immunogenic or only weakly immunogenic (58).
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The classic studies by Barrack (57) and Steiner and Barrack (59) demonstrated that overproduction
of TGF-β1 in MATLyLu cells was growth inhibitory in vitro but growth stimulatory in vivo. Results
of a recent study (60) showed that MATLyLu cells transfected with a TGF-β1 antisense expression
vector had reduced TGF-β1 production. These transfected cells proliferated in vitro at a much greater
rate than wild-type MATLyLu cells. However, they either failed to form tumors or grew smaller
tumors than did the wild-type cells. These findings indicate that the excess TGF-β produced by
MATLyLu cells is responsible for the aggressive phenotype of this rat prostate cancer.

The high levels of TGF-β produced by cancer cells have an inhibitory effect on surrounding cells,
including the host immune cells (61). Although the exact mechanism remains to be defined, TGF-β is
a potent tumor-induced immunosuppressor (62,67–71). As a result, high levels of tumor-derived
TGF-β have been implicated as being responsible for tumor escape from immune surveillance (72).

5. HOST IMMUNITY IN THE PRESENCE OF TUMOR-DERIVED TGF-βββββ

5.1. Impaired Immune Function in the Presence of Tumor Derived TGF-β

A common property of cancer cells, including prostate cancer cells, is that they overproduce TGF-β.
Because TGF-β is an inhibitory growth factor, theoretically, it should be able to inhibit tumor growth.
However, tumor cells have acquired the ability by becoming insensitive to TGF-β. Our early studies
have shown that prostate cancer cases, especially with high Gleason grades, have lost the expression
of at least one or both TGF-β receptors (42). Furthermore, the loss of TGF-β receptors has an impact
on survival of prostate cancer patients (26). This property provides a mechanism for cancer cells to
escape autocrine inhibition by TGF-β; but, at the same time, the high levels of TGF-β produced by
these cells are highly immunosuppressive.

5.2. Removal of TGF-β From Tumor Cells Renders Them Susceptible
to the Immune Surveillance Program

Theoretically, if one can remove TGF-β from the cancer cells, their growth should be inhibited by
the host immune system. This was confirmed by our study (60). MATLyLu rat prostate cancer cells
are extremely aggressive and they produce high levels of TGF-β. When MATLyLu cells were geneti-
cally engineered to reduce the statement of TGF-β1, they failed to develop tumors in syngeneic hosts
(Copenhagen rats), but tumors still developed in immunodeficient hosts (nude rats). Complete eradi-
cation of rat glioma tumors was noted when an antisense TGF-β construct was introduced into tumor
cells ex vivo and then locally reintroduced into the tumor-bearing host (73). These proof-of-principle
studies demonstrated that TGF-β produced by tumor cells was a potent immunosuppressant.

6. TGF-βββββ IN IMMUNE HOMEOSTASIS

TGF-β produced by tumor cells may diminish the effectiveness of antitumor T-cell immune
responses (63–65). The main function of TGF-β is to inhibit the growth and activities of T cells. It is
viewed as an “anti-cytokine” because, in addition to its action on T cells, it can inhibit many func-
tions of macrophages, B cells, neutrophils, and natural killer cells by counteracting the action of
other activating factors. Although it is a negative regulator of the immune response, it stimulates
wound healing through the synthesis of collagen. TGF-β is produced by many types of cells, includ-
ing T cells, B cells, and macrophages. The role of TGF-β is to suppress the immune response when it
is no longer needed after an infection and to promote the healing process (66).

6.1. TGF-β is a Potent Immunosuppressant
TGF-β has been implicated in tumor-induced immunosuppression (67). One of the reasons that an

overstatement of TGF-β in cancer cells promotes tumor growth in vivo can be attributed to the fact
that TGF-β is a potent immunosuppressant (68,69). TGF-β is a powerful inhibitor of T- and B-cell
proliferation. Therefore, an excess of TGF-β can inhibit host immune responses. The immunosup-
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pressive role of TGF-β can be best demonstrated in TGF-β1-knockout mice. These animals are unable
to survive beyond 21 days of age because of a severe widespread inflammatory reaction. These
animals could survive longer if they were treated with antibodies to major histocompatibility complex
(MHC) antigens or were rendered athymic (74).

6.2. Nonimmune Host Cells in TGF-β-Induced Immunosuppression
Tumor-induced immunosuppression is a key mechanism by which tumors can evade host

immunosurveillance. Aside from a direct inhibitory effect of TGF-β on immune cells, TGF-β can act
on nonimmune cells and can contribute to the immunosuppressive effect in the host. Interactions
between thymic stromal cells and immune cells are the basis for T-cell selection and have an impact
on final T-cell repertoire (75). For example, TGF-β expressed from thymic stromal cells regulates the
differentiation of CD4+/CD8+ double-positive stages (76). Another example is the inhibitory effect
of TGF-β on the production of interleukin (IL)-7 by nonlymphoid stromal cells, which are important
for the development of B cells (77).

6.3. TGF-β in Tumor Immunology
TGF-β is the principal immunosuppressive component derived from tumor cells (67,78). Modifi-

cation of highly immunogenic C3H tumors with a TGF-β expression vector allowed for growth and
escape from immunosurveillance in vivo despite an apparent lack of downregulation of MHC class I
or tumor-specific antigen (79). Neutralization of TGF-β results in abrogation of MCF-7 tumors (80).
A complete eradication of rat glioma tumors was noted when an antisense TGF-β construct was
introduced into tumor cells ex vivo and then locally reintroduced into the tumor-bearing host (73). A
similar approach was reported with the Dunning rat prostate tumor MATLyLu (60). In a mouse
thymoma model, tumor cells engineered to secrete a soluble TβR-II resulted in a suppression of
tumorigenicity (72). These reports support the idea that TGF-β production by tumor cells inhibits
immunosurveillance and that elimination of TGF-β from tumor cells enhances host immune response.

7. TGF-βββββ-BASED IMMUNOTHERAPY FOR CANCER

7.1. TGF-β Insensitivity in Autoimmune-Like Disease
For the sake of simplicity, we divide the etiology of autoimmune-like disease into thymic origin

and/or peripheral tissue origin (76,81,82). Many reports implicated TGF-β in the pathogenesis of
autoimmune-like disease. Systemic administration of TGF-β suppressed the symptoms of experi-
mental encephalomyelitis, whereas antibodies to TGF-β enhanced the disease (82,83). Mice null for
TGF-β1 developed autoimmune-like syndrome, including enhanced expression of MHC class I and
II antigens, circulating systemic lupus erythema-tosus (SLE)-like IgG antibodies to nuclear antigens,
pathogenic glomerular IgG deposits, and progressive infiltration of lymphocytes into multiple organs
(84,85). Development of autoimmunity is normally resulted in selection processes in the thymus or
through mechanisms that maintain tolerance in peripheral tissues. In the thymus, negative selection
takes place at the CD4+/CD8+ double-positive stage (86). Because TGF-β regulates the maturation of
these double-positive cells, it is likely that, in the absence of TGF-β action, double-positive cells are
generated rapidly for their appropriate elimination (76,87). Mechanisms of maintenance of periph-
eral tolerance can include a balance of reactive and suppressor (or regulatory) T cells (88). TGF-β,
again, plays a major role in this process (70,75,89). However, mechanisms of TGF-β insensitive
immune cells in autoimmunity remain undefined.

7.2. Transplant of TGF-β-Insensitive Bone Marrow Leads to Elimination
of Tumor Cells

In this section, we describe the development of a murine model of TGF-β insensitivity limited to
the hematopoietic tissue of adult C57BL/6 mice. Bone marrow cells from donor mice were rendered
insensitive to TGF-β via retroviral expression of the dominant-negative TβR-II (TβRIIDN) gene and
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were transplanted into irradiated recipient mice before tumor challenge. When tumor cells
(mouse B16 melanoma cells or transgenic adenocarcinoma mouse prostate [TRAMP] cancer cells)
were injected into these animals, tumor cells were eliminated (71,90). These results suggest that a
gene therapy approach to inducing TGF-β insensitivity in immune cells may be a viable anticancer
strategy.

7.3. Adoptive Transfer of Tumor-Reactive TGF-β-Insensitive CD8+ T Cells Results
in Eradication of Mouse Prostate Tumor in Syngeneic Hosts

Although the above approach described in 7.2 resulted in tumor elimination, recipient animals
treated by this approach eventually developed widespread multiorgan inflammatory conditions, sug-
gestive of a manifestation of autoimmune disease. An approach that can lead to tumor eradication
and avoid the development of autoimmune disease will be ideal for an effective and safe cancer
treatment. The use of adoptive transfer of tumor-reactive TGF-β-insensitive CD8+ T cells into tumor-
bearing mice has accomplished this objective (56). This study is briefly described next.

TRAMP-C2 cells were used as the mouse model of prostate cancer. Donor C57BL/6 mice were
primed with irradiated TRAMP-C2 cells by subcutaneous inoculation (5 × 106 cells) every 10 days.
At the end of three to five vaccinations, CD8+ T cells were isolated from the spleen, expanded ex vivo
in the presence of irradiated wide type splenocytes and extracts of TRAMP-C2 cells, and supple-
mented with IL-2 and anti-CD3 every 3 days. These CD8+ T cells were rendered TGF-β-insensitive
by transfecting with TβRIIDN. In vitro cytotoxic assay revealed that these tumor-reactive and TGF-β-
insensitive CD8+ T cells had a 25-fold specific tumor killing activity relative to unprimed naïve
CD8+ cells. To determine the in vivo antitumor activity, recipient mice were challenged with intrave-
nous injection of 5 × 105 TRAMP-C2 cells for 3, 7, or 21 days followed by adoptive transfer of tumor
reactive and TGF-β insensitive CD8+ cells (2 × 106 cells). Tumor metastasized to the lung was elimi-
nated in the group receiving tumor-reactive and TGF-β-insensitive CD8+ T cells. Infiltration of tumor-
reactive TGF-β-insensitive CD8+ T cells into tumor parenchyma was evident, whereas naïve CD8+ T
cells or non-engineered tumor-reactive control CD8+ T cells were unable to enter tumor tissues.
When transferred into tumor-bearing hosts, these CD8+ T cells were maintained at a constant 2% in
the spleen and caused an elevation of circulating IL-2 and interferon-γ. Interestingly, when transferred
into tumor-free hosts (2 × 106 cells), they showed a steady rate of decay. These results suggest that
adoptive therapy of tumor-reactive and TGF-β-insensitive CD8+ T cells may warrant consideration
for cancer therapy.

7.4. Adapting a TGF-β-Based Protection Strategy to Enhance Antitumor
Immunity

Another example of TGF-β insensitivity in immune cells resulting in tumor elimination was the
model of Epstein–Barr virus-specific cytotoxic T lymphocytes (CTLs), which were transduced with
a retrovirus vector expressing TβRIIDN, HATGF-βRII Δcyt, for the treatment of Epstein–Barr virus-
positive Hodgkin disease. HATGF-βRII Δcyt-transducted CTLs were resistant to the antiproliferative
and anticytotoxic effects of exogenous TGF-β. Additionally, these transduced CTLs continued to
secrete cytokines in response to antigenic stimulation. Long-term expression of HATGF-βRII Δcyt
did not affect CTL function, phenotype, or growth characteristics. Tumor-specific CTLs expressing
HATGF-βRII Δcyt should have a selective functional and survival advantage over unmodified CTLs
in the presence of TGF-β-secreting tumors (91).

9. CONCLUSION

It is encouraging that there is a possibility of achieving a successful new strategy to effectively
treat cancer using tumor-reactive, TGF-β-insensitive immune cells in gene therapy. The host immune
system offers a natural defense program against cancer, but this natural immunosurveillance is
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rendered ineffective by an overproduction of TGF-β derived from the tumor cells. In the past, many
attempts have been made to boost the host immune system as a cure for cancer. Unfortunately, these
efforts met with little success, possibly because of inadequate recognition of the powerful effect of
tumor-derived TGF-β on immunosuppression. The present discussion illustrates that TGF-β signal-
ing plays a key role in regulating our immune system. Rendering the host immune cells insensitive to
TGF-β in a gene therapy program offers hope as a potential anticancer therapy. In the near future, the
development of a TGF-β-based therapeutic strategy for the treatment of cancer will be an important
research focus.
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Biology and Therapeutic Basis of Prostate Cancer Bone

Metastasis

Evan T. Keller

Summary

Prostate cancer (CaP) is the most frequently diagnosed cancer in men and the second leading cause of
cancer death among men in the United States (1). The most common site of CaP metastasis is the bone with
skeletal metastases identified at autopsy in up to 90% of patients dying from CaP. Understanding how tumor
interacts with bone may lead toward identifying therapies to prevent or diminish the consequences of bone
metastases. CaP forms a mixture of osteolytic (excess bone resorption) and osteoblastic (excess bone production)
bone metastases. The osteolytic component of bone metastases is caused, in part, through cancer-mediated
activation of the receptor of nuclear factor-κ B ligand (RANKL) pathway. Blocking RANKL has been shown to
successfully inhibit establishment or progression of CaP bone metastases in animal models. Other factors that are
important in the development of CaP-induced osteolytic lesions include interleukin (IL)-6, parathyroid hormone-
related protein (PTHrP), and matrix metalloproteinases (MMPs). The mechanism through which CaP induces
osteoblastic lesions is less clear; however, CaP produces a variety of factors that may promote an overall osteo-
blastic phenotype, including an inhibitor of RANKL, osteoprotegerin (OPG); a vascular-active agent, endothelin
(ET)-1; and transforming growth factor (TGF)-β. Several methods to target CaP bone metastases are being
explored in clinics, including bisphosphonates, inhibitors of RANKL and ET-1. To effectively treat CaP bone
metastases, targeting both the osteolytic and osteoblastic components simultaneously may be important.

Key Words: Bone metastases; endothelin-1; ET-1; IL-6; interleukin-6; OPG; osteoprotegerin; prostate
cancer; parathyroid hormone-related protein; PTHrP; RANKL; receptor of nuclear factor-κ B.

1. INTRODUCTION

Prostate cancer (CaP) is the most frequently diagnosed cancer in men and the second leading
cause of cancer death among men in the United States (1). The most common site of CaP metastasis
is the bone, with skeletal metastases identified at autopsy in up to 90% of patients dying from CaP
(2–5). Skeletal metastasis in CaP patients result in significant complications that diminish the quality
of life in affected patients. These complications include bone pain, impaired mobility, pathological
fracture, spinal cord compression, and symptomatic hypercalcemia (6–8). Despite advances in the
diagnosis and management of CaP, advanced disease with skeletal metastasis remains incurable.
Current therapeutic modalities are mostly palliative, and include hormonal therapy, pharmacological
management of bone pain, radiotherapy for pain and spinal cord compression (9), various chemo-
therapy regimens, and the use of bisphosphonates to inhibit osteoclast activity (10). Despite the severe
complications of CaP skeletal metastasis, there has not been much advancement in the therapeutic
arena to prevent or diminish these lesions. It is critical that a solid understanding of the pathophysiol-
ogy of CaP skeletal metastatic process is developed to provide the basis for creating strategies to
prevent or diminish their occurrence and associated complications.
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Fig. 1. Anatomy of bone. Longitudinal section of a long bone.

2. BONE BIOLOGY

The skeleton serves several important functions, including a structural framework for the body, a
location for hematopoiesis, a calcium storage site that can respond to systemic needs for calcium, and
an anchor for muscle attachments. The skeleton is divided into the axial skeleton, consisting of the
skull, vertebral column, ribs, and sternum, and the appendicular skeleton, consisting of the limbs.
The skeleton constantly remodels dynamically in response to stress placed on it (11,12). A typical
bone consists of both a cortical (also known as compact bone) component and a trabecular (also
known as spongy or cancellous bone) component (Fig. 1). Cortical bone is made of concentric layers
of bone that forms a hard outer shell and is typically found in the shafts of appendicular bone. Trabe-
cular bone consists of struts of bone found within the concentric bone shell and is found through the
meataphyses and epiphyses of bones.

Bone is a very active substance that is composed of mineralized and nonmineralized components
(13–15). Collagen is the main protein constituent of the unmineralized extracellular matrix (also
known as osteoid) and is considered to provide the framework for mineralization. Other proteins that
contribute to the osteoid include osteopontin, bone sialoprotein, osteonectin, and alkaline phosphatase
(16,17). Bone mineral consists of primarily calcium and phosphate that forms an organized crystal-
line structure called hydroxyapatite. When bone is initially formed, the collagen fibers are laid down
in a disorganized interwoven fashion forming what is termed woven bone (18). As bone matures, the
collagen fibrils become lined up in a parallel fashion forming lamellar bone (19,20). Woven bone is
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not as strong in terms of biomechanical properties as lamellar bone (21). As bone becomes more
mineralized, its strength increases up to a point, but further mineralization beyond an optimal level
reduces bone elasticity, leading to the inability of the bone to respond to certain stresses, which then
results in fragile bone that is predisposed to fracture (22–25).

Many cells contribute to formation of bone and regulation of bone remodeling, including neurons
(26,27), endothelial cells (28,29), and myoblasts (30). However, the key cells that are involved in
bone production and remodeling are the osteoblasts and osteoclasts. Osteoblasts are the cells that lay
down collagen matrix and promote mineralization. Once the osteoblast surrounds itself with mineral,
its appearance changes, including development of neuron-like tendrils, and it is called an osteocyte
(31). Osteoblast production requires specific transcription factors. RUNX2 (also called Cbfa1 and
OSF2), a member of the runt/Cbfa family of transcription factors, was first identified as the nuclear
protein binding to an osteoblast-specific cis-acting element activating the expression of osteocalcin
(32). RUNX2 was shown to regulate the expression of all of the major genes expressed by osteoblasts
and to be a key regulator of osteoblast differentiation in vivo (33). In mice deficient of RUNX2, only
an unmineralized cartilage framework of the skeleton is present. In addition to RUNX2, osterix is
another osteoblast transcription factor that has been shown to be critical for bone formation (34,35).
Absence of osterix results in the inability of mice to form bone (34).

In apposition to the osteoblasts, are the osteoclasts, which are multinucleated cells responsible for
bone resorption that both dissolve the mineralized hydroxyapatite and degrade nonmineralized bone
matrix (36). Osteoclasts are derived from the colony-forming unit–granulocyte macrophage (CFU-GM)
hematopoietic precursor cells. The CFU-GM undergoes a defined progression of maturation steps
that ultimately result in fusion of the precursor cells into mature osteoclasts. Several factors promote
osteoclastogenesis, including growth factors and cytokines. Both colony-stimulating factor-1 and
interleukin (IL)-1 and IL-6 expand the osteoclast precursor pool. Tumor necrosis factor (TNF)-α
promotes conversion of the promonocyte to a committed osteoclast precursor (37).

Although several factors promote osteoclastogenesis, one factor that is required for production of
mature osteoclasts is receptor activator of nuclear factor-κ B (NF-κB) ligand (RANKL). A member
of the tumor necrosis factor family, RANKL is initially expressed by bone marrow stromal cells,
osteoblasts, and activated T cells. RANKL is most commonly a membrane-anchored molecule; how-
ever, a small fraction of RANKL is released through proteolytic cleavage from the cell surface as a
soluble 245-amino acid homotrimeric molecule (38). Both soluble and membrane-bound RANKL
promote osteoclast formation and activation by binding to receptor activator of NF-κB (RANK) on
the osteoclast precursor membrane (38–42) that has the characteristics of a monocyte (43). RANKL
binding to RANK induces NF-κB and Fos activation (44,45). Several lines of evidence demonstrate
the importance of RANKL in osteoclastogenesis. For example, RANKL has been shown to induce
osteoclastogenesis in vitro from CFU-GM (46). Mice that are genetically engineered to overexpress
RANKL or RANK are severely osteoporotic (47). Additionally, mice that have had their RANKL (48)
or RANK (49) gene deleted have no osteoclasts and are osteopetrotic.

In addition to RANKL and RANK, another key modulator of osteoclastogenesis is osteoprotegerin
(OPG) (also known as osteoclastogenesis inhibitory factor) (50,51). OPG serves as a decoy receptor
that binds RANKL and, thus, blocks its ability to bind to RANK and induce osteoclastogenesis. In
contrast to RANKL and RANK, whose expression is mainly restricted at low levels to the skeletal
and immune systems, OPG is expressed in a variety of tissues, such as liver, lung, heart, kidney,
stomach, intestines, skin, and calvaria in mice; and lung, heart, kidney, and placenta in human (50,52–57).
In bone, OPG is mainly produced by osteoblastic lineage cells, and its expression increases as the
cells become more differentiated (55,58,59). Several factors, including 1,25-dihydroxyvitamin D3,
IL-1β, TNF-α, and bone morphogenetic protein (BMP)-2 induce OPG messenger RNA (mRNA)
expression in human osteoblast cell lines (55). Administration of recombinant OPG to normal rodents
resulted in increased bone mass (50,53) and completely prevented ovariectomy-induced bone loss
without apparent adverse skeletal and extraskeletal side effects (50). Additionally, a single subcuta-
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neous injection of OPG is effective in rapidly and profoundly reducing bone turnover for a sustained
period in women (60). In fact, based on this activity, the balance ratio of RANKL to OPG seems to be
very important in controlling the overall activity (i.e., lysis vs no lysis) that will be observed
(47,59,61,62).

When initiating bone resorption, osteoclasts become polarized, and three distinct membrane
domains appear: a ruffled border, a sealing zone, and a functional secretory domain (36). The actin
cytoskeleton forms an attachment ring at the sealing zone that anchors the osteoclast to the bone
matrix. The ruffled border appears inside the sealing zone and vesicle transport to the ruffled border
delivers hydrochloric acid and proteases to an area between the ruffled border and the bone surface
called the resorption lacuna (36). In this extracellular compartment, crystalline hydroxyapatite is
dissolved by acid, and a mixture of proteases degrades the organic matrix. The degradation products
of collagen and other matrix components are endocytosed, transported through the cell, and
exocytosed through a functional secretory domain (36,63,64).

Proteases that are important mediators of osteoclastic activity include cathepsin K and
metalloproteinases. Cathepsin K can cleave bone proteins such as type I collagen, osteopontin, and
osteonectin (65). Overexpression of cathepsin K in the mouse results in accelerated bone turnover
(66); whereas knockout of cathepsin K results in retarded bone matrix degradation and osteopetrosis
(67). Several novel classes of cathepsin K inhibitors have been designed and may provide novel
therapeutic agents to target bone resorption (68,69). In addition to the proteases, acid is secreted from
osteoclasts to resorb the mineralized matrix. Acid is believed to be secreted through vacuolar H(+)-
ATPase-dependent pumps present on the osteoclasts ruffled membranes (70). Several hormones regu-
late acid secretion, including parathyroid hormone (PTH), which increases acid secretion and
calcitonin, which decreases acid secretion. Carbonic anhydrase II seems to be an important mediator
of acid production because acetazolamide, a carbonic anhydrase inhibitor-based diuretic, can block
bone resorption (71). Another diuretic, indapamide, increased osteoblast proliferation and decreased
bone resorption, at least in part, by decreasing osteoclast differentiation via a direct effect on hemato-
poietic precursors in vitro (72).

2.1. Bone Remodeling
Bone remodeling is the cyclical replacement of old bone by new bone. Remodeling serves to

maintain bones mechanical stability and allow it to perform its metabolic actions. In each cycle, a
defined volume of bone is removed by osteoclastic resorption and subsequently replaced by osteo-
blastic formation at the same location (Fig. 2). Remodeling is carried out by elongated structures
known as basic multicellular units (BMU; sometimes called bone metabolic units) that travel through
or across the surface of bone. In the human, each BMU lasts about 6 months, with continued sequen-
tial recruitment of new osteoclasts and osteoblasts (73–76). The BMU is initiated by osteoclasts
resorbing old bone followed by osteoblasts synthesizing new bone in the resorption lacunae (areas
resorbed by osteoclasts) (77–79).

3. OSTEOBLASTIC BONE METASTASES

There are many challenges to determining the mechanisms that contribute to the selective devel-
opment of CaP in bone (80–82). These include mechanisms of homing and attachment to bone and
invasion into bone. However, once in the bone, CaP tumors have pathobiology that seems to be
somewhat unique to cancer skeletal metastases. Specifically, CaP skeletal metastases are most often
radiographically characterized as osteoblastic (i.e., increased mineral density at the site of the lesion)
as opposed to osteolytic. Other tumors, such as breast cancer, can form osteoblastic lesions; however,
these occur less frequently (83,84). Despite the radiographic osteoblastic appearance, it is clear from
histological evidence that CaP metastases form a heterogeneous mixture of osteolytic and osteoblas-
tic lesions, although osteoblastic lesions predominate (85–88). Recent evidence shows that osteo-
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Fig. 2. Bone remodeling. Osteoclast initiation of bone resorption creating a leading edge, termed the cutting
cone. Mononuclear cells behind the osteoclasts create a cement line that delimits the area of resorption. This is
termed the reversal phase, which is then followed by osteoblasts that create new bone in the formation zone,
followed by a resting phase in which the osteoblasts appear as flattened cells, termed lining cells.

blastic metastases form on trabecular bone at sites of previous osteoclastic resorption, and that such
resorption may be required for subsequent osteoblastic bone formation (89,90). These findings sug-
gest that CaP induces bone production through an overall increase in bone remodeling, which, in the
nonpathological state, is a balance between osteoclast resorption of bone, followed by osteoblast-
mediated replacement of resorbed bone (reviewed in refs. 91–93). In the case of CaP, it seems the
induction of osteoblast-mediated mineralization outweighs the increase in osteoclast resorption,
resulting in an overall formation of osteoblastic lesions. The osteoblastic lesions result in overall
weakening of the bone because of the production of woven bone and hypermineralization (22,81,94).
Thus, the combination of underlying osteolysis and production of weak bone leads to a predisposition
to fracture. The mechanisms through which CaP cells promote bone mineralization remain poorly
understood.

CaP cells produce a variety of factors that have direct or indirect osteogenic properties (Table 1)
(reviewed in refs. 95–97). Some of these factors, such as BMP (98–100) and endothelin (ET)-1 (101)
may directly stimulate differentiation of osteoblast precursors to mature mineral-producing osteo-
blasts. Other factors, such as PTH-related protein (PTHrP) may work through inhibition of osteoblast
apoptosis (102,103). Additionally, there are proteins that may work indirectly to enhance bone pro-
duction, such as the serine proteases, prostate-specific antigen (PSA), and urinary plasminogen acti-
vator, which can activate latent forms of osteogenic proteins, such as transforming growth factor
(TGF)-β (104,105). Finally, some molecules, such as OPG (50,106,107) and ET-1 (in a dual role
with its osteoblast-stimulating activity) (108) can enhance osteosclerosis through inhibiting
osteoclastogenesis. Despite this gamut of putative mediators of CaP-induced osteosclerosis, we are
unaware of in vivo studies that unequivocally demonstrate their role in this process. Other tumor
types, such as osteosarcoma, are also known to produce a variety of osteoblastic factors (109–111).
With such a large number of factors, it is difficult to determine which is the most appropriate one to
evaluate, and, in fact, several of these osteogenic factors most likely work in concert to produce
maximal bone production.

4. OSTEOCLASTIC BONE METASTASES

RANKL is a key osteoclastogenic factor. Several lines of evidence support the role of RANKL in
CaP-mediated osteolysis. Although a bone metastatic CaP cell line has been shown to express OPG
(112), that same line overexpresses RANKL (113). Additionally, in normal prostate, OPG protein
was detected in luminal epithelial and stromal cells (5–65% and 15–70%, respectively) and RANKL
immunoreactivity was observed in 15 to 50% of basal epithelial cells, 40 to 90% of luminal epithelial
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Table 1
Osteogenic Factors Produced by Cancer Cells

Factor Reference

Bone morphogenetic proteins (BMP) (100,206)
Endothelin (ET)-1 (101,207–209)
Insulin-like growth factors (IGF) (210,211)
Interleukin (IL)-1 and IL-6 (212,213)
Osteoprotegerin (OPG) (106,107)
Parathyroid hormone-related peptide (PTHrP) (102,103)
Transforming growth factor (TFG)-β (105)
Urinary plasminogen activator (urokinase) (214)
Vascular endothelial growth factor (VEGF) (215)

cells, and 70 to 100% of stromal cells (114). OPG was not detected in 8 of 10 primary CaP specimens,
but RANKL was heterogeneously expressed in 10 of 11 CaP specimens (114). Importantly, the per-
centage of tumor cells expressing OPG and RANKL was significantly increased in all CaP bone
metastases compared with non-osseous metastases or primary CaP. Serum OPG levels are elevated in
patients with advanced CaP compared with less-advanced CaP (115). However, RANKL levels were
not measured in that study, thus, one cannot determine whether the ratio of RANKL to OPG was
altered in these patients. It is possible that RANKL is only expressed locally at the skeletal metastatic
site and, therefore, not detectable in the serum. Regardless, taken together, these observations sug-
gest that the RANKL–OPG axis may play an important role in CaP bone metastases. Further support
for this possibility was demonstrated by the observation that administration of OPG prevented estab-
lishment of mixed osteoblastic/osteolytic CaP cells in the bones of SCID mice, although it had no
effect on establishment of subcutaneous tumors in the same mice (113). However, in another study,
OPG administration did not prevent establishment of an osteoblastic CaP tumor, although it slowed
the tumor growth (116). OPG also diminished the progression of established osteoblastic CaP in
human bone implants in mice (117). Taken together, these studies suggest that OPG can inhibit pros-
tate tumor growth in bone.

Matrix metalloproteinases (MMPs), a family of enzymes whose primary function is to degrade the
extracellular matrix, play a role in bone remodeling. This activity occurs in the absence of osteoclasts
(118), suggesting that MMPs have a direct resorptive effect. Several have the ability to degrade the
nonmineralized matrix of bone, including MMP-1, MMP-9, and MMP-13, which are collagenases.
Other MMPs, such as stromelysin (MMP-3) activate MMP-1. Through their proteolytic activity,
MMPs contribute to metastatic invasion, including destruction of bone (119).

Prostate carcinomas and their cell lines express a large number of MMPs (120–127). Levels of
MMP-9 secretion in primary CaP cultures increased with Gleason histological grade (122). Active
MMP-9 species were detected in 15 cultures (31%) of primary CaP tissues. The presence of the
mineralized matrix has been shown to induce MMP-9 expression from prostate carcinoma cells (128).

The initial functional data that suggested prostate carcinoma bone metastasis modulates bone
remodeling through MMPs was provided by in vitro studies. Specifically, blocking MMP activity
with 1,10-phenanthroline, a MMP inhibitor, diminished bone matrix degradation induced by PC-3
cells in vitro (129,130). Matrilysin (MMP-7) has been shown to be upregulated in DU-145 CaP cells
and can enhance their invasive ability. Monoclonal antibody targeting the cytokine IL-6 has been
shown to increase promatrilysin expression in DU-145 cultures (131). This suggests that IL-6, which
is increased in CaP (reviewed in ref. 132), enhances CaP invasion through production of MMP-7.

The importance of MMPs in bone metastasis has been further confirmed in vivo. An MMP inhibi-
tor, batimastat, has been shown to inhibit development bone resorption in vitro and in vivo in murine
models of breast (133) and prostate carcinoma (134). The mechanism through which prostate carci-
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noma-produced MMPs induce bone resorption is not clear; however, it seems to involve induction of
osteoclastogenesis, because inhibition of MMPs reduced the number of osteoclasts associated with
prostate tumor growth in human bone implants in mice (134). Additionally, the bisphosphonate
alendronate blocked MMP production from PC-3 cells (135). This was associated with diminished
establishment of bone metastasis in mice injected with PC-3 tumors (118).

PTHrP, a protein with limited homology to PTH, was originally identified as a tumor-derived
factor responsible for humoral hypercalcemia of malignancy. PTH and PTHrP bind to the same
receptor (the PTH-1 receptor) and evoke the same biological activity because of similarities in their
steric configurations at the region of amino acids 25 to 34. Patients with solid tumors and hypercalce-
mia have increased serum PTHrP in 80% of the cases, emphasizing the impact of this peptide to
increase bone resorption and renal tubular resorption of calcium (136). Subsequent to its character-
ization in humoral hypercalcemia of malignancy, PTHrP was found to be produced by many normal
tissues, including epithelium, lactating mammary gland, and cartilage (in which it has an autocrine,
paracrine, or intracrine role) (136).

PTHrP is an attractive candidate for influencing prostate carcinoma growth. PTHrP is produced
by normal prostate epithelial cells, from which prostate carcinoma arises, and PTHrP is found in the
seminal fluid (96,137). PTHrP has been immunohistochemically identified in prostate carcinoma
tissue in patients with clinically localized disease (138), is found in higher levels in prostate
intraepithelial neoplasia than in normal prostate epithelium, is found in higher levels in prostate
carcinoma than in benign prostatic hyperplasia (139,140), and is found in human metastatic lesions in
bone (141). However, in some studies, expression of PTHrP receptor in CaP seems to be more con-
sistent than expression of PTHrP itself (142). Overexpression of ras oncogene in immortalized pros-
tate epithelial cells has been shown to promote PTHrP expression (143). This may account for the
increased expression of PTHrP as the cells progress to a malignant phenotype.

There is evidence that PTHrP can regulate malignant tumor growth in an autocrine manner in
human renal cell carcinoma (144), enhance breast cancer metastasis to bone (145,146), and act as an
autocrine growth factor for prostate carcinoma cells in vitro (137), although it does not effect prolif-
eration of normal prostate cells (147). Recent evidence indicates that expression of nuclear-targeted
PTHrP can protect prostate and other cells from apoptosis (141,148), bind RNA (149), and act as a
mitogen (150,151). PTHrP production by primary prostatic tumors is associated with increased tumor
size and rate of growth in an animal model (141), suggesting that PTHrP acts in an autocrine or
intracrine mechanism to promote tumor growth. In contrast, in this same model and in an intracardiac
injection model of prostate carcinoma, PTHrP was not associated with an increase in metastatic
potential (94,141). This suggests that PTHrP is not important in the process of metastasis to bone but,
once in the bone microenvironment, where target cells with receptors are present (osteoblasts), it may
play a critical role in the bone response to prostate carcinoma. Of particular interest to prostate carci-
noma, PSA has been shown to cleave PTHrP, leading to an inactivation of the PTHrP-stimulation of
cAMP, which is a key pathway for the actions of PTHrP in bone (152). Overexpression of PTHrP in
CaP cells has been shown to induce osteolytic lesions in the bone of rats (153), although the level of
expression may not directly correlate with the degree of osteolysis (94). All of these data suggest that
PTHrP has a critical role in the local bone microenvironment of metastatic prostate carcinoma; but
what this precise role is has yet to be determined.

IL-6 belongs to the “IL-6 type cytokine” family, which also includes leukemia inhibitory factor,
IL-11, ciliary neurotrophic factor, cardiotrophin-1, and oncostatin M (154). Many physiological func-
tions are attributed to IL-6, including promotion of antibody production from B lymphocytes, modu-
lation of hepatic acute phase reactant synthesis, promotion of osteoclastic-mediated bone resorption,
and induction of thrombopoiesis (155). IL-6 mediates its activity through the IL-6 receptor complex,
which is composed of two components; an 80-kDa transmembrane receptor (IL-6Rp80, IL-6R,
α-subunit) that specifically binds IL-6, but has no signaling capability, and a 130-kDa membrane
glycoprotein (gp130) that mediates signal transduction after IL-6R binding (156). In addition to the
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transmembrane IL-6R, a soluble form of IL-6R (sIL-6R) exists that is produced by either proteolytic
cleavage of the 80-kDa subunit (157,158) or differential splicing of mRNA (159). Although the
sIL-6R does not posses a transmembrane component, it can still bind to IL-6, and the ligand-bound
sIL-6R·IL-6 complex activates signal transduction and biological responses through membrane-bound
gp130 (160).

Multiple studies have demonstrated that IL-6 is elevated in the sera of patients with metastatic
CaP (161–163). Adler et al. (161) demonstrated that serum levels of IL-6 and TGF-β1 are elevated in
patients with metastatic CaP, and that these levels correlate with tumor burden as assessed by serum
PSA or clinically evident metastases. In a similar fashion, Drachenberg et al. (164) reported elevated
serum IL-6 levels in men with hormone-refractory CaP compared with normal controls, benign pro-
static hyperplasia, prostatitis, and localized or recurrent disease. In an animal model, prostate tumor
cells injected next to human bones implanted in the limb of mice demonstrated IL-6 expression (165).
In addition to IL-6, the IL-6R has been identified in human normal prostate and prostate carcinoma
tissue (166,167).

The secretion of IL-6 by CaP cells in the bone microenvironment may impact bone remodeling
(reviewed in refs. 168 and 169). IL-6 promotes osteoclastogenesis (170–172), most likely by increas-
ing osteoclastogenic precursors. IL-6-mediated osteoclastogenesis is directly related to the level of
gp130 present on the precursor cells (173). It seems that IL-6-mediated osteoclastogenesis is inde-
pendent of promoting RANKL expression (174). However, IL-6 has been shown to potentiate PTHrP-
induced osteoclastogenesis (175,176). Administration of an antibody to IL-6 has been shown to
diminish growth of subcutaneously injected CaP cells in nude mice, thus, demonstrating the potential
usefulness of this compound in clinical CaP (177). These results strongly suggest that IL-6 may serve
as a therapeutic target for the osteolytic component of CaP skeletal metastases.

5. THERAPY OF CANCER-ASSOCIATED OSTEOLYSIS

Bone metastases are associated with several clinical sequelae, including bone pain, neuralgia,
pathologic bone fracture, and myelophthisis. Thus, targeting these lesions has received much research
effort. Bisphosphonates are a group of chemicals that inhibit osteoclast activity, resulting in decreased
bone resorption and, thus, have received much attention as inhibitors of clinical complications of
bone metastases (178–180). Bisphosphonates work directly on osteoclasts to induce their apoptosis
(181,182). Animal studies have demonstrated that bisphosphonates can diminish tumor-induced
osteoclastogenesis and osteolysis (183–187). In some instances, they seem to only reduce tumor-
induced lysis, but not tumor burden (188). Studies in breast cancer and myeloma patients have shown
that these agents markedly inhibit the progression of bone disease, resulting in improved survival and
decreased morbidity from bone pain and fracture (189,190). These results have led to their incorpora-
tion into standard treatment regimens for skeletal metastases associated with these cancers.

In addition to inhibiting osteoclast survival, bisphosphonates may have direct effects on tumor
cells (191). For example, several bisphosphonates induce apoptosis in myeloma cells (192–194).
However, this is not the case for all bisphosphonates (195). In addition to inducing apoptosis,
bisphosphonates have been shown to inhibit breast carcinoma cell adhesion to bone (196). Further-
more, alendronate blocked collagen degradation and MMP release from CaP cells (135,197). Taken
together, these findings suggest that bisphosphonate action is not limited to inhibition of osteoclasts.

Studies of bisphosphonate use in patients with CaP skeletal metastases have generally shown a
decrease in bone pain, although some studies have shown no benefit (198–200). A recent randomized
study of the oral bisphosphonate, clodronate, showed an encouraging decrease in the rate of progres-
sion to symptomatic bone metastases in men with CaP (201). Consistent with this observation, is the
finding that zoledronic acid is a third-generation bisphosphonate that has demonstrated significantly
increased activity in preclinical models when compared with early agents in this class. Exposure of
CaP cell lines to zoledronic acid results in marked inhibition of cell proliferation, suggesting that this



Biology and Therapeutic Basis of Prostate Cancer Bone Metastasis 183

Fig. 3. Model of cross talk between prostate carcinoma cells and the bone microenvironment. The bone
produces chemotactic factors that attract prostate carcinoma cells to migrate (1) through the vascular system
toward the skeleton. The bone marrow endothelial displays adhesion molecules that are complement those
expressed by the prostate carcinoma cell, resulting in attachment of the cell (2). The prostate carcinoma cell
extravasates and invades into the skeletal extracellular tissue (3), at which point, it releases factors that stimu-
late osteoclastogenesis (4). The subsequent bone resorption is accompanied by release of growth factors that
stimulate the prostate carcinoma proliferation (5). The progressing prostate carcinoma releases factors that
promote osteoblast production and inhibit osteoblast apoptosis (6), resulting in production of woven bone and
the characteristic osteosclerotic lesion. This process continues in a cyclical fashion, with continued induction of
osteoclastic activity, carcinoma cell proliferation, and bone production.

agent may have a direct antitumor effect beyond its ability to inhibit osteoclast activity (202,203).
Zoledronic acid also has been shown to inhibit the invasion of prostate carcinoma cell lines in vitro
(204). Clinical studies have demonstrated efficacy in treating hypercalcemia of malignancy, leading
to recent Food and Drug Administration (FDA) approval for use in this clinical setting (205).
Treatment with zoledronic acid results in a significant and sustained decrease in markers of bone
metabolism.

6. SUMMARY

CaP metastases to bone are associated with a heterogenous mixture of grossly osteoblastic metas-
tases that exist in parallel with osteoclastic activity. CaP induces exuberant mineralized weak bone
production that results in pain and fracture. Through unknown mechanisms, CaP unbalances the
normal bone remodeling cycle that is dependent on a balance between osteoclast and osteoblast
activity. CaP cells seem to influence osteoclast activity through the RANKL–OPG pathway, as well
as potentially through IL-6 and PTHrP. CaP cells also produce a variety of pro-osteoblastic activity,
including BMPs, ET-1, and OPG. In turn, the bone produces factors that promote CaP growth (Fig. 3).
Currently, targeting bone resorption with bisphosphonates has proven to reduce skeletal-related events
in men with CaP bone metastases. However, there is much room for improving both our understand-
ing of the biology of CaP bone metastases and therapies directed toward treating this debilitating
aspect of CaP.
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Molecular Imaging

Noninvasive Strategies to Visualize Gene Expression in Living Subjects

Meera Iyer and Sanjiv S. Gambhir

Summary

Recent advances in molecular imaging techniques have opened the door to a new universe that allows for
early detection and characterization of disease and evaluation of therapy. Noninvasive imaging of reporter
gene expression using different imaging modalities has proved to be valuable for the in vivo assessment of
molecular events in several areas including reporter gene expression, immune cell trafficking, protein–protein
interactions, and cancer gene therapy. Multimodality imaging offers the advantage of monitoring the expression
of multiple genes using different imaging modalities and finds applications in many areas of biology and medi-
cine. In the coming years, molecular imaging will play a key role in the screening of novel drugs and in the
understanding of disease progression at the cellular and molecular level. This chapter provides a comprehensive
review of different reporter gene imaging strategies, imaging modalities, and applications of molecular imaging
for cancer gene therapy. The chapter also includes a discussion of transcriptional targeting using tissue-specific
promoters, including prostate cancer imaging. The final section includes a brief review of the developments in
viral and nonviral gene delivery.

Key Words: Bioluminescence imaging; firefly luciferase reporter gene; HSV1-tk reporter gene; molecular
imaging; positron emission tomography; prostate cancer; two-step transcriptional amplification.

1. INTRODUCTION

Molecular imaging is a rapidly growing research field that encompasses several areas in biomedi-
cal research. It brings together scientific expertise from molecular biology, chemistry, physics,
molecular pharmacology, bioengineering, biomathematics, and medicine. All of these research disci-
plines have helped channel molecular imaging into a novel archetype for studying biological
processes at the cellular and molecular level in living subjects. Molecular imaging involves the
noninvasive visualization, characterization, and quantitation of key biochemical/cellular events
occurring within a living subject.

The field has undergone tremendous development in the last decade, mainly because of the emer-
gence of new and advanced small-animal imaging technologies that permit rapid and sensitive visu-
alization of cellular and molecular events in living subjects. The rapid growth of the field did not go
unnoticed by the pharmaceutical industry, which has recently started to place emphasis on molecular
imaging for accelerating drug development. In the years to come, molecular imaging will likely aid
the pharmaceutical industry in the preclinical phases of drug development by validating better leads,
and fast-tracking their optimization in preclinical models, thus, saving the industry valuable time and
resources.

Imaging technologies provide a better understanding of tumor biology and play a vital role in the
drug development process by allowing researchers to evaluate the effectiveness of therapies. It has



194 Iyer and Gambhir

long been known that changes at the cellular level are responsible for the origin of many oncological
abnormalities. These changes can occur long before any morphological changes are observed and
provide an ideal target for molecular imaging strategies. Malignant lesions express many targets
suitable for imaging; molecular imaging can distinguish them from the adjacent healthy tissues.

Noninvasive imaging in small-animal models is an essential platform for preclinical drug devel-
opment, because it allows serial measurements without having to sacrifice animals at each time point
and permits longitudinal monitoring of response to drug therapy in individual animals. Noninvasive
imaging offers the ability to perform preclinical studies in small-animal models of disease and subse-
quently validate a potential drug in a relatively short time. The findings from preclinical studies can
then be translated to human subjects rapidly, accelerating the drug development process. This chap-
ter discusses the significance of molecular imaging, strategies for imaging gene expression, and dif-
ferent imaging modalities. Approaches for molecular imaging in cancer gene therapy are discussed,
with special emphasis on prostate cancer imaging.

2. WHY MOLECULAR IMAGING?

Molecular imaging offers several advantages over the conventional ex vivo molecular assays.
Conventional microscopic methods required the use of postmortem tissue for histological analysis to
obtain conclusive information at any given time. The two main limitations of conventional micro-
scopic methods include the need for invasive procedures to obtain tissue samples and the inability to
survey multiple tissues simultaneously (1). With molecular imaging, however, it is now possible to
noninvasively follow the same animal during an extended period, revealing a more meaningful pic-
ture of the progressive changes taking place within the entire animal, usually at the expense of some
spatial resolution. Noninvasive imaging also reduces the number of animals required for a particular
study by allowing repetitive imaging of the same animal, thereby circumventing the need to procure
many animals for a given study. Imaging also permits monitoring the expression of multiple genes in
the same animal using different imaging modalities. Molecular imaging methods are also less labor
intensive compared with conventional methods and yield quantitative data in relatively less time. The
ability to perform tomographic imaging and 3D reconstruction and simultaneous quantification of
these biological measures yields 3D information regarding the spatial distribution of a probe within
the body of the animal.

3. IMAGING STRATEGIES

The strategies for imaging gene expression can be broadly categorized as direct and indirect. Direct
imaging strategies are based on imaging the molecular target (e.g., a protein) directly using a target-
specific probe. The resulting image of the localized probe represents its interaction with the target
protein. Each new target requires the synthesis of a new chemical compound or a structural modifica-
tion of an existing compound to render it specific for that target. In addition to the need for a new
probe for each new target, various other characteristics must be optimized. These include specificity
of interaction, pharmacokinetics, and sensitivity of detection. To conform to these requirements,
researchers must invest considerable effort and time, and this often slows down the validation pro-
cess. Although most imaging assays are based on the direct strategy, there is no one generalizable
probe for use with different molecular targets, which limits this approach. There are several examples
of the direct imaging strategy, a few are discussed later in Section 4.2 of this chapter. Other examples
of specific applications of molecular imaging in living subjects are described in a recent review by
Massoud and Gambhir (2).

Indirect imaging strategies are based on the use of a reporter gene and a reporter probe, which
together report back on the status of gene expression within a cell. The product of a reporter gene can
be an enzyme that converts a reporter probe into a metabolite, which gets selectively trapped within
cells that carry the reporter gene. Alternatively, the reporter gene product can be a receptor that
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sequesters the probe in an irreversible manner. The main advantage of the indirect strategy is that it
allows the validation of a generalizable system that can be used to image several different biological
processes (for example, gene therapy monitoring, protein–protein interactions, and cell trafficking in
living subjects) using the same reporter probe. Indirect imaging strategies have been used in radionu-
clide-based imaging (3–6) as well as for optical (7–9) and MRI (10,11). Though generalizable, indi-
rect imaging requires the incorporation of foreign genes into cells. Gene delivery into living subjects
can pose a challenge for the widespread use of this strategy. Nevertheless, the issue of gene delivery
in living subjects is not as difficult to resolve as synthesizing a new probe for every new gene under
investigation (as in the direct strategy). The last decade has witnessed remarkable progress by several
research groups developing and validating indirect imaging assays using reporter gene/reporter probe
systems.

4. IMAGING MODALITIES

Sensitive and quantitative analysis of protein function in living subjects has now been made pos-
sible by recent developments in molecular imaging techniques. Several imaging assays use optical
reporters composed of either fluorescent proteins or bioluminescent proteins (bioluminescence imag-
ing [BLI]) to monitor gene expression. Other technologies, such as positron emission tomography
(PET), and single-photon emission computed tomography (SPECT), rely on radiopharmaceuticals
(tracers) and reporter genes. MRI requires magnetic reporters or spectroscopic signatures (magnetic
resonance spectroscopy) to study biological function. The choice of a molecular imaging strategy
should seek to address a few important questions.

1. Is there a molecular target relevant to the disease being studied?
2. After identification of a target, is there an affinity ligand that can bind to the target?
3. What are the imaging requirements (single or repeated), the intended uses (animal or human), and spatial

requisites?

Significant progress has been made in developing different imaging modalities, such as PET, BLI,
MRI, SPECT, fluorescence, CT, ultrasound, intravital microscopy, and near-infrared fluorescence.
Space limitations prohibit the discussion of every imaging modality in detail. Therefore, in this chap-
ter, we have highlighted the advances in imaging with PET, SPECT, BLI, and MRI. Detailed infor-
mation regarding other imaging techniques, such as fluorescence, ultrasound, CT, intravital
microscopy, and near-infrared fluorescence, can be found in several review articles (2,12,13).

4.1. Radionuclide Imaging—PET
PET uses molecules labeled with positron-emitting radionuclides, injected intravenously in trace

quantities, to measure biochemical organ and tissue functions in living subjects (14). Typically, either
positron-labeled substrates for enzymes or positron-labeled ligands for receptors are used as imaging
probes. Retention of the positron-emitting chemical probe in tissue is detected with PET, as a result
of either conversion of positron-emitter-labeled enzyme substrate to a trapped product or positron-
emitting ligand binding to a receptor. A general paradigm for reporter gene imaging using the enzyme-
based and receptor-based methods is illustrated in Fig. 1.

4.2. Direct Imaging
There are several examples of molecular imaging probes for direct imaging using radionuclide

techniques. The most commonly used PET radiopharmaceutical is [18F]-2-fluoro-2-deoxyglucose
(FDG). The probe is incorporated into cells by facilitated glucose transport and undergoes phospho-
rylation by hexokinase. The elevated rate of glycolysis in many tumor cells increases the uptake of
FDG in these cells relative to normal cells. FDG-PET is used for the metabolic evaluation of many
forms of cancer, such as lung, breast, colon, melanoma, and ovarian cancer (15,16). However, FDG
was not found to be very useful in the detection of slow-growing tumors, such as prostate carcinoma,
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Fig. 1. A schematic diagram illustrating two different approaches for imaging reporter gene expression
using PET. A reporter gene introduced into the cell can encode for (A) an enzyme (e.g., HSV1-tk) that leads to
trapping of a radiolabeled probe ([18F]-FPCV/[[18F]-FHBG) or (B) an intracellular and/or extracellular receptor
(e.g., D2R), which leads to trapping of a radiolabeled ligand ([18F]-FESP). In both cases, significant trapping of
the reporter probe will occur only if the reporter gene is expressed. Reproduced with permission from ref. 132).
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because of the slow rate of glycolysis (17,18). Added to this, intense tracer activity in the bladder
limited the detection of primary tumor and metastases in pelvic lymph nodes. These issues warranted
the continued development of new oncological tracers for PET.

Choline, a precursor for phospholipids synthesis, has been evaluated as an alternate probe for
several tumor types. A study by Hara et al. (19) showed increased accumulation of [11C]-choline in
prostate cancer and improved detection of metastases as compared with FDG. However, the short
half-life of this tracer (20 minutes) made it useful only for those PET centers that had inhouse cyclo-
trons. To overcome this problem, two new analogs of choline labeled with 18F were synthesized.
[18F]-fluoroethylcholine and [18F]-fluoromethylcholine demonstrated increased accumulation in pri-
mary and metastatic prostate cancer as compared with FDG (20). However, both tracers showed
rapid excretion in urine. The short residence time of the tracers in the blood may limit their distribu-
tion into areas that are not well-perfused.

Another tracer used for PET imaging of prostate cancer is [11C]-acetate. This tracer has been used
to study cardiac oxidative metabolism and blood flow. A study by Oyama et al. (21) compared [11C]-
acetate with FDG and found that 100% of primary lesions were identified with [11C]-acetate com-
pared with 83% with FDG-PET. Seven out of 22 patients had bone metastases identified on
[99mTc]-hydroxy-methylene diphosphate scintigraphy, [11C]-acetate PET showed corresponding bone
lesions in 6 of the patients as compared to only 4 out of 7 patients with FDG-PET. However, the short
half-life of the isotope precluded its widespread use.

PET imaging of carcinoembryonic antigen (CEA) expression in living mice is another example of
a direct imaging strategy. Using microPET, Sundaresan et al. (22) evaluated the efficiency of [124I]-
labeled diabody and minibody for tumor imaging in living subjects. In vivo distribution of the anti-
bodies was monitored in athymic nude mice bearing LS174T human colon carcinoma (CEA+) and C6
rat glioma (CEA–) xenografts. The mice were imaged 4 hours and 18 hours after injection of the
[124I]-labeled diabody and minibody. PET images showed specific localization to the CEA-positive
xenografts and relatively low activity elsewhere in the mice, particularly at 18 hours. Target-to-
background ratios for the LS174T tumors vs soft tissues using [124I]-minibody were 3.05 at 4 hours
and 11.03 at 18 hours. Similar values were obtained for the [124I]-diabody (3.95 at 4 hours and 10.93
at 18 hours). The [124I]-diabody yielded high-contrast images at 18 hours because of a significant
reduction in normal tissue activity in the abdominal area. These results suggest that [124I]-labeled
engineered antibody fragments can be used as tumor-specific probes for PET imaging.

Monoclonal antibodies have proven valuable in the treatment of several diseases, including can-
cer. They act by focusing an immune response on or by targeting delivery of highly cytotoxic agents
to the cancer cells without targeting normal cells. Prostate-specific membrane antigen (PSMA) is a
type II integral membrane cell surface glycoprotein expressed by virtually all prostate cancers, and is
an ideal target for targeted therapy of prostate cancer (23). PSMA is the most well-established, highly
restricted prostate cancer cell surface antigen. It is expressed at high density on the cell membrane of
all prostate cancers, and, after antibody binding, the PSMA–antibody complex is rapidly internalized
along with any payload carried by the antibody. The first antibody to PSMA (7E11) was evaluated in
vivo and commercialized as an imaging agent (capromab pendetide). In vivo studies showed that
capromab could target known sites of soft tissue metastases in two-thirds of patients (24). However,
it did not target the most common site of metastases, the bone. The inability of capromab to target
bone metastases was caused by its recognition of an intracytoplasmic site of the PSMA molecule. In
viable cells, the capromab binding site is masked by the intact cell membrane and is invisible to the
circulating antibody. It was subsequently hypothesized that an antibody to the extracellular domain
of PSMA would result in improved targeting because of the large amount of PSMA present on the
exterior of prostate cancer cells.

J591 is a monoclonal antibody to PSMA that binds with high affinity to the extracellular domain
of PSMA. Murine J591 antibody was deimmunized using a novel method involving specific deletion
of human B- and T-cell-recognized epitopes. Radiolabeled J591 (111In/90Y) demonstrated excellent
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tumor targeting in prostate cancer patients without previous selection for PSMA expression (25).
[90Y]-J591 was well-tolerated, with measurable tumor responses. A second radiometal, 177Lu, was
also evaluated for imaging. 177Lu has the advantage of a longer half-life, lower energy, and a shorter
range of β-emission, which are useful for detection of metastases that generally are small-volume
sites. [177Lu]-J591 has been shown to be well-tolerated, nonimmunogenic, can be administered in
multiple doses, and targets metastases with sensitivity and specificity (26). These results have now
led to the initiation of phase II trials to assess antitumor activity.

Prostate stem cell antigen (PSCA) is a 123-amino acid glycoprotein first identified in the LAPC-4
prostate xenograft mode of human prostate cancer. PSCA expression in normal tissues is largely
prostate specific, but is also expressed in many bladder and pancreatic cancers (27). PSCA is an
attractive target for high-risk and metastatic prostate cancer. Monoclonal antibodies against PSCA
inhibit tumor growth and metastasis formation, leading to prolonged survival in mice bearing human
prostate cancer xenografts (28). In another preclinical study, Ross et al. demonstrated the regression
of established tumors treated with a PSCA–maytansinoid immunotoxin conjugate (29). These
conjugates showed in vitro cytotoxicity and marked in vivo efficacy, with complete tumor eradica-
tion in a large number of treated animals. These encouraging preclinical studies demonstrate the
therapeutic potential for PSCA monoclonal antibody immunotherapy for advanced and metastatic
prostate cancer.

4.3. Indirect Imaging Strategies

4.3.1. Enzyme-Based Approach
One of the most commonly used reporter genes is the herpes simplex virus type 1 thymidine

kinase (HSV1-tk). It was originally used as a marker for detection of viral encephalitis (30). The
HSV1-TK enzyme has broad substrate specificity and can phosphorylate nucleoside analogs that
differ in structure from deoxythymidine. Note that tk denotes the gene and TK denotes the protein.
The two main categories of substrates for HSV1-TK include halogenated derivatives of
acycloguanosine and thymidine. When HSV1-tk is expressed in cells, the substrates are phosphory-
lated by the viral thymidine kinase enzyme and subsequently become trapped as a result of phospho-
rylation by HSV1-TK (Fig. 1A). We and others have validated the use of HSV1-tk as a reporter gene
with fluorinated ganciclovir (FGCV), penciclovir (PCV), and iodinated 5-iodo-2'-fluoro-2'-deoxy-1-
b-D-arabinofuranosyl-5-iodouracil (FIAU) (4,5,31–34). In our first study, we used an adenoviral-
mediated delivery of HSV1-tk gene to murine liver. After injection of the reporter probe,
[14C]-ganciclovir, whole-body autoradiography was used to evaluate the specificity and sensitivity of
the imaging assay (31). MicroPET imaging using the same murine model, but a different reporter
probe, [18F]-FGCV showed similar results, demonstrating the ability to image reporter gene expres-
sion in living mice (5).

Our subsequent efforts to optimize the imaging assay resulted in the validation of two additional
reporter probes, [18F]-PCV ([18F]-FPCV) and [18F]-9-(4-fluoro-3-hydroxymethylbutyl)guanine
([18F]-FHBG), and a mutant version of HSV1-tk gene, HSV1-sr39tk, (sr39tk). [18F]-FPCV showed a
twofold to threefold greater accumulation in cells expressing HSV1-tk as compared with [18F]-FGCV
(35). The mutant HSV1-sr39TK protein showed an increased affinity for acycloguanosine analogs,
and a decreased affinity for the native substrate, thymidine. [18F]-FHBG was found to be superior to
[18F]-FPCV as a reporter probe for monitoring HSV1-tk gene expression (Iyer and Gambhir, unpub-
lished results). The potential to image two reporter genes simultaneously was also demonstrated in
this study. Further, the mutant sr39tk reporter gene and [18F]-FHBG reporter probe offered the maxi-
mum sensitivity in vivo (36). The mutant sr39TK protein had an increased affinity for
acycloguanosine analogs, but not for uracil derivatives. Therefore, [124I]-FIAU is currently the probe
of choice for imaging wild-type HSV1-tk reporter gene expression in living subjects.
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Several studies have attempted to compare acycloguanosine and uracil derivatives as reporter
probes for imaging HSV1-tk and HSV1-sr39tk gene expression (36–39). It is difficult to compare the
results from the different studies because they differ in the method of gene delivery (adenoviral
mediated vs stably transfected cells) and the cell type. To address this issue, we carried out an
in-depth study to compare the two reporter probes, [18F]-FHBG and [14C]-FIAU. Results from our
studies indicated that the mechanism of reporter gene introduction is an important variable for deter-
mining the optimal reporter gene/reporter probe combination (36). We observed greater accumula-
tion of [18F]-FHBG in adenoviral-mediated HSV1-tk gene delivery and [14C]-FIAU in HSV1-tk stably
transfected cells (Fig. 2). In addition, [18F]-FHBG/HSV1-sr39tk was found to be a more sensitive
combination than [14C]-FIAU/HSV1-tk for adenoviral-mediated gene delivery. In a recent study, the
uptake characteristics of [14C]-FMAU, [3H]-FEAU, [14C]-FIAU, and [3H]-PCV were directly
compared in HSV1-tk- and HSV1-sr39tk-expressing cells. C6 rat glioma cells stably transfected with
HSV1-tk (C6-stb-tk+) showed slightly increased accumulation of the four tracers as compared with
C6 cells. In C6-stb-sr39tk+ cells, accumulations of [3H]-FEAU and [3H]-PCV were higher than
accumulations of [14C]-FIAU (40). The uptake ratio between transduced and nontransduced cells
(selectivity index) was also compared. In C6-stb-tk+ cells, selectivity indices among the four sub-
strates were not significantly different. However, in Morris hepatoma cells stably transfected with
the HSV1-tk+ gene (MH3924A-stb-tk+), the selectivity index of [3H]-FEAU was significantly greater
than that of [14C]-FMAU, [14C]-FIAU, or [3H]-PCV. Moreover, in the selectivity index in C6 cells
infected with different titers of viral vectors, [3H]-FEAU showed the highest selectivity index in cells
infected with HSV1-tk. At high titers of the mutant sr39tk adenovirus, [3H]-FEAU again showed
greater selectivity compared with [3H]-PCV. [14C]-FMAU and [14C]-FIAU showed poor selectivity
indices in cells expressing either HSV1-tk or HSV1-sr39tk. The results from this study suggest that
[3H]-FEAU may be a useful substrate for both HSV1-tk and HSV1-sr39tk. Continued efforts in the
development of newer reporter probes/reporter proteins should lead to further improvements in sen-
sitivity of the PET imaging assays.

In these studies, the expression of the HSV1-tk gene was driven by the CMV promoter. Although
the CMV promoter yields robust gene expression, it is often prone to transcriptional inactivation. The
inactivation occurs via different mechanisms, including DNA methylation and histone deacetylation
(41,42). In a recent study, we demonstrated the role of DNA methylation in the silencing of firefly
luciferase (fluc) gene expression in cardiomyoblast cells. Rat H9c2 embryonic cardiomyoblasts stably
transfected with fluc gradually lost transgene expression during a period of 8 months (43). We further
showed the reversal of this event using 5-azacytidine, an inhibitor of DNA methyltransferase, and
tricostatin A, an inhibitor of histone deacetylase. The recovery of gene expression was demonstrated
in living rats using BLI. H9c2-fluc cells treated with 5-azacytidine showed a significantly higher
bioluminescence signal compared with untreated cells during 2 weeks. The results from this study
suggest that transcriptional inactivation of the CMV promoter can be reversed in cell culture and
imaged in living subjects.

The usefulness of the reporter gene–reporter probe was subsequently evaluated in a clinical trial
for gene therapy. PET imaging using [124I]-FIAU was used to demonstrate HSV1-tk suicide gene
treatment of glioblastomas (44). Vector-mediated HSV1-tk gene expression was monitored by PET
and [124I]-FIAU in five patients with recurrent glioblastoma. The gene was delivered using a cationic
liposome vector, 3-β-(N-N, N'-dimethyl-aminoethane-carbamoxyl-cholesterol (DAC-30)/1,2-
dioleoylphosphatidylethanolamine (DOPE). After intratumoral infusion of cationic liposome–gene
complex, FIAU-PET scans were performed 68 to 72 hours after [124I]-FIAU administration.
Ganciclovir treatment was initiated 4 days after vector infusion. Treatment responses were recorded
using MRI, FDG-PET, and [11C]-methionine (MET)-PET. In one of five patients, specific [124I]-
FIAU-associated radioactivity was detected within the infused tumor and the radioactivity was local-
ized at the site of infusion within the center of the tumor. After ganciclovir treatment, signs of necrosis
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were observed by FDG-PET and MET-PET, indicating the HSV1-tk-mediated treatment response.
However, in four patients, no specific [124I]-FIAU accumulation was observed. Histology of these
four patients revealed a low number of proliferating tumor cells per voxel, suggesting that a certain
critical number of HSV1-tk-transduced tumor cells per voxel are needed to detect and measure [124I]-
FIAU accumulation. This preliminary study demonstrated the use of FIAU-PET imaging for moni-
toring HSV1-tk gene expression in patients.

Parallel studies by our group investigated the biodistribution and route of clearance of [18F]-FHBG
reporter probe in healthy human volunteers. The phase I study showed that [18F]-FHBG was safe,
nontoxic, and had low background activity and rapid clearance (45). The biodistribution studied
showed that the tracer cleared through the renal and hepatobiliary pathways. The amount of [18F]-
FHBG in the liver and kidneys was initially high, but declined rapidly thereafter. The amount of
tracer in the gut increased over time because of the biliary excretion. The tracer was not observed to
cross the blood–brain barrier. These results supported the use of [18F]-FHBG for PET imaging of
HSV1-tk gene expression in most regions except the lower abdomen and the central nervous system.

The preliminary study in human volunteers paved the way for the evaluation of HSV1-tk reporter
gene expression in patients. Recently, we demonstrated that [18F]-FHBG-PET imaging can be suc-
cessfully used to image HSV1-tk gene expression in liver cancer patients (46). Gene expression was
monitored in patients with hepatocellular carcinoma after intratumoral injection of a recombinant
replication-incompetent adenovirus encoding the HSV1-tk gene. The patients received a dose of 900
mg of valganciclovir immediately after the [18F]-FHBG-PET scan. Gene expression was in the treated
tumor was detected in all patients who received a viral dose of 1012 pfu or more. The signal to back-
ground ratio between the lesion and the nontreated liver increased with time after injection of the
tracer. However, when the patients were imaged 9 days after vector injection, no HSV1-tk gene
expression was detected. The magnitude of [18F]-FHBG accumulation in the treated lesion showed
variability from patient to patient. The lack of good correlation between the adenoviral dose and
tumor transduction may be attributed to different transduction efficiencies in the tumors or differ-
ences in tracer incorporation in the tumor and are exactly the reason why imaging of gene expression
will be important in the eventual success of gene therapy. The lack of signal 9 days after vector
administration indicated the elimination of cells transduced by the virus after valganciclovir therapy
and the immune response against the viral antigens expressed by the HSV1-tk-infected cells. This is
the first study that supports the use of PET to assess tissue distribution and transduction efficiency of
adenoviral vectors in cancer patients. Further studies with more patients are needed to confirm these
results and address issues regarding correlation and repeated virus administration.

Gene therapy trials for prostate cancer can also greatly benefit from the use of adenoviral vectors
carrying PET and other reporter genes. In a recent study, we demonstrated the ability to monitor gene
expression patterns in hormone-refractory prostate cancer (HRPC) using an adenoviral vector carry-
ing the HSV1-tk reporter gene (47). PET imaging in living mice showed robust activity in HRPC and
androgen-dependent (AD) tumors. The development of viral vectors for prostate cancer imaging is
discussed in further detail later in Section 6 of this chapter.

4.3.2. Receptor-Based Approach
In the receptor-based approach to indirect imaging, the reporter gene encodes for a receptor that

binds a radiolabeled or paramagnetic probe. A schematic illustration of this approach is shown in Fig.
1B. The dopamine-2 receptor (D2R) is an example of such a reporter gene. D2R is expressed prima-
rily in the brain striatum and in the pituitary glands. A reporter gene–reporter probe imaging assay
based on D2R/[18F]-fluoroethyl spiperone (FESP) has been developed in our laboratories. This sys-
tem was studied both in an adenoviral-directed hepatic gene delivery system and in stable tumor
xenografts (48). The D2R reporter gene, when expressed, leads to accumulation of [18F]-FESP by
direct binding to D2R (extracellular and intracellular). The D2R system has the advantage of using a
reporter probe with a high specific activity (5–10 Ci/μmole), but is limited by a ligand-binding mecha-
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nism as opposed to enzymatic conversion of substrate, as in the case with HSV1-TK. Although D2R
has been validated as a PET reporter gene using [18F]-FESP, dopamine binding to the D2R can modu-
late cAMP levels. For optimal use of D2R as a reporter gene, it is important to uncouple ligand
binding from Gi-protein-mediated inhibition of cAMP production. Mutation of Asp80 or Ser194
produced D2Rs that retained the ability to bind [3H]-spiperone in transfected cells. The D2R80A
mutation completely eliminated the ability of the D2R to suppress forskolin-stimulated cAMP accu-
mulation in response to dopamine in cells transfected with a D2R80A expression plasmid and in cells
infected with replication-defective adenovirus expressing D2R80A. The D2R194A mutation was
substantially reduced, but did not completely eliminate dopamine modulation of cAMP levels. Cul-
tured cells infected with adenoviruses expressing D2R and D2R80A demonstrated equivalent [3H]-
spiperone binding activity. Moreover, hepatic [18F]-FESP sequestration was found to be equivalent
after intravenous injection of adenoviruses expressing D2R and D2R80A (49).

The sodium iodide symporter (NIS) is another reporter protein that has the characteristics of both
a reporter and a therapeutic gene. NIS is expressed primarily on the basolateral membrane of thyroid
epithelial cells (50). It is responsible for active uptake of iodine in thyrocytes. It is also expressed in
many other organs, including the salivary and lacrimal glands, stomach, kidney epithelial cells, and
placenta (51,52). NIS plays a key role in thyroid hormone biosynthesis by concentrating the iodide
ion into thyroid cells. Electrophysiological studies of cells have shown that NIS transports two sodium
ions with one iodide ion across the cell membrane (53). The ubiquitously expressed sodium–potas-
sium ATPase maintains the sodium concentration within the cells at a low level. The cloning of its
cDNA has resulted in the use of NIS as a tool for gene therapy imaging (54,55). NIS gene expression
has also been used recently for serial imaging of replication competent vectors. Recombinant,
replication-competent measles virus (MV) from the Edmonston vaccine strain (Edm) is selectively
oncolytic. To enhance the oncolytic potency of MV-Edm against radiosensitive malignancies and to
monitor imaging of infected tissues, a recombinant MV-Edm encoding the human NIS was generated.
Intratumoral distribution of MV-NIS was demonstrated by serial γ-camera imaging of 123I uptake in
MV-sensitive KAS-6/1 myeloma xenografts (56). The tumors regressed completely after a single
intravenous dose of MV-NIS. Iodide uptake in the tumors decreased considerably after 17 days,
indicating the elimination of tumors. Although further studies are warranted to evaluate the potential
hematopoietic toxicity, this image-guided radiovirotherapy approach seems promising for the treat-
ment of multiple myeloma.

Targeted NIS gene transfer using tissue-specific promoters (TSPs) offers the ability to target the
gene to malignant cells while minimizing toxic side effects in normal cells. One example makes use
of the prostate-specific antigen (PSA) promoter. The therapeutic effects of 131I were demonstrated in
prostate cancer in cell culture and in vivo using PSA promoter-directed NIS expression (57). The
prostate cancer cell line, NP-1, was selectively killed by 131I after inducing prostate-specific uptake
by PSA promoter-driven NIS expression in vitro. In athymic nude mice, a significant reduction in
tumor size was observed in the therapy group compared with the normal group after a single intrap-
eritoneal injection of a therapeutic dose of 131I. Because of the weak transcriptional activity of the
PSA promoter, radionuclide accumulation can be considerably low in tumor cells. The ability to
accumulate sufficiently high levels of the radionuclide in the prostate tumors can be significantly
enhanced using the two-step transcriptional amplification (TSTA) strategy, which is discussed in
Section 6 of this chapter. As an imaging reporter gene, NIS has several advantages. Because it origi-
nates from a human source, problems associated with immunogenicity of the transgene product can
be circumvented. Secondly, in addition to 124I, other γ-isotopes, such as 123I, 131I, and 99mTc-
pertechnetate can be used as reporter probes. These are readily available at clinical imaging centers
with conventional γ-systems. A third advantage is that the NIS gene is not likely to interact with the
underlying cell biochemistry. All of these characteristics make NIS a favorable choice for the
molecular imaging of NIS function in the detection and treatment of cancer.
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Somatostatin receptor (SSTR) type 2 is yet another reporter gene that is used in molecular imaging
assays. Somatostatin is a cyclic 14-amino acid peptide that is responsible for the regulation of both
endocrine and exocrine secretion through inhibition of the release of many hormones, such as growth
hormone, insulin, and vasoactive intestinal peptide. The biological activity of the peptide is mediated
by SSTRs, members of the super family of G protein-coupled receptors with seven transmembrane
spanning domains. Five SSTR subtypes have been cloned (SSTR1–5) (58). In addition to their wide
distribution throughout the body, SSTRs are also expressed in many tumors of neuroendocrine origin,
such as pancreatic islet-cell tumors. Tumors that are of nonendocrine origin, such as lymphomas and
breast cancer, also express SSTRs (59,60). SSTR-targeted radiolabeled peptides have been explored
as radiopharmaceuticals for molecular imaging of cancer.

Somatostatin undergoes rapid proteolytic degradation resulting in a short half-life of approx 3
minutes. Hence, for imaging applications, a continuous infusion of the native labeled peptide would
be required. The most well-known and well-characterized SSTR targeted radiopharmaceutical is an
[111In]-labeled analog of somatostatin containing eight amino acid residues (octreotide). It is stable
under physiological conditions and has an efficient renal clearance, making it a versatile agent for
imaging somatostatin-expressing tumors (61). SSTR2 has been used for imaging gene transfer to
solid subcutaneous tumors. SSTR2 expression was imaged using radiolabeled peptide ligands, such
as [99mTc]-P289 and [111In]-octreotide (62,63). Results from these studies demonstrated rapid
clearance of the tracer from normal tissues, leading to specific accumulation relative to background
radioactivity. A replication-incompetent adenovirus encoding the SSTR2 gene was used to dem-
onstrate noninvasive imaging of gene transfer in a xenograft model of ovarian cancer (64). Five hours
after injection of [99mTc]-P2045, significant uptake was observed in the region of the peritoneal tumor.
The radiotracer uptake was also confirmed by biodistribution studies. The vector-mediated expression
of SSTR2 in the subcutaneous tumors was significantly greater than that observed in normal tissues.
This study showed the feasibility of imaging gene transfer to ovarian cancer. In a recent report by
McCart et al. (65), an oncolytic vaccinia virus (VV) expressing the SSTR2 gene was generated. Nude
mice bearing colon cancer xenografts were injected intraperitoneally with the SSTR2 expressing VV.
Six days later, the mice received an injection of [111In]-pentetreotide and were imaged. Tumors
infected with the SSTR2 expressing VV showed significantly greater accumulation of radioactivity
compared with the control tumors. Repeated injection of the radiotracer enabled the visualization of
tumor-specific signal for up to 3 weeks after virus injection. The results from this study demonstrated
tumor-specific imaging with [111In]-pentetreotide after systemic delivery of VV, and the ability to
repetitively image the tumors during a 3-week period. Further studies will be needed to optimize
these results and address issues such as the renal uptake of the radiotracer, which may impair the
ability to visualize tumors proximal to the peritoneal cavity.

4.4. SPECT Imaging
Noninvasive imaging in living subjects can also be performed using SPECT. This technique

requires the use of γ-cameras, which are rotated around the subject to track the location and concen-
tration of the radionuclide from multiple angles. γ-Emitting radionuclides, such as 99mTc, 111In, 123I,
and 131I, are frequently used in SPECT imaging. Cell surface receptors and transporters have been
imaged using SPECT. The gene encoding the human SSTR2 was used as a marker gene in combina-
tion with the specific receptor-binding compound, [99mTc]-P2045, which was detected by SPECT
imaging (66,67). Adenoviral-mediated delivery of the CEA into experimental human D54MG gliomas
was imaged using a [131I]-labeled monoclonal antibody to CEA, COL-1 (68). SPECT has also been
used in the noninvasive imaging of resistance to chemotherapeutic drugs. For example, the expression
of the multiple drug resistance P-glycoprotein with hepatocellular carcinoma was monitored in
patients using [99mTc]-MIBI SPECT (69). SPECT is a less complex and more widely available
imaging modality than PET. However, it has two major limitations: loss in sensitivity (because of the



204 Iyer and Gambhir

need for collimators, which reduces the radioactivity counts available for quantitation), and accuracy
(correction of radioactivity measurements for attenuation of emitted radiation by tissue presents a
challenge).

PET imaging offers a high degree of sensitivity in the range of 10–11 to 10–12 M, unlimited depth
penetration, and a broad range of clinically tested molecular imaging agents. Development of
molecular imaging assays using PET is of particular significance because the results obtained from
cell culture and small-animal models can be directly translated into the clinical setting. It is this
ability to conduct translational research that sets PET apart from its other counterparts in the imaging
arena. PET also has the advantage of being fully quantitative and provides a higher spatial resolution
than SPECT. The short half-life of 18F requires PET centers to either have an inhouse cyclotron or be
located within a few hours of a PET center housing a cyclotron. The lower resolution that PET offers
compared with other molecular imaging modalities is a limiting factor. The recent introduction of
fusion systems, such as PET-CT and SPECT-CT should overcome this limitation by assimilating the
information obtained from a lower-resolution PET scanner with the high-resolution anatomic features
from CT.

4.5. Bioluminescence Imaging
BLI is a class of optical imaging methods that enable rapid analysis of a variety of cellular and

molecular events in living subjects. The technique is based on the emission of visible light at specific
wavelengths after energy-dependent reactions catalyzed by luciferases. The light is blue to yellow-
green in color and has a wavelength range of 490 to 620 nm (70). The emitted photons can be detected
using a cooled charge-coupled device (CCD) camera. Luciferase genes have been cloned from differ-
ent organisms, such as bacteria, firefly, and coral. Firefly luciferase (fluc) is the most commonly used
luciferase in biomedical research (71,72) and has proved to be a useful marker in monitoring the
persistence of gene expression. It was used to image gene expression in the liver after delivery of
human clotting factor IX using HIV-1-derived lentiviral vectors in mice (73). A recombinant adeno-
associated virus (AAV) vector carrying the fluc reporter gene was used to determine the efficacy,
safety, and long-term expression of foreign genes delivered to fetuses of mice in utero (74). The
detection of bioluminescent signal in utero was indicative of the substrate, D-luciferin crossing the
placental barrier. BLI was also used to demonstrate long-term fluc gene expression in murine liver
after intravenous injection of plasmid DNA (75). In this study, the authors showed that the form of
DNA delivered via tail-vein injection did not affect long-term expression levels. BLI has contributed
to a better understanding of cell-trafficking patterns of immune cells, which led to optimization of
local delivery of immunoregulatory proteins to sites of autoimmune reactivity.

BLI has been used to study gene delivery, immune cell therapies, protein–protein interactions, and
tumor metastasis (9,76–78). We first evaluated the potential of BLI to image fluc reporter gene
expression in the skeletal muscles of living mice (79). We studied the ability of the CCD
camera to monitor fluc gene expression in mice after injection of an E1-deleted adenovirus. We also
evaluated the kinetics of fluc gene expression in immunocompetent and nude mice. In the Swiss-
Webster mice, fluc gene expression was found to peak in the first 48 hours and declined rapidly
thereafter. In nude mice, however, fluc gene expression remained robust for several weeks and gradu-
ally declined thereafter. We have used BLI to study a variety of small-animal models of biology and
disease. We reported the noninvasive imaging of both bioluminescent (fluc) and a PET (HSV1-sr39tk)
reporter genes in living mice (80). The aim of this study was to evaluate the gene transfer efficiency
of cationic liposomes in vivo. We further extended the usefulness of BLI to image the temporal and
spatial characteristics of cardiac gene expression in living rats (81). An adenovirus carrying the fluc
gene was injected directly into the rat myocardium. Reporter gene expression was followed in the
same animal for 2 weeks. Cardiac FLUC activity was found to peak within the first 3 to 5 days and
declined rapidly thereafter. Note that fluc refers to the gene and FLUC refers to the protein. Gene
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expression was localized to the area surrounding the injection site. In continuation with our work in
cardiac imaging, we demonstrated the feasibility of monitoring transplanted cell survival in living
animals (82). Rats were injected in the myocardium with embryonic rat H9c2 cardiomyoblasts
expressing the fluc gene. BLI revealed fluc gene expression in the heart, which persisted for longer
than 2 weeks. These noninvasive approaches to cardiac imaging will undoubtedly enable researchers
to rapidly evaluate the efficiency of repeated transplantations, and screen for novel drugs designed to
reduce acute donor cell death. With further development, molecular imaging studies should add criti-
cal insights into cardiac cell transplantation biology.

BLI has also been used to demonstrate the ability to identify metastases in a human prostate cancer
model, using a prostate-specific adenovirus vector. The adenovirus vector, which expresses fluc from
an enhanced PSA promoter, restricted expression in the liver but produced robust signals in prostate
tumors (Fig. 3). Gene expression was higher in advanced, androgen-independent tumors than in AD
lesions. Repetitive imaging during a 3-week period after virus injection into tumor-bearing mice
revealed that the virus could locate and illuminate metastases in the lung and spine. These results
demonstrate the potential use of a noninvasive imaging modality in therapeutic and diagnostic strat-
egies to manage prostate cancer (78). BLI has also made a significant impact on the understanding of
immune responses by revealing lymphocyte trafficking patterns in vivo. It has the potential to eluci-
date the temporal patterns of immune responses and the spatial distribution of lymphocytes within
the body (83).

Luciferases other than firefly are also being evaluated as reporter genes with potential in vivo
usefulness. Luciferase from the sea pansy (Renilla reniformis) is a blue light-emitting luciferase that
uses the substrate coelenterazine. This enzyme derives its energy from the substrate and does not
require ATP (84). We have demonstrated the use of Renilla luciferase (rluc) reporter gene in con-
junction with fluc for dual reporter gene imaging in vivo (85). Transiently transfected C6 rat glioma
cells were evaluated for RLUC enzyme activity. The kinetics of light production from cell lysates
was rapid, with a quick peak at 10 seconds followed by a rapid decline during 10 minutes (Fig. 4).
Because RLUC and FLUC use two different substrates and their light emission follows different time
kinetics, they form an ideal pair for use in imaging dual reporters. Note that rluc denotes the gene and
RLUC denotes the protein. Renilla luciferase has also been used as a fusion protein with glial-derived
neurotrophic factor, and has been studied in a glial cell line transplanted into the central nervous
system of rats (86). This study demonstrated that rluc could be functionally fused to other open-
reading frames and used to assay expression levels. We have used fluc and rluc in the development of
bi-fusion and triple fusion vectors for imaging in living mice (87,88). Recently, we have character-
ized mutants of RLUC for serum stability and light output. One of the mutants, an eight-mutation
form of RLUC (RLUC8) exhibited a 150-fold improvement in stability in murine serum and a 4-fold
improvement in light output from the native RLUC (89). The enhancement in light output resulted
from increases in quantum yield and improved kinetics. A double mutant yielded a fivefold improve-
ment in light output and was more labile than the native RLUC. The development of such mutated
versions of RLUC will yield luciferase proteins optimized for different purposes. Overall, the devel-
opment and validation of multigene fusions will allow researchers to monitor gene expression at a
single cell level (using fluorescence), in preclinical mouse models (using bioluminescence), and in a
clinical setting (using PET).

BLI has several advantages compared with the radionuclide imaging modalities. It is rapid, can
increase the number of quantitative data points for a given subject, and can improve the statistical
significance. It allows whole-body imaging of an animal, allowing all organs to be visualized simul-
taneously. BLI has gained immense popularity because of its usefulness, cost, flexibility, and sensi-
tivity. However, this technique also has certain limitations. First, it is limited to detection at the
surface level. The efficiency of light transmission through the body of an animal is rather limited and
depends on the type of tissue. Organs with the highest transmission include skin and muscle; those



206 Iyer and Gambhir

206

F
ig

. 
3.

 B
io

lu
m

in
e s

c e
nc

e  
im

ag
in

g 
a n

d 
hi

st
ol

og
ic

a l
 a

na
ly

si
s 

of
 l

un
g 

m
e t

a s
ta

se
s.

 (
A

)
D

e t
e c

ti
on

 o
f 

lu
ng

 m
e t

a s
ta

se
s 

by
 C

C
D

 c
am

e r
a  

im
ag

in
g 

a n
d 

c o
nf

oc
a l

m
ic

ro
sc

op
y.

 I
n 

m
ic

e 
be

ar
in

g 
L

A
P

C
-4

 a
nd

ro
ge

n-
in

de
pe

nd
en

t (
A

I)
 tu

m
or

s,
 th

e 
si

gn
al

 in
 th

e 
up

pe
r 

ch
es

t a
re

a 
w

as
 g

re
at

er
 in

 th
e 

im
ag

e 
on

 th
e 

ri
gh

t a
ft

er
 in

tr
at

um
or

al
in

je
ct

io
n 

of
 1

.8
 ×

 1
09  

IU
 o

f 
an

 a
de

no
vi

ra
l v

ec
to

r 
ca

rr
yi

ng
 th

e 
fl

uc
 r

ep
or

te
r 

ge
ne

 w
ho

se
 e

xp
re

ss
io

n 
w

as
 d

ri
ve

n 
by

 a
n 

en
ha

nc
ed

 p
ro

st
at

e-
sp

ec
if

ic
 p

ro
m

ot
er

 (
A

d-
P

S
E

-
B

C
- f

l)
. 

T
he

 r
ig

ht
 p

an
el

 s
ho

w
s 

a 
co

nf
oc

al
 m

ic
ro

sc
op

ic
 i

m
ag

e 
of

 m
et

as
ta

ti
c 

ce
ll

s 
in

 t
he

 l
un

g.
 O

n 
th

e 
fa

r 
ri

gh
t, 

th
e 

cl
us

te
r 

of
 c

el
ls

 s
ta

in
ed

 p
os

it
iv

e 
fo

r 
cy

to
ke

ra
ti

n.
O

ri
gi

na
l m

ag
ni

fi
ca

ti
on

 ×
40

0.
(B

)
D

et
ec

ti
on

 o
f 

lu
ng

 m
et

as
ta

se
s 

af
te

r 
sy

st
em

ic
 in

je
ct

io
n 

of
 A

d-
P

S
E

-B
C

- f
l. 

T
he

 v
ir

us
 w

as
 in

je
ct

ed
 (

3.
6 
×

10
7

IU
) 

vi
a 

th
e 

ta
il

-v
ei

n 
in

 a
L

A
P

C
-4

 a
nd

ro
ge

n-
de

pe
nd

en
t (

A
D

) t
um

or
-b

ea
ri

ng
 m

ou
se

. T
he

 le
ft

 p
an

el
 s

ho
w

s 
th

e 
C

C
D

 c
am

er
a 

im
ag

e 
12

 d
ay

s 
af

te
r i

nj
ec

ti
on

. T
he

 ri
gh

t p
an

el
 s

ho
w

s 
a 

se
ct

io
n 

of
 th

e
lu

ng
 s

ta
in

ed
 p

os
it

iv
e 

us
in

g 
an

 a
nt

ib
od

y 
to

 c
yt

ok
er

at
in

. O
ri

gi
na

l m
ag

ni
fi

ca
ti

on
 ×

40
0.

 (
R

ep
ro

du
ce

d 
w

it
h 

pe
rm

is
si

on
 f

ro
m

 r
ef

. 7
8)

.



Noninvasive Imaging of Gene Expression 207

207

F
ig

. 
4.

 K
in

et
ic

s 
of

 l
ig

ht
 p

ro
du

ct
io

n 
fr

om
 m

ic
e 

ca
rr

yi
ng

 s
ub

cu
ta

ne
ou

s 
C

6-
fl

uc
an

d 
C

6-
rl

uc
 c

el
ls

 a
ft

er
 s

im
ul

ta
ne

ou
s 

ta
il

-v
ei

n 
in

je
ct

io
n 

of
 b

ot
h 

D
-l

uc
if

er
in

 a
nd

co
el

en
te

ra
zi

ne
. T

he
 m

ou
se

 w
as

 i
nj

ec
te

d 
w

it
h 

C
6-

fl
uc

(A
) ,

 C
6-

rl
uc

(B
),

 a
nd

 C
6 

co
nt

ro
l 

ce
ll

s 
(C

)
in

 t
he

 r
ig

ht
 f

or
ea

rm
, l

ef
t 

fo
re

ar
m

, a
nd

 r
ig

ht
 t

hi
gh

 r
eg

io
ns

, r
es

pe
c-

ti
ve

ly
. S

im
ul

ta
ne

ou
s 

in
je

ct
io

n 
of

 t
he

 t
w

o 
su

bs
tr

at
es

 s
ho

w
s 

bi
ol

um
in

es
ce

nc
e 

si
gn

al
 f

ro
m

 b
ot

h 
th

e 
si

te
s 

si
m

ul
ta

ne
ou

sl
y 

bu
t 

w
it

h 
di

ff
er

en
t 

li
gh

t 
ki

ne
ti

cs
. A

 s
er

ie
s 

of
im

ag
es

 w
er

e 
ac

qu
ir

ed
 e

ve
ry

 2
 m

in
ut

es
, e

ac
h 

im
ag

e 
re

pr
es

en
ts

 a
 s

ca
n 

ti
m

e 
of

 1
 m

in
ut

e.
 T

he
 r

lu
c

si
gn

al
 p

ea
ks

 e
ar

ly
 a

nd
 i

s 
al

m
os

t 
ze

ro
 w

it
hi

n 
10

 m
in

ut
es

. T
he

 f
lu

c
si

gn
al

 p
er

si
st

s 
be

yo
nd

 1
0 

m
in

ut
es

. R
 a

nd
 L

 r
ep

re
se

nt
 th

e 
ri

gh
t a

nd
 le

ft
 s

id
e 

of
 th

e 
m

ou
se

 r
es

ti
ng

 in
 s

up
in

e 
po

si
ti

on
. (

R
ep

ro
du

ce
d 

w
it

h 
pe

rm
is

si
on

 f
ro

m
 r

ef
. 8

5)
.



208 Iyer and Gambhir

with the lowest transmission include liver and spleen. The low transmission through these tissues is
caused by the absorption of light by oxyhemoglobin and deoxyhemoglobin. The net reduction in
bioluminescence signal has been estimated to be approx 10-fold for every centimeter of tissue depth
(90). A second limitation of BLI is that the images obtained from the CCD camera are 2D and lack
depth information. This issue can be overcome by the development of CCD cameras that allow mul-
tiple views of the same animal. The third limitation may be the most significant in terms of transla-
tion from a preclinical mouse model to a clinical platform. The extensive loss in signal intensity from
deep tissue caused by scattering and absorption precludes the use of BLI in clinical applications.
Despite its limitations, BLI will have wide-ranging applications in cancer research and the informa-
tion obtained from preclinical studies will accelerate the discovery of novel therapies for disease
treatment.

4.6. Magnetic Resonance Imaging
In MRI, the imaging signal is generated as a result of water proton spin relaxation effects that are

augmented by certain atoms with high magnetic moments (e.g., gadolinium and iron). The basic
principle in MRI involves the alignment of unpaired nuclear spins when they are placed in a magnetic
field. A temporary radiofrequency pulse is then applied to cause a change in the alignment of the
spins, and their return to baseline is detected as a change in electromagnetic flux. Every imaging
technique has certain advantages and disadvantages. In the case of MRI, the two main advantages
include high spatial resolution (10–100 μm) and the ability to measure physiological and anatomic
information simultaneously. However, the sensitivity of MRI is considerably lower than the radionu-
clide and bioluminescent techniques. This necessitates the use of large amounts of molecular probes,
which can pose a physical limitation in terms of the injectable volume. Because of the low sensitivity
of MRI, robust cellular amplification strategies are required to confer ample sensitivity of label
detection. This is achieved by using targeted or smart contrast agents together with biological ampli-
fication strategies. Tumor cells exhibit a higher rate of endocytosis when compared with normal
cells, and this feature has been exploited for their selective labeling. The human transferrin receptor
(TfR) is expressed at high levels in a variety of tumor cell types and can be imaged using transferrin-
bound superparamagnetic particles (91). A genetically engineered form of the human TfR (ETR)
lacking the negative feedback mechanism that leads to downregulation of endogenous TfR expres-
sion was expressed in glioma tumors. Twenty-four hours after perfusion of superparamagnetic TfR
particles into tumor-bearing mice, ETR+ tumors showed increased signal intensity when compared
with ETR– tumors. In another report, HSV-based amplicon vectors were used to deliver ETR, and its
expression was imaged with dextran-crosslinked iron oxide superparamagnetic nanoparticles. The
ETR expression was found to correlate well with the expression of therapeutic genes placed on the
same amplicon vector (92).

Another way to image gene expression using MRI is using paramagnetic chelates that change
magnetic properties on enzymatic hydrolysis (11). For example, a paramagnetic galactopyranoside/
galactosidase system was injected into cells and used to image β-galactosidase activity in Xenopus
embryos (11). A paramagnetic galactopyranose chelator substrate for β-galactosidase was developed
based on the observation that the relaxivity of gadolinium can be modulated by conjugating into
β-galactose via a spacer. The removal of β-galactose from the paramagnetic conjugate by β-galac-
tosidase-mediated hydrolysis results in an increase in relaxivity by approx 40%, which was detected
by MRI.

A third strategy to visualize gene expression by MRI is based on the ability of a single enzyme to
catalyze the production of multiple molecules in cells. This was demonstrated using the tyrosinase–
melanin system, wherein melanin becomes detectable by MRI (93). Tyrosinase catalyzes two main
reactions during melanogenesis: hydroxylation of tyrosine to yield dihydroxyphenylalanine and its
subsequent oxidation to dopaquinone. Dopaquinone undergoes spontaneous cyclization and poly-
merization to yield melanin. Melanins have a very high metal-binding capacity, which results in high



Noninvasive Imaging of Gene Expression 209

signal intensity of melanotic tumors on T1-weighted MRI. Despite its ability to provide soft tissue
and functional information, the use of MRI has been rather restricted. This is mainly because of its
intrinsically lower sensitivity compared with other imaging modalities. Efforts are underway to
overcome the sensitivity issue using signal amplification strategies that will offer a higher contrast
between the target and background (94).

In a recent report, Genove et al. (95) described a novel method to visualize gene expression in
living subjects using MRI. In this study, a replication-deficient adenoviral vector carrying the MRI
reporter, ferritin, was introduced into host tissues. The concept was based on the production of
superparamagnetic crystals by many organisms. Ferritin exhibits high superparamagnetism because
of its crystalline ferrihydrite core. The novelty of this approach is that the vector-encoded reporter is
made superparamagnetic when cells sequester endogenous iron from the organism. When the aden-
ovirus–ferritin vector was delivered into murine brain, the virus-transduced neurons and glia showed
strong image contrast, which was monitored for up to 5 weeks.

In a second study by Cohen et al. (96), ferritin expression was regulated by tetracycline (TET) in
a multimodality reporter cassette. This enabled the detection of TET-regulated gene expression by
MRI as well as independent confirmation with fluorescence microscopy and histology. The authors
demonstrated that overexpression of ferritin heavy chain in C6 rat glioma cells under TET regulation
increased cellular iron content in vitro. For animal studies, the cells were implanted subcutaneously
in nude mice. Overexpression of EGFP and ferritin was suppressed by supplying TET in the drinking
water, and withdrawal of TET led to overexpression (Fig. 5). In three different experiments, both R1
and R2 relaxation times were found to be high in the ferritin-overexpressing tumors (without TET).
The sensitivity of detection was high as shown by the number of cells that were detected. The cell
number was 40-fold lower than that reported for TET-regulated expression of tyrosinase. Moreover,
tyrosinase contrast was detectable after external supplementation with iron, unlike with ferritin, in
which the contrast was achieved with endogenous iron. These new approaches present exciting
opportunities for studying gene activation in disease models and are valuable in cases in which
external administration of a contrast agent presents a challenge.

5. MOLECULAR IMAGING FOR CANCER GENE THERAPY
With a better understanding of the molecular mechanisms underlying cancer development and the

rapid advances in imaging capabilities, it is now possible to detect tumors, monitor their growth,
measure their invasive ability, and visualize the effect of anticancer therapy in living subjects. Previ-
ously, the two ways to detect tumors and monitor their growth were biopsy or surgery, both invasive
procedures. In the last decade, several noninvasive imaging technologies have been developed, which
have provided researchers with a new way of looking at cancer development.

For preclinical imaging studies, mice are the preferred choice, mainly because of their short breed-
ing times and well-characterized genetics. In addition, many human genes have a related mouse gene,
thereby allowing mice to be used as a platform for mimicking many human diseases. Advances in
molecular biology have enabled scientists to “knock-in” and “knockout” genes to generate different
kinds of transgenic mouse models. Many of the imaging modalities have been scaled down to allow
sensitive and high-resolution imaging of mouse models of disease. Some of the miniaturized imaging
instruments are shown in Fig. 6. Imaging technologies can be used to detect the onset and progression
of tumors as well as to visualize physiological changes associated with cancer, such as changes in
blood volume and perfusion. The different imaging modalities rely on energy–tissue interactions or
reporter probe administration. The reporter probes can be classified into two main categories;
constitutive (e.g., radiolabeled) and activatable. The former produce signal in a continuous manner,
before and after interaction with their target, for example, through the decay of a radioisotope.
Activatable probes produce signal only when they interact with their target. Molecular imaging probes
can be small molecules, such as receptor ligands or enzyme substrates, or high-molecular weight
affinity ligands, such as monoclonal antibodies.
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Fig. 5. In vivo MRI detection of switchable ferritin expression in C6 rat glioma tumors. MRI of ferritin
expressing tumors at different times after inoculation of C6-TET-EGFP-HA-ferritin tumor cells in the hind limb
of nude mice. Tetracycline (TET) and sucrose were supplied in drinking water, starting 2 days before inoculation.
(A) R1 and R2 maps of tumor regions overlaid on the MRI scans are shown for two representative mice from each
group. (B) R1 and R2 values at the tumor site in the presence (ferritin off, n = 7) or absence (ferritin on, n = 4) of
TET in drinking water. All four TET– mice were imaged three times each (on days 14, 19, and 28 after tumor
inoculation). All seven TET+ mice were imaged in the first (day 14) and second (day 19) MRI sessions, and five of
these mice were scanned in the third (day 28) session. (Reproduced with permission from ref. 96).

Gene therapy offers tremendous promise for the treatment of cancer. It can provide highly selec-
tive cancer treatment without adverse systemic toxicity. Advances in this field have led to a better
understanding of cancer at the molecular level and new strategies for selectively eradicating cancer
cells. There are three main persistent premises in cancer gene therapy. The first premise entails the
development of approaches to specifically target cancer cells to destroy the cancer cells or curtail
their growth. The second factor is the development of vectors/delivery vehicles to achieve gene trans-
fer in a safe, efficient, and targeted manner, and, lastly, the results obtained from preclinical studies
should be readily translated into clinical applications. As advances continue to be made in under-
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Fig. 6. Multiple imaging modalities available for small-animal molecular imaging. Shown are views of
typical instruments available, and their illustrative examples. (A) microPET whole-body coronal image of a rat
injected with [18F]-FDG, showing uptake of tracer in muscles, heart, brain, and bladder. (B) MicroCT coronal
image of a mouse abdomen after intravenous injection of iodinated contrast medium. (C) MicroSPECT coronal
image of a mouse abdomen and pelvis regions after injection of [99mTc]-methylene diphosphonate, showing
spine, pelvis, tai vertebrae, femurs, and knee joints because of tracer accumulation in bone. (D) Optical reflec-
tance fluorescence image of a mouse showing green fluorescence protein fluorescence from the liver, abdomen,
spine, and brain. (E) MicroMRI coronal T2-weighted image of a mouse brain. (F) Bioluminescence image of a
mouse carrying a subcutaneous tumor xenograft expressing rluc in the left shoulder. Images were obtained
using a cooled CCD camera. Reproduced with permission from ref. 2).

standing the molecular pathways of disease and developing new molecular imaging strategies, the
knowledge gained can be applied to earlier detection of cancer and more efficient therapy, ultimately
resulting in improved patient care.

The primary goal in cancer gene therapy is to selectively destroy cancer cells. Selective targeting
of cancer cells will lead to improved safety and increased efficacy in patients undergoing treatment.
The basic notion is to reduce toxicity through precise targeting of therapy, leading to an overall
increase in the therapeutic index. Three different strategies are currently being investigated to achieve
selective targeting in vivo. These include transcriptional targeting, transductional targeting, and acti-
vation of therapy based on the activation of cancer-associated cellular pathways. Transcriptional
targeting approaches make use of cancer-specific promoters to express the gene of interest, based on
the fact that certain cancers express a subset of exclusive genes (97). In transductional targeting, the
surface of the gene delivery vehicle is modified to increase the interactions with the cancer cell
membrane antigen. This, in turn, results in improved gene transfer to the cancer cells. The third
approach is a newer and exciting kind of cancer gene therapy and makes use of oncolytic viruses,
which replicate only in cancer cells. The E1B-deleted adenovirus, ONYX-015, has been shown to
selectively replicate and kill p53-deficient tumor cells only (98,99). Yet another strategy to destroy
cancer cells makes use of apoptosis induction. The three common pathways for induction of apopto-
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sis include the tumor necrosis factor, TNF-related apoptosis-inducing ligand, and Fas pathway; the
cytotoxic T-cell pathway through perforin; and the mitochondrial pathway through BAX and BCL-2
(100,101). These pathways work through a common pathway involving caspase 3 and all potential
targets for anticancer gene therapy. Among the different strategies in use for cancer gene therapy,
this chapter focuses on transcriptional targeting approaches using TSPs and the use of molecular
imaging to monitor gene expression in living animals.

Transcriptional targeting is based on the use of TSPs or tumor-specific promoters to limit the
expression of transgenes specifically to tumor cells (102). Some of the promoters that have been
studied include the α-fetoprotein promoter for hepatic carcinoma, the tyrosinase promoter for
melanoma (103), the PSA promoter for prostate cancer (104), and the cyclooxygenase-2 promoter for
gastrointestinal cancer (105) and melanoma (106). The use of tissue-targeted gene therapy has been
reported for breast (107), melanoma (108), and prostate cancer (109). The key enzyme in melanin
synthesis, tyrosinase, is highly expressed in melanoma cells and its promoter was used to target
human and murine melanoma cells using recombinant adenoviruses (110). The enzyme human
α-lactalbumin is a key player in lactose production and is expressed in a high percentage of breast
cancer cases. Selective expression in breast cancer cells was demonstrated using a human α-lactalbu-
min promoter-driven HSV-tk gene (107).

The PSA gene is expressed in the epithelial cells of normal and cancerous prostate. PSA is a
known tumor marker and is used in the diagnosis of prostate cancer. Because of its highly tissue-
specific characteristics, the PSA promoter has been extensively used in developing new approaches
to prostate cancer gene therapy (111,112). There is a large body of evidence that suggests that tran-
scriptional targeting can enhance tumor specificity and therapeutic index. However, the transcrip-
tional activities of TSPs are often considerably weaker when compared with the traditional CMV
promoter. Therefore, attempts to enhance the potency of such weak promoters are actively underway
with the aim of also maintaining the specificity of the promoter to reap therapeutic benefits.

6. ENHANCING THE ACTIVITY OF TISSUE-SPECIFIC PROMOTERS

As stated in the preceding discussion, promoters that are active only in certain tissues or inducible
promoters play an essential role in the development of site-selective vectors for cancer gene therapy.
Some promoters can be used directly because they combine strong transcriptional activity with high
specificity. A good example of this category is the melanocyte-specific tyrosinase promoter (113).
Commonly, however, TSPs suffer from weak transcriptional activity, which greatly limits their
applicability. Two typical examples are the von Willebrand factor promoter and the PSA promoter.
The von Willebrand factor promoter demonstrates a high degree of endothelial cell-type specificity,
but is a poor activator of transcription (114). The same is true in the case of the PSA promoter, which
demonstrates high specificity for prostate cells, but is a relatively weak promoter.

The use of TSPs in cancer gene therapy offers a means to restrict transgene expression to specific
cells/tissues. To use TSPs effectively in vivo, strategies to augment their transcriptional activity are
highly warranted. There are several strategies to enhance the transcriptional activity of weak promot-
ers, some of which have resulted in the development of promoters that are considerably smaller than
the corresponding wild-type sequences. This offers a tremendous advantage in view of the size limi-
tations of gene transfer vectors used in gene therapy. The different strategies have been well-described
in a review article by Nettelbeck et al. (97). One of the most effective methods to augment the tran-
scriptional activity of weak promoters involves either removal of inert regulatory sequences or
multimerization of positive sequences to promote synergistic interactions, with subsequent enhance-
ment of transcription (115). This was demonstrated in a study of the PSA promoter, in which the
activity of the native PSA promoter and prostate-specific enhancer (PSE) was augmented by modify-
ing the androgen receptor (AR) elements (112,116). By adopting either of two ways, duplication of a
400-base pair enhancer core element or insertion of four tandem copies of the synthetic androgen-
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responsive element, Wu et al. showed that the activity of the PSE promoter can be enhanced nearly
20-fold over the parental PSE promoter (117).

In further studies, the PSE was used in an expression cassette to amplify fluc reporter gene expres-
sion in a two-tiered approach. The PSE was inserted upstream of the GAL4-VP16 transactivator to
generate the effector plasmid and the fluc gene was cloned downstream of five Gal4 binding sites in
the reporter template. The PSE promoter directed the fusion protein, GAL4-VP16, and the chimeric
transcription factor, in turn, activated the gene of interest through Gal4-binding sites positioned
upstream of a TATA region from the minimal adenovirus E1b promoter. This approach is referred to
as the TSTA approach (Fig. 7) and offers a significant advantage for gene expression monitoring
using relatively weak TSPs (118–121). Using the TSTA system, we have demonstrated that the activ-
ity of the prostate-specific promoter can be amplified over an ~800-fold range (122,123). In the first
study, we used the TSTA system to amplify the expression of fluc and HSV1-sr39tk reporter genes in
prostate cancer cells (122). The system was also shown to maintain a high degree of tissue specificity.

We further sought to augment promoter activity and generate a titratable system for eventual
transition to clinically relevant methodologies. The TSTA system was optimized by modifying the
potency of the prostate-specific promoter and activator. The synergistic behavior observed by
multimerizing the activator domain and Gal4-binding sites was exploited to yield an approx 800-fold
range in activity (123). The optimized system was used to demonstrate in vivo efficacy and cell-
specificity using BLI. To further evaluate the potential of the TSTA system in gene therapy applica-

Fig. 7. Schematic diagram of the two-step transcriptional amplification (TSTA) system. The first step con-
sists of activation of the GAL4-VP16 transactivator by a tissue-specific promoter. This is followed by binding
of the transactivator complex to five Gal4 binding sites placed upstream of the target gene and a minimal
promoter. Transcription of the reporter gene leads to reporter protein, which, in turn, leads to a detectable signal
in the presence of a reporter probe. (Reproduced with permission from ref. 122).
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tions, the TSTA cassette was incorporated into an adenoviral vector. Using BLI, the in vivo specific-
ity of the system was studied in different adenoviral configurations (124). The activity of the TSTA-
based adenoviral vector (Ad-TSTA-fluc) was shown to exceed that of a CMV promoter-driven vector
(Ad-CMV-fluc), while maintaining tissue specificity. Using Ad-TSTA-fluc, we further interrogated
AR signaling in AD and recurrent prostate cancer xenografts using BLI. The results from the study
supported the concept that AR is fully functional in recurrent cancer (125).

In a recent study, Sato et al. (47) demonstrated that the PSA-based TSTA system is active in
hormone refractory prostate cancer (HRPC) models. Using both BLI and PET, the authors dem-
onstrated that the prostate-specific TSTA vectors display robust activity in HRPC and AD tumors.
Adenoviruses carrying fluc and HSV1-sr39tk reporter genes were administered to AD and hormone
refractory LAPC-4 tumors in SCID mice and the animals were imaged using BLI and combined
microPET/microCT. The combined imaging technique allowed precise localization of the PET signal
with the anatomic information acquired from CT. Results from the study revealed robust signals in
both AD and hormone-refractory tumors, with the activity being greater in the latter. The results
suggested that the presence of functional AR is essential to activate PSA-based promoter vectors and
AR function is activated in HRPC regardless of androgen withdrawal. Because a large number of
prostate cancers express AR and PSA, the TSTA-based strategy should be a useful tool for the diag-
nosis and treatment of HRPC.

A potentially useful approach to monitor adenoviral biodistribution after delivery in vivo involves
the use of radiolabeled adenoviral particles. Gene therapy protocols will benefit from simultaneous
monitoring of virus biodistribution and reporter gene expression. We have investigated the potential
of 124I labeling of adenovirus to study its biodistribution as a function of time in living mice using
microPET and BLI (126). A recombinant adenovirus carrying the fluc reporter gene (Ad-CMV-fluc)
was labeled with 124I by the iodogen method. [124I]-Adenovirus purified by size exclusion chroma-
tography was injected by tail vein in nude mice and whole-body dynamic microPET images were
obtained. Previous administration of potassium iodide (drinking water) and potassium perchlorate
(gastric lavage) blocked thyroid and stomach uptake of free iodine. After injection of the [124I]-
adenovirus, activity was observed exclusively in the heart during the first 15 seconds and subse-
quently in the lungs and liver. BLI showed fluc expression in the liver 3 weeks after [124I]-adenovirus
injection, which was comparable to mice injected with nonlabeled adenovirus indicating the viability
of labeled virus. This preliminary study supports the use of radiolabeled adenoviruses for imaging
virus trafficking in gene therapy.

Among the different vectors currently in use for in vivo gene transfer, lentiviruses possess the
unique ability to transduce quiescent cells and this feature makes them particularly attractive as gene
delivery vectors. The use of a TSP together with a lentivirus vector would lead to targeted, long-term
gene expression that can be monitored in a noninvasive manner with molecular imaging techniques.
The TSTA cassette was incorporated into a third-generation self-inactivating lentivirus vector carry-
ing a central polypurine tract and a posttranscriptional regulatory element. The TSTA-based lentivirus
vector was evaluated for its in vivo delivery and efficacy (127). Long-term, sustained fluc gene
expression was demonstrated in subcutaneous prostate tumor xenografts after intratumoral injection
of the vector (Fig. 8A) and in the prostate of living mice after direct injection into the prostate tissue
(Fig. 8B). Furthermore, the androgen dependence of the prostate-specific promoter was demonstrated
by monitoring fluc gene expression after androgen withdrawal (by castration).

In a parallel study, we recently reported the development and imaging of a transgenic mouse
model carrying the fluc reporter gene in a TSTA system (128). The primary goal in this study was to
evaluate the negative effects, if any, of the strong transcriptional activator, GAL4-VP16 in the offspring
of transgenic mice. In dealing with a strong transcriptional activator, it is important to attain different
levels of expression as a safeguard in gene therapy. Although not common, GAL4-VP16 has been
known to exert toxic effects when expressed at high levels (129,130). We demonstrated that the
enhanced prostate-specific promoter mediated strong AD fluc gene expression, primarily in the dor-
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Fig. 8. Tumor specific expression of fluc reporter gene in male SCID mice after intratumoral injection of a
lentivirus carrying the two-step transcriptional amplification (TSTA) system. (A) Six-week-old male SCID
mice were implanted with prostate tumor LAPC-9 xenografts in the left, bottom flank. When the tumor size
reached 0.5 to 0.6 cm in diameter, lentivirus carrying the TSTA system (LV-TSTA) was injected directly into
the tumor. The mice were imaged using a CCD camera on days 3, 7, 10, 14, and 18 using 150 mg/kg d-luciferin
as the substrate (intraperitoneal). Color images of visible light are superimposed on photographic images of
mice, with a scale in photons per second per square centimeter per steradian (sr). A significantly high level of
fluc gene expression is observed in the tumor, which continues to persist to day 18. (B) In vivo optical imaging
of mice after direct intraprostatic delivery of LV-TSTA. Six-week-old male nude mice were injected with the
lentivirus in the dorsal lobe of the prostate. The mice were imaged using the CCD camera 2 to 4 days after virus
injection. Subsequent imaging was performed every 3 to 4 days till day 21, then once a week until day 90. By
day 4, a high level of bioluminescence signal is observed in the prostate (2.2 × 105 photons/s/cm2/sr). The fluc
expression shows strong persistence with time. (Reproduced with permission from ref. 127).

solateral and ventral lobes of the prostate (Fig. 9). No deleterious effects were observed from the
potent transactivator in the transgenic offspring. The founder animals and their progeny were healthy,
bred well, and demonstrated no sign of spontaneous tumor development. A comparative analysis of
relative areas of tissue and cell density revealed histological similarities between the transgenic and
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Fig. 9. Repetitive optical imaging of two-step transcriptional amplification (TSTA)-fluc transgenic mice. A
transgenic male mouse was imaged in the CCD camera at 8 weeks of age, then subsequently re-imaged at 12
and 16 weeks. Color images of visible light are superimposed on photographic images of mice, with a scale in
photons per second per square centimeter per steradian (sr). Gene expression is primarily observed in the prostate
tissue and showed persistence with time (2–3 × 106 p/sec/cm2/sr). Reproduced with permission from ref. 128).

wild-type mice. These observations may not necessarily exclude the likelihood of toxic effects in all
other tissues; the data suggest that VP16 expression may be well-endured in the prostate tissue.

The TSTA transgenic mouse model is useful for monitoring the onset of cancer and further pro-
gression to metastasis by crossing the mice with other transgenic mice that have the ability to develop
spontaneous tumors. Our work with the prostate-specific TSTA system has spanned 5 years; the end
objective of the study being the development of enhanced prostate-specific vectors for prostate can-
cer imaging. Our studies involving molecular imaging of enhanced gene expression has not been
limited to the prostate-specific promoter. We have recently shown that the TSTA system can be used
to amplify the activity of the hypoxia-inducible vascular endothelial growth factor (VEGF) promoter
(131). To enable sensitive monitoring of VEGF induction using in living subjects, a transgenic mouse
model carrying the TSTA system in a VEGF promoter was developed. The induction of VEGF gene
expression was demonstrated in the transgenic mice using a wound-healing model and a subcutane-
ous mammary tumor model. The VEGF-TSTA mouse model will allow monitoring of early events
during angiogenesis in living subjects in a noninvasive and quantitative manner.

7. LINKING A REPORTER GENE TO A THERAPEUTIC GENE

In clinical trials for gene therapy, a quantitative assessment of the location, magnitude, and
persistence of gene expression is highly desirable. In many cases, it would be ideal if the expression
of a therapeutic gene of interest can be monitored noninvasively using a specific reporter probe.
However, this is not practical to achieve, because a new probe would have to be synthesized and
validated for every new target protein. Therefore, alternative methods would be highly desirable that
can be generalized to image a gene product arising from expression of any gene of interest. There-
fore, indirect imaging strategies are being increasingly used to monitor the level of therapeutic gene
expression based on levels of reporter gene expression (132). Indirect imaging can be accomplished
in one of the following several ways.

7.1. Bi-cistronic Approach
The bi-cistronic approach involves the insertion of an internal ribosomal entry site (IRES) sequence

between the reporter gene and the therapeutic gene. This leads to transcription of both genes into a
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single mRNA from the same promoter, followed by translation into two different proteins. Using this
approach, we previously demonstrated microPET imaging of D2R and HSV1-sr39tk genes in living
mice using stably transfected tumors (133). Although the IRES-based approach is one of the more
popular approaches to link two genes, it suffers from a major drawback. The expression of the gene
placed downstream of the IRES sequence is often attenuated, resulting in lower imaging sensitivity
(134). Attempts to improve the sensitivity of this approach include the use of 10 linked copies of the
Gtx (homeodomain protein) IRES (termed SIRES) in place of the encephalomyocarditis IRES in
mediating downstream reporter gene expression (135). We have recently demonstrated the use of this
approach to augment the expression of the downstream genes (fluc and HSV1-sr39tk) in cell culture
and in living mice using BLI and microPET imaging (136). With the new and improved SIRES
vectors, the IRES-based approach is ideally suited for imaging therapeutic gene expression by infer-
ring the levels of reporter gene expression.

7.2. Fusion Approach
A second strategy to link two genes involves a fusion gene construct, wherein the coding sequences

of the two genes are in the same reading frame, thereby, producing a single protein with properties of
both the original proteins. Using this approach, we have demonstrated the ability to image the expres-
sion of an HSV1-sr39tk-rluc fusion protein in living mice using microPET imaging and BLI (87).
This approach has an advantage in that the expression of the two genes is stoichiometrically coupled.
However, this approach is not a generalizable one because many fusion proteins do not yield func-
tional activity for the two individual proteins or may not localize in an appropriate subcellular com-
partment.

7.3. Bi-directional Transcriptional Approach
In many gene therapy applications, it would be desirable to not only deliver the gene of interest to

the desired tissue, but also to be able to regulate the level of expression. This will be especially useful
with systems that are known to be potent transcriptional activators, such as the GAL4-VP16 fusion
protein. The ability to turn on gene expression and to turn it off when not required provides a safety
switch to avoid potential toxicity issues. A few years ago, we demonstrated the use of such a system
to monitor the induction of D2R and HSV1-sr39tk genes in the presence of doxycycline (137). The
expression of the two genes was highly correlated. The bidirectional strategy has an advantage over
the IRES-based approach because it avoids attenuation of the therapeutic and reporter genes. More
recently, we have reported the development of a new bidirectional vector system based on the TSTA
strategy, which can simultaneously amplify the expression of a reporter gene and a therapeutic gene
using a relatively weak promoter (138).

7.4. Co-Vector Administration Approach
In this approach, the two genes are cloned into two different vectors, but their expression is driven

by the same promoter (CMV). We validated this approach using D2R and HSV1-tk reporter genes
driven by the CMV promoter (139). The expression of the two genes showed a very good correlation
both in cell culture and in living mice. Despite the limitation associated with the delivery of multiple
vectors in vivo, this approach for indirectly imaging ectopic gene expression is an effective alterna-
tive to other delivery approaches.

8. IMAGING OTHER INTERACTIONS

Gene expression is no longer the only cellular activity that can be imaged in living subjects.
Molecular imaging has now been applied to monitor the interactions between different proteins
inside a cell; these proteins regulate a multitude of cellular activities, which include, among others, gene
transcription and response to hormones, growth factors, and other signaling molecules. Because these
interactions are known to be responsible for the onset of cancer, molecular imaging of such interac-
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Fig. 9. Repetitive optical imaging of two-step transcriptional amplification (TSTA)-fluc transgenic mice. A
transgenic male mouse was imaged in the CCD camera at 8 weeks of age, then subsequently re-imaged at 12
and 16 weeks. Color images of visible light are superimposed on photographic images of mice, with a scale in
photons per second per square centimeter per steradian (sr). Gene expression is primarily observed in the prostate
tissue and showed persistence with time (2–3 × 106 p/sec/cm2/sr). Reproduced with permission from ref. 128).

wild-type mice. These observations may not necessarily exclude the likelihood of toxic effects in all
other tissues; the data suggest that VP16 expression may be well-endured in the prostate tissue.

The TSTA transgenic mouse model is useful for monitoring the onset of cancer and further pro-
gression to metastasis by crossing the mice with other transgenic mice that have the ability to develop
spontaneous tumors. Our work with the prostate-specific TSTA system has spanned 5 years; the end
objective of the study being the development of enhanced prostate-specific vectors for prostate can-
cer imaging. Our studies involving molecular imaging of enhanced gene expression has not been
limited to the prostate-specific promoter. We have recently shown that the TSTA system can be used
to amplify the activity of the hypoxia-inducible vascular endothelial growth factor (VEGF) promoter
(131). To enable sensitive monitoring of VEGF induction using in living subjects, a transgenic mouse
model carrying the TSTA system in a VEGF promoter was developed. The induction of VEGF gene
expression was demonstrated in the transgenic mice using a wound-healing model and a subcutane-
ous mammary tumor model. The VEGF-TSTA mouse model will allow monitoring of early events
during angiogenesis in living subjects in a noninvasive and quantitative manner.

7. LINKING A REPORTER GENE TO A THERAPEUTIC GENE

In clinical trials for gene therapy, a quantitative assessment of the location, magnitude, and
persistence of gene expression is highly desirable. In many cases, it would be ideal if the expression
of a therapeutic gene of interest can be monitored noninvasively using a specific reporter probe.
However, this is not practical to achieve, because a new probe would have to be synthesized and
validated for every new target protein. Therefore, alternative methods would be highly desirable that
can be generalized to image a gene product arising from expression of any gene of interest. There-
fore, indirect imaging strategies are being increasingly used to monitor the level of therapeutic gene
expression based on levels of reporter gene expression (132). Indirect imaging can be accomplished
in one of the following several ways.

7.1. Bi-cistronic Approach
The bi-cistronic approach involves the insertion of an internal ribosomal entry site (IRES) sequence

between the reporter gene and the therapeutic gene. This leads to transcription of both genes into a
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the p53 tumor suppressor gene and the large-T antigen of simian virus 40 (143). Although widely
used, the yeast two-hybrid system is limited to interactions occurring in the nucleus. To circumvent
this requirement, we used the split reporter technology (complementation and intein-mediated recon-
stitution) to visualize protein–protein interactions in living mice (Fig. 10) (77,144–147). In this study,
split FLUC reporter proteins consisting of N-terminal and C-terminal ends are inactive until closely
approximated (complementation) or spliced together (reconstitution) through the interactions of the
MyoD and Id proteins. We have also recently demonstrated the ability to monitor protein–protein
interactions in living subjects using bioluminescence resonance energy transfer (BRET) (148). Using
a well-characterized BRET system (149), we studied the small molecule rapamycin-mediated
heterodimerizations of two human proteins, FRB and FKBP12, in cell culture and in living mice. The
measured BRET ratio from rapamycin-mediated interaction of FRB and FKBP12 indicated a strong
interaction between the two proteins. The ability to modulate the BRET signal was demonstrated by
repeated imaging after addition or withdrawal of rapamycin. The BRET approach can be combined
with the split reporter complementation strategy to study interactions in multiprotein complexes.

Fig. 10. (continued from opposite page) MyoD-Cfluc, site B), PG (NfκB-Nfluc-ID, site C), PD + PG (site D),
and mock-transfected cells (site A). Only one group of mice was induced with tumor necrosis factor (TNF)-α.
Images are from one representative mouse from each group immediately after cell implantation (0 hours), 18
hours, and 36 hours after TNF-α induction. The bioluminescence signal in the induced mouse was higher at site
D when compared with the mouse that did not get TNF-α. (Reproduced with permission from ref. 146).
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9. MULTIMODALITY IMAGING

Recent advances in the field of small-animal imaging instrumentation have now made it possible
to merge one or more imaging modalities to facilitate imaging of multiple genes. In the preceding
discussion, we mentioned fusion gene constructs carrying either two PET reporter genes, two biolu-
minescent reporter genes, or a PET and a bioluminescent reporter gene, and the use of different
imaging techniques to monitor the expression of these genes. Multimodality systems can provide the
ability to nearly perfectly register images to improve interpretation and quantification of data across
multiple experimental systems (150). Combinations of radionuclide, bioluminescent, MRI, and CT
will enable the generation of multimodality images, which will permit better quantitation of biologi-
cal processes and characterization of new imaging probes. In the future, multimodality imaging will
play a key role in assessing therapeutic gene delivery and monitoring the effects of pharmacological
agents in disease progression.

10. VECTOR-MEDIATED GENE DELIVERY

The main objective in gene therapy is to develop efficient and safe gene transfer vehicles that can
deliver genetic material into specific cell types. The last two decades have seen enormous growth in
the field of gene delivery, in particular for cancer gene therapy. Viral vectors are derived from natu-
rally evolved viruses capable of transferring their genetic material into the host cells. Although sev-
eral different viruses have been studied for their gene transfer efficiency, their use has been rather
restricted. This is mainly because of their immunogenicity and toxicity and their limited capacity.
These factors have led researchers to increasingly focus on nonviral vectors, which include cationic
liposomes and cationic polymers. The efficiency of nonviral vectors is lower than the viral vectors;
but their three main advantages of safety, ease of preparation, and high gene encapsulation ability
have made them increasingly popular for use in gene therapy protocols. Gene transfer in vivo is
accompanied by certain risks, such as induction of malignant transformations or evolution of new
viral diseases in humans. Keeping the best interests of the patient foremost in mind, the development
of vectors with the highest possible safety profile has become mandatory. Significant improvements
in transduction efficiency and selectivity will be seen.

10.1. Adenoviruses
Adenoviruses are linear double-stranded DNA viruses. The uptake of viral particles occurs via

binding of viral fiber coat proteins with cell receptors and integrins followed by internalization via
receptor-mediated endocytosis (151,152). The viral genome does not integrate into the host genome,
instead replicates as episomal elements in the nucleus of the host cell with no risk for insertional
mutagenesis. Adenoviral-mediated transfections are efficient, but transient in nature. A major limita-
tion of adenoviral vectors is the highly immunogenic nature of adenoviral vector particles. In addi-
tion to eliciting inflammatory and toxic responses in the host, immunogenicity also causes the
depletion of adenoviral-transduced cells. These properties limit the use of adenoviral vectors for
pathological conditions that require long-term transgene expression. The issue of overcoming immune
response has been dealt with from different angles. Newer generation of adenoviruses have been
developed either by deletion of E1, E2, and E4 genes to avoid the expression of immunogenic viral
proteins within transduced cells (153), or by overexpression via a constitutive promoter of the E3-
encoded 19-kDa glycoprotein in adenoviral vectors lacking the E1 gene (154,155). Another strategy
to minimize the adverse effects of immune responses consists of reducing the administration load of
the vector into patients by developing high-efficiency expression vectors with short-term immune
suppression of the subject (156,157). In yet another study, adenoviral particles were PEGylated to pro-
tect them from neutralizing antibodies in vivo (158). The PEG-modified adenoviral particles were effi-
ciently protected from humoral immune responses after readministration of the virus into mouse lung.
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10.2. Retroviruses
Retroviruses have attracted a great deal of interest as gene transfer vectors. Such interest has been

fostered by the biological characteristics of retroviruses. Lentiviruses and foamiviruses also belong
to the category of retroviruses. The retroviral genome can be easily rearranged to generate recombi-
nant viral vector particles, which are noncompetent for replication. They are mainly based on the
amphotropic Moloney murine leukemia virus (159) and have been used in many clinical trials for
cancer (160), inherited or acquired monogenic disorders (161) and AIDS (162). Retroviruses can
infect only dividing cells and, therefore, cannot be used for a variety of therapeutic applications, such
as neurological diseases and genetic diseases that require transduction of hepatocytes, because neu-
rons and hepatocytes are nondividing cells. However, their selective transduction of dividing cells
makes them ideal for use in cancer therapy.

All retroviruses can be used to transduce a wide variety of cell types. This is based on the ability to
pseudotype HIV-1, FIV, and foamivirus cores with the Moloney murine leukemia virus envelope or
vesicular stomatitis virus glycoprotein (163). Pseudotyping with the vesicular stomatitis virus glyco-
protein enables easy purification by simple ultracentrifugation (164). The transduction efficiency for
ex vivo and in vivo applications can be improved by concentrating the viral vector particles. A major
safety concern surrounding retroviruses is the formation of viral-competent viruses in patients, which
occurs by homologous recombination events within the packaging cell lines. Techniques used to
monitor the absence of replication-competent retroviruses are based on sensitive PCR and serologi-
cal ELISA (165). Although the formation of replication-competent retrovirus is highly unlikely
because of the design of the retroviral vector, the current trend is to generate high-titer vector stocks
in a transient manner to minimize the risk of recombination events among the retroviral components
in the packaging cell line. These transient systems are based on three plasmid co-transfections of
293T cell line (166). Studies are currently underway to generate clinical grade retroviral vector by
transient transfection systems (167). Overall, in vivo administration of retroviral vectors still has
technical limitations and safety concerns. Generation of tissue-specific retroviral vectors is warranted
to achieve efficient and safe transduction in vivo.

10.3. Adeno-Associated Viruses
Adeno-Associated Viruses (AAVs) are human single-stranded DNA viruses without an envelope.

AAV-based vectors are typically based on serotype 1 or 2. They have the ability to transduce a
variety of cell types, including nondividing cells. In AAV, the viral genome gets stably integrated
into the chromosomal DNA, thus, allowing for stable transgene expression. The capacity for DNA
insertion is limited to approx 4 kb. Recombinant AAV vectors are produced by infecting the AAV
packaging cell line with an adenovirus or a herpes virus (168). They can be produced at high titers.
However, the stocks are almost always contaminated with helper virus. This limits the use of AAV
vector-mediated gene transfer in clinical trials. This disadvantage was overcome by inducing viral
replication through genotoxic stimuli such as heat shock, chemicals, or irradiation (169). AAV vec-
tor-mediated gene transduction and antitumor effects in vitro and in vivo were significantly enhanced
when combined with UV and γ-radiation treatments (170,171).

10.4. Nonviral Vectors
Gene transfer systems based on nonviral vectors mainly consist of cationic liposomes,

polyethyleneimines, and naked DNA. They are cationic in nature and interact with negatively charged
DNA through electrostatic interactions. The total charge remains a positive net value. This allows the
vector to interact efficiently with the negatively charged cell membrane and internalize into the cell
through endocytosis (172). Although they are reported to be nontoxic and nonimmunogenic, their
efficiency of gene transfer is considerably lower than the viral vectors (173).
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Cationic liposomes are positively charged lipid bilayers that form vesicles with negatively charged
DNA on the surface. They have the ability to encapsulate large transgenes, up to even 50 kb in size.
Their efficiency of gene transfer can be improved by incorporating a small amount of an anionic
lipid, which allows the DNA to be integrated into the internal surface of the liposome, where it is
protected from enzymatic degradation (174). A distinct feature of cationic liposomes is their prefer-
ential uptake by cells in the reticuloendothelial system. This uptake was decreased by incorporating
sialic acid residues in the liposomes (175).

DNA–protein complexes have been developed using naturally occurring or synthetic peptides as
gene delivery vehicles. Targeting proteins include asiaglycoprotein, transferrin, and polymeric IgA
(176–178). DNA binding peptides coupled to cell-specific ligands allow receptor-mediated targeting
of the peptide–DNA complexes to specific cell types.

Naked DNA vectors are yet another class of nonviral gene delivery system. They are usually
administered systemically; rapid injection of DNA in large volume resulted in efficient gene transfer
and high level of gene expression in vivo (179). Among all organs, liver showed the highest level of
gene expression. In another study, matrix attachment regions were added as cis-acting DNA elements
flanking the human coagulation factor IX expression cassette (180). A fivefold higher expression
was detected in vivo for up to 1 year posttransfection from a vector containing the chicken matrix
attachment region from the lysozyme locus. This method of injection is not considered beneficial
because serum nucleases degrade the DNA. Therefore, direct injection of DNA vectors into specific
tissues, such as muscle, is generally used and has been shown to produce transient low levels of gene
expression (181).

Overall, for cancer gene therapy, the ideal gene delivery formulation should seek to encapsulate
and protect DNA, escape the endosomal degradation, and specifically target the tumor site. With
continued modifications to the current delivery systems (viral and nonviral), the availability of an
optimized vector in the next few years seems highly likely.

11. CLOSING REMARKS

Molecular imaging has already had a significant impact on many areas of biology. The next few
years will see further advances in this field, including gene therapy monitoring, where it will provide
a realistic hope for better assessment of efficacy and safety aspects of preclinical and clinical devel-
opment of gene therapy. The recent advances made in gene transfer imaging using enhanced PSA
promoters and TSTA-based vector systems will substantially contribute to the development of gene
therapy strategies for monitoring prostate cancer. The use of the TSTA system (to significantly
enhance the activity of the prostate-specific promoter) and PET imaging (a clinically applicable
modality) will likely foster the development of diagnostic and therapeutic strategies to manage pros-
tate cancer. BLI, at the present time, is limited to detection of light output at the surface; translation
of findings from preclinical studies to humans poses a considerable challenge because of factors such
as greater depth penetration and the requirement of large amounts of substrate. However, with con-
tinued progress in instrumentation methodology (fluorescence and bioluminescence tomography),
translation of the current optical imaging approaches into clinically applicable modalities in the near
future should be feasible. The advantages and benefits that molecular imaging has to offer in several
areas of biomedical research are clear; the ability to visualize transcriptional and posttranscriptional
regulation of gene expression, specific cellular interactions, and cell-trafficking will provide an
opportunity for new experimental venues in patients.
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Summary

Quantum dots (QDs), tiny light-emitting particles on the nanometer scale, are emerging as a new class of
fluorescent probes for cancer cell imaging and molecular profiling. In comparison with organic dyes and fluo-
rescent proteins, QDs have unique optical and electronic properties, such as size-tunable light emission, improved
signal brightness, resistance against photobleaching, and simultaneous excitation of multiple fluorescence col-
ors. These properties are most promising for improving the sensitivity of molecular imaging and quantitative
cellular analysis by one to two orders of magnitude. Recent advances have led to multifunctional nanoparticle
probes that are highly bright and stable under complex biological conditions. A new structural design involves
encapsulating luminescent QDs with amphiphilic block copolymers, and linking the polymer coating to tumor-
targeting ligands and drug-delivery functionalities. Polymer-encapsulated QDs are essentially nontoxic to cells
and animals, but their long-term in vivo toxicity and degradation need more studies that are careful. Nonetheless,
bioconjugated QDs have raised new possibilities for ultrasensitive and multiplexed imaging of molecular targets
in living cells, animal models, and, possibly, in human patients.

Key Words: Fluorescence; molecular imaging; nanotechnology; quantum dots; tumor targeting.

1. INTRODUCTION

Semiconductor quantum dots (QDs) have captivated scientists and engineers during the past two
decades because of their fascinating optical and electronic properties, which are not available from
either isolated molecules or bulk solids. Recent research has stimulated considerable interest in
developing these quantum-confined nanocrystals as fluorescent probes for biomedical applications.
In comparison with organic dyes and fluorescent proteins, semiconductor QDs offer several unique
advantages, such as size- and composition-tunable emission from visible to infrared wavelengths,
large absorption coefficients across a wide spectral range, and very high levels of brightness and pho-
tostability (1). Because of their broad excitation profiles and narrow/symmetric emission spectra, high-
quality QDs are also well-suited for combinatorial optical encoding, in which multiple colors and
intensities are combined to encode thousands of genes, proteins, or small-molecule compounds (2–4).

Despite their relatively large sizes (2–8 nm diameter), recent research has shown that
bioconjugated QD probes behave like fluorescent proteins (4–6 nm), and do not suffer from serious
binding kinetic or steric-hindrance problems (5–12). In this “mesoscopic” size range, QDs also have
more surface areas and functionalities that can be used for linking to multiple diagnostic (e.g., radio-
isotopic or magnetic) and therapeutic (e.g., anticancer) agents. Furthermore, polymer-encapsulated
QDs have been found to be essentially nontoxic to cells and animals, an essential requirement for
future clinical applications. In the chapter, we briefly discuss new developments and recent applica-
tions of QD probes for cancer research. Particularly, using prostate cancer as a model system, we
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Fig. 1. Structure of a multifunctional quantum dot (QD) probe, showing the capping ligand trioctyl-
phosphineoxide (TOPO), an encapsulating copolymer layer, tumor-targeting ligands (such as peptides, anti-
bodies, or small-molecule inhibitors), and polyethylene glycol (PEG).

discuss the use of multicolor QDs for molecular profiling of clinical tissue specimens and in vivo
tumor detection and imaging. For detailed information on QD fundamentals and applications, excel-
lent review articles are available in the literature (1,13,14).

2. PROBE DEVELOPMENT

Research in probe development has focused on synthesis, solubilization, and bioconjugation of
highly luminescent and stable QDs. The particles are generally made from hundred to thousands of
atoms of groups II and VI (e.g., CdSe and CdTe) or groups III and V (e.g., InP and InAs) elements.
Recent advances have allowed the precise control of particle sizes, shapes (dots, rods, or tetrapods)
(15–18), as well as internal structures (core-shell, gradient alloy, or homogeneous alloy) (19–22). In
particular, QDs have been synthesized using both two-element systems (binary dots) as well as three-
element systems (ternary alloy dots). Their fluorescence emission wavelength can be continuously
tuned from 400 to 2000 nm by changing both the particle size and chemical composition, with fluores-
cence quantum yields as high as 85% at room temperature (23).

High-quality QDs are typically prepared at elevated temperatures in organic solvents, such as
trioctylphosphineoxide (TOPO); trioctylphosphine (TOP), and hexadecylamine (all of which are high
boiling-point solvents containing long alkyl chains). These hydrophobic organic molecules not only
serve as the reaction medium, but also coordinate with unsaturated metal atoms on the QD surface to
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prevent formation of bulk semiconductors. As a result, the nanoparticles are capped with a mono-
layer of the organic ligands and are soluble only in nonpolar hydrophobic solvents, such as chloro-
form. For biological imaging applications, these hydrophobic dots can be solubilized by using
amphiphilic polymers that contain both a hydrophobic segment or side-chain (mostly hydrocarbons)
and a hydrophilic segment or group (such as polyethylene glycol [PEG] or multiple carboxylate
groups). A number of polymers have been reported, including octylamine-modified low molecular
weight polyacrylic acid, PEG-derivatized phospholipids, block copolymers, and polyanhydrides
(5,24–26). As schematically illustrated in Fig. 1, the hydrophobic domains strongly interact with
TOPO on the QD surface, whereas the hydrophilic groups face outward and render QDs water-
soluble. Note that the coordinating organic ligands (TOP or TOPO) are retained on the inner surface
of QDs, a feature that is important for maintaining the optical properties of QDs and for shielding the
core from the outside environment. To achieve binding specificity or targeting abilities, polymer-
coated QDs are linked to bioaffinity ligands, such as monoclonal antibodies, peptides, oligonucleo-
tides, or small-molecule inhibitors, and also to PEGs or similar ligands (leading to improved
biocompatibility and reduced nonspecific binding).

QD bioconjugation can be achieved by several approaches, including passive adsorption, multiva-
lent chelation, or covalent bond formation (Fig. 2). Two popular cross-linking reactions are
carbodiimide-mediated amide formation, and active ester maleimide-mediated amine and sulfhydryl
coupling. An advantage for the carboxylate-amine condensation method is that most proteins contain
primary amine and carboxylic acid groups, and do not need any chemical modifications before QD
conjugation. In contrast, free and accessible sulfhydryl groups are rare in native biomolecules and are
often unstable in the presence of oxygen. Depending on the available chemical groups, other conju-
gation reactions can also be used. For example, Pellegrino et al. reported the use of a pre-activated
amphiphilic polymer for nanoparticle solubilization (26). This polymer contains multiple anhydride
units, and is highly reactive toward primary amines without addition of coupling reagents. This
procedure deserves further attention because polyanhydrides represent a class of biodegradable
polymers that are under intense development for use in sustained drug delivery and tissue engineer-
ing (27,28).

Several strategies can be used to manipulate the molecular orientations of the attached ligands as
well as their molar ratios with respect to QDs. However, “perfect” QD probes with precisely con-
trolled ligand orientations and molar ratios are still not available. Mattoussi et al. first explored the
use of a fusion protein as an adaptor for IgG antibody coupling (29). The adaptor protein has a
positively charged leucine zipper domain for electrostatic interaction with QDs, and a protein G
domain that binds to the antibody Fc region. As a result, the Fc end of the antibody is connected to the
QD surface, with the target-specific F(ab')2 domain facing outward (Fig. 2C). In a dramatically dif-
ferent approach, we have linked QDs to a chelating compound (nickel-nitrilotriacetic acid) that quan-
titatively binds to hexahistidine-tagged biomolecules with controlled molar ratio and molecular
orientation (Fig. 2D). Early studies using genetically engineered peptides showed excellent tumor
targeting abilities (X. Gao, L. Yang, and S. Nie, unpublished data). This indirect “his-tag” coupling
method has several advantages, such as a controlled or known orientation of the binding ligand (a
histidine tag can be conveniently fused to proteins and peptides at a particular site), compact overall
probe sizes (which should improve binding efficiencies), and low production costs (direct coupling
and rapid purification).

3. NOVEL OPTICAL PROPERTIES

As briefly noted above in Section 2, Probe Development, QDs are made from inorganic semicon-
ductors, and have novel optical properties that can be used to optimize signal-to-background ratios.
First, QDs have very large molar extinction coefficients, on the order of 0.5 to 5 × 106 /M/cm (30),
which makes them brighter probes under photon-limited in vivo conditions (in which light intensities
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Fig. 2. Methods for conjugating quantum dots (QDs) to biomolecules. (A) Traditional covalent cross-link-
ing chemistry using (1-Ethyl-3-[3-dimethyl-aminopropyl]carbodiimide hydrochloride) (EDAC) as a catalyst.
(B) Conjugation of antibody fragments to QDs via reduced sulfhydryl-amine coupling. succinimidyl-4-(N-
maleimidomethyl) cyclohexane-1-carboxylate (SMCC). (C) Conjugation of antibodies to QDs via an adaptor
protein. (D) Conjugation of histidine-tagged peptides and proteins to nitrilotriacetic acid (NTA)-Ni-modified
QDs, with potential control of the attachment site and QD:ligand molar ratios.

are severely attenuated by scattering and absorption). In theory, the lifetime-limited emission rates
for single QDs are 5 to 10 times lower than those of single organic dyes because of their longer
excited state lifetimes (20–50 ns). In practice, however, fluorescence imaging usually operates under



Quantum Dot Nanotechnology for Prostate Cancer Research 235

absorption-limited conditions, in which the rate of absorption is the main limiting factor of fluores-
cence emission. Because the molar extinction coefficients of QDs are approx 10 to 50 times larger
than those of organic dyes (5–10 × 104 /M/cm), the QD absorption rates will be 10 to 50 times faster
than that of organic dyes at the same excitation photon flux (number of incident photons per unit
area). Because of this increased rate of light emission, individual QDs have been found to be 10 to
20 times brighter than organic dyes (Fig. 3A) (31,32). In addition, QDs are several thousand times
more stable against photobleaching than dye molecules (Fig. 3B), and are, thus, well-suited for con-
tinuous tracking studies during a long period of time.

Second, the longer excited state lifetimes of QDs provide a means for separating the QD fluores-
cence from background fluorescence, in a technique known as time-domain imaging (33,34). Figure

Fig. 3. Novel optical properties of quantum dot (QDs) for improving the sensitivity of in vivo bioimaging.
(A) Comparison of fluorescence light emission from organic dyes (TRITC, left vial), green QDs (middle vial),
and red QDs (right vial) under normal room light illumination and at the same molar concentration (1.0 μM for
dyes and QDs). Bright fluorescence emission is observed from QDs but not from the dye, because of the large
absorption cross sections of QDs. (B) Photobleaching curves showing that QDs are several thousand times
more photostable than organic dyes under the same excitation conditions. (C) A comparison of the excited-state
decay curves (monoexponential model) between QDs and common organic dyes. The longer excited-state life-
times of QD probes allow the use of time-domain imaging to discriminate against the background fluorescence
(short lifetimes). (D) Comparison of mouse skin and QD emission spectra obtained under the same excitation
conditions, demonstrating that the QD signals can be shifted to a spectral region where the autofluorescence is
reduced.
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3C shows a comparison of the excited state decay curves of QDs and organic dyes. Assuming that
the initial fluorescence intensities of QDs and dyes after a pulse excitation are the same, and that the
fluorescence lifetime of QDs is one order of magnitude longer, one can estimate that the QD and dye
intensity ratio (IQD/Idye) will increase rapidly from 1 at time t = 0 to approx 100 in only 10 ns (t = 10 ns).
Thus, the image contrast (measured by signal-to-noise or signal-to-background ratios) can be dra-
matically improved by time-relayed data acquisition.

Third, the large Stokes shifts of QDs (measured by the distance between the excitation and emis-
sion peaks) can be used to further improve detection sensitivity. This factor becomes especially im-
portant for in vivo molecular imaging because of the high autofluorescence background often seen in
complex biomedical specimens. As shown in Fig. 3D, the Stokes shifts of semiconductor QDs can be
as large as 300 to 400 nm, depending on the wavelength of the excitation light. Organic dye signals
with a small Stokes shift are often buried by strong tissue autofluorescence, whereas QD signals with
a large Stokes shift are clearly recognizable above the background. This “color contrast” is only
available to QD probes because the signals and background can be separated by wavelength-resolved
or spectral imaging (25).

A further advantage is that multicolor QD probes can be used to image and track multiple molecu-
lar targets simultaneously. This is a very important feature because most complex human diseases,
such as cancer and atherosclerosis, involve a large number of genes and proteins. Tracking a panel of
molecular markers at the same time will allow scientists to understand, classify, and differentiate
complex human diseases (35). Multiple parameter imaging, however, represents a significant chal-
lenge for MRI, positron emission tomography (PET), CT, and related imaging modalities. On the
other hand, fluorescence optical imaging provides both signal intensity and wavelength information,
and multiple wavelengths or colors can be resolved and imaged simultaneously (color imaging).
Therefore, different molecular or cellular targets can be tagged with different colors. In this regard,
QD probes are particularly attractive because their broad absorption profiles allow simultaneous
excitation of multiple colors, and their emission wavelengths can be continuously tuned by varying
particle size and chemical composition. For organ and vascular imaging in which micrometer-sized
particles could be used, optically encoded beads (polymer beads embedded with multicolor QDs at
controlled ratios) could allow multiplexed molecular profiling in vivo at high sensitivities (35–40).

4. CELLULAR IMAGING AND TRACKING

The use of QDs for sensitive and multicolor cellular imaging has seen major recent advances,
because of significant improvements in QD synthesis, surface chemistry, and conjugation (Fig. 4).
Wu et al. linked polymer-protected QDs to streptavidin and showed detailed cell skeleton structures
using confocal microscopy (5). The improved photostability of QDs allowed acquisition of many
consecutive focal-plane images and their reconstruction into a high-resolution 3D projection. The
high electron density of QDs also allowed correlated optical and electron microscopy studies of
cellular structures (41). One step further, Dahan, Jovin, and their coworkers achieved real-time visu-
alization of single molecule movement in single living cells (6,7), a task that would be extremely
difficult or impossible to do with organic dyes. The achieved single-molecule sensitivity should open
a new avenue for studying receptor diffusion dynamics, ligand-receptor interaction, biomolecular
transport, enzyme activity, and molecular motors.

For long-term cell imaging and tracking, Dubertret et al. (24) encapsulated QDs with PEG-
derivatized phospholipid micelles, and injected them into frog embryos. The resulting PEG-coated
dots were highly stable and biocompatible, with normal embryo development, for up to 4 days. Other
recent studies also took advantage of the extraordinary photostability of QD probes, and achieved
real-time tracking of molecules and cells during extended periods of time (6,7,9). For example, QDs
were observed to be taken up by lymph nodes and were observable for more than 4 months in mice (42).

Semiconductor QDs have also been used as cell “taggants” for in vivo imaging of prelabeled cells
(Fig. 4C) (24,25,43–46). The results indicate that large amounts of QDs can be delivered into live
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mammalian cells via three different mechanisms: nonspecific pinocytosis, microinjection, and pep-
tide-induced transport (e.g., protein transduction domain of HIV-1 tat peptide) (25). A surprising
finding is that 2 billion QDs could be delivered into the nucleus of a single cell, without compromis-
ing its viability, proliferation, or migration (24,44,47). The ability to image single-cell migration and
differentiation in real time is expected to be important to a number of research areas, such as embryo-
genesis, cancer metastasis, stem cell therapeutics, and lymphocyte immunology.

5. MOLECULAR PROFILING OF HUMAN PROSTATE TUMOR SPECIMENS

For many anticancer agents, prediction of therapeutic response or resistance in a clinical trial can
be made with a biopsy. This requires the simultaneous detection and quantification of multiple pro-
tein biomarkers on tissue specimens. Current technologies allow neither simultaneous detection nor
exact quantification of multiple therapeutic target proteins in cancer specimens. QDs conjugated to
high avidity directed antibodies, permits a rapid, simultaneous assessment and quantification of can-

Fig. 4. Fluorescence micrographs of quantum dot (QD)-stained cells and tissues. (A) Actin staining (green
QDs) on fixed 3T3 fibroblast cells. (B) Live MDA-MB-231 breast tumor cells labeled with red QD-antibody
targeting the urokinase plasminogen receptor. (C) Intracellular labeling of live mammalian cells using QD-tat
peptide conjugates (25). (D) Frozen tissue specimens stained with QDs (targeting the CXCR4 receptor, red) and
a nuclear dye (green).
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cer biomarkers. The simultaneous detection of multiple proteins allows interrogation of entire signal
transduction pathways in cancer tissues in response to novel agents. Ultimately, the use of QD anti-
body nanotyping may allow the exact tailoring of specific therapies to individual patients. Figure 5A
shows the immunohistochemical staining of formalin-fixed, paraffin-embedded tissue sections of
human prostate cancer using QDs. Mutated p53 phosphoprotein overexpressed in the nuclei of
androgen-independent prostate cancer cells is labeled with red-color QDs (antibody DO-7; DAKO);
whereas early growth response protein, egr-1, is tagged with green-color QDs. Quantitative spectro-

Fig. 5. Quantum dot (QD)-immunostaining of formalin-fixed, paraffin-embedded human prostate tumor
specimens. (A) Fluorescence micrograph of dual-color QD-stained formalin-fixed, paraffin-embedded tissue,
see text for details. (B) Quantitative measurement of QD fluorescence intensity. The region of interest can
be selected manually (e.g., the blue circle in panel A) and quantified using a wavelength-resolved spectrometer.
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scopic analysis of each targets at cellular level can also be performed by using a spectrometer (Fig. 5B)
or an automated laser-scanning microscope.

6. MAPPING SENTINEL LYMPH NODES AND TUMOR ANGIOGENESIS

In vivo imaging with QDs has been reported for lymph node mapping, blood pool imaging, angio-
genic vessels, and cell subtype isolation (Fig. 6A–C). Ballou and coworkers injected PEG-coated
QDs into the mouse blood stream, and studied how the surface coating would affect their circulation
lifetime (42). In contrast to small organic dyes (which are eliminated from circulation within minutes
after injection), PEG-coated QDs were found to stay in blood circulation for an extended period of
time (half-life longer than 3 hours). This long-circulating feature can be explained by the unique

Fig. 6. In vivo targeting and imaging with quantum dots (QDs). (A) Ex vivo tissue examination of QD-labeled
cancer cells trapped in a mouse lung (44). (B) Near infrared fluorescence of water-soluble type II QDs taken up
by sentinel lymph nodes (49). (C) In vivo simultaneous imaging of multicolor QD-encoded microbeads injected
into a live mouse (25). (D) Molecular targeting and in vivo imaging of prostate tumor using a QD–antibody
conjugate (25).
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structural properties of QD nanoparticles. PEG-coated QDs are in an intermediate size range—they
are small and hydrophilic enough to slow down opsonization and reticuloendothelial uptake, and
they are large enough to avoid renal filtration. Webb and coworkers took advantage of this property,
and reported the use of QDs and two-photon excitation to image small blood vessels (48). They found
that the two-photon absorption cross sections of QDs are two to three orders of magnitude larger than
that of traditional organic fluorophores. Most recently, Jain and coworkers have used of QDs and
QD-doped silica beads for differentiating tumor vessels from perivascular cells and matrix. The results
demonstrated a much clearer boundary between blood vessels and cells than using traditional high-
molecular weight dextran (49).

For improved tissue penetration, Frangioni and Bawendi prepared a novel core-shell nanostructure
called type II QDs (50), with fairly broad emission at 850-nm emission and a moderate quantum yield
of approx 13%. In contrast to the conventional QDs (type I), the shell materials in type II QDs have
valence and conduction band energies both lower than those of the core materials. As a result, the
electrons and holes are physically separated and the nanoparticles emit light at reduced energies
(longer wavelengths). Their results showed rapid uptake of bare QDs into lymph nodes, and clear
imaging and delineation of involved sentinel nodes (which could then be removed). This work points
to the possibility that QD probes could be used for real-time intraoperative optical imaging, providing
an in situ visual guide so that a surgeon could locate and remove small lesions (e.g., metastatic tumors)
quickly and accurately. At the present, however, high-quality QDs with near-infrared-emitting proper-
ties are not yet available. Most materials (e.g., PdS, PdSe, InGaP, CdHgTe, and CdSeTe) are either not
bright enough or not stable enough for cancer-imaging applications. As such, there is an urgent need to
develop bright and stable near-infrared-emitting QDs that are broadly tunable in the far-red and infra-
red spectral regions. Theoretical modeling studies by Kim et al. indicate that two spectral windows
are excellent for in vivo QD imaging, one at 700 to 900 nm and another at 1200 to 1600 nm (51).

7. IN VIVO PROSTATE TUMOR TARGETING AND IMAGING

Akerman et al. first reported the use of QD–peptide conjugates to target tumor vasculatures, but
the QD probes were not detected in living animals (52). Nonetheless, their in vitro histological results
revealed that QDs homed to tumor vessels guided by the peptides and were able to escape clearance
by the reticuloendothelial system. Most recently, Gao et al. reported a new class of multifunctional
QD probes for simultaneous targeting and imaging of tumors in live animals (25). This class of QD
conjugates contains an amphiphilic triblock copolymer for in vivo protection, targeting ligands for
tumor antigen recognition, and multiple PEG molecules for improved biocompatibility and circula-
tion. The use of an ABC triblock copolymer has solved the problems of particle aggregation and
fluorescence loss previously encountered for QDs stored in physiological buffer or injected into live
animals (52–54). Detailed studies were reported on the in vivo behaviors of QDs probes, including
biodistribution, nonspecific uptake, cellular toxicity, and pharmacokinetics.

Under in vivo conditions, QD probes can be delivered to tumors by both a passive targeting mecha-
nism and an active targeting mechanism. In the passive mode, macromolecules and nanometer-sized
particles are accumulated preferentially at tumor sites through an enhanced permeability and reten-
tion effect (55,56). This effect is thought to arise from two factors:

1. Angiogenic tumors, which produce vascular endothelial growth factors that hyperpermeabilize the tumor-
associated neovasculatures and cause the leakage of circulating macromolecules and small particles.

2. Tumors lack an effective lymphatic drainage system, which leads to subsequent macromolecule or
nanoparticle accumulation.

For active tumor targeting, Gao et al. have used antibody-conjugated QDs to target a prostate-
specific cell surface antigen, prostate-specific membrane antigen (PSMA) (Fig. 6D). Previous
research has identified PSMA as a cell surface marker for both prostate epithelial cells and
neovascular endothelial cells (57). PSMA has been selected as an attractive target for both imaging



Quantum Dot Nanotechnology for Prostate Cancer Research 241

and therapeutic intervention of prostate cancer (58). Accumulation and retention of PSMA antibody
at the site of tumor growth is the basis of radioimmunoscintigraphic scanning (e.g., ProstaScint scan)
and targeted therapy for human prostate cancer metastasis (59).

8. TOXICITY AND POTENTIAL CLINICAL USE

The potential toxic effects of semiconductor QDs have recently become a topic of considerable
importance and discussion. Indeed, in vivo toxicity is likely a key factor in determining whether QD
imaging probes would be approved by regulatory agencies for human clinical use. Recent work by
Derfus et al. indicates that CdSe QDs are highly toxic to cultured cells under UV illumination for
extended periods of time (60). This is not surprising, because the energy of UV-irradiation is close to
that of covalent chemical bond and dissolves the semiconductor particles in a process known as
photolysis, which releases toxic cadmium ions into the culture medium. In the absence of UV irradia-
tion, QDs with a stable polymer coating have been found to be essentially nontoxic to cells and
animals, for example no effect on cell division or ATP production (D. Stuart, X. Gao, and S. Nie,
unpublished data). It has also been reported that the polymer-coated QDs could be toxic if significant
aggregates are formed on the cell surface (61). In vivo studies by Ballou and coworkers also con-
firmed the nontoxic nature of stably protected QDs (42). Still, there is an urgent need to study the
cellular toxicity and in vivo degradation mechanisms of QD probes. For polymer-encapsulated QDs,
chemical or enzymatic degradations of the semiconductor cores are unlikely to occur. However, the
polymer-protected QDs might be cleared from the body by slow filtration and excretion out of the
body. This and other possible mechanisms must be carefully examined before any human applica-
tions in tumor or vascular imaging.

9. CONCLUDING REMARKS

QDs have already fulfilled some of their promises as a new class of molecular probes for cancer
research. Through their versatile polymer coatings, QDs have also provided a “building block” to
assemble multifunctional nanostructures and nanodevices. Multi-modality imaging probes could be
created by integrating QDs with paramagnetic or superparamagnetic agents. Indeed, researchers have
recently attached QDs to Fe2O3 and FePt nanoparticles (62,63) and even to paramagnetic gadolinium
chelates (X. Gao and S. Nie, unpublished data). By correlating the deep imaging capabilities of MRI
with ultrasensitive optical imaging, a surgeon could visually identify tiny tumors or other small lesions
during an operation and remove the diseased cells and tissue completely. Medical imaging modalities
such as MRI and PET can identify diseases noninvasively, however, they do not provide a visual
guide during surgery. The development of magnetic or radioactive QD probes could solve this problem.

Another desired multifunctional device would be the combination of a QD imaging agent with a
therapeutic agent. Not only would this allow tracking of pharmacokinetics, but diseased tissue could
be treated and monitored simultaneously and in real time. Surprisingly, QDs may be innately
multimodal in this fashion, because they have been shown to have potential activity as photodynamic
therapy agents (64). These combinations are only a few possible achievements for the future. Practi-
cal applications of these multifunctional nanodevices will not come without careful research, but the
multidisciplinary nature of nanotechnology may expedite these goals by combining the great minds
of many different fields. The success seen so far with QDs points toward the success of QDs in
biological systems, and predicts the success of other nanotechnologies for biomedical applications.
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Expression Profiling of Prostate Cancer Progression
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Summary

DNA microarray technology has revolutionized cancer research through the ability to obtain a genome-
wide perspective of gene expression. More than 25 published studies have profiled human prostate tissues, and
the number of dysregulated genes identified through microarray studies is still expanding. However, although we
have gained tremendous insight into expression differences between benign and cancerous prostate tissue, much
remains to be understood regarding gene expression in the context of progression from benign to clinically
localized prostate cancer to metastatic disease. In this review, after briefly introducing DNA microarrays and the
current state of expression profiling in prostate cancer (CaP), we focus on how profiling studies have contributed
to our knowledge of gene expression in CaP progression, particularly in advanced disease. Studies attempting to
identify expression signatures correlating with Gleason grade are discussed. In addition, studies characterizing
expression in aggressive tumors, either by profiling metastatic samples directly or identifying gene signatures
characteristic of localized tumors likely to recur after surgical resection, are analyzed. Results from these studies
will be synthesized to characterize CaP progression and identify focused areas of future analysis. The limitations
of current approaches are also addressed, particularly in translating conclusions from these studies to clinical
practice. We conclude with a discussion of important advances and future areas for expression profiling in the
context of understanding CaP progression.

Key Words: Example: DNA microarrays; expression profiling; prostate cancer; Gleason grade; PSA
recurrence.

1. INTRODUCTION

Prostate cancer (CaP) is remarkable for its heterogeneity at the clinical, histological, and biologi-
cal level. In a single prostate, cancerous epithelial cells in different architectural patterns and degrees
of differentiation (reflected in the Gleason score; ref. 1), fibromuscular stromal cells, multiple foci of
prostatic intraepithelial neoplasia (PIN), atrophic lesions, nodules of benign prostatic hypertrophy
(BPH), and benign-appearing glands may all coexist. Further, although nomograms and other models
based on clinical and pathological parameters are effective at identifying the likelihood of an indi-
vidual tumor recurring after surgical resection (2), they do not explain why two tumors with identical
clinical and pathological parameters may show remarkably different clinical courses. Classically,
many human cancers are thought to develop through a series of sequentially accumulated genetic
events, culminating in carcinoma and metastatic disease, and these results are reflected at the histo-
logical, genetic, and clinical level. Many aspects of CaP biology do not fit with this model, and it is
unclear whether this framework should be applied to CaP progression. For example, classic genetic
techniques have provided only limited information regarding the process of CaP progression. There
are no obvious syndromes predisposing to CaP, and, whereas CaP clearly has a familial component,
little functional information has been gained from characterizing genes at the implicated loci. How-
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ever, several candidate genes and pathways have been implicated in CaP progression, such as GSTP1
(3), PTEN (4), NKX3.1 (5), AR (6,7), c-MYC (8,9), and the hedgehog pathway (10). Although this
chapter focuses on the contributions of expression profiling studies to understanding CaP progres-
sion, several excellent reviews discuss these genes and others that have been implicated through
other techniques (11,12). Although many lines of evidence support the role of these genes and path-
ways in CaP progression, few tumors share many or all of the same genetic lesions and there is little
evidence for a clearly defined series of genetic events leading to CaP progression.

The advent of the prostate-specific antigen (PSA) screening test has led to an increasing number
of cancers being detected at an early stage. Coupled with the genetic and clinical heterogeneity of
CaP, treatment decisions have become complicated, and a more thorough understanding of CaP pro-
gression is urgently needed. The unique biological and clinical aspects of CaP, as described in the
preceding paragraph, have led to speculation that characterizing CaP at the molecular level may be
the best way to identify clinically relevant tumor subtypes and provide insight into disease pathogen-
esis and progression. Several techniques exist for characterizing gene expression at a global level,
including DNA microarray analysis, which has become the standard research tool for high-through-
put examination of genome-wide expression changes in cancer.

2. DNA MICROARRAYS

DNA microarrays are based on the arrangement of thousands or tens of thousands of “probes”
(cDNA clones or oligonucleotides [25–80mers]) on a solid support, with each feature identified by
its location. Total RNA is isolated from samples of interest and converted to antisense RNA (aRNA)
or complementary DNA (cDNA), which is labeled with a fluorescent tag. The labeled target is
allowed to hybridize to the microarray, and the array is scanned by a laser, with the resulting fluores-
cence of each spot proportional to the amount of target hybridized. By profiling a large number of
samples (i.e., groups of cancerous and benign samples) expression patterns across groups of samples
are identified. Because of the massive amounts of data obtained during microarray experiments,
numerous bioinformatic tools have been developed for data storage, normalization, and analysis,
which can profoundly influence the final conclusions drawn from a microarray study (13–15).

Because of the popularity of microarrays, a variety of technologies have emerged, which can have
important effects on experimentation and design of profiling studies. The first microarrays were
developed by Patrick Brown’s group at Stanford University, and are commonly referred to as cDNA
microarrays (16,17). On these arrays, each probe consists of a cDNA clone of an individual transcript
produced by PCR. These clones are much longer than oligonucleotide arrays and, importantly, two
samples are hybridized competitively to the array. Thus, for each experiment, cDNA from an experi-
mental sample is fluorescently labeled with one tag and cDNA from a control sample is labeled with
a different tag. The array is scanned to excite both tags, and image analysis programs quantify the
ratio of experimental to control fluorescence for each feature as a measure of transcript abundance in
the experimental sample compared with the control. The requirement for a control sample influences
experimental design. For example, profiling studies of CaP often use pooled cell line RNA or pooled
normal prostate tissue as the control sample.

The first commercial microarray system was developed by Affymetrix, whose GeneChip system
uses millions of 25-mer oligonucleotide probes, each designed to hybridize to a particular part of a
transcript (18,19). The probes are synthesized in situ onto silicone wafers using photolithography.
Each transcript on the array is represented by a number of different probe pairs. Each probe pair
consists of a 25-base pair oligonucleotide perfectly matched to the consensus sequence of the tran-
script and a 25-base pair “mismatch” probe, in which the 13th position is designed not to match the
transcript sequence. The information across the different matched and mismatched probes is inte-
grated by Affymetrix software to calculate the output signal for each feature. Importantly, RNA from
a single sample is hybridized to each oligonucleotide array. Recently, other commercial suppliers
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have begun offering microarrays in a variety of formats with distinct advantages and limitations (20).
For example, Agilent offers 60-mer oligonucleotide arrays printed using ink-jet technology, which
can be used for hybridizations with or without a control sample, although competitive hybridizations
give more precise data (21).

Because of the differences in technology, experimental design, and output, profiles obtained from
different arrays are often difficult to compare directly (22). Our group has developed a meta-analysis
method to compare microarray studies from different platforms, which we applied to four of the
earliest prostate-profiling studies from cDNA and oligonucleotide microarrays to identify genes con-
sistently dysregulated across the data sets (23). Several of the genes identified in the meta-analysis as
being consistently dysregulated in CaP, such as AMACR and Hepsin, have been identified in almost
every subsequent study and likely represent potential biomarkers as well as genes involved in CaP
biology. We have also developed a web-based resource, Oncomine (www.oncomine.org), to catalog
expression-profiling studies and allow data mining across multiple studies (24). As an update, we

Fig. 1. Meta-analysis of genes overexpressed in prostate cancer (blue) compared with benign prostate
tissue (green) from six independent profiling studies (26,28,29,40,47,51), indicated by the last name of the
first author, using Oncomine. Columns represent individual arrays and rows represent individual genes. Yel-
low and red saturation of cells represent relative under and overexpression respectively. Gray cells represent
features not monitored or technically inadequate in the individual study. Genes present in at least four of the
six studies were ranked by the third lowest p value from the individual studies, and the top 50 genes are
listed.
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provide a meta-analysis of genes identified as being overexpressed in CaP compared with benign
prostate tissue across six large-scale profiling studies in Fig. 1.

3. PROFILING CAP PROGRESSION

The first studies to profile CaP using large-scale DNA microarrays were published in 2001 (25–
30). These studies identified genes that were dysregulated between “normal” samples (benign adja-
cent tissue and BPH) and cancerous samples (in some cases including PIN or metastatic tissues).
Several subsequent studies have also profiled normal and cancerous tissue, and almost all studies are
able to differentiate cancerous samples from benign prostate tissues. Recently, studies have begun to
focus on profiling aspects of CaP progression, as shown in Fig. 2. These studies include identifying
expression profiles characteristic of tumors of different Gleason scores, and characterizing aggres-
sive and metastatic CaP. Studies have also been conducted with the goal of identifying expression
signatures that predict which localized CaPs will recur after surgical resection. Studies examining

Table 1
DNA Microarray Studies Profiling Human CaP Tissues a

Samples

Author Array type Probes NOR PIN CaP MET References

Ashida cDNA 23,040 10 20 (31)
Best cDNA 6400 13 (32)
Bull cDNA 1877 11 2 16 (25)
Chen Affymetrix 6800   3 1  4 (33)
Dhanasekaran cDNA 9984 22 59 20 (26,34)
Ernst Affymetrix 12,625   9 17 (35)
Glinsky Affymetrix 12,625 79 (36)
Henshall Affymetrix 59,619 72 (37,38)
Kristiansen Affymetrix 3950 42 42 (39)
Lapointe cDNA 26,000 41 62 9 (40)
LaTulippe Affymetrix 63,175   3 23 9 (41)
Luo cDNA 6500   9 16 (29)
Luo Affymetrix >47,000 15 15 (42)
Luo cDNA 12,000 25 25 (43)
Magee Affymetrix 6800   4   9 2 (27)
Moore cDNA 6200 12 12 (44)
Ramachandran Affymetrix 39,000 12 28 (45)
Rossi Affymetrix 12,625 7 (46)
Singh Affymetrix 12,625 50 52 (47)
Stamey Affymetrix 6800   8   9 (30)
Stamey Affymetrix 6800 26 12 (48)
Stuart Affymetrix 12,625 50 38 (49)
Vanaja Affymetrix 12,625   8 23 5 (50)
Welsh Affymetrix 12,625   9 23 1 (28)
Yu Affymetrix 37,777 83 66 (51)

a Studies are identified by the last name of the first author from the appropriate reference. For each study,
the type of array (Affymetrix or cDNA), the number of probes or genes monitored on the array (as reported by
the authors), and the number of benign samples (normal [NOR], including benign prostatic hypertrophy
[BPH]), prostatic intraepithelial neoplasia (PIN), localized prostate cancer (CaP), and metastatic samples
(MET) are indicated.
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Fig. 2. Different aspects of prostate cancer (CaP) progression examined by expression-profiling studies. The
earliest profiling studies were designed to identify differences in gene expression between benign prostate
tissue and localized CaP. Studies that are more recent have focused on identifying expression patterns correlat-
ing with different Gleason scores. Other studies have focused on identifying genes differentially expressed
between localized and metastatic CaP. Several studies have also profiled localized CaPs in an attempt to iden-
tify expression signatures that can be used to identify which localized CaPs will be most likely to experience
PSA recurrence after surgical resection.

PE, submit
to ART:
Please
change
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style.
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these aspects of CaP progression will be the focus of this review, although a more thorough list of
profiling studies is presented in Table 1.

4. IDENTIFYING GENE EXPRESSION CORRELATES OF GLEASON SCORE

Several studies, including those that also profiled metastatic samples or attempted to predict
recurrence, have attempted to identify expression patterns that correlate with Gleason grade or score.
Theoretically, these studies should be able to shed biological insight into molecular changes that
characterize the observed histological patterns. Welsh et al. profiled 9 normal prostate samples, 23
localized tumors, and 1 metastatic CaP sample on Affymetrix U95a GeneChips containing probes
for 12,625 transcripts (28). The authors performed an analysis of variance (ANOVA) on the data
set, with the tumors divided into three groups (Gleason score 5 or 6, Gleason score 7, and Gleason
score 8 or 9). Although the number of genes and level of significance was not stated, the authors
noted that 2 of the top 20 most significant genes, IGFBP-2 and IGFBP-5 (up in Gleason score 8 or
9), had been identified previously as being elevated in high-grade cancer (52). A study by Best et al.
profiled six high Gleason grade tumors (score 9 or 10) and seven low-grade tumors (score 5, 6, or 7)
on 6400-element cDNA microarrays (32). They identified 21 genes that showed differential expres-
sion between high- and low-grade tumors (p < 0.03) that could accurately cluster their samples,
although the high- and low-grade samples did not form separate clusters when the full data set was
used. Singh et al. profiled 52 tumors and 50 normal prostate specimens on Affymetrix U95Av2
arrays (47) and attempted to identify genes that correlated with clinical and pathological features.
The authors reported that 29 genes significantly correlated with Gleason score, with 15 genes posi-
tively correlated with increasing Gleason score, and 14 genes negatively correlating with Gleason
score (p < 0.001). Importantly, Singh et al. validated their signatures on Welsh and colleagues’ data
set (28), and demonstrated that the positively and negatively correlated gene sets remained separate,
although the genes were not able to separate high- and low-grade tumors robustly. Lapointe et al.
profiled 62 primary prostate tumors, 41 normal adjacent tissues, and 9 lymph node metastases using
cDNA microarrays containing 26,260 genes (40). The authors identified 41 genes associated with
high-grade disease, of which four, COL1A2, BGN, SPARC, and ABCA5, were reported by Singh et
al. to correlate with tumor grade.

If gene signatures distinguishing Gleason patterns are reflective of underlying biological differ-
ences, we would expect that the same genes should appear in multiple studies. However, a single set
of candidates has not emerged from these studies and there seems to be a limited overlap of genes
between studies. There are several reasons for this discrepancy, which are also problematic and often
more apparent in studies attempting to predict recurrence. In addition to profiling different samples
on multiple platforms that do not contain the same sets of genes, these studies also treated Gleason
scores differently when attempting to identify expression signatures. Some studies looked for expres-
sion differences between two defined groups of high and low Gleason scores, whereas other studies
treated each Gleason score as an individual group for a correlation analysis. Another important factor
is that because Gleason scoring is based on subjective criteria, interobserver variation could influ-
ence these studies. Further, most of these studies are limited by the number of samples, both in total
and at the upper and lower extremes of Gleason scores, which is vitally important to developing a
robust classifier.

Nevertheless, several important conclusions can be taken from these studies. Although only lim-
ited, the observed overlap does suggest that genetic differences exist between high and low Gleason
patterns, which is expected because of the general biological and clinical differences shown by these
classes of tumor. However, not discounting the factors described in the preceding paragraph, hetero-
geneity should also be expected, because of the different clinical courses that can be observed from
tumors of the same grade. In terms of specific genes and features discriminating different Gleason
scores, additional validation is needed for all of the identified candidates. In particular, validation of
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transcript expression using in situ hybridization or protein expression using immunohistochemistry
(IHC) on tissue microarrays (TMAs) will help determine whether expression changes in the identi-
fied genes truly represent different Gleason patterns. However, it is interesting to note that many of
the differential genes encode proteins that contribute to the basement membrane and extracellular
matrix, such as COL1A2, SPARC, and BGN, which correlated with high grade in the studies of both
Singh et al. and Lapointe et al. For example, expression of SPARC has been assessed using IHC on
TMAs in an independent study on a limited number samples, and, although expression did not seem
to correlate with Gleason score, expression was increased in metastatic carcinoma compared with
localized CaP, suggesting a possible role in CaP progression (53).

5. IDENTIFYING AGGRESSIVE TUMORS
THROUGH EXPRESSION PROFILING

Gleason score has proven to be a significant predictor of patient outcome (1), and determining
expression patterns that distinguish different grade cancers should help to identify fundamental
molecular differences that distinguish these architectural patterns. However, a more powerful use of
microarray technology is to identify expression signatures that reflect the molecular differences that
drive the clinical progression of CaP, which may or may not be shared by cancers of the same grade.
In this manner, aggressive tumors can be characterized regardless of clinical or pathological charac-
teristics. In addition, these expression profiles should help in understanding the biology of CaP
progression. Following this idea, several groups have tried to identify expression changes character-
istic of aggressive tumors using different experimental strategies. Some groups have chosen to pro-
file advanced and metastatic tumors directly and identify expression patterns that distinguish these
samples from localized cancer, whereas others have focused on identifying expression patterns that
predict biochemical or clinical recurrence after treatment.

6. PROFILING METASTATIC CAP
Several groups have attempted to characterize CaP progression using DNA microarrays to profile

advanced cancers, including metastatic samples. Some studies have attempted to identify expression
patterns that differentiate between organ-confined CaP and locally advanced or metastatic CaP, with
the thought that differentially expressed genes may serve as biomarkers and help explain CaP pro-
gression. For example, Luo et al. profiled 15 cancerous and 15 adjacent normal tissues on Affymetrix
Hu35k and U95a GeneChips containing more than 47,000 probes (42). Seven cancerous samples
represented invasive CaP characterized by capsular penetration, with or without invasion of other
organs or distant metastasis. Clustering revealed that three highly aggressive tumors had profiles
distinct from organ-confined tumors and were themselves very heterogeneous, although the authors
were able to identify 12 genes with at least a twofold difference between invasive CaPs and normal
samples or organ-confined tumors. Magee et al. profiled four normal prostate samples, eight organ-
confined tumors, and three advanced samples (two lymph node metastases and one tumor with semi-
nal vesicle invasion) on Affymetrix GeneChips representing 6800 transcripts (27). Using a filter to
identify genes showing a threefold differential between the three advanced samples and seven of the
eight organ-confined tumors, the authors identified two upregulated (advanced vs organ-confined)
genes and nine downregulated genes. Vajana et al. profiled 23 organ-confined CaP samples (12
Gleason score 9, and 11 Gleason score 6), 5 metastatic samples, and 8 benign adjacent prostate tis-
sues on Affymetrix U95Av2 GeneChips (50). The authors did not report on expression patterns that
could differentiate between the metastatic and localized cancers. However, the authors validated
several genes by quantitative real-time PCR (QPCR) that showed progressive dysregulation through
localized and metastatic samples. The authors focused on ZNF185, a gene they identified as being
downregulated in cancer and metastatic samples, and demonstrated that ZNF185 is epigenetically
silenced in localized and metastatic samples.
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Other studies have chosen to focus on genes that are differentially expressed between localized
and metastatic CaP, with the idea that these alterations may more directly address the process of
metastasis. Rossi et al. extended the study of Singh et al. (47) by profiling an additional seven meta-
static lesions in bone (46). They identified fatty acid synthase (FASN) as being significantly
overexpressed in the metastatic samples compared with the 52 localized CaP samples and validated
this finding by examining protein expression using IHC on TMAs.

LaTulippe et al. profiled 3 noncancerous prostate samples, 23 localized CaP samples, and 9 meta-
static CaPs on the Affymetrix U95 GeneChip set containing 63,175 probe sets (41). Unsupervised
hierarchical clustering of the 32 CaPs separated the localized and metastatic tumors and the authors
chose to focus on differential expression between the subset of primary cancers without recurrence
and the metastatic samples. They identified 3436 probe sets that showed at least a threefold mean
differential gene expression between these two groups. In an attempt to identify biological differ-
ences between early stage and metastatic tumors, the authors functionally annotated 100 of the most
differentially expressed genes. Twenty-six of the top 100 genes play a role in cell cycle regulation
(including mitosis, DNA replication, and DNA repair), which is consistent with the authors’ observa-
tion that the metastatic tumors had a higher proliferation index than the localized samples, based on
Ki67 IHC analysis of the samples used for profiling. Other functional categories with a large propor-
tion of dysregulated genes include genes regulating transcription and protein expression, as well as
cell signaling. Although localized and metastatic tumors clustered separately using the entire gene
set, it would be interesting to determine the extent of shared gene expression between the localized
CaP samples with PSA recurrence and the metastatic samples.

In two studies, our group (26,34) has profiled 22 benign prostate tissues (BPH and normal adja-
cent tissue), 59 localized tumors, and 20 metastatic CaPs. We analyzed the data set in an attempt to
identify genes specifically overexpressed in metastatic samples compared with localized CaP, and
found EZH2 to be the most overexpressed gene by significance of microarray analysis (54). Using
IHC on TMAs, we demonstrated that EZH2 protein expression increased from benign to localized
CaP to metastatic cancer samples. In a multivariate Cox model including surgical margin status,
tumor size, Gleason score, and preoperative PSA level, increased EZH2 protein expression was the
best predictor of recurrence (p = 0.02).

7. PREDICTING RECURRENCE FROM EXPRESSION SIGNATURES
As an alternative to studies profiling aggressive and metastatic samples in an attempt to under-

stand CaP progression, several groups have attempted to use expression patterns to predict which
patients will demonstrate biochemical or clinical recurrence after treatment. These studies have been
encouraged by demonstrations that microarray profiling can stratify patients into “good prognosis”
vs “bad prognosis” groups in other cancers, including diffuse large B-cell lymphoma (55,56), acute
lymphoblastic leukemia (57), acute myeloid leukemia (58,59), and breast cancer (60). In addition to
providing valuable diagnostic markers, functional examination of implicated genes should aid in
understanding the molecular alterations that drive CaP progression.

In the study by Singh et al. (47) described in Section 4, the authors also attempted to identify genes
whose expression correlated with outcome. Unfortunately, only 21 of the 52 patients with localized
CaP were evaluable at the time of publication with respect to recurrence during at least 4 years of
follow-up, and there were only eight recurrence events. The authors reported that they were not able
to identify a single gene that was statistically associated with recurrence. Instead, they applied k-nearest
neighbor classification and developed a five-gene model reaching 90% accuracy in predicting recur-
rence during leave-one-out cross validation. Five genes were identified as being used in more than
half of the prediction models, including chromogranin A, PDGFRB, HOXC6, ITPR3, and SIAT1.

Similarly, Lapointe et al. also analyzed their study in an attempt to identify genes associated with
recurrence (40). Twenty-three genes associated with early recurrence were identified, although the
false discovery rate (61) was 16%, which the authors attributed to the short period of clinical follow-
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up. It should also be noted that the cohort only contained seven tumors with recurrence events, and
the authors reported that recurrence information was missing for 31 of the 62 tumors. Although no
genes overlapped with the five outcome predictor genes of Singh et al., the authors demonstrated that
their 23-gene signature was able to accurately predicted recurrence in 15 of the 21 samples in the
study by Singh et al. (although only 9 of the 23 genes in their signature were available on the
Affymetrix GeneChips used in the study by Singh et al.).

Three recent studies have been designed with a more-focused objective of identifying genes
associated with recurrence or aggressive cancers. Henshall et al. profiled 72 localized CaPs on cus-
tom Affymetrix GeneChips containing 59,619 probe sets (37). Seventeen of the 72 patients in their
cohort had PSA recurrence and their analysis was designed to identify genes that were able to pre-
dict recurrence better than preoperative PSA level. They identified 266 probes that were significant
predictors at p < 0.01, although the false discovery rate (61) was 23%. Clustering samples by these
266 probes separated the recurrence samples from the nonrecurrence samples, as would be expected
by the selection criteria, and also grouped 22 patients who were disease free at the time of censoring
with the recurrence samples. The authors focused on one gene, trp-p8 (also known as TRPM8),
encoding a putative Ca2+ channel, which showed downregulation in samples with recurrence com-
pared with nonrecurrence samples. The loss of TRPM8 remained a significant predictor of PSA
relapse in a multivariate Cox proportional hazards model (p = 0.0008). TRPM8 was further charac-
terized as being androgen-regulated using xenograft models. Unfortunately, TRPM8 had not been
monitored in any other published microarray studies, so it could not be validated in independent
data sets; however, the authors noted that none of the 11 genes commonly appearing in Singh’s
cross-validation model appeared in their list of 266 probe sets.

Glinsky et al. used a unique approach to predict prognosis from expression patterns (36). The
authors began by analyzing the data set from Singh et al. (47), identifying 218 genes differentially
regulated in the 8 recurrence samples and 13 nonrecurrence samples (p < 0.05). These genes were
compared with expression profiles in three xenograft models of highly aggressive human CaP cells
and the authors developed an algorithm that combined small gene clusters exhibiting highly concor-
dant expression patterns across the clinical and model system samples. This algorithm, using 14
genes, was able to classify 90% of the samples correctly with respect to recurrence. Importantly, this
algorithm was then validated on Glinsky et al.’s own data set, containing 79 tumor specimens, of
which, 37 had recurrence events. This algorithm was found to be an independent predictor of disease
recurrence in the Cox multivariate analysis (p = 0.0001) and was able to correctly classify 75% (59 of
79) of the samples correctly.

Yu et al. profiled 152 prostate samples, including 23 prostate samples from patients showing no
prostate pathology, 60 normal tissues adjacent to CaP, and 66 CaP samples on the Affymetrix U95
GeneChip series consisting of probe sets for 37,777 genes (51). The authors divided the CaP samples
into two groups for predicting tumor aggressiveness. Tumors showing invasion into seminal
vesicles or adjacent organs, PSA recurrence, or distant metastasis were classified as aggressive,
and the remainder were considered nonaggressive. Seventy-two genes were identified as differen-
tially expressed between the two groups (p < 0.002). To classify the samples, the five most differ-
entially expressed genes were identified and groups of five genes were added sequentially and the
classification rate was evaluated by leave-one-out cross validation. A 70-gene model was found to
perform the best, correctly classifying 89% of the samples. This 70-gene model was validated on an
independent data set of 23 cases of aggressive and nonaggressive cases CaP (78% overall accu-
racy), although no information was provided regarding the samples. The authors noted that 60% of
the 70-gene model were expressed sequence tags or genes with unknown functions, although it was
unclear whether any genes in the model overlapped with other predictors.

Comparing these studies that attempted to predict outcome, a similar picture to the comparison of
studies that attempted to distinguish Gleason patterns emerges. A single set of candidates does not
readily emerge and, again, the overlap between gene sets from different studies is limited. Many
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reasons again account for the observed discrepancies, some of which were shared by studies attempt-
ing to profile Gleason patterns. Again, these studies were conducted on different platforms that do
not contain probes for the same genes, as pointed out by many of the authors. Inclusion criteria were
also different between the studies. Perhaps the biggest limitation of many of these studies is the
limited number of samples used in the analysis, particularly with regard to the number of recurrence
events. As described, two of the studies were only able to use approximately half of their localized
CaP samples in the analyses. Several important reasons for the observed discrepancies between the
outcome studies are also unique to this type of analysis. Many of the studies rely on arbitrary cut-off
points for inclusion into recurrence or recurrence-free classification. Whether tumors recurring at 1
or 5 years after surgery, which would be classified as two distinct categories using most of the analy-
sis methods, are molecularly and biologically different is unknown. Each group also used a unique
set of data-processing steps, algorithms, and significance cut-offs to define their classifiers, and these
can profoundly influence the classification signatures and success rates (62,63). For example, using
different methods, Singh et al. found no genes in their data set that significantly associated with
outcome (p < 0.05), whereas Glinsky et al., analyzing the same data set, identified 218 genes (91
upregulated and 127 downregulated transcripts) that were differentially regulated (p < 0.05).

8. SYNTHESIZING PROFILING STUDIES OF AGGRESSIVE
AND METASTATIC SAMPLES TO UNDERSTAND CAP PROGRESSION

Although these studies do not seem to have uncovered the defining expression signature associ-
ated with CaP recurrence, they provide evidence that genetic differences can distinguish between
high- and low-risk tumors. Further, these genetic differences may be poorly accounted for by, or
independent of, the clinical and pathological parameters currently used to predict recurrence. Perhaps
more importantly, these current studies provide important insight into CaP progression, particularly
in the context of studies profiling metastatic samples, and suggest areas of focus in future studies.
When synthesizing the results of these studies and subsequent studies to validate identified genes,
one of the most consistent observations across these studies is that regardless of their clinical and
pathological characteristics, primary tumors with expression signatures similar to metastatic samples,
including cell cycle genes, are likely to have a poor outcome. This observation is not surprising, but
results from several studies argue strongly for the conclusion and it can help focus future studies into
CaP progression.

One of the first candidate genes to be associated with metastatic tumors and localized CaP samples
with poor outcome was EZH2. We identified EZH2 as being overexpressed in metastatic samples
compared with localized CaP, and increased protein expression in localized CaP was associated
with recurrence (34). EZH2 has also been found to be significantly overexpressed in metastatic
samples compared with localized CaP in other studies (40,41). Besides acting as a histone
methyltransferase responsible for gene silencing, recent evidence has demonstrated that EZH2 is
regulated by the pRB/E2F pathway and is essential for proliferation in several cell types (34,64–67).
These results, along with observations that EZH2 transcripts are often increased in tumors with
increased proliferation as assessed by Ki67 staining, have prompted speculation that EZH2 expres-
sion may merely represent a marker of proliferation (40,41).

However, several lines of evidence suggest that EZH2 has additional roles in CaP progression
besides serving as a marker of proliferation. In addition to being overexpressed in CaP, EZH2 has
been found to be overexpressed or amplified in other cancers, suggesting a role as a general oncogene
(67). In breast cancer, in which increased EZH2 protein also predicts disease recurrence (68), immu-
nofluorescence demonstrated that expression of EZH2 precedes high frequencies of proliferation
(69). Recently, EZH2 expression in the content of a polycomb complex was also examined during
CaP progression in the NKX3.1+/–; PTEN +/– mouse model, which develops PIN and subsequent car-
cinoma (70,71). PIN lesions displayed moderate elevation in the number of cells expressing EZH2,
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and cancerous tissues displayed further elevations, as assayed at the transcript and protein level.
Importantly, the authors noted that increased EZH2 expression did not correlate with increased Ki67
levels (66). However, even if EZH2 is merely a marker of proliferation, localized tumors that express
high levels of EZH2 are more likely to recur than tumors expressing low levels of EZH2.

As another example, JAG1, a notch signaling ligand, was identified by LaTullippe et al. in their
study (41) as one of the most overexpressed genes in metastatic samples compared with localized
nonrecurrence samples (mean 32.8-fold difference). This gene was also upregulated in our study in
metastatic samples compared with localized CaP (34). Subsequently, JAG1 protein expression was
evaluated using IHC on TMAs. As expected, significantly higher expression in metastatic cancer
compared with localized cancer and benign tissues was observed. Most importantly, increased JAG1
expression was found to be significantly associated with recurrence in localized CaP samples, inde-
pendent of other clinical parameters (72).

Further support for this concept was provided by results from the studies of Glinsky et al. and
Lapointe et al. Although they did not profile metastatic tumors directly, Glinsky et al. built their
predictive algorithm around expression differences between highly aggressive and less aggressive
xenograft models. Using unsupervised hierarchal clustering, Lapointe et al. identified three clusters
of tumor samples. Interestingly, high Gleason grade samples, advanced stage samples, and tumors
with PSA recurrence or clinical metastasis were disproportionately represented in two of the three
clusters. These clusters also contained all of the lymph node metastases. To investigate the clinical
relevance of the tumor subtypes observed, the authors focused on two genes, AZGP1 and MUC1,
which showed differential expression between the observed tumor clusters. IHC on TMAs composed
of 225 primary tumors demonstrated that increased MUC1 expression (p = 0.0005) and decreased
AZGP1 expression (p = 0.002) were predictors of recurrence independent of grade, stage, or preop-
erative PSA in a multivariate proportional hazards analysis.

Taken together, these studies suggest an important role for genes that show dysregulation in
localized tumors and metastatic cancer in CaP progression. In addition to serving as potential
biomarkers, genes consistently identified across studies should also provide focused targets for
functional studies. As an example, HOXC6 has been found to be overexpressed in recurrent local-
ized or metastatic samples by multiple cDNA microarray studies (34,41,47), and a recent func-
tional study demonstrated that HOXC6 silencing resulted in decreased proliferation through
increased apoptosis in LnCaP cells (45). These results argue strongly for increased profiling of
metastatic CaP, as Table 1 reveals that just greater than 50 metastatic samples have been profiled.
Further, because metastatic cancer shows heterogeneity between individual cases as well as hetero-
geneity at different foci within a single patient (53,73), much remains to be understood regarding
gene expression in metastatic CaP. To identify possible targets for functional studies, we performed
a meta-analysis of genes overexpressed during CaP progression from three large-scale studies pro-
filing benign prostate, localized CaP, and metastatic CaP tissues, as shown in Fig. 3.

9. LIMITATIONS OF CURRENT
APPROACHES TO EXPRESSION PROFILING

Although the outcome studies described in Sections 6 and 7 suggest that expression signatures can
be used to identify patients at high risk for recurrence, these models do not seem to be ready for
clinical application. Many of the outcome studies have demonstrated that their classifiers can predict
outcome independent of other known risk factors using multivariate models. However, established
models, such as the GPSM (74) and Kattan nomogram (75), have already been developed that opti-
mally incorporate these factors. Because it seems unlikely that expression profiling will replace moni-
toring of Gleason scoring, preoperative PSA levels, seminal vesicle, and margin status, these variables
will be available for any model, including one incorporating expression signatures. Thus, it has been
suggested that the question that should be asked is: How accurate is the best prediction model without
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Fig. 3. Meta-analysis of genes overexpressed during prostate cancer (CaP) progression from three studies
(26,40,51), indicated by the last name of the first author, profiling benign prostate tissue (green), localized CaP
(blue) and metastatic CaP (purple) using Oncomine. See Fig. 1 for the matrix color scheme. Genes present in
two of the three studies were ranked by the second lowest p value from the individual studies, and the top 50
genes are listed.
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the new marker relative to the model with the new marker (2,76)? Only the study by Glinsky et al.
directly addressed this question. They found that their classifier alone or incorporated with the nomo-
gram (75) was able to classify 59 (75%) of 79 samples, whereas the nomogram alone was able to
classify 56 (71%) of 79 samples.

Examining the limitations of these current studies can help identify how gene expression might
eventually be used clinically to influence treatment decisions. Perhaps the biggest limitation of most
of the published studies is the limited number of samples profiled, particularly the number of recur-
rence events. Recent analysis of several published studies attempting to predict outcome in other
cancers suggests that the number of samples profoundly influences the accuracy and stability of the
classifier (77,78). One way to accumulate a larger sample size would be to combine multiple inde-
pendent data sets. At present, a large data set consisting of 300 localized CaP samples could be
created by combining the data sets just using the Affymetrix U95A GeneChip. Such comparisons and
validations can only be accomplished through the deposition of data in publicly available databases,
such as GEO (http://www.ncbi.nlm.nih.gov/geo/) (79), Array Express (http://www.ebi.ac.uk/array
express/) (80), or Oncomine. In an attempt to synthesize current studies attempting to predict out-
come, we used our meta-analysis method (23) to identify a meta-signature of 34 genes that are
dysregulated between tumors with or without PSA recurrence across three independent data sets
(26,36,51) at a Q value (estimated false discovery rate) of 0.3, as shown in Table 2. We then validated
this meta-signature on a fourth independent data set (40), and demonstrated that our signature was
greater than 75% sensitive and specific in predicting the prognosis of clinically localized disease (J.
Yu et al., manuscript submitted). Although this study is still limited by the same factors as the indi-
vidual studies, it provides support for the existence of genes consistently dys-regulated across studies
and provides candidates for functional studies.

However, single studies and meta-analyses alike face serious challenges that reveal fundamental
limitations of using microarrays to develop classifiers. At present, samples that can be used for

Table 2
Meta-Analysis of Three Independent Data Sets a

Gene symbol Gene name Gene symbol Gene name

BPAG1 Bullous pemphigoid antigen 1 ENSA Endosulfine-α
EDNRB Endotehlin receptor type B NICE-1 NICE-1 protein
CDC27 Cell division cycle 27 SVIL Supervillin
HLF Hepatic leukemia factor GPS2 G protein pathway suppressor 2
FLJ12443 Hypothetical protein FLJ12443 HDAC7A Histone deacetylase 7A
RBBP6 Retinoblastoma binding protein 6 CNTN1 Contactin 1
GSTM3 Gluathione-S-transferase M3 (brain) SNX5 Sorting nexin 5
C7 Complement component 7 FBXO6 F-box protein 6
SF1 Splicing factor 1 LIFR Leukemia inhibitory factor receptor
PRKWNK1 Protein kinase, lysine deficient 1 SYNPO2 Synaptopodin 2
GPATC1 G patch domain containing 1 FBXW2 F-box and WD-40 domain protein 2
LOC55971 Insulin receptor tyrosine kinase substrate USP53 Ubiquitin specific protease 53
NDP Norrie disease (pseudoglioma) NT5C3 5'-nucleotidase, cytosolic III
INPP4B Inositol polyphosphate-4phosphatase TPR Translocated promoter region
SLC39A13 Solute carrier family 39, member 13 RGS5 Regulator of G protein signaling 5
EST Transcribed sequences ASAHL N-acylsphingosine aminohydrolase-like
PLXNC1 Plexin C1 CBX3 Chromobox homolog 3

a Meta-analysis (23) of three independent data sets (26,36,51) identified 34 dysregulated genes at a Q value (esti-
mated false discovery rate) of 0.3 between localized CaP samples with or without PSA recurrence. Gene symbols and
names are listed. EST, expressed sequence tag.
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microarray analysis are limited to frozen tissues, because formalin-fixed, paraffin-embedded (FFPE)
tissues yield degraded RNA, which cannot be used with current microarray techniques. Although this
is an area of intense investigation, at present it represents a fundamental problem, because samples
with considerable clinical follow up, which are essential for developing robust and clinically usable
classifiers, are poorly represented in frozen tissue banks.

At present, microarray analysis is still prohibitively expensive and labor intensive. It also seems
very unlikely that the measurement of tens of thousands of genes will be required to monitor the
biological effects of the cancer transcriptome. Alternative technologies, such as QPCR, allow for
much higher throughput measurement of gene expression for tens or hundreds of genes at reduced
expense (81,82). QPCR also offers increased sensitivity and precision along with a much broader
dynamic range. A recent study by Paik et al. (83) demonstrates the enormous power of combining
bioinformatics analysis of DNA microarray data with QCPR. In this study, the authors mined breast
cancer microarray data to select a panel of genes to predict recurrence of tamoxifen-treated breast
cancer. After testing 250 candidate genes on three independent data sets consisting of a total of 447
tumors, the authors used 21 genes to create an algorithm for use in a prospective study using 675
tissues. The sensitivity of QPCR allowed the algorithm, which calculates a “recurrence score,” to
stratify patients into low-, intermediate-, or high-risk groups. Importantly, using a multivariate Cox
model, the recurrence score provided significant predictive power that was independent of age and
tumor size (p < 0.001). Further, the recurrence score was also predictive of overall survival (p <
0.001), and the authors demonstrated that it could be used as a continuous function to predict distant
recurrence in individual patients. An important feature of this study was the prospective selection of
the 21-gene panel. In addition to five reference genes, the included genes represented a proliferation
cluster, an estrogen cluster, a HER2 cluster, an invasion cluster, and three individual genes. These
genes and clusters may be representative of hundreds or thousands that show similar expression
patterns across the transcriptome-wide analysis that microarrays reveal. Importantly, this study dem-
onstrates that accurate monitoring of representative genes from important biological processes in
breast cancer and metastasis in general, along with only a few “outcome” genes, can effectively
predict clinical behavior based on global gene expression.

A similar study for identifying aggressive CaP can be easily imagined. Eventually, with enough
profiling studies, or by meta-analysis of current studies, a small group of genes (hundreds) should
emerge as candidates for predicting PSA recurrence. These genes could then be monitored using
QPCR or other high-throughput techniques. Perhaps the most important part of such an analysis
would be the opening of the large collection of fixed tissues with long-term follow-up that are
unavailable in studies limited to frozen tissues. The study by Paik et al. was performed exclusively
using FFPE tissues, and their study used the extended follow-up that is generally unavailable in
frozen tissue cohorts. Primer sets for QPCR are designed to amplify regions less than 100 base pairs,
and the technology is sensitive enough to accurately quantify transcripts even in severely degraded
material. Being able to use FFPE tissues would also allow for focused studies with controlled clinical
and pathological parameters, such as identifying a poor prognosis signature for low Gleason score
tumors, which are very poorly represented in most frozen tissue banks. Taken together, these results
suggest that current and future expression profiling studies in combination with other techniques,
such as QPCR, may be able to guide treatment options for CaP.

10. FUTURE AREAS OF FOCUS FOR PROFILING
IN THE CONTEXT OF CAP PROGRESSION

In this final section, we provide a brief discussion of important advancements and future areas of
focus for expression profiling that are essential for understanding CaP progression. An important
aspect of CaP progression involves characterizing precursor lesions, such as PIN, which has recently
become possible because of technological advances. These technological advances, such as laser
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capture microdissection (LCM), as well as in silico techniques are also being applied to minimize the
effect of contaminating stromal cells on expression signatures. Finally, we briefly discuss how alter-
native ways of analyzing microarray data sets may help to identify genetic lesions that drive CaP
progression in individual tumors.

11. PROFILING PRECURSOR LESIONS USING LCM
Gene expression profiling generally requires micrograms of total RNA. Because of these require-

ments, little is known regarding genome wide expression in precursor lesions of CaP, such as PIN.
One of the first expression-profiling studies by Bull et al. in 2001 profiled two grossly dissected
specimens containing PIN on 1877-element nylon arrays and identified nine genes as being
overexpressed in PIN (25). Unfortunately, since this study, there has been little progress in charac-
terizing global gene expression in PIN. Because of the multifocal and heterogeneous nature of CaP,
profiling PIN has important implications for understanding CaP development and progression. Many
prostate tumors contain foci of PIN and it is unknown whether expression in these foci reflect changes
observed in CaP. For example, if a set of genes is identified that predict a poor outcome in primary
CaP, it will be important to see whether this signature is present at the stage of PIN, or if these
expression changes only occur after the development of carcinoma. To enable the profiling of smaller
lesions, groups are combining two technologies, LCM and RNA amplification. LCM allows the
specific capturing of cells of interest from a tissue section using a laser beam (84). Typically, nano-
grams of total RNA can be isolated from hundreds to thousands of cells. To profile the captured
cells, the RNA must be amplified before hybridization. Variations of the Eberwine in vitro transcrip-
tion-based linear amplification method are the most thoroughly validated for expression profiling
(85,86). Recently, several exponential PCR-based amplification techniques have also been devel-
oped and used for expression profiling (87,88).

A recent study by Ashida et al. represents the first study combining LCM and RNA amplification
to characterize gene expression in PIN. The authors captured, amplified, and generated expression
profiles on 23,040-element cDNA microarrays from cancerous epithelia from 20 CaP samples, epi-
thelium from 10 PIN samples, and normal adjacent epithelial cells from an unstated number of cases
(31). The authors reported 21 and 63 genes as being overexpressed or underexpressed respectively in
both PIN and CaP compared with normal tissue. Forty-one and 98 genes were identified as being
upregulated or downregulated, respectively, during the transition from PIN to CaP. Hierarchical clus-
tering using the 63 genes showing the highest standard deviation across the PIN and CaP samples
successfully separated the CaP and PIN samples.

Unfortunately, although PIN and CaP samples were profiled from the same patient in four cases,
the authors did not compare the profiles from these samples directly. Eight of the 20 CaP samples
were Gleason score 5 and only 1 of the 20 samples had a Gleason score greater than 7, therefore,
these samples are not entirely representative of samples observed in the Western world. However, in
addition to providing a list of genes that may be differentially expressed between PIN and CaP, this
study represents an important proof of concept for profiling PIN lesions in the context of understand-
ing CaP progression.

12. ACCOUNTING FOR STROMAL
CONTAMINATION IN EXPRESSION PROFILING

When selecting tissues for profiling, investigators have noticed that cancerous tissues consistently
contain more epithelium than benign samples. Groups have used different techniques to control for
this difference, most commonly trying to minimize the difference between the percentage of epithe-
lial cells in each case. However, an elegant study combining expression profiling with in silico analy-
sis revealed that stromal contamination has an important effect on profiling studies. By accurately
determining the percentages of various cell types, including cancerous epithelium, benign hyperplas-
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tic epithelium and stroma, Stuart et al. were able to determine each cell type’s relative contribution to
the observed expression profile (49). They showed that although most genes identified as upregulated
from benign tissue to CaP in the meta-analysis by Rhodes et al. (23) accurately reflect genes
upregulated specifically in cancer, the majority of genes identified as downregulated represent stro-
mal transcripts. In particular, they noticed a large number of archetypal smooth muscle transcripts,
including smooth muscle myosin and actin, dominating the stromal profile. LaTuillipe et al. removed
genes that showed high levels of expression in benign tissues, effectively removing smooth muscle
transcripts, although they were comparing localized CaP to metastatic CaP (41). In their study,
Lapointe et al. attempted to determine the influence of epithelial content by identifying genes whose
expression correlated with epithelial content in tumor samples or normal samples (40). However,
although they only identified nine genes as being negatively correlated with epithelial content, their
study shows significant downregulation from normal to localized to metastatic cancer of smooth
muscle actin (ACTG2 and ACTGA2), smooth muscle myosin (MYH11, MYL9, and MYLK), and tro-
pomyosin (TMP1 and TMP2), among other transcripts identified by Stuart et al. as being stromal
transcripts. These results suggest that this method may not be ideal for minimizing the effects of
stromal contamination.

As an alternative to in silico techniques, some investigators have begun to use LCM to obtain pure
populations of cancerous and benign epithelial cells as well as stroma (33,35). As an example, Moore
et al. profiled cancerous and benign epithelium from 12 samples, identifying stearoyl-CoA desaturase
as being specifically downregulated from normal to cancerous epithelium, and the authors confirmed
this result using IHC on TMAs (44). Kristiansen et al. profiled cancerous and benign epithelial cells
from 42 samples (39). In agreement with Stuart et al.’s observations, Kristiansen et al. identified
many of the genes identified by Rhodes’ meta-analysis as being upregulated in cancer. Kristiansen et
al. also validated two proteins encoded by differentially expressed genes, ALCAM and CD24
(upregulated and downregulated, respectively), using IHC on TMAs and demonstrated significant
prognostic information with regard to PSA relapse in a COX multivariate analysis. It should be noted
that they and others had previously identified these targets as being dysregulated, although their data
set and this technique should provide new candidates for future studies.

It is important to realize that the epithelium to stroma ratio most likely represents an important
feature of CaP (partially captured in Gleason patterns) and that there are very important changes in
the stroma during the progression from benign to advanced CaP. However, typical profiling studies
are most likely amplifying the apparent effects. More importantly, the attempt to find tumor sup-
pressor genes or other genes that show specific downregulation during the progression to advanced
CaP is being hindered, and bioinformatics and/or experimental approaches should be used to address
this during expression profiling. As an example, we used Oncomine to visualize expression of the
archetypal smooth muscle transcript myosin light chain kinase (MYLK) across eight profiling stud-
ies. Each study showed downregulation from benign tissue to CaP, however, when we examined
MYLK expression using IHC on TMAs, we found that MYLK was expressed exclusively in stroma
and the decreased staining observed from benign to localized to metastatic tissue was dependent on
decreased stromal content, as shown in Fig. 4. In addition, by performing the same meta-analysis as
described in Fig. 3, except looking for transcripts downregulated during the progression of CaP,
MYLK was the most downregulated transcript. Other smooth muscle transcripts, such as ACTG2,
ACTA2, MYL9, TMP1, and TMP2 were also in the top 50 downregulated transcripts in the meta-
analysis. These results demonstrate the impact that stromal transcripts have on CaP profiling studies.

13. CHARACTERIZING BIOLOGICALLY
IMPORTANT EXPRESSION CHANGES IN CAP PROGRESSION

Expression profiling may also be very important in identifying the driving genetic changes in
individual prostate tumors. For example, despite its importance in terms of therapeutics and biologi-
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cal behavior, in breast cancer profiling studies, ERBB2 does not appear on the list of the most
upregulated genes between normal breast tissue and breast cancer. Most commonly, studies attempt
to identify the genes that are most differentially expressed (often using a t-test) between two classes
of samples. In these types of analyses, ERBB2 is not highly significant, because it is not upregulated
in all cases of cancer, even though it is very highly expressed when it is upregulated. A similar
situation has recently been discovered during trials evaluating the epidermal growth factor receptor
(EGFR) inhibitor, gefitinib, in the treatment of non-small cell lung cancer. During the trial, only 20%
of patients had major objective responses and several groups have now determined that most patients
experiencing a response have tumors that demonstrate mutations associated with the ATP-binding

Fig. 4. Transcript and protein expression of myosin light chain kinase (MYLK). (A) Oncomine (www.
oncomine.org) was used to visualize the normalized expression of MYLK across eight data sets (Lapointe et al.
[40] = 1; Dhanasekaran et al. [26] = 2; Welsh et al. [28] = 3; Luo et al. [29] = 4; LaTulippe et al. [41] = 5; Luo
et al. [42] = 6; Singh et al. [47] = 7; and Magee et al. [27] = 8), comparing grossly dissected benign tissue (blue)
vs localized prostate cancer (CaP) (red). (B) Tissue microarray analysis of MYLK protein expression. Repre-
sentative cores of benign (NOR), localized CaP, and metastatic CaP (MET) tissues from a tissue microarray
stained for MYLK expression demonstrating stromal expression.
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site of EGFR, the target of gefitinib (89,90). Again, if researchers were mining lung cancer microarray
data for genes differentiating between lung cancer and benign, the downstream targets of activated
EGFR would be missed, because EGFR is mutated in only 10 to 20% of cases. Recent work has
confirmed that signatures in individual tumors can reveal oncogene activation or amplification when
compared with mouse models (91,92). For example, a study by Ellwood-Yen et al. used expression
signatures from mouse tumors driven by prostate specific expression of Myc to identify a subset of
human CaPs that have a “Myc-like” signature (9). Taken together, these results indicate that directed
analysis of microarray data may be able to identify genetic alterations that drive CaP progression as
well as identify potential therapeutic targets. Recently, we developed a bioinformatics algorithm
termed COPA to identify genes with marked-over-expression in a fraction of cancer cases from DNA
microarray data. This led to the discovery of recurrent gene fusions in the majority of prostate can-
cers, where the 5' region of the androgen regulated gene TMPR552 is fused to the ETS transcription
factors ERG or ETV1 in cases with outlier expression of the respective gene (92).

14. CONCLUSION

Our understanding of gene expression dysregulation in CaP has increased dramatically since the
advent of DNA microarrays. Unfortunately, molecular changes controlling the progression of CaP,
from benign glands, through precursor lesions, localized CaP and finally metastatic disease, are poorly
understood. Recently, aspects of CaP progression have been profiled by groups using DNA
microarrays. In this review, we have attempted to analyze these studies critically and identify what
they reveal regarding CaP progression, particularly in the context of advanced disease. Importantly,
these studies also demonstrate some of the limitations of DNA microarrays. Nevertheless, the power
of DNA microarrays to characterize expression changes at the genome-wide level ensures they will
remain a valuable tool in the attempt to determine the molecular events controlling CaP progression.
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Somatic Alterations in Prostate Cancer Progression

Kati P. Porkka and Tapio Visakorpi

Summary

The chromosomal aberrations typical for prostate cancer have been quite well characterized by using
molecular genetic tools, such as the analysis of loss of heterozygosity (LOH), comparative genomic hybridization
(CGH), and the array-based CGH (aCGH). Consequently, the major challenge during recent years has been the
identification of the individual genes targeted by these chromosomal alterations. Although some target genes,
including the androgen receptor gene (AR) at Xq and the PTEN tumor suppressor gene at the 10q, are already
known, most target genes are yet to be discovered. Overall, only a few genes have been found to be mutated in
prostate cancer. The most common alterations of individual genes, detected so far, are hypermethylation of the
GSTP1 gene, amplification of the AR gene, and mutations in the TP53 and PTEN genes. Because genetic alter-
ations seem to point out the weak spots of cancer and have, thus, been used as markers for druggable targets in
many other cancer types, it would be extremely important to carry out systematic mutation screening programs
to find more genes that are frequently mutated also in prostate cancer.

Key Words: CGH; comparative genomic hybridization; genetics; LOH; loss of heterozygosity; oncogene;
prostatic carcinoma; tumor suppressor gene.

1. INTRODUCTION

Prostate cancer arises from glandular epithelium, most often in the peripheral zone of the prostate.
High-grade prostatic intraepithelial neoplasia (PIN) is thought to be a premalignant stage of prostate
carcinoma. Other premalignant lesions, such as proliferative inflammatory atrophy, have been sug-
gested (1). Microscopic lesions of cancer have been found in autopsies from more than 50% of 70- to
80-year-old men. A vast majority of these histological cancers would most probably never develop
into a clinical cancer. Whether these incidentally found small carcinomas represent the same disease
entity as the clinically relevant, life-threatening tumors, is not really known. Organ-confined prostate
cancer invades through the capsule of the prostate into its surroundings and metastasizes to local
lymph nodes and to distant organs, mainly bones. The growth and progression of prostate cancer is
dependent on androgens. Thus, for more than half a century, the standard treatment for advanced
prostate cancer has been hormonal therapy, such as castration or anti-androgens. However, during
the treatment, an androgen-independent cancer cell population will eventually arise (2). For such
hormone-refractory tumors, no effective treatments are available.

The described clinical development and progression of prostate cancer is underlain by genetic
alterations. The novel genomic tools have helped to identify some critical genetic aberrations in
prostate cancer, but many are to be discovered. In this chapter, we describe chromosomal and gene
aberrations that have been found in prostate cancer.
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2. CHROMOSOMAL ABERRATIONS

Prostate cancer cells do not grow well in vitro, which is why traditional cytogenetics (G-banding)
has been very uninformative in elucidating genetic alterations of prostate cancer. Typically, karyo-
typing has indicated normal 46XY chromosomes, obviously caused by overgrowth of normal fibro-
blasts (3). The development of modern molecular genetic methods, such as the analysis of loss of
heterozygosity (LOH) and comparative genomic hybridization (CGH), has, however, enabled char-
acterization of the typical genomic aberrations in prostate cancer (Fig. 1). LOH studies using restric-
tion fragment length polymorphism, microsatellite, or single-nucleotide polymorphism markers have
been used to detect regions of deletion and to narrow the putative tumor suppressor gene loci.
Although LOH studies are applicable mainly in search of deletions, usually concerning rather
restricted chromosomal areas, CGH enables the detection of both losses and gains of genetic material
simultaneously, and has been the most informative tool in genome-wide studies. On the other hand,
the resolution of LOH analysis can be significantly higher than resolution of CGH if only a sufficient
number of genetic markers are used. The recently developed array-based CGH (aCGH) methods
have, however, significantly increased the resolution of CGH.

2.1. LOH Studies
Only a few LOH studies with markers in every chromosome arm (so-called allelotyping) have

been published thus far (4–7). LOH studies have detected allelic imbalance in prostate cancer most

Fig 1. Summary of genetic aberrations in different stages of prostate cancer. The frequencies of gains and
losses of chromosomal regions are based on loss of heterozygosity and comparative genomic hybridization
studies. Gene mutations, amplifications, and hypermethylations have been detected by various methods. The
references for the loci and genes are given in the main text.
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often at chromosomal arms 6q, 7q, 8p, 10q, 13q, 16q, and 18q (reviewed in ref. 8 and Fig. 1). Fine
mapping of these chromosomal areas has successfully narrowed the minimal regions of deletions,
however, in most cases, the individual tumor suppressor genes have still not been identified.

The highest rate of LOH has been detected at the chromosomal regions of 8p, 13q, and 16q
(reviewed in ref. 8). Within 8p, at least two minimal regions of deletion, 8p21 and 8p22, have been
identified (9–11), suggesting that several tumor suppressor genes may be located at 8p. LOH at 8p
also seems to be an early event, because it has been found in high-grade PIN (12). The most prom-
ising candidate gene is a homeobox gene, NKX3-1 (13), located at 8p21, although no mutations in
the remaining allele of the NKX3-1 have been found (14). However, the NKX3-1 knock-out mouse
models have demonstrated that even a loss of one allele can lead to hyperplasias and PIN-like
lesions in the mouse prostate (15,16), suggesting haploinsufficiency of the NKX3-1 gene. Another
promising candidate gene has been the macrophage scavenger receptor 1 (MSR1) at 8p22, whose
germline mutations and sequence variants have been shown to be associated with prostate cancer
risk in some studies (17–19). In sporadic prostate cancer, however, mutations in the MSR1 gene
have not been found (20).

LOH at 16q is often observed in advanced prostate cancer and is associated with poor prognosis
(21–23). The commonly deleted regions detected in various studies are at 16q22–q24 (21,24,25).
Perhaps the most intensively studied putative target gene has been E-cadherin (CDH1) at 16q22.1.
E-cadherin is a Ca2+-dependent adhesion molecule, loss of which is associated with metastatic
capability of cancer cells (26). Early immunohistochemical studies suggested that loss of CDH1
expression is relatively common, and that it is associated with poor prognosis (27–29). However,
later studies have shown that CDH1 is expressed strongly, even in metastases (30). The discrep-
ancy is probably caused by new immunostaining technologies, including better antibodies and
antigen retrievals. Because single-nucleotide polymorphism markers within the CDH1 gene have
revealed no LOH (31), and no somatic mutations have been detected (21,24), CDH1 might not be
the target of this deletion.

Very recently, another putative target for 16q loss was reported (32). The ATBF1 gene, encoding
for an AT-binding transcription factor 1, was found to be mutated in almost 40% of prostate cancers.
Transfection of ATBF1 into an ATBF1-negative cell line suppressed growth of the cells, indicating a
tumor suppressor function of the gene. The finding is obviously very intriguing, and should be rap-
idly confirmed.

More than half of prostate carcinomas show LOH at the long arm of chromosome 13. At least
three distinct regions of allelic loss, 13q14, 13q21–22, and 13q33, have been detected (33). The
target genes suggested for these regions include, for example, RB1, BRCA2, and EDNRB, but no
strong evidence in support of any of these genes has been produced.

In 10q, the highest rate of LOH has been reported at the region 10q23–q24 (34,35), where the
well-known tumor suppressor gene, PTEN, is located (36–38). PTEN is most likely one of the target
genes of this region, and will be discussed in more detail in the following sections. However, because
LOH at 10q23–q24 has been detected much more frequently than mutations in the PTEN gene, it has
been suggested that it is not the only tumor suppressor gene in this region. Another candidate gene
has been MXI1, which has an interesting function as an antagonist of MYC. Mutations in the MXI1
gene are, however, rare according to most studies (34,39,40), and the gene is also located outside the
minimal regions of deletion.

Perhaps the most controversial finding in LOH studies on prostate cancer has been the allelic loss
at the chromosomal region 7q31 (41–44). This is because both CGH and fluorescence in situ hybrid-
ization studies have shown that extra copies of the entire chromosome 7 are very common in pros-
tate cancer (45–51), and 7q31 has been shown to be one of the minimal regions of gain (52). A
candidate target gene for both the deletion and the gain of the 7q31 locus has been the caveolin gene
(CAV1). According to some studies, CAV1 displays tumor suppressive activities, and its expression
is decreased in human malignancies (53–57). Paradoxically, positive immunostaining of the CAV1
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protein has been shown to be associated with poor prognosis of prostate cancer, and functional
studies have demonstrated the oncogenic potential of the CAV1 gene in prostate cancer cells (58–
61). Therefore, it is unclear whether CAV1 is acting like an oncogene or like a tumor suppressor
gene. Possibly, the specific function of CAV1 is highly cell and context dependent, which is why
further studies with prostate cancer cells and samples are required to elucidate its role in the pro-
gression of prostate cancer.

LOH at 6q has been detected in approx 30 to 50% of primary prostate carcinomas (62–64). Several
minimal regions of LOH have been found at 6q14–q22 (62–65), but no promising candidate tumor
suppressor have thus far been suggested for this region of deletion. Deletion of 18q, on the other
hand, has been detected mainly in advanced stages of prostate cancer (66,67). The common mini-
mally deleted region is at 18q21, in which the MADR2/SMAD2, SMAD4, and DCC genes at located.
However, no mutations in these genes have been found (68,69).

2.2. CGH Studies
CGH studies have revealed two main features characteristic to prostate cancer progression. First,

in the early stages of prostate cancer, losses of the genetic material are more common than gains or
amplifications (48), indicating that tumor suppressor genes probably play an important role in the
early tumorigenesis of the prostate. Second, gains and amplifications are typical for metastatic and
hormone-refractory tumors, suggesting that the late stage of the disease is characterized by onco-
genic activation (48). The chromosomal regions in which losses have most commonly been detected
by CGH are mainly the same that often have shown LOH in prostate cancer, thus, confirming the
significance of these regions. In early prostate cancer, losses of 6q (~20%), 8p (~30%), 13q (~30%),
16q (~20%), and 18q (~20%) are the most common. In advanced disease, the frequency of alterations
in these chromosomal arms is higher, for example, losses of 8p and 13q are found in up to 80% of
cases. In addition, losses of 10q (~40%) and 17p (~40%), as well as gains of 7p/q (40%), 8q (~80%),
and Xq (~40%) are common in the advanced stage of the disease (reviewed in ref. 70, and Fig. 1).

Because detection of gains and amplifications is difficult and unreliable with LOH analysis, the
main contribution of CGH studies has been the identification of gains of chromosomal regions. In
the late stage of prostate cancer, gains of 7p/q, 8q, and Xq are often detected. Of those, the target
gene for only Xq gain, the androgen receptor (AR) gene, is known (discussed in detail in Subheading
3.2.). The most common chromosomal alteration detected in hormone-refractory and metastatic pros-
tate carcinomas by CGH is gain of 8q, with the frequency of approx 70 to 90% (48,52,71). Gain of
8q has been shown to be associated with an aggressive phenotype and poor prognosis of prostate
cancer (72,73). Although the gain usually covers the entire long arm of chromosome 8, two indepen-
dently amplified subregions, 8q21 and 8q23–q24, have been identified (52,71). Probably the most
intensively studied putative target gene for the 8q gain is the well-characterized oncogene MYC,
located at 8q24. Recently, it was shown that transgenic mice expressing human MYC in prostate
develop PIN lesions as well as invasive adenocarcinomas (74). In humans, MYC has been shown to
be amplified in prostate carcinomas (75,76), and its increased copy number seems to be associated
with poor prognosis (77). Even though overexpression of MYC, determined by immunohistochem-
istry, has been reported in prostate cancer (75), we have not found any difference in MYC expres-
sion, detected by quantitative RT-PCR (Q-RT-PCR), in benign prostatic hyperplasia (BPH) and
prostate carcinoma (78). In addition, MYC expression in prostate and breast cancer cell lines was
not associated with the copy number of the MYC gene, suggesting that MYC is probably not a com-
mon target gene of the 8q gain.

By using suppression subtraction and complementary DNA (cDNA) microarray hybridization (and
a combination of these), we have recently identified three putative target genes for the 8q23–24 gain:
EIF3S3, KIAA0196, and RAD21 (76,79). These genes seem to be amplified in approx 30% of hor-
mone-refractory prostate carcinomas. We have also already shown that the amplification of EIF3S3
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is associated with high Gleason score and advanced clinical stage of the disease (80). According to
the Q-RT-PCR analyses, EIF3S3, KIAA0196, and RAD21 are also overexpressed in prostate carcino-
mas compared with BPH tumors (78,79).

The EIF3S3 gene encodes for a p40 subunit of eukaryotic translation initiation factor 3 (eIF3),
which plays a key role in the translation initiation pathway by binding to 40S ribosomal subunits in
the absence of other translational components and helps to maintain the 40S and 60S subunits in a
dissociated state (81). However, the function of the p40 subunit itself is unknown. RAD21 (also
known as hr21/Scc1/Mcd1/NXP1/KIAA0078), on the other hand, is a human ortholog of the S. pombe
RAD21. It is a component of the cohesin complex that holds sister chromatids together during mitosis
(82,83). It has also been reported that a caspase-mediated cleavage of the RAD21 protein occurs
during apoptosis, causing amplification of the proapoptotic death signal (84,85). The function of
KIAA0196 is unknown, and it shows no homologies to known genes.

Other target genes suggested for the 8q23–24 amplification are, for example, prostate stem cell
antigen (PSCA) and TRPS1/GC79 (86,87). PSCA was identified by using the representational differ-
ence analysis method, in search for genes that are upregulated during prostate cancer progression
(86). PSCA protein expression has been reported to correlate with prostate tumor stage, grade, and
androgen independence (88), but studies on the messenger RNA (mRNA) level have not confirmed
this correlation (89). TRPS1 was first discovered by differential display as a transcript showing higher
expression in androgen-dependent than in androgen-independent prostate cell line (90). We have
found amplifications of the TRPS1 gene in approximately one-third of hormone-refractory prostate
carcinomas, but have not detected any differences in TRPS1 expression between BPH and prostate
carcinoma by Q-RT-PCR (78).

For the minimal amplification region at 8q21, only a few candidate target genes have been sug-
gested. Using the cDNA microarray technique, we and others have detected two overexpressed genes
from this region: Elongin C (TCEB1) and PrLZ/TPD52 (91,92). Both genes have been found to be
amplified in prostate carcinomas, especially in metastatic and hormone-refractory tumors (91–93).
PrLZ protein has been shown to be overexpressed in clinical prostate carcinomas, but also in PIN
lesions (92,93), suggesting that increased expression of PrLZ is an early event in the development of
prostate cancer and may, thus, not be related to 8q gain (92). Elongin C, on the other hand, is ampli-
fied in approx 20% of hormone-refractory prostate carcinomas, but not in early cancer (91). In addi-
tion, the expression of Elongin C is significantly higher in hormone-refractory than untreated
carcinoma. Elongin C seems to have at least two functions. First, it is a subunit of the elongin com-
plex, containing also subunits A and B, that activates transcription performed by RNA polymerase II.
Binding of Elongin A to the subunits B and C reactivates the RNA polymerase, preventing pausing of
the transcription (94). For tumorigenesis, a potentially more important second function of Elongin C
relates to the degradation of hypoxia-inducible factor (HIF)-1α. A complex formed by Elongin B,
Elongin C, Cul2, Rbx1, and von Hippel-Lindau (VHL) proteins targets other proteins, such as HIF-
1α, for ubiquitinylation-mediated degradation. Mutations in VHL, which are often found in renal
cancer, abrogate the binding of Elongin C to VHL (95–98), preventing the ubiquitination and degra-
dation of HIF-1α. This, in turn, results in increased expression of their target genes, such as vascular
endothelial growth factor, platelet-derived growth factor B chain, and transforming growth factor-α,
thus, promoting tumor growth (reviewed in ref. 98). Increased expression of HIF-1α has been found
in prostate cancer (99), whereas mutations in VHL have not been found. The role of Elongin C in the
interaction with VHL seems to be protective against tumorigenesis. Thus, the functional significance
of the overexpression and amplification of the gene in prostate cancer remains unclear. Because it has
been shown that the Elongin C protein is capable of forming complexes with several proteins (100),
it is possible that it has other, unidentified functions that could promote tumorigenesis.

Gain at both arms of the chromosome 7 has frequently been detected in prostate cancer in CGH
analyses (48,51). In fluorescence in situ hybridization analysis, at least one extra copy of the entire
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chromosome 7 is often observed in prostate carcinoma samples (45–47,49,50), and aneusomy of
chromosome 7 has been shown to be associated with advanced tumor stage and poor prognosis of
prostate cancer (45,47,50,72). One of the target genes suggested is a receptor tyrosine kinase, MET,
a well-known oncogene. Overexpression of the MET protein and mRNA has been shown in high-
grade tumors and metastases, but, in some studies, MET expression has been detected also in a high
number of PIN lesions (101–104). Another candidate target gene for the gain of chromosome 7 has
been the caveolin gene (CAV1), which, paradoxically, has also been the candidate tumor suppressor
gene for the 7q31 LOH region, as described in Subheading 2.1. In various studies, CAV1 has been
reported to display both tumor suppressive and oncogenic potential, which is why it is not very clear
whether it is a tumor suppressor gene or an oncogene. However, no high-level amplifications of
CAV1 have been found in prostate cancer (52).

A third putative target gene for gain of chromosome 7 is the enhancer of zeste homolog 2 (EZH2).
It is a component of the polycomb repressive complex 2 (PRC2), which is required for silencing of
the HOX genes during embryogenesis. Recent studies have shown that EZH2 is highly expressed in
metastatic prostate cancer, and the increased expression of EZH2 in primary prostate carcinomas is
associated with poor prognosis and recurrence of the disease (105–107). Inhibition of the EZH2
expression has been shown to decrease proliferation rate of prostate cancer as well as other cancer
cells (105,108), whereas its ectopic expression gives a growth advantage to cells (108), demonstrat-
ing the oncogenic potential of EZH2. Amplifications of the EZH2 locus at the chromosomal region
7q35 have been detected in various cancer types (108). In addition, one prostate cancer xenograft has
been found to contain EZH2 gene amplification (157), but the frequency of the EZH2 amplification
in prostate cancer is not known.

2.3. Array-Based CGH Studies
As a genome-wide molecular genetic method, CGH has been successfully used to give an over-

view of chromosomal aberrations in tumors. However, the resolution of the conventional chromo-
somal CGH is only approx 10 to 20 Mb, which is why small regions of deletion or amplification
cannot be detected. In addition, some alterations, such as the gain of the 8q region found by conven-
tional CGH, can be discontinuous, meaning that not all the genes within the gained area are equally
amplified (109). On the other hand, aCGH has higher resolution. The exact resolution of aCGH has
not been thoroughly studied, however, it seems that with oligo-arrays, the resolution could be as high
as tens of base pairs. There are many different types of arrays available for aCGH, such as large
genomic clones (bacterial artificial chromosome, P1 artificial chromosome, etc.), cDNA, and oligo
arrays.

A few high-resolution, genome-wide aCGH studies with prostate cancer have, thus far, been pub-
lished (110–114). They have mainly confirmed the previous findings of chromosomal CGH, but
some novel regions of amplifications and deletions have also been presented. Using bacterial artifi-
cial chromosome arrays, Paris et al. (114) found that gain of 11q13.1, a region not previously impli-
cated in prostate cancer, predicts the recurrence of prostatectomy-treated patients. One of the
advantages of using cDNA arrays for aCGH is that expression analysis can be easily combined with
the copy number analysis, thus, enabling the identification of genes whose expression is affected by
copy number changes, as expected if the gene is significant in cancer development. The commonly
available prostate cancer cell lines have already been analyzed with aCGH to cDNA arrays (111,115).
Wolf et al. (111) found a strong correlation between copy number and expression levels in four
prostate cancer cell lines (PC-3, DU145, LNCaP, and 22Rv1) using a 16,000 cDNA microarray.

We have recently analyzed 18 prostate cancer cell lines and xenografts for DNA sequence copy
number and expression alterations using a cDNA microarray for 16,000 genes (158). The aCGH data
was very similar to conventional CGH of the same samples, with the agreement level close to 90%.
aCGH detected a few small regions of gain and deletion that were missed by conventional CGH. This
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suggests, first, that aCGH is a reliable tool for DNA sequence copy number analysis and, second, that
the majority of gains and losses covers genomic regions that are so large that they are detected by
conventional CGH. Our study confirmed the finding by Wolf et al. (111) that DNA sequence copy
number is strongly associated with gene expression.

3. ALTERATIONS OF INDIVIDUAL GENES IN PROSTATE CANCER

The genes harboring mutations or epigenetic changes in prostate cancer are summarized in Table 1.

3.1. TP53 and PTEN Mutations
As discussed in Subheadings 2.1. and 2.2. of this chapter, many of the putative target genes of the

chromosomal regions showing LOH or deletions, that is, the putative tumor suppressor genes, are
still not known. This is mainly because mutations in the remaining alleles at the deleted regions
have not been detected. Two extensively studied and frequently mutated tumor suppressor genes in
prostate cancer are TP53 and PTEN.

TP53 is the most commonly mutated gene in human cancers. It encodes for the tumor protein p53,
which is a key regulator of the cell cycle, controlling the transition from the G1 phase to the S phase.
Mutated TP53 protein accumulates in the nucleus, enabling an indirect detection of TP53 muta-
tions by immunohistochemistry. Both the immunohistochemical detection of the protein and direct
sequencing of the gene have been used to study the frequency of TP53 mutations in prostate cancer.
According to most studies, mutations in the TP53 gene are rare in early, localized prostate cancer,
whereas in advanced (metastatic and/or hormone-refractory) prostate carcinomas, they are found in
approx 20 to 40% of cases (116–118). Nuclear accumulation of the TP53 protein has also been shown
to be associated with poor prognosis (117).

The PTEN gene encodes for a phosphatidylinositol-3,4,5-trisphosphate 3-phosphatase that nega-
tively regulates the phosphoinositide 3-kinase (protein kinase B)/Akt signaling pathway. According
to most studies, mutations of PTEN are infrequent in primary prostate carcinomas (119–121), but in

Table 1
Genes Showing Somatic Alterations in Prostate Cancera

Identified Alteration detected
Gene function in prostate cancer Frequency of the alteration References

TP53 Transcription factor, Mutation 20–40% (advanced tumors) (116–118)
cell cycle regulator

PTEN Lipid/tyrosine phosphatase Mutation, hz deletion 60% (cell lines, xenografts (122,123)
and metastatic tumors)

AR Androgen receptor Amplification 30% (HR tumors) (134,135)
Mutation 10–20% (HR tumors) (131,132)

GSTP1 Detoxifying enzyme Hypermethylation 90–95% (140–142)

KLF6 Transcription factor Mutation 0–55% (143–145)

EPHB2 Receptor tyrosine kinase Mutation 8% (146)

ATBF1 Transcription factor Mutation 40% (32)

aHz, homozygous; HR, hormone-refractory.
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cell lines, xenografts, and metastatic lesions of prostate, the rate of mutations and deletions detected
is high (60–100%) (36,37,122,123). Because LOH at the PTEN locus has been reported to be much
more frequent than mutations in the PTEN gene, which is the only tumor suppressor gene identified
from this locus thus far (124), it has been suggested that PTEN could be targeted by haploinsuffi-
ciency. In support of this hypothesis, a heterozygous Pten+/– transgenic adenocarcinoma mouse prostate
model demonstrates that the loss of one allele of PTEN results in an increased rate of prostate cancer
progression (125). Mouse models also suggest a gene dosage dependent cooperation between NKX3.1
and PTEN (126). Interestingly, it was recently shown that the downstream effector of PTEN, Akt, is
commonly phosphorylated in prostate cancer, and the phosphorylation is associated with poor prog-
nosis (127). One mechanism for the Akt phosphorylation is most likely the loss of PTEN function.
PTEN is also involved in downregulation of the mammilian target of Rapamycin (mTOR) pathway,
which can be inhibited by a drug called rapamycin. It has been shown that prostate cancer xenografts
with inactive PTEN are more sensitive to rapamycin than xenografts with wild-type PTEN (128).

3.2. AR Mutations and Amplifications
Because of the androgen-dependent growth of prostate cancer, it is natural that prostate carcino-

mas have been screened for AR mutations in many studies. The vast majority of the studies have
indicated that AR mutations are rare in untreated prostate cancers (reviewed in ref. 129) and in tumors
treated by castration alone (130). However, in patients treated with anti-androgens, such as flutamide
and bicalutamide, AR mutations have been detected in approx 10 to 20% of cases (131,132). It has
been demonstrated that at least some of these mutations alter the ligand-specificity of the AR, and
that the mutated receptor may paradoxically be activated by the anti-androgens (132,133).

We originally demonstrated that the AR gene is amplified in 30% of hormone-refractory prostate
carcinomas from patients treated with androgen withdrawal (134). The finding has subsequently been
confirmed by several studies (reviewed in ref. 135). No amplifications have been found in untreated
tumors, suggesting that the gene amplification is selected as a consequence of the androgen with-
drawal (136). This, in turn, suggests that tumors with AR gene amplification may be androgen hyper-
sensitive instead of independent. Indeed, we have also shown that patients with AR gene amplification
respond better to the second-line maximal androgen blockade than patients without the amplification
(136). The AR gene amplification leads to the overexpression of the gene, as expected. However,
somewhat surprisingly, we and others have now shown that almost all hormone-refractory prostate
carcinomas express high levels of AR (137,138). The mechanisms for AR overexpression in tumors
not containing the gene amplification still remain unknown. However, in their recent work, Chen et al.
(139) showed that even a modest overexpression of AR is capable of converting androgen-dependent
growth of prostate cancer cells into independent one. AR overexpression also transformed an AR
antagonist to an agonist. Thus, it seems that overexpression of AR is truly a common mechanism for
androgen-independence of prostate cancer.

3.3. Hypermethylation of GSTP1

The most commonly altered gene in prostate cancer detected thus far is the glutathione-S-trans-
ferase class π gene (GSTP1) (reviewed in ref. 1). Glutathione-S-transferases are detoxifying enzymes
that catalyze conjunction of glutathione with harmful, electrophilic molecules, either endogenously
or exogenously produced, thereby protecting cells from carcinogenic factors. Silencing of the GSTP1
expression by hypermethylation of the promoter region has been detected in 90 to 95% of prostate
carcinoma, 70% of PIN, and 6% of proliferative inflammatory atrophy samples (140,141), suggest-
ing that it is an early event in prostate tumorigenesis. It has been suggested that detection of the
hypermethylated GSTP1 could be used as a diagnostic marker for prostate cancer. This has already
been shown to be feasible by studies in which hypermethylation of GSTP1 has been detected by
methylation-specific PCR from body fluids (142).
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3.4. Other Gene Alterations

A few years ago, Narla et al. (143) reported that the Kruppel-like factor 6 (KLF6), a transcription
factor regulating cell growth and differentiation, is deleted in 77% of primary prostate carcinomas. In
71% of the cases showing the deletion, the remaining allele was found to be mutated, thus, suggesting
biallelic inactivation of KLF6 in these tumors. The finding was extremely intriguing, because the
mutation rate of KLF6 seemed to be one of the highest detected in prostate cancer thus far. However,
in two other studies published soon after, the frequencies of KLF6 alterations were reported to be
much lower, with only 28% of prostate carcinoma samples showing loss, and 0 to 9% showing mis-
sense mutations of the gene (144,145). This discrepancy may be caused by different handling of the
sample material or techniques used for mutation detection, both of which can significantly affect the
results in mutation screening of clinical samples. Therefore, further studies are needed to fully ascer-
tain the frequency of KLF6 alterations in prostate cancer.

Quite recently, mutations of the receptor tyrosine kinase gene, EPHB2, in prostate cancer were
detected with nonsense-mediated decay microarray analysis (146). EPHB2 belongs to the large family
of Eph receptors that regulate intracellular signaling pathways involved in cell growth, migration,
adhesion, and polarity (147). Mutations in EPHB2 were found in 8% of late stage clinical prostate
carcinoma samples, a fraction of which also showed a concomitant loss of the wild-type allele.
Because forced expression of EPHB2 also suppressed the growth and colony formation of prostate
cancer cells (146), it was suggested that EPHB2 might be a tumor suppressor gene in prostate cancer.
Although the reported mutation frequency was not very high and it is not clear whether all of these
mutations affect the function of the protein, EPHB2 is still one of the few genes in which mutations
have been detected, and, thus, should be studied further.

4. CONCLUSIONS AND FUTURE DIRECTIONS

Studies on novel drugs, such as trastuzumab, imatinib, and gefitinib, have clearly demonstrated
that tumors containing alterations in genes encoding the targets of drugs are susceptible to these
compounds (148–151). Thus, it seems that these genetic alterations indicate truly critical mecha-
nisms for tumor progression. This suggestion is further supported by findings showing that tumor
cells that have become resistant to these drugs also acquired additional mutations abolishing the
inhibitory effects of the drugs. Similarly, in prostate cancer, it has been shown that tumors acquire
androgen-independence through either point mutation or amplification of the AR gene.

Thus, the critical point in developing novel therapeutics is to identify mutated genes in cancer.
Unfortunately, not many such genes are known in prostate cancer. AR signaling clearly is one of the
pathways that should be considered as a prime target for therapy. The currently available hormonal
therapies, including anti-androgens, are not efficient enough in inhibiting the AR-transactivation,
and, therefore, novel drugs targeting AR in prostate cancer tissue should be developed. TP53 and
PTEN are relatively commonly altered in late stage prostate cancers. Because both are tumor sup-
pressor genes, it may be difficult to develop a drug affecting them directly, although small molecules
rescuing the function of mutated TP53 have been described (152). Another option for affecting tumor
suppressor pathways is to target some of the downstream effectors. For example, targeting phos-
phoinositide 3-kinase/Akt pathway in tumors with PTEN inactivation could be potentially effective
(153,154).

However, it is clear that we still need to find more genes that are commonly altered in this disease.
Although the common chromosomal alterations are known, the individual genes that are targeted by
these aberrations are still mostly unidentified. Thus, systematic genome-wide screening of mutations
in prostate tumors should be carried out. While waiting for better sequencing tools allowing such an
enormous task, the screening could be started with the 300 known cancer associated genes, the so
called “Cancer Gene Census” (155) (http://www.sanger.ac.uk/genetics/CGP/Census/).
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Summary

Identification of cancer susceptibility genes through the study of site-specific cancer families has resulted
in tremendous insight into the molecular mechanisms underlying carcinogenesis in organs such as the breast,
colon, and kidney. Although progress in this area for prostate cancer has been slow, extensive evidence exists to
support an important genetic component of prostate cancer susceptibility. This chapter will review the progress
and difficulties presented in the search for prostate cancer susceptibility alleles in prostate cancer families. Two
genes identified in family studies, RNASEL and MSR1, although showing relatively weak associations with
prostate cancer overall, implicate genetic variation in the inflammatory response as a possibly critical pathway
in modifying risk for this common cancer. As with many other cancers, inherited defects in DNA repair pathways
seem to result in some familial clustering of prostate cancer. Studies underway and planned that emphasize
potentially more homogeneous subsets of prostate cancer, and that take advantage of methodological and tech-
nological advances to detect weaker genetic influences should prove valuable in accelerating the rate of progress
in this area.

Key Words: Familial; genetics; inflammation; linkage; susceptibility gene.

1. INTRODUCTION—CANCER SUSCEPTIBILITY GENES,
EARLY DETECTION AND LINKAGE STUDIES:
IS THERE A PROSTATE “GATEKEEPER”?

In 2005 in the United States alone, an estimated 232,000 new prostate cancer cases will be diag-
nosed, accounting for more than 30% of all cancers affecting men, although, fortunately, only a
fraction of these men (~1 in 8; or ~30,000 annually) will die from this disease (1). By 2025, the
number of people older than 65 years of age worldwide will have risen from 390 million in 1997 to
800 million, substantially increasing the number of men at increased risk for this disease (2).

Despite these figures, the understanding of the molecular genetics of prostate cancer is still in an
embryonic stage. Although mutations have been observed in a variety of tumor suppressor genes and
oncogenes in prostate cancer at varying frequencies (see Chapter 15), a site-specific model for pros-
tate cancer has not emerged. In the parlance of Kinzler and Vogelstein (3), the prostate “gatekeeper,”
or gene(s) that controls the central growth regulatory pathway(s) in the prostate has not been identi-
fied. Indeed, little is known regarding the genes that control prostate cancer susceptibility in general.
Linkage analysis and associated positional cloning efforts have resulted in the identification of both
gatekeeper and susceptibility genes for other common cancers, including colorectal (APC, DNA mis-
match repair genes), renal (VHL), and breast (BRCA1 and BRCA2) cancer.
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In virtually every instance in which a major cancer susceptibility gene has been identified, the
critical studies that led to the discovery have been linkage studies of cancer families, providing both
concrete evidence of such genes and critical positional information regarding the location of the gene
(4–12). In fact, most tumor suppressor genes characterized to date have been identified as a result of
linkage studies in families that provided the chromosomal location from which positional cloning
methods were initiated. The study of inherited cancers using linkage analysis has been the most
efficient and the only reliable way to identify and characterize the genes responsible for organ-spe-
cific carcinogenesis for both inherited and sporadic forms of the disease. This point emphasizes the
reason to study inherited prostate cancer even if this form accounts for less than 10% of the total
cases diagnosed.

Of the three most common cancers in the United States, prostate cancer is the only one for which
a major susceptibility gene has not been identified. Does this mean that prostate cancer development
does not involve such genes? This is unlikely; a more likely explanation would be that extensive
prostate cancer heterogeneity makes the identification of these genes particularly difficult (see Sub-
heading 4.).

The potential impact of the discoveries of cancer susceptibility genes in terms of cancer preven-
tion, early detection, and increased likelihood of cure is great (13). In the case of prostate cancer,
early localized disease is highly curable (14). Identification of men at high risk is clearly a critical
aspect to efficient and cost-effective screening strategies. In high-risk individuals, prevention of pros-
tate cancer may be possible if the etiological factors underlying the disease were understood. Intrigu-
ingly, as better methods are developed to ablate prostate tissue, including numerous nonsurgical
techniques (see refs. 15 and 16), prophylactic prostatectomy in high-risk individuals may, in fact,
provide a viable treatment option because these procedures are associated with increasingly lower
morbidity. Indeed, as no requisite physiological function has been defined for the gland, its removal,
per se, is associated with no known deleterious effects (17).

2. PROSTATE CANCER AS A FAMILIAL
CANCER—EVIDENCE FOR A GENETIC CONTRIBUTION

The clustering of prostate cancer in families was noted by researchers as early as the mid 1950s
(18). Over 40 years ago, Woolf (19) reported that deaths caused by prostate cancer were three times
higher among the fathers and brothers of men dying from prostate cancer than among deceased
relatives of men dying from other causes. Since then, numerous studies have consistently documented
the increased risk of prostate cancer associated with family history. Johns and Houlston (20) recently
reviewed more than 22 reported studies and summarized these data by meta-analysis, and concluded
that having a first-degree relative increases risk by more than twofold (odds ratio [OR], 2.5; 95%
confidence interval [CI], 2.2–2.8). This risk increased to even higher levels if more than one first-
degree relative was affected (Fig. 1).

Familial clustering can be caused by both genetic components and common environmental risk
factors shared within a family. An estimation of the relative contributions of these factors can be
determined through twin studies, familiality analyses, and complex segregation analyses. Several
twin studies of prostate cancer reported higher concordance rates in monozygotic twins than among
dizygotic twins, implicating a genetic contribution for familial aggregation of prostate cancer (21–
23). Importantly, Lichtenstein et al. (23), in an analysis of 44,788 pairs of twins from Scandinavian
twin registries concluded that 42% (95% CI, 2950%) of prostate cancer risk may be accounted for by
heritable factors. Cannon-Albright et al. (24) studied prostate cancer in the Utah Population Database
and established elevated risk in close and distant relatives, also consistent with a genetic component.

By fitting patterns of familial aggregation of a disease in the general population with several
alternative modes of inheritance (e.g., a major gene model, an environmental model, and/or a poly-
gene model), segregation analysis can provide inferences regarding the specific model that best
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describes the transmission of the disease in families. Multiple segregation analyses have been per-
formed for prostate cancer and each has indicated that familial clustering was consistent with the
action of one or more high-risk genes (25–27, reviewed by Schaid, ref. 28), although some evidence
for recessive or X-linked genes has also been reported (29). Carter et al. (25) suggested that familial
aggregation of prostate cancer could be best explained by autosomal dominant inheritance of a rare
(disease gene frequency q = 0.003) high-risk allele leading to an early onset of prostate cancer. The
estimated cumulative risk of prostate cancer by age 85 years was 88% for carriers vs 5% for non-
carriers. This inherited form of prostate cancer was estimated to account for a significant proportion
of early onset disease, and, overall, to be responsible for approx 9% of all prostate cancer occur-
rences. Grönberg et al. (26) also indicated that the observed familial aggregation of prostate cancer is
best explained by a high-risk allele inherited in a dominant mode, although this model suggests a
gene(s) with a higher population frequency (1%) and a moderate lifetime penetrance (63%). Schaid
et al. (27) reported that although no single-gene model of inheritance clearly explained the familial
clustering observed in men undergoing radical prostatectomy for clinically localized disease at the
Mayo Clinic, the best-fitting model was also that of a rare autosomal dominant susceptibility gene,
with the best fit observed in probands diagnosed at younger than 60 years of age. The frequency of the
rare allele was estimated to be 0.006 in the population and the penetrances were 89% by age 85 years
for the carriers and 3% for the noncarriers.

The most recent segregation analysis of prostate cancer studied 1476 men diagnosed at age
younger than 70 years and ascertained through population registries in Melbourne, Sydney, and
Perth, Australia (29). Interestingly, the best fitting models included a dominantly inherited increased
risk that was greater, in multiplicative terms, at younger ages; and a recessively inherited or X-linked
increased risk that was greater, in multiplicative terms, at older ages. Equally interestingly, all two-
locus models gave better fits than did single-locus models, suggesting that more than one major gene
is involved.

3. CANDIDATE PROSTATE CANCER SUSCEPTIBILITY
GENES IDENTIFIED THROUGH LINKAGE STUDIES

As described under Subheading 2, overwhelming evidence now exists to support a strong genetic
influence in the etiology of at least some fraction of prostate cancer cases. However, the definition
and characterization of this genetic influence is far more nebulous. Several major approaches have

Fig. 1. Estimates of relative risk for prostate cancer from a meta-analysis (20).
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been taken to define the genes involved in inherited susceptibility for prostate cancer. Based on the
foundation laid by segregation analyses, many groups worldwide have pursued linkage studies of
families with multiple men affected with prostate cancer to map genes affecting prostate cancer sus-
ceptibility. Systematic searches using family-based linkage scans with genetic markers genotyped at
approx 10-cM intervals along each chromosome can provide powerful statistical evidence of the
existence and location of disease predisposing genes. Hereditary prostate cancer 1 (HPC1) on chro-
mosome 1 was the first locus implicated in prostate cancer using this approach (30), and numerous
other loci have now been suggested to contain prostate cancer susceptibility genes (Fig. 2). ELAC2 at
17q (31), RNASEL at 1q24-25 (HPC1) (32), and MSR1 at 8p22 (33) are genes located in regions
implicated by linkage analysis, and which contain inactivating mutations in affected members of at
least one or more prostate cancer families.

3.1. ELAC2/HPC2

A genome-wide scan of extended high-risk pedigrees from Utah provided evidence for linkage to
a locus on chromosome arm 17p (31). Positional cloning and mutation screening within the defined
region allowed identification of a gene, ELAC2, harboring mutations that segregate with pros-
tate cancer in two pedigrees; one mutation is a frame shift and the other a nonconservative missense
change. In addition, two common missense variants, Ala541Thr and Ser217Leu, in the gene were
reported to be associated with the occurrence of prostate cancer (31,34). Follow-up studies have been
carried out by multiple independent groups. Although some positive associations of these two mis-

Fig. 2. Regions of implicated to harbor prostate cancer susceptibility genes from linkage studies of prostate
cancer families. (Adapted from Simard et al. 2003).
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sense variants have been found, several null findings have been reported as well (35–42). A meta-
analysis of six independent studies estimated that risk genotypes in ELAC2 may cause 2% of prostate
cancer in the general population (43).

3.2. RNASEL
The RNASEL gene encodes the 2'-5'-oligoadenylate-dependant RNase L, a mediator of the

interferon-induced RNA degradation pathway mediating defense against viral infection. Its tumor
suppressor potential has been postulated because the introduction of truncated RNase L protein in
murine cells abolished the antiproliferative effect of interferon (44). The RNASEL gene locus was
implicated in prostate cancer susceptibility as a result of the first genome-wide linkage scan, which
observed evidence of linkage at 1q25 in 91 hereditary prostate cancer pedigrees from North
America and Sweden (30), and the subsequent identification of a nonsense mutation E265X in four
affected brothers in a European-American family, and a second deleterious variation, M1I, in af-
fected brothers in a family of African descent (32). In a follow-up study by Finnish investigators
(45) of 116 index cases with hereditary prostate cancer, the truncating mutation, E262X, was found
in five (4.3%) cases; four of these five index cases came from families with at least three men with
prostate cancer. A study by Chen et al. (46) of 95 men with prostate cancer from 75 families found
the E262X mutation in one family, with two of three affected brothers being heterozygous carriers.
In a study of Ashkenazi Jews, a novel frameshift mutation (471delAAAG) in RNASEL was detected,
which leads to premature truncation of the protein, and was estimated to be as frequent as 4% in
this population (47). A subsequent study by Kotar et al. (48) confirmed the presence of this founder
mutation in an Ashkenazi Jewish population in Montreal, but found no significant association with
prostate cancer risk.

Using families from the United States, Casey et al. (49) evaluated a common missense variant
of RNASEL, Arg462Gln, which codes for a protein with decreased enzymatic activity. From 423
cases and 454 sibling controls, it was estimated that heterozygous carriers of the Gln-containing
allele had an OR of 1.46, and homozygous carriers had an OR of 2.12, giving a population attrib-
utable fraction for this variant of 13%. A study conducted at the Mayo Clinic found an opposite
trend, however, with ORs of 0.83 for heterozygotes and 0.54 for homozygotes (50). Further-
more, a study from Japan based on 101 familial prostate cancers and 105 controls did not find the
Arg462Gln variant among any cases, but found that 7.6% of the controls carried it (51). None-
theless, this study did find an increased prostate cancer risk for a different RNASEL variant,
Asp541Glu, with an OR of 3.07. Subsequent studies in both the German (52) and Swedish (53)
family populations failed to find significant evidence for RNASEL as a prostate cancer suscepti-
bility gene. Thus, although a number of studies provide support, both functional and epidemio-
logical, that RNASEL plays a role in hereditary prostate cancer, evidence to the contrary has also
been presented.

3.3. MSR1
The MSR1 gene is located on 8p22 and encodes a homotrimeric class A scavenger receptor. This

receptor is macrophage specific and is able to bind a wide range of polyanionic ligands, which in-
cludes gram-negative and gram-positive bacteria, oxidized low-density lipoprotein, and certain poly-
nucleotides. As part of a systematic evaluation of genes in a region of linkage on 8p, Xu et al. (33)
found multiple carriers of nonsense and missense mutations in MSR1 in a collection of prostate can-
cer families. To date, seven studies have been published regarding the role of MSR1 mutations and
variants with prostate cancer risk (33,54–60). These studies investigated the R293X-null mutation
and prostate cancer risk, as well the association of the rare mutations, S41T and D174Y, which were
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only detected in African-American men (33,55,60), and five common sequence variants: PRO3,
INDEL1, IVS5-59, P275A, and INDEL7. As with ELAC2 and RNASEL, however, the results were
inconsistent across different reports, and it has been difficult to draw definitive conclusions from the
individual studies. To address this issue, Sun et al. performed a meta-analysis that included all of
the published studies on MSR1 up to September 2005 (61). This analysis indicated that several vari-
ants were significantly associated with sporadic prostate cancer risk, including R293X in white men
(fixed effect OR, 1.35; p = 0.04; and random effect OR, 1.34; p = 0.09) and D174Y in black men
(fixed effect OR, 2.39; p = 0.01; and random effect OR, 2.41; p = 0.04). When the initial study was
excluded from the meta-analysis, the associations with prostate cancer risk were not significant in the
remaining replication studies. However, the frequency of the D174Y mutation was consistently higher
among cases in all three studies that examined African-American men. Overall, this meta-analysis
suggests the MSR1 gene does not independently confer a major risk to prostate cancer but may confer
a moderate risk to prostate cancer, especially in African-American men.

4. PROSTATE CANCER LINKAGE STUDIES
AND GENE IDENTIFICATION—WHY SO DIFFICULT?

As can be seen by the preceding discussion, although various candidate genes have been identified
in genomics regions using linkage analysis, a gene that reproducibly accounts for more than a small
percentage of familial prostate cancer cases has not been found. Indeed, the number of linkages
reported by individual groups and the difficulty in reproducing linkage results from study to study
has resulted in a less than ideal platform from which to pursue additional gene identification (91).

Why is this so? There are a number of possibilities to consider. In general, prostate cancer is a very
heterogeneous disease, with a complex etiology involving both genetic influences and strong, well-
documented environmental influences, and inevitably interactions between the two. In this regard, it
is interesting to note that, of the three genes implicated as prostate cancer susceptibility genes from
the family studies described under Subheading 3, two (MSR1 and RNASEL) play important roles in
the innate immune system protecting against infectious agents. It is possible that, in addition to
assessing mutational status, pathogen exposure information will be needed to understand the role for
genetic variation in these genes in modifying prostate cancer susceptibility.

Another factor complicating the identification of reproducible genetic risk factors for prostate
cancer is the prevalence of this disease. Current estimates from the Prostate Cancer Prevention
Trial suggest that as many as one in four American men older than age 63 years, if biopsied, would
be diagnosed as having prostate cancer (62). At this frequency in the population, many familial
clusters of prostate cancer, particularly pairs of affected brothers are caused simply by chance
alone. Thus, in any collection of prostate cancer families, there will be families resulting from
shared genetics, shared environmental factors, shared genetics interacting with shared environmen-
tal factors, as well as those caused by chance alone, and some (perhaps most) caused by some
combination of these factors. Only when we restrict the phenotype under study can we reasonably
hope to simplify this situation. For example, having large enough study populations so that well-
defined subsets of prostate cancer can be emphasized is a possible solution. As opposed to families
in which two or more relatives have prostate cancer, families with larger numbers of first-degree
relatives affected (e.g., 5 or more) or multiple members with prostate cancers having poor prognos-
tic features (e.g., Gleason Score 7 or higher, and/or non-organ-confined disease) are relatively rare.
Will focusing on heavily loaded families or families with aggressive disease reduce the heterogene-
ity and enrich for genetic effects enough to simplify the picture? Only in a study population that is
large enough and well-enough characterized can such a question be addressed. The collaborative
effort undertaken by the International Consortium for Prostate Cancer Genetics (ICPCG) has this
capacity (see Subheading 5.). Will focusing on only a subset of prostate cancer decrease the rel-
evance of any discoveries made as a consequence, with respect to prostate cancer in general? It is of
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note that it was the study of families with a familial adenomatous polyposis, a syndrome which
accounts for only a very small fraction of all colon cancers, or even familial colon cancer, that led
to the identification of the APC gene, a gene that is inactivated in the majority of colon cancers,
both familial and sporadic (3).

5. THE ICPCG STUDY OF PROSTATE CANCER SUSCEPTIBILITY

To increase the power to discover prostate cancer susceptibility genes, the ICPCG, a multicenter
collaborative research group (www.icpcg.org), increased sample size by combining genome-wide
screen linkage data from 1233 prostate cancer families, and used dominant, recessive, and nonpara-
metric models to analyze the data (63). Analysis of the complete family collection revealed “sugges-
tive” evidence of linkage (logarithm of odds [LOD] > 1.86) at five regions: 5q12, 8p21, 15q11,
17q21, and 22q12; Table 1). The highest overall LOD score in the genome was 2.28 from the non-
parametric analysis, found near marker D5S2858 on 5q12 (77 cM from pter). The linkage results by
group for each of these five chromosomal regions are shown in Table 2. As seen in this table, with the
exception of 17q21, the LOD scores for each of the highlighted regions are higher in the combined
analysis than observed in any individual group, only reaching a level of “suggestive” evidence in the
combined family data. This finding emphasizes the unique results that emerge from this combined
approach.

Also performed were genome-wide screens in two subsets of families that may be enriched for
stronger genetic effects. Among the 269 families with at least five affected members, “suggestive”
evidence for linkage was found at 1q25, 8q13, 13q14, 16p13, and 17q21, and “significant” evidence
of linkage (LOD = 3.57) was found at 22q12. LOD scores greater than 1.0 at 22q12 were observed in
four different family collections. Among the 606 families with early age at diagnosis, “suggestive”
evidence for linkage was found at 3p24, 5q35, 11q22, and Xq12 (Table 1).

To summarize this study:

1. No single major locus clearly emerged from this large study of prostate cancer families.
2. The finding of numerous “suggestive” linkages is consistent with the hypothesis of multiple prostate

cancer susceptibility genes with modest effects, or several major genes segregating in small subsets of
families.

3. The most significant evidence of linkage was observed in the subset of families with five or more affected
members.

4. If major prostate cancer susceptibility genes exist, they are likely located in one or more of the regions
implicated in this study.

5.1. GENOME-WIDE SCAN FOR LINKAGE
IN PROSTATE CANCER FAMILIES WITH AGGRESSIVE DISEASE

To examine the hypothesis that the tendency to develop aggressive prostate cancer may have an
inherited component, and that linkage analysis of an appropriately chosen subset of prostate cancer
families could be used to map the genes responsible, the ICPCG recently carried out a genome-
wide linkage scan on pedigrees that had at least three men with clinically aggressive prostate can-
cer as defined by high-grade and/or non-organ-confined disease (64). Pedigrees of this type are
rare—of 1233 prostate cancer pedigrees, 166 (13%) met these criteria, making such a study pos-
sible only by pooling data from multiple family collections. Among the 166 pedigrees with aggres-
sive prostate cancer, the strongest linkage signals were on chromosome 6p (LOD = 3.0),
chromosome 11q (LOD = 2.4), and chromosome 20q (LOD = 2.5). For chromosome 11, the link-
age signal was largest among pedigrees with an average at diagnosis of 65 years or younger. The
results from the analysis of this unique collection of families implicate several loci as harboring
genes that may predispose men to develop aggressive prostate cancer, and provide a basis for
identification of such genes.
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6. ALTERNATIVE APPROACHES TO FIND
PROSTATE CANCER SUSCEPTIBILITY GENES

Another important approach to find prostate cancer susceptibility genes has been to perform asso-
ciation studies in populations of men with and without prostate cancer, typically without regard to
family history. These case control studies have been greatly aided by the increased understanding of
the variability of the human genome sequence among different individuals and the concept that com-
mon diseases may be caused by common genetic variants in the population (65). Thus, by simply
examining the frequency of polymorphic alleles, typically single-nucleotide polymorphisms, among
cases and controls, associations between genes and disease risk can be rapidly assessed. A large
number of genes involved in critical processes that occur in prostate cells, such as androgen action
and metabolism, growth factor signaling, carcinogen detoxification, and DNA repair and inflamma-
tion, are being systematically evaluated in this fashion. Additionally, genome-wide association stud-
ies of prostate cancer involving thousands to millions of genetic markers are being contemplated and
initiated (see http://cgems.nci.nih.gov/). These are likely to implicate a large number of genes as
affecting prostate cancer risk.

A third approach has been to study the possible roles of genes responsible for other cancer-predis-
posing syndromes as prostate cancer susceptibility genes. This approach has revealed some interest-
ing leads. The BRCA2 gene has been implicated in early onset prostate cancers (66), and both CHEK2
and NBS1, genes involved in breast cancer susceptibility and the Nijmegen breakage syndrome, have
been found to be mutated in prostate cancer families in different study populations (67–69). That
these three genes are all involved in DNA repair indicates that defects in the ability to repair damage
to DNA and maintain genomic integrity predispose prostate epithelial cells, similar to many other
cells in the body, to malignant transformation.

6.1. BRCA1 and BRCA2

As a result of various epidemiological studies during the past four decades, a link between prostate
and breast cancer etiology has been suspected for many years (70–72). However, an examination of
a large number of prostate cancer families for other cancers (73) found only tumors of the central
nervous system to be in significant excess; the number of breast cancer cases was not significantly
elevated. Multiple studies have demonstrated an association between BRCA1 and BRCA2 mutations
and increased risk of prostate cancer in mutation carriers (74–77). The most direct evidence for a role
of BRCA2 comes from a study by Edwards et al. (66) showing that, in 263 men with diagnoses of
prostate cancer who were at most 55 years of age, protein-truncating mutations were found in 2.3%
and, notably, all of these mutations were clustered outside the ovarian cancer cluster region. The
relative risk of developing prostate cancer by age 56 years from a deleterious germline BRCA2 muta-
tion was 23-fold. This establishes BRCA2 as a bona fide prostate cancer susceptibility gene.

Furthermore, in an extensive study of other cancers in BRCA2 carriers from the Breast Cancer
Linkage Consortium (78), a strong association with prostate cancer was seen (estimated relative risk
[RR], 4.65; 95% CI, 3.48–6.22) for mutation carriers, particularly for men younger than 65 years of
age (RR, 7.33). In support of both these findings, Warner et al. (79) determined the BRCA1 and
BRCA2 status of 412 Ashkenazi Jewish women with breast cancer. The cumulative incidence of
various cancers was assessed in first-degree relatives. The cumulative incidence of prostate cancer in
the first-degree relatives of Ashkenazi Jewish women with breast cancer was 14.8% compared with
3.6% in the first-degree relatives of Ashkenazi Jewish women without breast cancer (p = 0.002).
Interestingly, when the affected Ashkenazi Jewish women were divided into mutation carriers and
noncarriers, the cumulative incidence rose to 34% in carriers and was 12.6% in noncarriers (p =
0.05). This cannot be caused by recall bias, because the family histories were recorded before the
women knew of their mutation status. Although a study of multiplex Ashkenazi Jewish prostate
cancer families did not find elevated rates of common mutations in either BRCA1 or BRCA2 (80), this
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study did not include early onset cases. Overall, although it seems likely that mutations in BRCA1
and BRCA2 increase risk for prostate cancer, particularly in the case of BRCA2 for early onset dis-
ease, the contribution of germline mutations in these genes to familial clustering of prostate cancer in
general remains to be more fully determined. For example, mutation studies following up from recent
linkage studies implicating chromosome 17q12–21 do not suggest that BRCA1 is responsible for the
positive LOD scores (81,82). Further studies, most likely involving large combined data sets, will be
required to more definitively assess the role of these important breast cancer susceptibility genes in
prostate cancer risk.

6.2. CHEK2
The CHEK2 gene on 22q12.1, an upstream regulator of p53, functions in the ATM-dependent

DNA damage signaling pathways, such as BRCA1 and BRCA2. It was first identified in Li-Fraumeni
families, in which the observed mutations, most importantly 1100delC, were shown to result in trun-
cated protein (83). Dong et al. (69) provided the first evidence of CHEK2 mutations in prostate
cancer. They analyzed a total of 578 prostate cancer patients, of which a total of 28 (4.8%) had
germline CHEK2 mutations (16 unique). In additional screenings in 149 families with familial pros-
tate cancer, 11 mutations were revealed (5 unique) in 9 families. These mutations included two frame-
shifts and three missense mutations. Sixteen of the 18 unique mutations were seen in both sporadic
and familial cases but not among 423 unaffected men. However, when all mutations were pooled
together, an association was seen only with sporadic cases. A Finnish study analyzed 537 unselected
prostate cancer patients, 120 patients from hereditary prostate cancer families and 480 controls (67).
Altogether, eight sequence variants were detected, including the frameshift mutation 1100delC and a
novel D438Y missense mutation. Unlike the study of Dong et al. (69), an association was seen only in
patients with a strong family history. More recently, additional studies on CHEK2 and prostate can-
cer have been published by a Polish group. Cybulski et al. (68) sequenced CHEK2 in 140 patients and
then genotyped the three detected variants in a larger series of prostate cancer cases and controls (98
familial patients, 690 unselected patients, and 1921 controls). Truncating mutations (IVS2+1G and
1100delC) were identified in 0.5% of the controls, in 1.6% of the unselected patients (OR, 3.4; p =
0.004) and in 4.1% of familial cases (OR, 9.0; p = 0.0002). The missense variant I157T was also
detected and associated with prostate cancer, the effect being the strongest in men with familial
disease (OR, 3.8; p = 0.00002).

7. SUMMARY AND CONCLUSION

Where is the study of prostate cancer susceptibility taking us? Hopefully, by extensive study of
prostate cancer pedigrees, we can more effectively optimize the predictive information of family
history. It will most likely be important to provide more clinical detail of the prostate cancers that
compose the family history, rather than making all cases with a positive biopsy of equal significance.
In addition, defining genes that affect prostate cancer risk in families as well as sporadic disease can
potentially provide otherwise unattainable insights into the mechanisms of prostate carcinogenesis
and the identification of novel therapeutic targets. For example, the fact that multiple genes involved
in the inflammatory process (e.g., MSR1 [54], RNASEL [32], MIC1 [84], TRL4 [85], TLR1-TLR6-
TLR10 [86], IL1-RN [87], and IL10 [88]) are implicated through genetic studies, provides a unique
and compelling impetus for further study of this process in the development of prostate cancer (89).

Progress has been made in identifying genes associated with familial prostate cancer, but there is
much left to be learned, and many findings in this area have been difficult to replicate. Unfortunately,
despite extensive efforts and a number of promising leads, a major gene that can be used to identify
individuals at high risk for prostate cancer has not been identified. Because this disease stands to
become an even larger medical burden as the world population ages, it is imperative that a better
understanding of the molecular genetics of prostate cancer be acquired. Indeed, if the promise of the
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revolution in molecular medicine is to be realized with respect to prostate cancer, increased efforts
with better methodologies and technologies and large, well-characterized clinical study populations
are urgently needed to effectively confront this research problem.
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Summary

Prostatic carcinogenesis proceeds via the acquisition of both genetic and epigenetic alterations. The epi-
genetic changes, principally in DNA methylation patterns and in chromatin structure, are equivalent to genetic
changes, and often lead to defects in the functions of critical genes, which contribute to malignant cell behaviors.
Epigenetic alterations also tend to appear at the earliest stages of prostate cancer development. As such, analysis
of epigenetic genome changes has not only led to a new understanding of how prostate cancers likely arise, but
has also provided new translational research opportunities, both for molecular biomarkers likely to aid in prostate
cancer detection and diagnosis and for strategies to prevent and treat the disease.

Key Words: Chromatin structure; DNA methylation; DNA methyltransferase; epigenetics; glutathione-
S-transferase; prostate cancer.

1. INTRODUCTION

The progressive acquisition of genomic alterations is a defining feature of all human cancers,
including prostate cancer. Cancer cells are known to carry a variety of genetic defects, including
gene mutations, deletions, translocations, and amplifications, that endow the cells with new capabili-
ties for dysregulated proliferation, inappropriate survival, tissue invasion and destruction, immune
system evasion, and metastasis (1). More recently, it has become apparent that cancer cells also carry
epigenetic defects, including changes in cytosine methylation patterns and in chromatin structure
and organization, which are equivalent to genetic changes in effecting and maintaining neoplastic
and malignant phenotypes (2). For human prostate cancer, evidence has accumulated to suggest that
somatic epigenetic alterations may appear earlier during cancer development than genetic changes,
as well as more commonly and consistently. As a consequence, the study of somatic epigenetic
changes has provided new insights into the mechanism(s) of prostatic carcinogenesis, new molecular
biomarkers to aid in prostate cancer detection and diagnosis, and new opportunities for prostate
cancer prevention and treatment.

2. DNA METHYLATION, DNA METHYLTRANSFERASES,
AND CANCER DEVELOPMENT

The major DNA manifestations of the epigenetic alterations in cancer cells are changes in cytosine
methylation. The self-complementary nucleotide sequence CpG, under-represented in mammalian
genomes, most often carries cytosine bases with a methyl group at the 5 position (5-meC). DNA



302 Nelson et al.

Fig. 1. GSTP1 CpG island hypermethylation in prostate cancer cells. The GSTP1 CpG island region, contain-
ing the transcriptional regulatory region, is unmethylated in normal cells, but carries extensive CpG dinucleotide
methylation in prostate cancer cells, resulting in epigenetic gene silencing.

methyltransferases (DNMTs) are responsible for catalyzing the transfer of a methyl group from
S-adenosyl-methionine to cytosine bases in CpG dinucleotides and maintaining patterns of CpG
dinucleotide methylation across the genome through DNA replication and mitosis. Dense clusters of
unmethylated CpG dinucleotides, termed “CpG islands,” are present at the transcriptional regulatory
region of many genes (3); abnormal increases in cytosine methylation in these regions in cancer cells
are associated with transcriptional silencing and heterochromatinization (2) (Fig. 1). Somatic CpG
island hypermethylation is, thus, functionally equivalent in carcinogenesis to somatic gene deletion,
or to somatic mutations leading to loss of gene or gene product function. Many cancer cells, despite
containing hypermethylated CpG island sequences at the loci of several key genes, also contain
sequences with hypomethylated CpG dinucleotides. Somatic CpG dinucleotide hypomethylation has
been proposed to result in inappropriate gene activation or regulation, in increased gene recombina-
tion, and in de-repression of endogenous retrovirus genes (4–6).

Although it is clear that the fidelity of CpG methylation pattern maintenance must be somehow
corrupted in cancer cells, the means by which acquired increases and decreases in CpG dinucleotide
methylation appear during the development of cancer have not been fully established. Proposed
mechanisms for somatic alterations in CpG dinucleotide methylation feature:

1. The direct result of inappropriate expression or activity of DNMTs (7).
2. The indirect consequences of targeted transcriptional trans-repression or trans-activation (8).

3. The coordinated action of regulatory RNAs and DNMTs (9,10).

Regardless of how the abnormal DNA methylation patterns arise in cancer cells, the resultant
changes in gene function are subject to selection for cell growth and/or survival. For example, Luria-
Delbruck fluctuation analyses have suggested that a small minority of human mammary epithelial
cells spontaneously develop CpG island hypermethylation at the locus of the gene encoding the p16/
INK4a cell cycle regulatory protein; these cells enjoy a growth advantage as the remaining human
mammary epithelial cells undergo cell senescence (11). Similarly, a reduction in CpG island hyper-
methylation at MDR1, encoding P-glycoprotein, provides a survival advantage to MCF-7 breast
cancer cells in the face of treatment with the anti-neoplastic drugs doxorubicin and paclitaxel (12).
Finally, in HCT-116 colorectal cancer cells, which contain one mutant gene encoding p16/INK4a,
with a frameshift mutation in the coding sequence, and one wild-type gene, the absence of p16/
INK4a function is attributable to CpG hypermethylation, which is selectively present at the wild
type, but not at the mutant, gene locus (13). In these cells, there was no accumulation of CpG island
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hypermethylation changes at the gene encoding a mutant p16/INK4a, which would not have offered
any selective cell growth advantage.

The most compelling mechanisms for the appearance of abnormal DNA methylation patterns in
cancer cells described thus far focus on inappropriately regulated DNMT function. There are three
known mammalian DNMTs responsible for CpG dinucleotide methylation, DNMT1, with preferential
activity on hemimethylated DNA substrates, and DNMT3a and DNMT3b, both capable of
de novo CpG dinucleotide methylation on unmethylated DNA substrates (14) (Fig. 2). Of the three,
DNMT1, targeted to the replication fork during the S-phase of the cell cycle, is the likely enzyme
responsible for maintaining methylation patterns through genome duplication and segregation at mitosis
(15). In contrast, DNMT3a and DNMT3b serve critical de novo DNA methylation functions during
embryonic development, because mouse embryos carrying disrupted genes for these enzymes exhibit
defects in gene imprinting associated with an inability to establish appropriate CpG dinucleotide
methylation patterns (16). In cancer cells, this strict division of labor between DNMT1 vs DNMT3a
and DNMT3b may not always be followed. For example, although HCT-116 human colon cancer
cells carrying targeted disruptions of DNMT1 or DNMT3b genes lose only 20% and 3% of total
genomic cytosine methylation levels, respectively, cells with both genes disrupted lose some 95% of
the methylated cytosine bases, indicating that DNMT3b can cooperate with and/or complement
DNMT1 in the maintenance of genomic DNA methylation patterns (17,18).

How these enzymes might produce CpG dinucleotide methylation changes in cancer cells is not
well understood. However, significant data support a major role for DNMT1 in cancer develop-
ment. First, forced overexpression of DNMT1 in normal cells causes increases in DNA methylation
and epigenetic gene silencing (7,19,20). Second, inadequate DNMT1 function can result in decreases
in DNA methylation, and in cancer development, because mice carrying one disrupted Dnmt1 allele
and one hypomorphic Dnmt1 allele, resulting in 10% of normal DNMT activity, have been reported
to exhibit genomic instability and to develop T-cell lymphomas (5,6). Finally, Dnmt1 seems to be
required for c-fos transformation of rodent fibroblasts in vitro, as well as for intestinal polyp devel-
opment in ApcMin/+ mice and tobacco carcinogen-induced murine lung cancer development in vivo
(21–24). Despite the well-demonstrated associations between too much and too little DNMT1 func-
tion and tumorigenesis in experimental models, abnormalities in DNMT1 regulation have been dif-
ficult to demonstrate in human cancers. Specifically, messenger RNA (mRNA) encoding DNMT1
does not seem to be commonly overexpressed or underexpressed, when normalized to proliferative
activity, in human cancer cells (25). However, a recent report has suggested that DNMT1 polypep-
tides levels are extensively regulated via targeted ubiquitin conjugation and destruction by the
proteasome, and that cancer cells may exhibit marked defects in DNMT1 degradation even if

Fig. 2. Mammalian DNA methyltransferases (DNMTs). Of the three DNMTs, DNMT1 is the candidate main-
tenance methyltransferase, containing a binding domain for proliferating cell nuclear antigen (PCNA), that nor-
mally permits localization of the enzyme to the site of DNA replication, and a targeted protein destruction domain,
that fine tunes expression of the enzyme to the S-phase of the replicative cell cycle.
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DNMT1 mRNA levels are not abnormal (26). With these data in mind, the findings of heteroge-
neously increased and decreased DNMT1 levels in different cells in colorectal cancers by immuno-
histochemical staining hint that abnormal posttranslational regulation of DNMT1 polypeptide levels
might contribute both to DNA hypermethylation and to DNA hypomethylation, promoting cancer
development (27).

3. ABNORMAL DNA METHYLATION CHANGES IN PROSTATE CANCER

The first gene found to be silenced via somatic CpG island hypermethylation in prostate cancer
was GSTP1, encoding the π-class glutathione-S-transferase (GST), an enzyme capable of detoxifying
electrophilic and oxidant carcinogens (28) (Fig. 1). This genome change remains the most common
somatic genome abnormality of any kind (>90% of cases) reported thus far for prostate cancer,
appearing earlier and more frequently than other gene defects that arise during prostate cancer
development (29). The associated loss of π-class GST function likely sensitizes prostatic epithelial
cells to cell and genome damage inflicted by dietary carcinogens and inflammatory oxidants, perhaps
explaining the well-documented contribution of diet and lifestyle factor to prostatic carcinogenesis
(29–31). Mice carrying disrupted Gstp1/2 genes are more prone to develop skin tumors after expo-
sure to a topical carcinogen than wild-type mice (32). Provocatively, GSTP1 CpG island
hypermethylation, which is not present in normal prostatic epithelial cells (nor any other normal
cells), seems to arise first in proliferative inflammatory atrophy (PIA) lesions, the earliest prostate
cancer precursors, which are characterized by simultaneous inflammatory epithelial damage and
regeneration (33–36) (Fig. 3). Epigenetic silencing of GSTP1 expression persists in prostatic intra-
epithelial neoplasia lesions, later prostate cancer precursors, and in prostatic carcinomas, hinting at
some sort of selective growth or survival advantage (31,36–38). The recognition that DNA
hypermethylation changes characteristic of prostate cancer cells first appear in PIA lesions suggests
that chronic or recurrent inflammation may play some role in the de novo acquisition of abnormal
DNA methylation patterns. Of interest in this regard is a report of interleukin 1β-triggered silencing
of FMR1 and HPRT in cells via a mechanism featuring nitric oxide generation (39). Activated mac-

Fig. 3. The GSTP1 CpG island hypermethylation during prostatic carcinogenesis: hypermethylation changes
appear in prostate cancer precursors. GSTP1 CpG island hypermethylation, accompanied by loss of GSTP1
expression, first appears in rare proliferative inflammatory atrophy (PIA) lesions, more commonly in prostatic
intraepithelial neoplasia lesions, and then nearly ubiquitously in prostatic carcinomas (36).
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rophages, expressing high levels of the inducible form of nitric oxide synthetase, have been detected
near PIA lesions in human prostate tissues (B. H. Lee, W. G. Nelson, and A. M. DeMarzo, Personal
Communication).

Since the recognition that the GSTP1 CpG island was frequently hypermethylated in prostate
cancers, more than 40 genes have been reported to be targets of DNA hypermethylation-associated
epigenetic gene silencing in prostate cancer cells (Table 1) (40). From all the studies reported thus
far, it seems likely that CpG island hypermethylation changes appear in at least two waves, first in
prostate cancer precursor lesions, as the genome changes that initiate neoplastic transformation, and
then later in transformed cells, as the genome changes that drive malignant progression. For example,
in one case series, hypermethylation of CpG islands at GSTP1, APC, RASSF1a, COX2, and MDR1
was present in the majority of localized prostate cancers and persistent in the majority of advanced
metastatic cancers, whereas hypermethylation at the ER a, hMLH1, and p14/INK4a CpG islands was
rare in primary cancers and more common in metastatic cancer deposits (41). Finally, in a study of
men with lethal prostate cancer who underwent autopsies, analysis of CpG island hypermethylation
profiles from different metastatic deposits in different anatomic sites from different men revealed
that the gene targets of epigenetic silencing were fivefold more variable case-to-case than site-to-site
(p < 0.0001), providing statistical evidence that abnormal DNA methylation patterns may arise be-
fore prostate cancer cell growth and expansion at metastatic sites (41).

Somatic DNA hypomethylation has also been described in prostate cancer cell DNA, but has
not been studied in as great a detail, thus far, as somatic hypermethylation. An early analysis of total
5-meC base levels suggested that DNA hypomethylation might be rare in primary prostate cancers,
but more common in prostate cancer metastases (42). A subsequent study revealed decreased CpG
dinucleotide methylation at LINE-1 sequences in 53% of all the prostate cancer cases analyzed,
with LINE-1 hypomethylation changes present in 67% of cases with lymph node metastases, but
only 8% of cases without lymph node metastases (43). When DNA hypomethylation has been
assessed along with CpG island hypermethylation changes at GSTP1, RAR b 2, RASSF1a, and APC
in prostate cancers, the hypermethylation changes seemed likely to have preceded the
hypomethylation changes, which were generally detected in cancers of higher stage and histologi-
cal grade (44). In addition, a provocative correlation between DNA hypomethylation and losses or
gains of sequences on chromosome 8 has been described in prostate cancers, consistent with a
possible contribution of decreased methylation to genetic instability (6,45).

4. SENSITIVE DETECTION OF ABNORMALLY METHYLATED
CPG ISLANDS AS A PROSTATE CANCER BIOMARKER

The use of serum assays for prostate-specific antigen (PSA) for prostate cancer screening has
drastically changed the natural history of prostate cancer. Most men now typically diagnosed with
nonpalpable, localized, prostate cancer are amenable to treatment with surgery or radiation therapy
(46). However, PSA screening is far from perfect. Findings of the Prostate Cancer Prevention Trial,
in which men who entered the study with a “normal” serum PSA level were subjected to prostate
biopsy at the end of the trial, revealed prostate cancer in 24.4% of the men treated with a placebo,
with cancer in 6.6% of men who had a serum PSA of less than 0.5 ng/mL (47,48). Prostate biopsies
are also less than perfect. The current ultrasound-guided biopsy strategy features random sampling
of prostate tissue, rather than some sort of image-directed approach to detect prostate cancer. The
optimal number of random tissue samples needed for accurate detection of clinically significant
prostate cancer remains controversial (49,50). This tendency toward under-diagnosis, that is, miss-
ing prostate cancer when present, also seems to be accompanied by a general fear of over-diagnosis,
that is, discovering and treating non-life-threatening prostate cancer and causing detrimental effects
on quality of life (Fig. 4). Finally, although histological examination of prostate tissues enables
accurate diagnosis of prostate cancer, distinct from other microscopic prostate abnormalities, and
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Table 1
Genes Assessed for CpG Island Hypermethylation
Changes in Prostate Cancer Tissues a

Number of Frequency of Range
Gene cases studied hypermethylation (%) (if more than one study)

GSTP1 1071 81.6   36–100
CDH1 367 16.6     0–100
MGMT 352 11.1   0–88
DAPK 320 13.8   0–36
p16/CDKN2a 313 16.0   0–66
RASSF1a 274 72.6 53–96
RAR b 234 68.0 53–79
APC 211 54.0 27–90
CD44 191 49.2 32–78
HIC1 182 99.5   99–100
TIMP3 182 3.3 0–6
AR 181 13.8   0–15
p14 158 3.8   0–11
EDNRB 147 65.3   49–100
PTGS2 110 65.5 22–88
Cyclin D2 101 31.7
CDH13 101 30.7
FHIT 101 14.9
MDR1 73 88.0
ESR1 73 19.2
ER a –A 70 92.9 90–95
ER a –B 70 91.4 90–92
ER a –C 70 0.0 0
ER b 61 86.9   79–100
PR–A 70 0.0 0
PR–B 70 0.0 0
p15/CDKN2b 73 0.0 0
hMLH1 73 0.0
VEGFR1 63 38.1
p27 61 16.4   6–38
TIG1 50 52.0
RB1 48 8.3   6–13
p21 48 8.3   6–13
RUNX3 37 40.5
THBS1 37 27.0
TNFRSF6 32 12.5
17p 26 96.0
ZNF185 25 44.0
Inhibin a  subunit 24 29.2
Caveolin–1 22 90.9
TSLC1 22 31.8
NEP 22 14.3
PTEN 16 0.0
p73 16 0.0

a From ref. 40.
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permits prognostic assessment of prostate cancer natural history, the use of minute core needle
biopsy tissue fragments presents considerable challenges to diagnostic surgical pathologists (35).
For these reasons, new molecular biomarkers, capable of increasing the sensitivity and specificity
of prostate cancer screening, improving the accuracy of prostate cancer diagnosis, and providing
stratification for treatment recommendations, are needed.

Can somatic changes in DNA methylation patterns serve as useful prostate cancer molecular
biomarkers? Clearly, with PCR technologies, nucleic acid markers are detectable with extraordinary
sensitivity, often in the range of a single molecule, and, of the nucleic acids, DNA may be superior to
RNA in terms of stability through specimen collection and sample handling. Thus, both genetic and
epigenetic genome alterations have been pursued as molecular biomarkers for all human cancers
(51,52). DNA methylation changes are particularly attractive for this purpose for most human can-
cers, because unlike point mutations, for example, CpG island hypermethylation changes seem more
consistent from case to case, permitting a single assay to be used to detect all cases (2). Prostate
cancer is no exception; there have not been any common point mutations in any genes yet described,
however, several consistent CpG island hypermethylation changes have been reported (40,41).

Currently, two major strategies for the detection of CpG dinucleotide methylation changes are
most commonly used, although new strategies are under active development. The first detection
method features the use of restriction endonucleases that cut recognition sites differently if the sites
contain 5-meCpG. This method has been used along with Southern blot analysis and with PCR to dis-
criminate DNA methylation changes at particular genome sites (53). The second detection approach
uses sodium bisulfite modification to facilitate the selective deamination of C, but not of 5-meC, to U,
creating a DNA sequence difference at 5-meC vs C after PCR amplification. This approach has been
used for mapping and sequencing of 5-meC at particular genome sites, and along with PCR, featuring
primers specific for bisulfite-converted 5-meC-containing or C-containing sequences (54,55). Each of
these approaches has strengths and weaknesses as biomarker detection assays. Assays using 5-meCpG-
sensitive restriction enzymes and PCR are spectacularly sensitive, capable of detecting single
hypermethylated CpG island sequences, but are prone to false-positive results, attributable to ineffi-
cient cutting of unmethylated sequences. In contrast, bisulfite modification and PCR (MS-PCR) is
somewhat less sensitive, because the bisulfite modification procedure can damage DNA sequence
targets, but is often more specific (40).

Fig. 4. Random sampling core needle biopsies of the prostate peripheral zone region can miss prostatic
carcinomas. In a gland with multifocal prostate cancer, biopsy #1 detects a carcinoma lesion whereas biopsy #2
misses two carcinomas.
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For prostate cancer, the greatest amount of attention has been afforded to GSTP1 CpG island
hypermethylation, the first alteration reported and a change present in greater than 90% of cases that
have been carefully evaluated (28,31,53). The somatic genome change has proven remarkably robust
as a candidate molecular biomarker. Using a variety of different detection strategies, in some 24
studies with 1071 cases, GSTP1 CpG island hypermethylation has been detected in DNA from pros-
tate tissues in more than 81% of cases analyzed, with the sensitivity of detection varying somewhat,
depending on assay (40). GSTP1 CpG island methylation changes are conspicuously absent from all
normal human tissues, including normal prostatic epithelial cells isolated by laser capture microdis-
section, but are commonly present in prostate cancer precursor lesions, such as PIA and prostatic
intraepithelial neoplasia (33,36,37). Thus, assays capable of detecting GSTP1 CpG island
hypermethylation in DNA from prostate tissues have the potential of discriminating prostate cancer
and its precursors from other prostate abnormalities, and of detecting neoplastic cells even when not
readily evident by microscopy (56). Furthermore, such assays have been found to detect prostate
cancer DNA in prostatic secretions, permitting the use of urine specimens for prostate detection and
diagnosis (57–59).

In addition to the GSTP1 CpG island, CpG island sequences at more than 40 other gene sites have
been evaluated for hypermethylation changes in prostate cancer DNA (Table 1). By examining many
CpG islands for each prostate cancer case, CpG island hypermethylation “profiles,” distinct from
other cancers, have emerged (40,41). Using the quantitative MS-PCR technology, the detection of
CpG island hypermethylation at combinations of sites, including GSTP1, APC, RASSF1a, PTGS2,
and MDR1, has been reported to distinguish prostate cancer from noncancerous tissue with sensitivi-
ties of 97.3 to 100% and specificities of 92 to 100% (41). It is likely that more somatic targets of CpG
island hypermethylation will be discovered in the future; many such genes may offer new opportuni-
ties for molecular biomarkers that can be used in prostate cancer detection and diagnosis. Will some
sort of DNA methylation assay become a prostate cancer screening tool? The best opportunity seems
to be sensitive detection of somatic DNA methylation changes in urine, if the urine can be collected
in such a way that it contains prostate secretions (57).

In addition to aiding in prostate cancer detection and diagnosis, somatic DNA methylation changes
may provide prognostic information. Both similarities and differences have been reported for pat-
terns of DNA methylation in primary vs metastatic cancers (41). Perhaps the somatic DNA methyla-
tion changes characteristic of metastatic prostate cancers can be detected in a fraction of primary
prostate cancers at high risk for metastatic progression. Thus far, hypermethylation of CpG island
sequences at EDNRB, RARβ, RASSF1a, ERβ, and TIG1 have been correlated with primary prostate
cancer stage and/or grade, known prognostic markers (41,60–63). Furthermore, differences in PTGS2
CpG island hypermethylation in DNA from primary prostate cancers have been found to indepen-
dently predict prostate cancer recurrence after radical prostatectomy, even when tumor grade and
stage were considered (41) (Fig. 5). In a conceptually different approach, sensitive detection of so-
matic changes in DNA methylation may add great sensitivity to conventional prostate cancer staging.
As described above, GSTP1 CpG island hypermethylation changes are so common in prostate cancer
cells, and so rare elsewhere, that detection of DNA with such changes in blood, lymph nodes, bone
marrow, and so on, from a man known to have prostate cancer likely indicates the presence of cancer
at these sites. In an example of this strategy, serum DNA showing GSTP1 CpG island hypermethyla-
tion is more readily detected in men with known metastatic prostate cancer than without. Further-
more, for men with localized prostate cancer, the presence of prostate cancer DNA, identified by
assays of GSTP1 CpG island hypermethylation, portends prostate cancer recurrence after radical
prostatectomy (64).

Ultimately, the use of detection strategies for somatic DNA methylation changes can be imagined
for prostate cancer screening, detection, diagnosis, prognosis, and treatment stratification. To best
exploit the opportunity presented, a more complete knowledge of DNA methylation changes in pros-
tate cancer cases, and the correlations of such changes with neoplastic transformation, with prostate
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cancer grade and stage, with malignant progression and metastasis, and with response to treatment,
will need to be determined. In addition, assay strategies for detecting such changes will need to be
refined. Finally, new approaches to biospecimen collection and handling, such as the recovery of
prostate secretions, may also prove helpful.

5. THERAPEUTIC TARGETING OF EPIGENETIC GENE SILENCING
FOR PROSTATE CANCER PREVENTION AND TREATMENT

Because the somatic changes in DNA methylation that drive epigenetic gene silencing in cancer
cells, although functionally equivalent to gene deletion, do not involve irretrievable loss of DNA
sequence information, such changes present an attractive “rational” therapeutic target for cancer
treatment and prevention. As such, several approaches to reversal of CpG island hypermethylation-
associated gene silencing have emerged. One strategy, now in late-stage clinical development,
features the use of inhibitors of DNMTs, such as 5-aza-cytidine (5-aza-C) (recently approved by the
US Food and Drug Administration [FDA] for the treatment of myelodysplastic disorders [65]),
5-aza-deoxycytidine (5-aza-dC), zebularine, procainamide, or hydralazine, to reduce 5-mCpG den-
sity at the CpG island sequences in dividing cancer cells (66–69) (Fig. 6). Another approach, also
under active clinical scrutiny, has been the use of inhibitors of histone deacetylases (HDACs), such
as sodium phenylbutyrate, valproic acid, suberoylanilide hydroxamic acid, and many others, to limit
the formation of repressive chromatin conformation near the genes carrying abnormally methylated
CpG islands (70–73). Finally, the targeting of other CpG island methylation-associated chromatin
regulators, such as the 5-meC-binding domain (MBD) family proteins, histone methyltransferases,
and ATP-dependent remodeling enzymes, is in its earliest stages.

Nucleoside analog inhibitors of DNMTs, such as 5-aza-C and 5-aza-dC, have been widely used in
attempts to reverse abnormal DNA methylation changes in cancer cells in vitro for the purpose of
restoring “silenced” gene expression (74). Unfortunately, despite some apparent successes using
preclinical models and some promising results in early clinical trials, the clinical usefulness of these
compounds for cancer has not yet been fully realized, even though 5-aza-C (Vidaza®, Pharmion
Corporation) has gained an FDA-approved indication for myelodysplastic disorders (65). In a phase
II study (n = 14 men) of 5-aza-dC (decitabine) for androgen-independent, progressive, metastatic

Fig. 5. PTGS2 CpG island hypermethylation as a prognostic molecular biomarker for recurrence risk after
radical prostatectomy. Quantitative MS-PCR detection of PTGS2 CpG island hypermethylation stratifies men
into low (below the median) and high (above the median) risk for prostate cancer recurrence after radical
prostatectomy (p = 0.0017). Multivariate analyses indicated that quantitative PTGS2 CpG island hypermethy-
lation predicted prostate cancer recurrence independently of tumor stage and grade (41).
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Fig. 6. DNA methyltransferase (DNMT) inhibitors. Available DNMT inhibitors include nucleoside analogs
and a non-nucleoside, procainamide.

prostate, with the drug given at a dose of 75 mg/m2 intravenously every 8 hours for three doses, and
treatment cycles repeated every 5 to 8 weeks to allow for resolution of toxicity, 2 of 12 men evaluable
for response had stable disease with a time to progression of more than 10 weeks (75). However, this
may not be the best dose and dose-schedule for reversal of epigenetic gene silencing (74). One of the
most significant limitations of the nucleoside analog DNMT inhibitors in clinical trials, especially at
the doses and dose-schedules used thus far, has been treatment-associated side effects, such as myelo-
toxicity with resultant neutropenia and thrombocytopenia, which are characteristic of other nucleo-
side analogs in general, including nucleoside analogs that are not DNMT inhibitors (64). Another
concern regarding the use of nucleoside analogs as DNMT inhibitors has been that incorporation of
the nucleoside analogs into genomic DNA might lead to mutations and/or cancer development (76).

Procainamide, a drug approved by the FDA for the treatment of cardiac arrhythmias, and hydrala-
zine, a drug approved for the treatment of hypertension, are non-nucleoside analogs that both also
seem to inhibit DNMT activity (77–79). Procainamide may be selective for DNMT1, the enzyme
most consistently associated with tumorigenesis in genetic studies in mouse models; nucleoside
analogs seem to inhibit each of the DNMTs (79). However, long-term use of procainamide (or of
hydralazine) carries a risk of drug-induced lupus, more common in women than in men. In animal
models, both 5-aza-C and procainamide seem to trigger autoimmunity, although whether or not
autoimmunity is an unavoidable side effect of DNMT inhibition is not known (78,80). Finally, as
mentioned earlier, mice carrying one disrupted Dnmt1 allele and one hypomorphic Dnmt1 allele,
resulting in 10% of normal DNMT activity, have been reported to exhibit genomic instability and to
develop T-cell lymphomas, hinting that therapeutic reductions in 5-mCpG dinucleotides might pro-
mote the appearance of certain cancers (e.g., lymphomas) while attenuating the appearance of others
(e.g., epithelial tumors; see refs. 5 and 6). Thus, the clinical use of DNMT inhibitors is likely to be
limited by both mechanism-based and mechanism-independent side effects.

Similar to DNMT inhibitors, HDAC inhibitors have also exhibited promising preclinical activity
in cancer models. HDAC inhibitors under clinical development include sodium phenylbutyrate (and
other butyrates), valproic acid, suberoylanilide hydroxamic acid, pyroxamide, N-acetyl dinaline (CI-
994), and depsipeptide. However, the early clinical experience with these agents suggests that side



Somatic DNA Methylation Changes and Prostatic Carcinogenesis 311

Fig. 7. Transcriptional trans-repression at hypermethylated CpG islands mediated by 5-meC-binding domain
(MBD) proteins. MBD family proteins MeCP2 and MBD2 can recruit complexes of proteins that catalyze the
heterochromatin formation at genes carrying hypermethylated CpG islands.

effects, such as nausea, vomiting, diarrhea, fatigue, edema, and so on, can occur, although severe
adverse events seem rare (70,71,73). In addition to DNMT inhibitors and HDAC inhibitors adminis-
tered as single agents, combinations of DNMT inhibitors and HDAC inhibitors also seem to have
intriguing activity in preclinical models (24,81). Whether combinations of the currently available
collection of DNMT inhibitors and HDAC inhibitors can reactivate silenced cancer genes, without
unacceptable toxicity, in human clinical trials against prostate cancer, has not yet been determined.

Two MBD family proteins have been implicated in the silencing of critical genes in cancer cells
carrying abnormally hypermethylated CpG island sequences, and may define pathways amenable to
targeting for reversal of epigenetic gene silencing (Fig. 7). One of the MBD family proteins, MeCP2,
contains an approx 70-amino acid minimal region that mediates selective binding to DNA containing
5-mCpG (an MBD motif), and a transcriptional repression domain that permits interaction with the
transcriptional repressor Sin3 and associated HDACs (82). MeCP2 can, thus, act as a CpG island
hypermethylation-dependent transcriptional repressor by binding transcriptional regulatory sequences
carrying 5-mCpG and recruiting HDACs. For this reason, MeCP2-mediated inhibition of 5-mCpG-
containing promoter activity can usually be alleviated by treatment with trichostatin A, an inhibitor
of HDACs (82). Another MBD family protein, MBD2, which can also bind selectively to DNA con-
taining 5-mCpG, has been found to be a component of a mega dalton (MD) transcription repression
complex, MeCP1, that also contains the Mi-2/NuRD chromatin remodeling complex subunits MBD3,
HDAC1, and HDAC2, the histone-binding proteins RbAp46 and RbAp48, the SWI/SNF helicase/
ATPase domain-containing protein Mi2, MTA2, and two uncharacterized polypeptides of 66- and
68-kDa (83). Although present in the Mi-2/NuRD complex, the MBD family protein MBD3 does not
seem to recognize 5-mCpG-containing DNA. As a result, in the absence of MBD2, Mi-2/NuRD com-
plexes, capable of catalyzing ATP-dependent chromatin remodeling, are incapable of selectively
binding hypermethylated transcriptional regulatory sequences. In the MeCP1 complex, MBD2 acts
to recruit the Mi-2/NuRD chromatin remodeling complex to 5-mCpG-containing DNA (83). Of interest,
although MeCP2-mediated transcriptional repression can typically be alleviated by treatment with
HDAC inhibitors, MeCP1-mediated inhibition of 5-mCpG-containing promoter activity is often not
affected by HDAC inhibitor exposure.
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MBD family proteins have not yet been systematically targeted for the reactivation of critical
genes in cancer cells that have been silenced by CpG island hypermethylation. However, MBD fam-
ily proteins, particularly MBD2, make attractive therapeutic targets for two key reasons. First, the
anticipated efficacy of drugs that interfere with MBD family protein activity is provocative, and
second, the likely side effects may be minimal. As for efficacy, MBD2 is a validated target for new
drugs. MBD2 selectively binds the GSTP1 CpG island when it is methylated, as occurs ubiquitously
and early during prostatic carcinogenesis, and siRNA-mediated reduction in MBD2 levels activates
GSTP1 expression despite CpG island hypermethylation (31,84,85). Similarly, cells from Mbd2–/–

mice are unable to repress transcription from exogenously hypermethylated promoters in transient
transfection assays (86). Also, ApcMin/+Mbd2–/– mice develop far fewer intestinal adenomas, and sur-
vive longer, than do ApcMin/+Mbd2+/– or ApcMin/+Mbd2+/+ mice (87). As for toxicity, other than a
maternal behavior defect, the Mbd2–/– mice seem fairly unremarkable, and have maintained normal
gene imprinting, repression of endogenous retroviral sequences, and no obvious ectopic gene expres-
sion (86). In contrast, Dnmt1–/–, Dnmt3a–/–, and Dnmt3b–/– mice are not viable. Furthermore, unlike
mice with defective Dnmt1 genes, Mbd2–/– mice do not seem prone to increased lymphomagenesis
when crossed to mice carrying disrupted p53 genes (88). These observations hint that drugs targeted
at MBD2 might be able to reactivate epigenetically silenced genes in cancer cells, or in precancerous
lesions, with a significant margin of safety. For this reason, chemical biology approaches, featuring
high-throughput screening of chemical libraries, have been applied to the search for such compounds
(X. Lin, Z. Reichardt, and W. G. Nelson, Personel Communication). Provocatively, antisense inhibi-
tors directed at MBD2 mRNA have been reported to attenuate human cancer cell growth in vitro and
in vivo (89,90).

To fully exploit the therapeutic opportunities presented by targeting epigenetic gene silencing in
prostate cancer, both new drugs and new clinical trial strategies for developing and evaluating such
treatments will be needed. Similar to other rational “targeted” treatments for human cancers, the
expectation is that epigenetic modulation might be accomplished with chronic or prolonged treat-
ments that have minimal side effects. If used to prevent cancers, the safety demands of such treat-
ments will be even greater. For these reasons, early clinical studies will seek to ascertain the “optimal
biologic dose” presumably a dose that restores the expression and function of epigenetically silenced
genes, rather than the “maximally tolerated dose.” Also, because combinations of inhibitors (e.g.,
DNMT inhibitor plus HDAC inhibitor) may be more effective at reactivating silenced genes than
individual inhibitors, the design of clinical trials needed to establish dose and dose-schedule may
prove very complex. Almost certainly, the new technologies permitting sensitive detection of epige-
netically silenced genes, such as MS-PCR, will be required as pharmacodynamic end points for such
clinical development strategies.

6. SUMMARY AND CONCLUSIONS

Somatic changes in DNA methylation patterns seem to be the most common acquired genome
alterations in prostate cancer cells, leading to epigenetic defects in critical gene function. The origin
of these changes is not yet known, although likely involves some dysfunction or dysregulation of
DNMT activity early during prostatic carcinogenesis. Sensitive detection of abnormally methylated
DNA sequences has great promise for improving prostate cancer screening, detection, diagnosis,
and assessment of prognosis. Therapeutic reversal of DNA methylation, and/or the associated gene
silencing, has potential for prostate cancer prevention and treatment.
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Telomeres, Telomerase,

Chromosome Stability, and Prostate Cancer

Alan K. Meeker

Summary

Prostate cancer exhibits diverse clinical behavior, a phenotypic reflection of the heterogeneous genetic and
epigenetic aberrations underlying this disease. Recent work indicates that short, dysfunctional telomeres may be
responsible for much of this genetic damage. Telomeres are essential DNA elements located at the ends of each
chromosome. Telomeres shorten because of cell division and damage from reactive oxygen species, such as those
elaborated by the inflammatory response. Recent studies indicate that abnormal telomere shortening occurs in the
earliest phase of prostate tumorigenesis, at the pre-invasive prostatic intraepithelial neoplasia (PIN) stage, and
that telomeres remain short in the majority of prostate adenocarcinomas. Thus, it is likely that telomere dysfunc-
tion plays a key role in both the initiation and progression of prostate cancer and evidence indicates that telomere
length may have prognostic value.

Unlike normal prostate cells, prostate cancer cells activate the telomere maintenance enzyme telomerase,
providing at least a minimal amount of stability to the shortened chromosomal ends. However, telomerase activity
is subject to hormonal regulation, being downregulated during hormonal withdrawal; therefore, during androgen
ablation therapy, the already shortened telomeres in prostate cancer cells may once again become unstable,
leading to further genetic changes contributing to the development of androgen-independent disease. Apart from
androgens, telomerase is also regulated in the prostate by the oncogene c-Myc, a gene frequently deregulated in
prostate cancer.

The dependence of prostate cancer on telomerase activity makes this enzyme an attractive therapeutic
target, and several strategies aimed at exploiting this dependence are currently under development.

In summary, short dysfunctional telomeres are likely to be major players in prostate cancer initiation and
progression, as well as the development of hormone-refractory disease after androgen ablation. Measurement of
telomere lengths or telomerase activity may provide valuable diagnostic and/or prognostic information. It is
hoped that a thorough understanding of prostate cancer telomere biology will lead to effective strategies for
disease prevention and treatment.

Key Words: Chromosome stability; prostate cancer; telomerase; telomeres.

1. INTRODUCTION

Prostate cancers exhibit marked genetic, morphological, and behavioral heterogeneity, likely a
reflection of an underlying genetic instability. Similar to other cancers, prostate cancer is, in large
part, a problem of inappropriate, unrestrained, and unbalanced cell proliferation and displays a strong
positive association with increasing age. A common thread linking genetic instability, cellular prolif-
eration, and aging, is telomere biology. This chapter outlines the basics of what we currently know
regarding telomeres, the telomere maintenance enzyme telomerase, and the potential roles they may
play in prostate cancer.
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Both genetics and poorly characterized environmental factors have been broadly implicated in
prostate cancer causation (1–8). However, there are only three key risk factors currently known for
prostate cancer: a positive family history of the disease, African ancestry, and increasing age (6).
With respect to age, the populations of most industrialized nations are aging at an accelerating pace.
Prostate cancer will likely remain a significant clinical problem for the foreseeable future. Despite
decades of research, a detailed understanding of the precise cellular and molecular mechanisms under
lying prostate carcinogenesis is still lacking. Understanding of the disease at this level of detail
is needed to facilitate the development of improved techniques for assessing an individual’s risk of
developing prostate cancer, as well as the design of effective preventive and therapeutic interventions.

2. PROSTATE CANCER IS A HETEROGENEOUS
DISEASE DRIVEN BY GENETIC INSTABILITY

Prostate cancer shows remarkable variability at the genetic and histological levels, as well as in its
clinical course (9–11). This heterogeneity is likely a manifestation of the numerous chromosomal
changes that typify prostate cancer cells; a reflection of ongoing or episodic genetic instability.

It is widely accepted that cancer is, to a large extent, a disease driven by the accumulation of
multiple somatic alterations in the expression and/or sequence of cancer-associated genes (oncogenes
and tumor suppressor genes) (12). Phenotypically, cancer is largely a disorder of improper and unbal-
anced cellular proliferation. Thus, it is not surprising that many oncogenes and tumor suppressor
genes are members of growth factor signaling pathways that positively or negatively affect cell divi-
sion (13–16). Unlike several other cancers in which one or a few of these key genes are frequently
lost or mutated, no such predominant patterns have emerged for prostate cancer. Rather, analyses of
prostate cancers have revealed a plethora of genetic changes across the entire genome (11,17–24). In
addition, the number of genetic changes increases with disease stage, implying a link between genetic
instability and disease progression (25).

The process of DNA replication in humans is incredibly accurate, representing an important line
of defense against the development of cancer-causing mutations. Loeb has argued persuasively that
an increase over this extremely low baseline mutation rate (a “mutator phenotype”) is needed for
accrual of sufficient mutations to bring about malignant transformation (26). In support of this, numer-
ous syndromes exist in which inherited mutations in genes whose protein products are involved in
maintaining genomic stability result in an increased cancer risk (27). Well-known examples include
defects in the BRCA1 and BRCA2 genes associated with hereditary breast and ovarian cancers. These
same genes have also been found altered in subsets of sporadic cancer cases (28). To date, however,
defective DNA maintenance and repair genes do not seem to be major contributors to the develop-
ment of prostate cancer, thus, leaving open the question of the source of the observed heterogeneous
genetic changes observed in prostate cancer.

3. GENETIC INSTABILITY IN HUMAN CANCERS
Two general types of genetic instability have been described in human tumors (29). The first type,

microsatellite instability, manifests as simple DNA sequence changes, resulting from defects in genes
such as hMLH1 or hMSH2 that function in DNA mismatch repair. This type of genetic instability
seems to play a role in only a small fraction of prostate cancer cases.

The second type of genetic instability is chromosomal instability (CIN), encompassing both numeri-
cal and structural chromosomal abnormalities. In contrast to microsatellite instability, structural chro-
mosomal aberrations are nearly universal features of prostate carcinomas. Methods such as
fluorescence in situ hybridization (FISH) and comparative genomic hybridization have revealed evi-
dence for both losses and gains of chromosomal material in prostate cancer cells. Such abnormalities
are detectable in the earliest histologically identifiable stage of prostate tumorigenesis—prostatic
intraepithelial neoplasia (PIN)—supporting an early role for genetic lesions in the development of
prostate cancer (19,30–32). Although alterations in chromosome number may arise via defects in
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centrosomes or the mitotic spindle checkpoint, both of which have been implicated in prostate cancer,
very little information exists regarding the origins of structural chromosomal abnormalities (33,34).

Because CIN, in particular, seems to be a major contributor to prostate tumorigenesis, and appears
early in the process, it is important to identify the defects responsible for CIN. Filling this major gap
in our understanding of the etiology of prostate cancer will allow the design of new strategies for
cancer treatment and prevention. An attractive candidate for the instigator of CIN in prostate cancer
is telomere dysfunction.

4. THE LINK BETWEEN TELOMERES AND CIN
Telomeres are essential structures composed of specialized terminal DNA sequence repeats

complexed with telomere-binding proteins, located at the ends of every human chromosome (35).
These structures stabilize and protect the ends of the chromosomes. Telomeric DNA is noncoding
and consists of tandem repeats of the hexanucleotide sequence, TTAGGG (36,37). The lengths of
telomeric repeats vary from cell to cell and chromosome to chromosome, typically ranging from
approx 1000 to 2000 repeats (i.e., 6–12 kb) of telomeric DNA per chromosome. To function properly,
telomeres must be of sufficient length and possess the proper repertoire and amounts of telomere-
associated binding proteins. Mutation or loss of either can lead to dysfunctional or “uncapped” telo-
meres, which destabilize the chromosomes (38,39).

Importantly, telomeric DNA is dynamic. Telomeres shorten by approx 100 base pairs each time a
cell divides because of the inability of DNA polymerases to completely replicate terminal DNA
sequences during S-phase (40,41). Thus, telomere length can serve as a proxy for the number of times
a cell has divided (42,43). Telomere shortening may also occur because of unrepaired single-strand
breaks caused by oxidative damage to telomeric DNA (Fig. 1) (44,45). Conversely, telomeres may be
lengthened through the action of the telomere synthetic enzyme telomerase or, uncommonly, via a
poorly characterized telomerase-independent genetic recombination mechanism (46,47).

Fig. 1. Telomeres shorten as a result of cell division and oxidative stress. In the absence of compensatory
mechanisms, telomeres shorten with each cell division and/or because of unrepaired oxidative DNA damage.
Note that the G-rich single-strand overhang is, in reality, much longer (approx 35–600 nucleotides), and that
telomere losses are larger in magnitude than depicted here in this conceptual diagram (approx 100 base pairs
lost per cell division, hundreds of base pairs lost for oxidative damage).
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The requirement for a minimal amount of telomeric DNA to maintain telomere function likely
reflects the need for sufficient binding sites for telomere-binding proteins to form a stable telomeric
complex. Short telomeres become dysfunctional, leading to the formation of fused, dicentric chromo-
somes that mis-segregate or break during mitosis. Newly created chromosomal breaks may them-
selves fuse, thus, perpetuating a cycle of chromosome fusion and breakage (48,49). It is in this way
that critically short telomeres initiate CIN (50–52). Numerous studies support the link between telo-
mere dysfunction and CIN in human cancers. For example, in a study of head and neck tumors,
Gisselsson et al. found correlations between chromosomes bearing severely short telomeres, chromo-
somal fusions, rearrangements, anaphase bridges, and multipolar mitoses (53).

5. TELOMERE SHORTENING NORMALLY TRIGGERS
TUMOR SUPPRESSIVE CELLULAR RESPONSES

Normally, cells that experience moderate telomere shortening enter an irreversible cell cycle arrest,
termed replicative senescence, or initiate programmed cell death, responses to telomere shortening that
have evolved as tumor suppressive barriers against abnormal clonal expansion and the development of
excessive telomere shortening that would accompany the ensuing cell division (54). Thus, progressive
telomere shortening acts as a “mitotic clock,” counting down cell divisions and signaling cell cycle exit
once one or more telomeres reaches a threshold length (40). As predicted, forced expression of the
enzyme telomerase (which counteracts telomere shortening) in pre-senescent cells can prevent replica-
tive senescence and endow the cells with unlimited replicative potential or “immortalization” (55,56).
In normal somatic human cells, telomerase activity is repressed, thus, telomere length will decrease in
proliferating cells and can therefore be used as a signal to exit the cell cycle. Although the precise
mechanism(s) by which short telomeres trigger senescence and apoptosis are still being worked out,
evidence to date implicates the tumor suppressor p53 in the response to shortened telomeres that are
perhaps recognized as a form of DNA damage. There is also evidence for a p53-independent response
to dysfunctional telomeres involving the cell cycle inhibitory tumor suppressor protein, p16 (57). Im-
portantly, abrogation of these checkpoints allows continued cell division and, in the absence of telo-
merase, eventual severe telomere shortening, beyond the minimum threshold length required for proper
telomere function, therefore, causing telomere uncapping and chromosomal destabilization (58).

6. PROSTATE CANCER CELLS
POSSESS ABNORMALLY SHORT TELOMERES

The majority of human cancer tissues and cancer-derived cell lines examined to date have been
found to contain abnormally short telomeres (42,59–61). One interpretation of this fact is that can-
cers arise from progenitor cells lacking the means to compensate for the telomere loss that accompa-
nies cell division. Another, although not mutually exclusive, interpretation is that incipient tumor
cells experience, or are more susceptible to, oxidative stress that leads to telomere loss.

Similar to other cancers, prostate adenocarcinomas have shorter than normal telomeres. Using a
Southern blot technique for bulk telomere length assessment, Sommerfeld et al. observed telomere
shortening in primary prostate cancers when compared with matched adjacent or nearby normal-
appearing and benign proliferative (BPH) areas in radical prostatectomy specimens (62). Using the
same technique, Koeneman et al. found prostate cancers to have an average telomere length 2 kb
shorter than normal-appearing prostate tissues, in excellent agreement with the values obtained by
Sommerfeld et al. (63).

Recently, a new FISH technique for direct telomere length assessment in archival formalin-fixed
tissue samples was developed (64). In this method, the intensity of each telomeric FISH signal is
linearly related to that telomere’s length. Because tissue architecture is maintained and single-cell
resolution is achieved, confounding contributions from the multiple intermingled cell types present
in such tissue samples is avoided. In addition, cancer cells can be directly compared with adjacent or
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nearby normal epithelial cells. In agreement with the previous telomere length analyses, this method
revealed shorter telomeres in primary prostate cancer cells, when compared with normal epithelial
cells, in 15 (88%) of 17 cases (64). This analysis is currently being extended to include more primary
tumors as well as local and distant metastatic lesions. To date, 86% of 50 primary tumors examined
contained exclusively or predominately shorter-than-normal telomeres, whereas only 6% had telo-
meres in the normal range. In no case was abnormal telomere lengthening observed in these primary
tumors. Similarly, 84% of local metastases (pelvic lymph nodes) displayed telomere shortening,
whereas a small subset (5%) displayed normal or longer-than-normal telomeres, and 11% exhibited
notable telomere length heterogeneity. A smaller proportion of distant metastases, 57% (56 of 98
metastases from 28 cases), had short telomeres. However, in 11 cases in which distant metastases
could be matched to their respective primary tumors, the metastases typically had retained the telo-
mere length phenotype of the corresponding primary tumor or had undergone even further telomere
shortening. As with local metastases, abnormal telomere lengthening was only observed in a small
subset (6%) of distant metastases (A. K. Meeker, unpublished data).

In summary, the vast majority of primary prostate cancers possess abnormally short telomeres, sup-
porting the hypothesis that telomere shortening is a contributory factor to prostate carcinogenesis.
Although small minorities of both local and distant metastases display elongated telomeres, abnormal
telomere lengthening is not a requirement for either carcinogenesis or progression to advanced disease.

7. POTENTIAL PROGNOSTIC VALUE
OF TELOMERE LENGTHS IN PROSTATE CANCER

Telomere shortening has been found to be predictive of poor prognosis in several cancers, includ-
ing those of the lung, endometrium, breast, and neuroblastoma (65–68). A potential link between
telomere length and prostate cancer prognosis was first reported by Donaldson et al., using a slot blot
method devised by Bryant et al., which measures relative telomeric DNA content as a surrogate for
telomere length (69). In this retrospective case–control study, both lack of biochemical recurrence
and overall survival were statistically significantly correlated with tumor telomere length as mea-
sured by this assay. Specifically, all seven prostatectomy patients whose tumor telomeric DNA con-
tents were less than that of control samples (placenta) showed evidence of biochemical recurrence
(elevated prostate-specific antigen [PSA] levels) within 10 years after surgery (70). Of nine patients
with short tumor telomeres, seven died within 10 years, in contrast to 100% 10-year survival for
patients with normal-to-long tumor telomeres; these patients also showed no evidence of disease
recurrence. Potential drawbacks of this study include a small sample size (18 cases; only 7 of 9 men
in the short telomere category underwent surgery), and the fact that it was not known whether the
deaths observed were specifically caused by prostate cancer.

In a more recent retrospective study using 77 prostatectomy samples and a more sensitive chemi-
luminescent slot blot assay, Fordyce et al. reported that less-than-normal telomere content in primary
prostate cancers was associated with recurrence, independent of patient age, pathologic grade
(Gleason sum), and regional lymph node status (71). The magnitude of the relative hazard for disease
recurrence associated with low telomere content was on par with that of Gleason grade and nodal
status. Interestingly, a positive correlation was found between the telomere content of the tumor and
that of the surrounding normal-appearing prostate tissue within the same prostatectomy samples. An
association was also found between telomere content of the normal-appearing prostate tissues and
72-month recurrence-free survival. The authors postulated that telomere loss in morphologically
normal tissue may represent areas at heightened risk of experiencing genetic instability. This is
reminiscent of the so-called “field effect” phenomenon that has long been discussed in the cancer
literature (72–75). The authors further proposed that cancers arising in such areas may show greater
genotypic and phenotypic heterogeneity, and, thus, be more prone to behave aggressively because of
a greater level of CIN caused by short telomeres (71).
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8. TELOMERE SHORTENING OCCURS
EARLY DURING PROSTATE TUMORIGENESIS

Although telomeres are short in primary prostate cancers, this gives no information regarding
when telomere shortening occurs. It could be argued, for instance, that the observed telomere short-
ening is merely a reflection of the large amount of cell division that takes place during the process of
tumor expansion, in which case, it might have little if anything to do with the actual initiating events
causing the disease. For telomere shortening to have a causal role in prostate carcinogenesis one
would expect to find evidence of it at the earliest recognizable, pre-invasive stage of malignant
transformation, which, in the prostate, is high-grade PIN (HGPIN) (76). In fact, use of the telomere
FISH method to probe HGPIN has revealed that telomeres are abnormally short in the majority of
HGPIN foci, with significant telomere shortening found in 93% of HGPIN lesions examined in
radical prostatectomy specimens (n = 30) (77). In addition, telomere shortening was also found in
HGPIN lesions in needle biopsy samples from 20 patients without histopathological evidence of
concurrent prostate cancer. Notably, in this study, telomere shortening in HGPIN foci was restricted
to the luminal secretory epithelial cells only, although the underlying basal epithelial cells and sur-
rounding stromal cells displayed normal telomere lengths (Fig. 2). In a separate independent study,
Vukovic et al. reported significant shortening in 63% of HGPIN overall (n = 30), with a higher rate
of telomere shortening (80%) reported for foci situated near (within 2 mm) adenocarcinoma within
the same tissue sample (78).

Fig. 2. Telomere shortening occurs early in prostate tumorigenesis and is limited to luminal epithelial cells.
Image analysis was used to quantify telomere lengths in specific prostatic cell types within histologically nor-
mal tissue (upper left) and prostatic intraepithelial neoplasia (PIN) lesions. Each point plotted represents the
telomere content of an individual cell. Note that telomere shortening is pronounced in the luminal epithelial
cells in the three PIN lesions (77).
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The level of telomere shortening observed in PIN likely exceeds that which would normally elicit
a cell cycle checkpoint response, thus, implying that this key tumor suppression system is defective
in PIN lesions. Similar levels of telomere shortening have been correlated with markers of CIN in
other organ systems (79–82). One candidate element of an abrogated checkpoint response in PIN is
14-3-3a sigma. This protein is normally induced by p53 in response to DNA damage and leads to G2/
M cell cycle arrest (83). Lodygin et al. found the promoter of this gene to be hypermethylated in
prostate cancer cell lines and in 100% of primary prostate cancers (n = 41). Decreased protein expres-
sion was also observed in 91% of prostate cancers, whereas normal, atrophic, and BPH areas showed
high levels of expression in both luminal and basal epithelial cells. Interestingly, 14-3-3a sigma pro-
tein expression levels were also low in the luminal cells of PIN lesions, whereas basal cells retained
robust expression, matching the pattern of telomere lengths observed in PIN (77,84). Because the
majority of PIN lesions are not thought to progress to invasive cancers, intact telomere-based replica-
tive senescence or apoptosis checkpoints may represent a critical bottleneck restraining the outgrowth
of most PIN lesions.

9. TELOMERASE ACTIVITY RE-STABILIZES
CHROMOSOMES AND ALLOWS UNLIMITED REPLICATION

Although dysfunctional telomeres may help initiate cancer formation, if left unchecked, continued
telomere shortening in premalignant lesions and cancers would cause increasing levels of genetic
instability, ultimately becoming lethal to the tumor. Cancer cells overcome this problem by re-stabi-
lizing their telomeres, primarily through activation of the enzyme telomerase, a specialized reverse
transcriptase that adds back telomere DNA repeats to chromosome ends (85). Telomerase provides at
least two critical functions to the tumor cell; namely, quelling CIN and supplying the capacity for
unlimited replication (immortalization) (86,87). Research has revealed that telomere length mainte-
nance seems to be a necessary step for human cells to become malignant; confirming the long-held
belief that cellular immortalization is a prerequisite for carcinogenesis (88,89). In keeping with this,
at least 85% of human epithelial cancers have telomerase activity (90–92).

Human telomerase is minimally composed of two essential subunits, a catalytic protein subunit
(hTERT) and an RNA subunit (hTR or hTERC) that contains the template for telomere repeat addi-
tion (93–98). As mentioned in Section 5, telomerase activity is stringently repressed in most normal
human somatic cells (99,100). There are notable exceptions, however, including activated lympho-
cytes, subpopulations of highly proliferative tissues (such as the hematopoietic system), and prolif-
erative zones in renewal tissues (such as the intestinal crypts and the basal layer of the skin and
cervix), plus hormonally responsive cells of the female breast and endometrium (101–109). Notably,
the activity detected in these normal tissues is typically much weaker than that found in malignant
tumors of the same tissue of origin. Whereas the RNA subunit, hTR, displays a widespread expres-
sion pattern, expression of the catalytic subunit, hTERT, seems to be the rate-limiting factor for
telomerase activity in many (e.g., ovary, skin, and cervix) but not all (e.g., kidney, colon, and
endometrium) tissues (56,93,94,96,98,110–119).

Although telomerase activity seems to be the preferred way cancer cells stabilize their telomeres,
approx 15% of human cancer cases lack detectable telomerase activity. At least a subset of these,
particularly certain tumors of mesenchymal origin, maintain their telomeres via a telomerase-inde-
pendent pathway known as alternative lengthening of telomeres (ALT), the details of which are still
being uncovered (120–124).

10. TWO SIDES TO THE TELOMERE COIN

A consideration of telomere biology, as outlined, leads to the conclusion that telomeres can play
opposing roles in the development of cancer. On the one hand, cellular responses to telomere shorten-
ing caused by cell division place strict limits on the proliferative capacity of a given cell lineage, thus,
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serving to prevent the expansion of potentially malignant cells. On the other hand, critically short,
dysfunctional telomeres can promote carcinogenesis by initiating CIN (50,51). The deciding factor in
determining which of these opposing outcomes wins out seems to be the status of the cellular check-
point pathways that monitor telomere length (Fig. 3). Thus, telomerase-deficient mouse models sup-
port a tumor suppressive role for telomere shortening only if cellular checkpoints are intact;
particularly the p53 tumor suppressor pathway. Research on mice doubly deficient for telomerase
and p53 has revealed a key role for dysfunctional telomeres in the development of epithelial cancers
in the setting of defective checkpoints, and murine tumors arising in a background of dysfunctional
telomeres display the types of complex karyotypic abnormalities typically observed in human carci-
nomas (125,126).

11. TELOMERASE ACTIVITY AND EXPRESSION OF TELOMERASE
COMPONENTS IN PROSTATE CANCER

At some point after the onset of genetic instability caused by telomere shortening, the developing
tumor must re-stabilize its telomeres to prevent runaway genetic damage that would ultimately accu-
mulate to lethal levels. Prostate cancers, similar to most other human cancers, typically accomplish
this by activating the enzyme telomerase.

Telomerase can be assayed in a number of different ways. Expression of the RNA species encod-
ing either the catalytic protein subunit or the template RNA can be determined by RT-PCR or in situ
hybridization techniques, whereas telomerase enzymatic activity can be assayed in tissue lysates
using a highly sensitive PCR-based assay (90).

Several studies have assayed telomerase activity in clinical prostate samples, all of which have
found detectable activity in tissue lysates from cancerous regions (62,63,90,127–133). The propor-
tion of telomerase positive cases ranges from 47 to 100%, with most reports finding activity in the
majority of cases (Table 1). When tested, activity is found less frequently in adjacent normal-appear-
ing regions (no activity in three of five studies) or areas of BPH associated with cancer (10–50% of
samples), and, in such cases, the level of activity is typically much less than that found in cancer.
Being PCR-based, the telomerase activity assay is highly sensitive, capable of detecting activity as
few as 10 cancer cells. Therefore, it remains unknown whether the activity detected in cancer-adja-
cent areas represents true positivity in normal cells, transformed cells (e.g., PIN), or if it originates

Fig. 3. Telomere shortening can either promote or suppress tumorigenesis. If tumor-suppressive telomere
length-sensitive cell cycle checkpoints are intact, then telomere shortening results in cell cycle exit before the
telomeres become critically short and unstable. Checkpoint abrogation allows continued cell cycling with con-
comitant telomere shortening, eventually leading to chromosomal instability caused by telomere dysfunction.
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from a few occult cancer cells. In support of the latter, normal and BPH tissues taken from prostates
without evidence of cancer are typically negative for telomerase activity (Table 1). Furthermore,
Engelhardt et al. found a positive correlation between telomerase activity and degree of tumor cell
infiltration, implying that, for a given tissue sample, tumor cell content is an important factor in the
detection of telomerase activity (127). In addition, because activity is detected in activated lympho-
cytes, inflammation, a common histological finding in the prostate, is another potential source of the
activity observed in noncancerous tissues.

What are we to make of the approx 10–20% of prostate cancer cases that are telomerase negative?
Activity may have been missed in some of these cases because of technical issues, such as assay
failure or focal intratumoral heterogeneity (131). However, it is plausible that some of these tumors
truly lack telomerase activity, although it is highly unlikely that these cancers are maintaining their
telomeres by the ALT mechanism described at the end of Section 9, because this is virtually never
observed in epithelial cancers. Thus, it is likely that at least a portion of telomerase-negative prostate
cancers may be mortal and, therefore, might be expected to have a more favorable clinical course
than their telomerase-positive, immortal counterparts.

In six of these studies, associations were sought between telomerase activity and established prog-
nostic indicators. Although two studies found a positive correlation between either the presence or
level of telomerase activity and tumor grade, four other studies found no correlation with grade,
stage, or preoperative PSA levels. However, the number of cases in many of these studies was small.
Furthermore, a tumor initially lacking telomerase could still acquire it at a later time.

Regarding the telomerase subunits hTR and hTERT, several studies have examined these in clini-
cal prostate specimens (Table 2) (128,134–140). By RT-PCR, hTR, the template RNA, is detected in
100% of prostate cancers, 100% of BPH samples, and 56% of stromal samples. The detection of hTR
in normal and benign prostate tissues is not surprising, given the previously mentioned widespread
expression pattern observed for hTR. As seen in Table 2, hTERT is detectable in the majority of
cancer samples but not in the surrounding stroma. In the study by Kamradt et al., hTERT was also
detected in 35% of BPH samples, but the expression levels were much lower than those found in
cancer (128). In this study, cancer samples also exhibited a wide range of hTERT expression levels,
and hTERT levels were positively correlated with hTR levels, implying coordinate regulation of
these two genes.

Previous studies examining hTERT messenger RNA (mRNA) in bladder, colorectal, lung, and
breast cancer, as well as liposarcoma and Wilm’s tumor, found expression levels correlated with
prognosis (141–147). However, in other studies (gastrointestinal cancer and uterine cervix) telo-
merase was not related to prognosis (148,149). In the studies on prostate by Liu et al. and Kamrdt
et al., neither hTR nor hTERT, as detected by RT-PCR, correlated with prognostic indicators (128,
138). In contrast, in a study by de Kok et al., hTERT levels were found to correlate with stage but
not tumor grade, although grade did not vary widely in this series (150).

In several instances in which both hTR and hTERT were expressed, the tumor lacked detectable
telomerase activity. Such findings indicate that caution is warranted in making inferences regarding
telomerase activity status based on RT-PCR results. For example, Kamradt et al. found a significant
discordance between hTERT mRNA expression and telomerase activity. Although the majority of
cancers scored positive for telomerase activity (70%), fully one-third of cases lacking activity were
nonetheless hTERT and hTR positive (128). In addition, hTERT message was also detected in one-
third of BPH tissues, although activity was observed in only 10% of these cases and was much weaker
than that found in cancer. Such discordances between the presence of hTERT mRNA and enzymatic
activity are perhaps not altogether surprising because the presence of a given mRNA does not guar-
antee production of the corresponding protein. In addition, there is evidence for a minimum amount
of hTERT mRNA required for telomerase enzymatic activity (151). Issues of mRNA and protein
production aside, there are additional layers of telomerase regulation that could affect whether or not
catalytic activity is detected in a given specimen, including mRNA splicing, posttranslational protein
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modifications, proper assembly of the protein and template RNA components, association with other
protein molecules, correct localization of the active complex, and accessibility of the telomeric sub-
strate (152–159 ).

In contrast to RT-PCR, in situ hybridization studies provide information not only on gene expres-
sion status, but also on the specific cellular and subcellular location of the expressed RNA species. In
agreement with the results from RT-PCR studies, in situ hybridization studies also found hTR and
hTERT expression in the majority of cancer cases (Table 2). Infiltrating lymphocytes were also posi-
tive for both hTR and hTERT, in keeping with the fact that they have detectable telomerase activity,
whereas stromal cells were generally negative for hTERT, with the exception of the study by Kamradt
et al., which found hTERT staining of endothelial cells. PIN lesions were found to be positive for
hTERT and hTR in both basal and luminal epithelial cells, in agreement with multiple reports of
telomerase activity in subsets of PIN lesions (63,90,132). Regarding in situ hybridization studies of
normal prostatic epithelium, two studies described hTERT positivity in normal basal cells, however,
conflicting results have been published on hTR expression patterns. Bettendorf et al. found basal
cells to be hTR negative and luminal cells to be hTR positive whereas Paradis et al. reported the
opposite finding (Table 2). Lastly, in BPH tissues, basal cells were reported by Kamradt et al. to be
positive for hTERT.

There are few reports of staining for hTERT protein with antibodies to telomerase, perhaps
reflecting the poor performance of antibodies to hTERT and/or low levels of hTERT protein expres-
sion making its detection difficult. Iczkowski et al. reported the presence of telomerase immunoreac-
tivity in lymphocytes, most prostate cancers, normal basal cells, and discontinuous basal cell staining
in approximately one-third of PIN lesions (140). In this study, an association was found between the
proportion of cancers staining positive for telomerase and Gleason grade, with 64% of tumors of
Gleason sum less than 7 having positive staining, and 100% of cases with Gleason sum at least 7
being positive for hTERT. In addition, the proportion of positive nuclei within a given tumor increased
with increasing Gleason grade. In another immunohistochemistry (IHC) study, Bettendorf et al. found
antibody staining in 100% of cancer cases, positivity in PIN luminal cells in 83% of PIN lesions, and
positive reactivity in the luminal cells in 40% of normal-appearing epithelia (136). As with the in situ
hybridization studies, it is not clear why these studies disagree with respect to the specific cell types
in normal prostate epithelia (basal vs luminal) that stain positively for hTERT. Further study will be
needed to resolve these questions.

12. TELOMERASE ACTIVITY AS A POTENTIAL DIAGNOSTIC MARKER

Although there are potential confounding factors when assaying telomerase activity (e.g., activity
in activated lymphocytes and intratumoral heterogeneity of activity), the high prevalence and rela-
tively strong activity found in prostate cancers compared with normal and BPH, plus the very high
sensitivity of the standard telomerase activity assay justifies the consideration of using telomerase
activity as a diagnostic marker for prostate cancer. To date, eight studies have been performed evalu-
ating telomerase activity in prostate needle biopsy samples (Table 3) (160–167). In these studies,
activity was detected in more than half of all cancer cases (range, 58–91%) with most reporting
telomerase in greater than 80% of cases with cancer. In two of five studies that also tested normal
prostate tissue, no activity was detected in normal samples. However, the remaining three studies
found activity in 11% to 17% of samples lacking prostate cancer. Likewise, two studies that included
BPH tissues detected activity in 12% and 38% of cases, although, in the former, it was noted that the
activity observed was very weak and cancer was later detected in these patients by repeat biopsy
(160). This study also found a trend for increased activity levels in cancers of higher Gleason grade,
although this did not reach statistical significance in this small study. Lin et al. and Wang et al. also
noted a positive correlation between either activity levels or telomerase detection rates and patho-
logical grade. Using a split biopsy approach, Lin et al. showed that differences in activity levels they
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observed were not simply caused by different amounts of cancer in the needle biopsy samples (165).
Similarly, using a touch imprint preparation method, Chieco et al. found no association between
activity detected and either area of cancer or extent of inflammation on the needle biopsy (162).

Regarding precancer, two of the studies reported finding telomerase activity in 25% and 50% of
biopsy samples containing PIN.

In addition to needle core biopsy samples, detection of telomerase components and activity has
been attempted in expressed prostatic fluid samples. Such noninvasive approaches would have obvi-
ous advantages over the use of needle biopsies. Examining freshly expressed prostatic fluids from 30
prostate cancer patients, Wang et al. detected telomerase activity in 83% of cases compared with an
11% (1 in 9) detection rate for samples from men without clinical evidence of prostate cancer (168).
These values are in excellent agreement with the radical prostatectomy tissue-based studies described
in Table 1. A positive correlation between activity status and serum PSA level was also noted in this
study. Vicentini et al. obtained similar results in their study on pelleted cells obtained from prostatic
massage fluids collected during digital rectal examination (DRE). Here, activity was detected in 90%
of samples from men with histologically proven prostate cancer; whereas 13% of samples from men
with BPH were positive (169). Notably, all telomerase-positive BPH samples also had evidence of
acute inflammation. A lower cancer detection rate of 58% was observed in the study of Meid et al. in
which activity was assayed in samples from either voided urine or urethral washings after prostate
massage (170). In this study, the sensitivity of detection was greater in more poorly differentiated
cancers and no activity was detected in samples from 12 individuals lacking evidence of prostate
cancer. In contrast to the other studies using prostatic fluids, Suh et al. were unable to detect any
activity in cells isolated from ejaculated fluids from nine prostate cancer patients, although glu-
tathione-S-transferase-π promoter hypermethylation, a nearly universal feature of prostate cancer,
was detectable in four of the nine samples (171).

Overall, the potential usefulness of either telomerase activity assays or measures of hTERT or
hTR expression in aiding prostate cancer diagnosis seems limited primarily because of problems with

Table 3
Telomerase Activity in Needle Biopsies a

Primary Clinicopathological
prostate cancer Normal BPH PIN correlations References

58% (19) ND   12% (17) b ND Trend: grade c 160
66% (38)   11% (19) ND ND ND 161
70% (26) d ND ND   25% (12) d ND 162
84% (25) d     17% (12)d ND 50% (4) d ND 163
89% (9)     0% (11) 38% (16) ND ND 164
90% (19)       0% (44) e ND ND Yes: grade f 165
90% (20) g ND ND ND ND 166
91% (35) 12% (8) ND ND Yes: grade h 167

a Percent samples with telomerase activity (No. samples). BPH, benign prostatic hyperplasia; PIN, prostatic intraepi-
thelial neoplasia; ND, not determined.

b Positive BPH samples had very low levels of activity and cancer was detected after repeat biopsy.
c Trend for higher activity levels in higher Gleason grades.
d Samples were obtained as touch imprints on microscope slides from needle biopsies.
e Includes both normal and BPH specimens.
f Correlation between Gleason grade and semiquantitative telomerase activity levels determined by dilution.
g 81% of fine-needle aspirates positive for cancer by cytology were also telomerase positive.
h Higher detection rates for cases with higher Gleason scores.
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specificity. Certainly this is the case for hTR, because its expression is commonly detected in normal
prostate, prostatic stroma, and BPH, in addition to prostate cancer (Table 2). Likewise, hTERT is also
detectable in an appreciable number of nonmalignant prostate tissue samples, either by in situ hybrid-
ization techniques, RT-PCR, or by IHC. In terms of telomerase enzymatic activity, most studies
examining samples obtained from radical prostatectomies find activity in the majority of prostate
cancers, but vary widely in their detection rates of activity in cancer-associated normal and BPH
tissues (Table 3). However, purely normal or BPH tissues without associated cancer or normal pros-
tate epithelial cells in culture typically lack detectable activity. Thus, telomerase activity may be a
useful indicator of the presence of prostate cancer. Particularly encouraging is the fact that similarly
high detection rates for cancer are also observed in studies using needle biopsy material and, in two
of four studies, expressed prostatic fluids.

Unfortunately, the standard activity assay itself is technically demanding, requires unfixed tissue,
and is susceptible to both false negative and false positive results (91). Thus, further testing needs to
be performed before firm conclusions can be drawn regarding the ultimate clinical value of the telo-
merase activity assay.

13. TELOMERASE REGULATION

Telomerase regulation is complex and occurs at multiple levels, including gene transcription,
mRNA splicing, posttranslational modifications, proper assembly of enzyme subunits, and recruit-
ment and access to the telomere itself (172–178). Known transcriptional regulators of hTERT include
the positive regulator, c-Myc, and the negatively acting regulators, menin, Rak, SIP1, and the c-Myc
antagonist, Mad1 (179). c-Myc mRNA is reportedly increased in prostate cancer, is correlated with a
worse prognosis, and is a candidate gene in a region of chromosome 8p that is often found to be
amplified in prostate cancer (180). In a study of 33 prostate cancers, Latil et al. found that hTERT
expression levels were significantly correlated with c-Myc expression. Interestingly, c-Myc was not
overexpressed in three samples of hormone-refractory disease or in the androgen-insensitive prostate
cancer cell lines, DU-145 and PC3 (139).

One recently discovered regulatory mechanism involves the subnuclear distribution of telomerase.
Previously, it was shown that hTR associates with the nucleolus. Recently, three reports following
the fate of fluorescently tagged hTERT protein indicate that hTERT may either be preferentially
associated with, or excluded from, the nucleolus. These observations imply that the nucleolus is
involved in telomerase assembly and/or sequestration, and this process is perturbed in cancer cells
(181–183).

Another pathway likely involved in proper folding and assembly of the telomerase holoenzyme
involves chaperones, specifically the hsp90 and p23 proteins (157). Akalin et al. have shown that
telomerase activity increases during tumorigenic conversion of prostate cells in an SV40 T-antigen
transformation model, with concomitant increases in hsp90 and p23, but without changes in hTR or
hTERT levels (184). In addition, when examined by IHC, increased staining was observed for hsp90
and p23 in prostate cancer. Such findings may give further rationale for the therapeutic potential of
hsp90 blocking agents currently being considered for use in cancer clinical trials.

The gene PinX1, found in chromosomal region 8p22–23, which shows frequent loss of heterozy-
gosity in cancers, including prostate cancer, has been shown to negatively regulate telomerase activ-
ity (185,186). Hawkins et al. sought evidence of a link between PinX1 mutations and hereditary
prostate cancer but found no evidence for such an association (185). However, it is possible that this
gene could be playing a role in sporadic prostate cancer cases, perhaps caused by haploinsufficiency
leading to increased telomerase activity in cases in which loss of heterozygosity has occurred. This
hypothesis requires further testing.

The La autoantigen, a multifunctional protein important in RNA stabilization and ribonucleopro-
tein (RNP) maturation, has been shown to associate with telomerase. Forced overexpression of this
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gene in DU-145 prostate cancer cells leads to progressive telomere shortening, presumably caused by
telomerase inhibition (187).

The well-known tumor suppressor, BRCA1, also affects telomerase. Overexpression of BRCA1
(but not cancer-associated mutant BRCA1s) in DU-145 cells strongly inhibits telomerase gene tran-
scription but not the transcription of other telomere/telomerase related genes, including c-Myc
(188,189). The main BRCA1-mediated block in hTERT transcription seems to occur via inhibition of
c-Myc activation through a c-Myc response element (E-box) in the hTERT gene promoter. Telo-
merase activity was significantly decreased in these BRCA1-expressing cells and fairly rapid telo-
mere shortening was also observed. The rapidity of the telomere loss implies that there is more
involved here than simply inhibition of telomerase, and such observations have also been reported in
other telomerase inhibition studies (190,191). In keeping with a negative regulatory role, knockdown
of endogenous BRCA1 expression by small interfering RNA treatment was shown to increase hTERT
promoter activity in DU-145 cells (188).

Retinoic acid and vitamin D3 have both been shown to decrease hTERT levels, and their com-
bined use was shown to decrease both hTERT mRNA and telomerase activity in PC3 and LNCaP
prostate cancer cells. Tumor growth in a PC3 xenograft model was also slowed by this treatment
(192–195).

Nerve growth factor (NGF) production is decreased in prostate cancer, and NGF treatment decreases
telomerase activity in PC3, DU-145, but not LNCaP cells, which lack NGF receptor expression (196).
The insulin-like growth factor (IGF) signaling axis also seems to be involved in telomerase regula-
tion in the prostate. Wetterau and colleagues discovered that IGF-1 stimulated telomerase activity in
PC3, DU-145, and LAPC4 cells (197). Another member of the IGF signaling axis, IGF binding pro-
tein (IGFBP)-2 is growth inhibitory to normal prostate but stimulates growth of prostate cancer. In
DU-145 and LAPC-4 cancer cells, IGFBP2 increased the levels of telomerase activity, however, the
effects of IGFBP2 are dependent on context. For instance, in the presence of 10% fetal bovine serum,
IGFBP2 was observed to be growth-inhibitory in LAPC-4 cells (198).

Several other proteins have been shown to interact with the telomerase RNP. Many of these are
known RNA-binding proteins with functions in RNA maturation, stabilization, and assembly of
RNPs, thus, it is likely they are playing similar roles in assembly reactions for telomerase. These
proteins include hStau, L22, TEP1, dyskerin, hnRNP binding proteins, and snoRNA binding proteins
(152–156,158,159). Little is currently known regarding their relevance, if any, to prostate cancer.

14. STEROID HORMONE REGULATION
OF TELOMERASE IN THE PROSTATE

In the prostate, telomerase activity is subject to regulation by steroid hormones, particularly andro-
gens. Normal prostate tissues free of cancer, as well as cultured normal prostate epithelial cells, are
typically negative for telomerase activity in the presence of androgen (Table 1). However, androgen
withdrawal leads to the activation of telomerase. This was first observed in the involuted residual
prostate and seminal vesicles of the Copenhagen rat, in which telomerase activity becomes strongly
positive after castration (199). This activity remains undiminished even at 2 years after castration,
despite the near total lack of ongoing cell proliferation in the quiescent, involuted glands. These
residual glands are highly enriched for prostatic stem cells, as evidenced by the rapid induction of
cell division and regrowth of these glands after restoration of testosterone. During androgen-induced
glandular regeneration, telomerase activity subsides (199). Based on the kinetics of the appearance
and disappearance of activity as glands undergo involution and regrowth, respectively, and the results
of mixing experiments between extracts of intact and involuted glands, it was concluded that telo-
merase activity was negatively regulated by androgens rather than being constitutively active in a
small subpopulation of normal stem cells. These studies were later replicated in a non-human primate
by Ravindranath et al., who found similar results to those observed in the rodent model (200). Thus,
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the overall picture for the normal prostate is that telomerase is actively repressed in an androgen-
dependent manner, and that activity is upregulated after androgen withdrawal. In sharp contrast, this
normal regulation of telomerase is lost in prostate cancer, because the majority of primary tumors
display robust telomerase activity despite the presence of normal levels of circulating androgens. In
fact, with respect to telomerase regulation, the response of prostate cancer cells to androgen seems to
be exactly the opposite that of normal cells. Not only are cancer cells telomerase positive in the
presence of androgen but telomerase activity is suppressed after androgen withdrawal (Fig. 4) (201).
For example, Guo et al. found that hTERT mRNA levels increased in the hormone-responsive pros-
tate cancer cell line, LNCaP, when treated with the nonmetabolizable synthetic androgen, R1881
(202). This effect was considered to be indirect, based on the kinetics of the response and also the fact
that R1881 failed to activate a reporter gene construct under the control of the hTERT promoter, in
keeping with the known response elements in the telomerase promoter region. Although there is an
androgen response element in the hTR promoter region, none is apparent in the hTERT promoter
(203–206). Guo et al. also observed that, in the hormone-responsive CWR22 prostate cancer xeno-
graft model, both telomerase activity and hTERT mRNA decreased after castration, and this effect
was reversed after re-introduction of androgen. A similar pattern was observed by Soda et al., Thelen
et al., and Bosland et al., with androgen deprivation causing a decrease in telomerase activity and
dihydrotestosterone treatment causing an increase in activity in LNCaP cells, but not in normal pros-
tate epithelial cells or the hormone-insensitive prostate cancer cell line, DU-145 (207–209). In con-
trast, Bouchal et al. did not observe a positive effect in LNCaP with dihydrotestosterone, but did see
suppression of telomerase activity after treatment with the anti-androgen, bicalutamide, in LNCaP
but not DU-145 cells (210,211). Bicalutamide also decreased hTERT mRNA and c-Myc mRNA but
did not change expression of a host of other telomerase modulators, including dyskerin, hsp90, p23,
SIP1, Mad1, and menin. In clinical specimens, Iczkowski et al. reported that telomerase expression
in cancer, as measured by antibody staining, was significantly suppressed after complete androgen
ablation (212). It is worth noting that inhibition of telomerase by androgen withdrawal observed in
prostate cancer, although substantial, is typically not 100% complete.

The precise details of how androgens regulate telomerase in the prostate remain to be elucidated.
As mentioned previously, a potential mediator of androgen’s effects on telomerase in the prostate is
c-Myc. It has been shown that androgen is capable of upregulating c-Myc and that hTERT expression
is positively correlated with c-Myc expression in prostate cancer (139,213). Another candidate regu-
lator is the polycomb protein CBX7, which was recently highlighted in a screen for genes upregulated
in human prostate epithelial cells that had bypassed senescence (214).

In addition to androgens, estrogen has also been implicated in telomerase regulation in the pros-
tate. Examining normal prostate epithelial cells and BPH tissue explants in culture, Nanni et al. found

Fig. 4. Telomerase regulation by androgens in the prostate: healthy vs cancer. Androgens act to repress
telomerase in the normal prostate and this repression is relieved after androgen withdrawal. Prostate cancer
behaves in a manner opposite to that of normal prostate epithelial cells.



Telomeres, Telomerase, Chromosome Stability, and Prostate Cancer 333

them lacking both hTERT mRNA and telomerase activity. Estrogen treatment led to induction of
hTERT message and telomerase activity in these cultures, as well as increases in activity (over base-
line levels) in cancer cell lines and cancer tissue explants (215). No such effects were observed in
estrogen receptor-negative cells. Unlike androgens, estrogen was able to activate an hTERT pro-
moter expression construct. Thus, in contrast to androgen action; estrogens seem to directly activate
hTERT transcription, likely via interaction with the known estrogen response element located in the
hTERT promoter. In support of this, chromatin immunoprecipitation experiments indicate that both
estrogen receptor (ER)-α and ER-β bind to this estrogen response element (215). It was also found
that 4-hydroxy tamoxifen inhibited telomerase activity in both LNCaP and DU-145 cells, perhaps
via preferential recruitment of ER-β to the hTERT promoter. In addition, the selective aromatase
inhibitor letrozole also decreased telomerase activity in LNCaP cells in the presence of testosterone
but not the non-aromatizable synthetic androgen, R1881, thus, raising the possibility that local con-
version of testosterone to estrogen may play a role in regulating telomerase in the prostate. Finally,
Bouchal et al. observed a slight increase in telomerase activity in LNCaP cells after a 3-day treatment
with 17-β estradiol, but not with a shorter 1-day treatment (210,211).

15. TELOMERASE-BASED OPPORTUNITIES FOR THERAPY

There are three overall strategic paradigms for therapeutic targeting of telomeres or telomerase in
cancer. The first involves taking advantage of the tumor’s dependence on telomerase enzymatic
activity for survival. This strategy includes approaches aimed at directly inhibiting telomerase enzy-
matic activity or blocking expression of either hTERT or hTR. The second approach attempts to
exploit the fact that the hTERT promoter is active in most cancer cells, for example, by specifically
targeting oncolytic viruses or gene therapy to tumor cells, or by directing immunotherapy against
cells expressing hTERT. The third approach involves attempts at altering the telomeres themselves.
Many of these approaches have undergone preclinical testing using prostate cancer cell lines and
xenografts.

One concern regarding anti-telomerase therapy stems from an anticipated delay in effect after
treatment. For approaches based on telomerase inhibition, it had previously been thought that after
enzyme inhibition there would, of necessity, be a lag period during which telomeres would pro-
gressively shorten before any treatment effect would be observed, and that such a lag would be
related to the starting telomere lengths of the cells undergoing treatment. However, several studies
have observed earlier than expected negative effects on cell growth and survival, hinting that telo-
merase may have other functions in the cell besides telomere length maintenance. In support of
this, several studies indicate that telomerase may be playing other roles that support cell growth
and survival (216–223). If true, then telomerase inhibitors may also prove useful in treating the
minority of tumors possessing normal-to-long telomere lengths.

Another concern regards the question of selectivity of action against tumor cells over normal
telomerase-positive cells, such as the stem cells of the hematopoietic system and those within tissues
with high turnover rates. This is of particular importance for those approaches in which telomerase-
positive cells are actively targeted for destruction, including immunotherapy, gene therapy, and onco-
lytic viral therapies. Encouragingly, work to date describing the treatment of human tumor xenografts
in mice have, in general, not produced major toxicity in normal tissues.

16. DIRECT INHIBITION OF TELOMERASE

Various small molecules have been used in attempts to find suitable inhibitors of the telomerase
enzyme (224). Because telomerase is a reverse transcriptase, nucleoside analogs (e.g., AZT) were
among the first agents tested. Unfortunately, these showed only weak inhibition (225,226). Non-
nucleoside inhibitors have also been tried with limited success (227). Natural compounds, including
genistein, silibinin, and tea catechins have also been assayed for potential anti-telomerase effects
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(208,228,229). Genistein decreased hTERT levels and telomerase activity in LNCaP and DU-145
cells, and, when assessed in LNCaP, decreased c-Myc mRNA and cellular proliferation (228). Like-
wise, silibinin was also found to decrease hTERT mRNA and telomerase activity in LNCaP cells
(208).

Several groups have explored telomerase inhibition by use of short oligonucleotides of varying
chemistries, and this general approach has been reviewed by Corey (230). This approach was first
attempted with peptide nucleic acid (PNA) oligonucleotides having sequences targeted against the
template RNA sequence. Here, oligonucleotide binding acts to directly block enzymatic activity (tem-
plate antagonist), leading to telomere shortening, growth arrest, and apoptosis (231–234). Treatment
of DU-145 prostate cancer cells with PNA oligonucleotides led to decreased cell growth but incom-
plete cell kill. Antisense PNAs targeted against the hTERT mRNA have also shown antiproliferative
effects (235).

Herbert et al. developed a thiophosphoramidite DNA oligonucleotide template antagonist that was
further optimized to give a 13-mer oligonucleotide with improved potency, stability, and bioavail-
ability (236–238). Treatment of telomerase-positive cancer cells with the new molecule, GRN163,
caused telomerase inhibition, progressive telomere shortening, and eventual senescence or apoptosis.
As was predicted, growth inhibition correlated inversely with the starting telomere lengths of the cell
lines used. GRN163 also showed significant antitumor effects in vivo in a DU-145 prostate cancer
xenograft model without evidence of host toxicity during an 8-week treatment period.

2'-O-(2-methoxy ethyl) RNA oligonucleotides have also been studied, producing telomere short-
ening and eventual total cell killing in LNCaP and DU-145 cells treated in vitro (239,240). Impor-
tantly, these effects were reversible after drug withdrawal and were not observed with a control
mismatched sequence oligonucleotide. The match oligonucleotide was found to have significant nega-
tive effects on cell proliferation, anchorage-independent growth, and colony formation relatively
early during treatment. Thus, it should be borne in mind that a strict focus on end points such as
complete cell cycle arrest or apoptosis may lead to an underestimate of potentially significant clinical
effects from telomerase inhibitors. Antitumor activity was also observed in a xenograft model and
combined efficacy with various chemotherapeutic agents was observed in vitro with these oligo-
nucleotides, however, this effect was complex, being dependent on the particular agent and cell line
used. For example, oligonucleotide treatment sensitized DU-145 cells to cisplatin and carboplatin,
but not to doxorubicin, etoposide, or paclitaxel; whereas LNCaP cells were not sensitized to any of
these agents.

17. INDIRECT INHIBITION OF TELOMERASE

Antisense approaches have been used aimed at degrading either the hTERT or hTR RNAs. Ham-
merhead ribozymes against both of these critical telomerase components have been produced
(223,241–245). 2'-5' Oligoadenylate chimeric antisense oligonucleotides targeting hTR for destruc-
tion by RNAseL have shown effect against various cancer cell types, including prostate cancer, both
in vitro and in vivo (246). Schindler et al., found phosphorothioate antisense oligonucleotides target-
ing hTERT effective in inhibiting DU-145 cell viability (247). The use of anti-hTERT small interfer-
ing RNAs have also been reported (248).

Telomerase inhibition has also been accomplished by using dominant negative (DN) forms of
the telomerase catalytic subunit; either by introduction of a catalytically dead hTERT mutant gene
into cells, or by the use of oligonucleotide-mediated alternate splicing of endogenous hTERT
mRNA. DN mutant hTERT was shown to inhibit telomerase activity, shorten telomeres, and lead
to senescence or apoptosis in various tumor cells (249,250). Guo et al. examined the effects of
expressing DN hTERT in three prostate cancer cell lines: PC3, DU-145, and LNCaP. In this study,
negative effects on PC3 tumor cells, including telomere shortening, growth inhibition, decreased
colony formation, and decreased tumor growth in nude mice, were dependent on the degree of DN
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hTERT expression (251). Interestingly, although high level DN hTERT expression restored mor-
tality to PC3 and LNCaP cells, this was not true for DU-145 cells. Even at high levels of expres-
sion, no growth arrest was observed in vitro, and only a slowing of tumor growth was observed in
vivo in DU-145 xenografts. These findings are reminiscent of results observed in another study
using antisense against hTR in DU-145 (233). On the other hand, a study using oligonucleotide-
mediated alternate splicing of hTERT to generate DN hTERT in DU-145 found decreased
telomerase activity and accompanying inhibition of cell growth and promotion of apoptosis (252).
Such findings underscore the apparent need for thorough telomerase inhibition and imply that
factors intrinsic to the specific tumor cell population may affect the ultimate response to specific
approaches to inhibit telomerase. Likewise, sensitization to antitumor drugs is often observed, but
only for certain agents (253–256).

Acetylation and deacetylation of histones is linked to changes in chromatin structure that can
dramatically affect gene expression, and inhibitors of histone deacetylases are currently being evalu-
ated as anticancer agents. Two such agents, sodium butyrate and trichostatin A, have been show to
decrease hTERT mRNA levels and telomerase activity in LNCaP and PC3 prostate cancer cells (257).
Interestingly, in one study, trichostatin A was found to activate hTERT mRNA production and telo-
merase activity in both normal and transformed telomerase-negative human cells (258).

Another prominent mechanism affecting gene silencing is methylation of cytosines in the CpG
islands in the promoter region of genes. Guilleret et al., have reported a positive correlation between
hypermethylation of the hTERT promoter and hTERT mRNA expression and telomerase activity in
several cell lines, including PC3 (177). This group has also reported that treatment of telomerase-
positive tumor cells with the demethylating agent 5-aza-2'-deoxycytidine led to repression of hTERT
(without changes in c-Myc expression) and decreased telomerase activity (259). These results are
unusual in that promoter methylation typically acts to repress gene expression, whereas demethyla-
tion typically reactivates gene expression, although it is possible that the observed effects are indi-
rect, perhaps caused by reactivation of expression of a telomerase repressor. Other groups have also
observed instances in which the hTERT promoter is unmethylated in telomerase negative cells and
partially or totally methylated in telomerase-positive cells, however, in at least one study, no correla-
tion was found between methylation status of the hTERT promoter and hTERT gene expression, and,
in this case, the demethylating agent 5-aza-2'-deoxycytidine induced telomerase expression in telo-
merase-negative cells (260–262). More work will thus be required to clarify the apparently complex
relationship between telomerase gene expression and promoter methylation status.

There is evidence that cellular kinase and phosphates may modulate telomerase activity. Kang
et al. reported that there are two potential Akt phosphorylation sites on hTERT and that the Akt
inhibitor, wortmannin, decreased both Akt-dependent phosphorylation of telomerase peptides in vitro
and telomerase activity in a human melanoma cell line, whereas treatment with okadaic acid, an
inhibitor of protein phosphatase 2A, which counteracts Akt, produced the opposite effect (263). In
another study, protein phosphatase 2A was shown to abolish telomerase activity in breast cancer
cells, whereas okadaic acid treatment stimulated telomerase activity (264). Protein kinase C activity
also seems to enhance telomerase activity, and some protein kinase C inhibitors have been shown to
inhibit telomerase (111,265–267).

Retinoic acid and vitamin D3 have both been reported to have growth suppressive effects in can-
cer cells, including prostate cancer, and anti-telomerase effects have been observed with these agents
(192–194). Ikeda et al. have identified a putative vitamin D receptor binding sequence within the
hTERT promoter (195). Furthermore, combined treatment of retinoic acid and vitamin D3 resulted in
decreased hTERT expression and telomerase activity in PC3 and LNCaP cells, and slowed tumor
growth in PC3 xenografts. However, the effect of these agents on telomerase is apparently cell type
dependent because combined treatment with retinoic acid and vitamin D3 did not suppress hTERT in
DU-145 prostate cancer cells.
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18. EXPLOITING TELOMERASE EXPRESSION
IN CANCER CELLS—GENE THERAPY

Because telomerase expression is activated in most cancer cells, attempts have been made to make
use of the active hTERT promoter to drive the expression of pro-apoptotic genes, suicide transgenes,
or genes that facilitate selective drug uptake, in tumor cells. Pro-apoptotic and suicide genes that
have been used in this approach include: caspases 6 and 8, FADD, Bax, TNF, and TRAIL and HSV-TK
(268–273). Genes used for selective drug uptake include Escherichia coli nitroreductase and the
noradrenaline transporter (274–278). Several of these studies have shown decreased growth and/or
apoptosis in tumor cells, both in vitro and in vivo. For example, the noradrenaline transporter allows
uptake of a 131I-labeled drug in transfected telomerase-positive cells. This approach is advantageous
in that there is a bystander effect of the drug such that neighboring cells will also be killed, thus,
100% efficiency of transgene delivery to the tumor is not necessary. In experiments using LNCaP
and DU-145 cells, the gene is expressed, cells take up the drug and exhibit dose-dependent toxicity
at doses showing negligible killing of control parental cells that lack the transgene. A comparison
between transporter expression constructs using the hTERT promoter or the PSA promoter showed
that the telomerase promoter resulted in superior drug uptake. In addition, testing in cell spheroids
confirmed that a bystander effect was operating.

19. EXPLOITING TELOMERASE EXPRESSION
IN CANCER CELLS—ONCOLYTIC VIRAL THERAPY

The hTERT promoter has been used in attempts to achieve selective replication of lytic viruses in
cancer cells. The general approach was pioneered in the prostate by Rodriguez et al., who made use
of the PSA promoter to restrict viral replication to prostate epithelial cells (279). For telomerase
targeting, early viral genes essential for viral replication are placed under the control of the hTERT
promoter, thus, limiting viral replication to hTERT-positive tumor cells while sparing the surround-
ing normal cells. Productive viral infection in tumor cells leads to death (lysis) of the infected cells
and release of infective virions, which can then spread to other nearby susceptible cells. This allows
amplification of the killing effect of the initial virus, which should increase antitumor efficacy and
overcome the problem of tumor cells that were uninfected during the initial treatment phase.

The human adenovirus has been used by several groups to create selectively replicating viruses.
Here, the adenovirus E1A early gene is placed under control of the hTERT promoter sequence (280–
282). Using this approach, Lanson et al. saw good selectivity of tumor cell killing, including DU-145
prostate cancer cells, over normal control cells (283). Likewise, Irving et al. found that viral repli-
cation and cell lysis was restricted to several telomerase-positive tumor cell types when tested in
vitro (284). In vivo, activity was observed in LNCaP xenograft tumors after intratumoral viral
injection, with some complete regressions noted in this study. In tests of systemic delivery in mice,
no toxicity was observed for hTERT-selective virus in contrast to other adenoviral constructs driven
by the CMV promoter that caused hepatotoxicity (284). Ruan et al. recently reported the addition of
further restriction on viral replication by placing the adenoviral gene E4 under control of the E2F-
1 transcription factor in addition to having E1 under hTERT promoter control (285). This construct
demonstrated improved selectivity and decreased toxicity compared with constructs lacking this
additional constraint on viral replication and was tested in LNCaP, PC3, and VCap prostate cancer
cells. In LNCaP xenografts, a single intravenous injection led to complete regression in 83% of
preestablished tumors (n = 12). Furthermore, when used in combination, viral infection was shown
to enhance the antitumor activity of doxorubicin (285).

The preclinical results for hTERT-selective oncolytic virus seem promising. However, there is a
critical need for studies evaluating the safety of these viral constructs in humans, especially because
the mouse is only a semipermissive host for adenovirus (286). Thus, although useful, human tumor
xenografts in mice will not inform us fully regarding the potential toxicities we may see in patients.



Telomeres, Telomerase, Chromosome Stability, and Prostate Cancer 337

There is also the potential for such viruses to replicate in normal tissue stem cells that are currently
thought to express telomerase. However, these cells may be difficult to infect and typically display
low levels of telomerase or intermittent activity, therefore, the desired selectivity of this approach
may be maintained. A further concern specific to prostate cancer is the fact that hTERT expression
is dramatically reduced after androgen withdrawal, thus, potentially reducing treatment efficacy in
patients who have undergone androgen ablative therapy, but this will only be known after this
approach has been refined and tested in the clinic.

20. EXPLOITING TELOMERASE EXPRESSION
IN CANCER CELLS—IMMUNOTHERAPY

Because of its widespread and fairly selective expression, telomerase has been touted as a poten-
tial “universal” tumor-associated antigen for use in immunotherapy approaches. Indeed, immune
effector cells recognizing hTERT do exist and can be raised experimentally (287,288). For example,
peripheral blood lymphocytes from both healthy individuals and cancer patients respond to HLA-
A2-restricted hTERT peptides, providing evidence for endogenous hTERT-specific cytotoxic T-Lym-
phocyte (CTL) precursors. In addition, CTL obtained from three of four hormone-refractory prostate
cancer patients were shown capable of lysing tumor cells in vitro, including LNCaP and PC3 (288).

In a phase I vaccination trial using ex vivo-generated telomerase peptide-pulsed autologous den-
dritic cells, hTERT-specific T lymphocytes were induced in more than half of patients with advanced
prostate or breast cancer, without significant toxicity (289). These cells could be expanded in vitro
and were competent for tumor cell killing. In addition, some partial tumor regressions were observed
in association with the presence of tumor-infiltrating lymphocytes in this study. Careful choice of
telomerase peptides seems necessary, because not all peptides are able to produce CTL with the
ability to recognize tumor cells expressing telomerase (290).

Nair et al. have shown that a CTL response can be induced in mice immunized with dendritic cells
(DC) transfected with human hTERT RNA (291). These CTL were able to lyse human tumor cells,
including prostate cancer cells. In addition, it was determined that total tumor RNA was superior to
hTERT RNA alone. Similarly, Heiser et al. found that the use of amplified total prostate tumor RNA
to pulse DC cells induced polyclonal CTL that, although they included anti-PSA and anti-hTERT
subpopulations, were more effective at tumor cell lysis than CTL induced by pulsing DC with PSA
RNA or hTERT RNA alone (292).

hTERT would seem an especially attractive target for immunotherapy because, presumably, it
would be difficult for tumor cells to develop resistance by antigen loss because telomerase is likely to
be essential for tumor cell survival (although the telomerase-independent telomere maintenance ALT
pathway has been demonstrated in certain tumors of mesenchymal origin, it does not seem to be
operative in carcinomas, including prostate cancer). Of course, tumor cells may find other ways of
avoiding detection by the immune system, such as loss of antigen presentation via major histocom-
patibility complex or transporter for antigen presentation downregulation. Finally, although autoim-
munity caused by the breaking of self-tolerance is a concern with immunotherapy approaches, thus
far, there has been no evidence of this, perhaps because normal cells that express hTERT express it at
only very low levels.

21. TELOMERE-TARGETED THERAPIES

Targeting the telomeres themselves has also been explored as a potential anticancer approach. G-
rich DNA single-stranded overhangs present at the telomeres are able to adopt a structural motif
known as a G-quartet or G-quadruplex. G-quartets are folded in such a way that sets of four guanine
nucleotide bases associate with one another via non-Watson and Crick hydrogen bonds. This peculiar
structure restricts the access of telomerase, thereby inhibiting telomere elongation. Several com-
pounds have been developed with the aid of computer modeling designed to interact with and stabi-
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lize G-quartets (293–297). It is thought that such agents will act to inhibit telomerase, thereby leading
to senescence or apoptosis of cancer cells. Testing G-quartet interactive cationic porphyrins on DU-
145, PC3, and LNCaP cells, Izbicka et al. noted relatively rapid effects on cell growth and proposed
that structural changes at the telomere, in addition to telomerase inhibition, likely contributed to the
observed effects (298). Likewise, Incles et al. noted senescence induction in DU-145 at rates faster
than predicted based on the inhibition of telomerase alone (299). The observation of extensive end-
to-end chromosome fusions in this study strongly implied that widespread telomere uncapping had
occurred, thus, the effects observed were likely the result of structural changes induced at the telom-
eres by the agent. Such results highlight the need for inclusion of appropriate normal cell controls in
studies of G-quartet-promoting agents to ensure that any effects observed are selective for cancer
cells.

One other approach based on targeting the telomere itself involves the introduction of a construct
coding for a mutated version of the telomerase template RNA (248,300). Mutations in the template
region of hTR lead to incorporation of mutant telomere repeats by telomerase in telomerase-positive
cells. These, in turn, disrupt the interaction between the telomere and telomere-specific binding pro-
teins, causing uncapping of one or more telomeres. Expression of mutant hTR in LNCaP and
MCF-7 cancer cells causes decreased growth and colony formation and increased apoptosis, as well
as decreased tumor growth in an MCF-7 xenograft model, even if expression of the mutated hTR was
low. This is in sharp contrast to telomerase inhibition strategies, which seem to require high levels of
enzyme inhibition to produce significant effects.

22. CONCLUSION—INTEGRATING TELOMERE BIOLOGY
INTO THE PROCESS OF PROSTATE CARCINOGENESIS

Telomere shortening can initiate CIN and occurs early during prostate tumorigenesis; it is, there-
fore, a likely contributor to the complex genetic changes underlying the phenotypic diversity of pros-
tate cancer. If true, this helps resolve the puzzle of why prostate cancers seem to lack prevalent
genetic changes in specific tumor suppressors, oncogenes, or genome stability genes. Instead, the
source of CIN may stem from defects in fundamental structural components of the chromosomes
themselves, namely, the telomeres.

Early observations of abnormally short telomeres plus the nearly universal activation of telomerase
in primary prostate cancers strongly suggested that the majority of prostate cancers undergo critical
telomere shortening during their development. Recently, it was found that this occurs early in the
disease process, by the pre-invasive PIN stage, in which telomeres are abnormally short and
telomerase activity first becomes evident. Notably, basal epithelial cells, which express genome
protective genes, such as GSTP1, retain normal telomere lengths in PIN and, thus, may not be the
ultimate target cells for prostate carcinogenesis. Other cells with phenotypes intermediate between
basal and luminal epithelial cells have been proposed as potential transformation targets in the pros-
tate (301–303). These putative transit amplifying/transient proliferating (TA/TP) cells, which are
thought to lie along the differentiation pathway between basal stem cells and luminal secretory cells,
possess features of the basal stem cell compartment, such as protection from apoptosis and prolifera-
tive competence—features also typically found in prostate cancer cells (304).

The root cause of the telomere shortening that occurs during malignant transformation of the
prostate is unknown. Because telomeres shorten during cell division, one possibility is that telomeres
are progressively lost through normal division as cells are replaced during aging. This would help
explain the strong dependence of prostate cancer on age (6). On the other hand, the normal rate of cell
division in the prostate is relatively low, thus, it may be that other processes serve to accelerate cell
turnover. One such process may be inflammation, a common histological finding in the prostate that
also increases with age (9,305). Locally, the inflammatory response generates genotoxic chemical
species, such as oxy-radicals as part of the host defense mechanism against pathogens. Exposure to
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Fig. 5. Changes in telomere length, telomerase activity, and chromosomal instability (CIN) during prostate
tumorigenesis and prostate cancer progression. Telomeres (solid line) shorten early in the disease process,
driving CIN and the development of prostatic intraepithelial neoplasia (PIN). At this stage, telomerase becomes
active, partially stabilizing the shortened telomeres and reducing CIN. Telomerase activity allows unlimited
replication, thus, fostering the progression from PIN to invasive cancer and, ultimately, metastatic disease.
Androgen ablative therapy (arrow) results in suppression of telomerase activity reigniting CIN in surviving
prostate cancer cells, thus, promoting the development of the hormone-refractory lethal cancer phenotype.
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Fig. 6. Model of telomere length changes and telomerase activity in prostate carcinogenesis. PIN, prostatic
intraepithelial neoplasia. TA/TP, transit amplifying/transient proliferating.

these chemicals causes co-lateral host cell killing, leading to proliferation to replace the lost cells,
and oxidative stress itself is able to cause rapid telomere loss (306). Chronic inflammation not only
increases cell turnover and telomere loss, but the accompanying genotoxic stress may impair telo-
mere-sensitive senescence/apoptosis checkpoints, as well as DNA-damage sensitive checkpoints, per-
haps in cells whose genomic protection is impaired, for instance, because of epigenetic downregula-
tion of glutathione-S-transferase-π (17,307).

Figure 5 outlines a model of the potential involvement of telomeres and telomerase in prostate
carcinogenesis. After puberty, proliferation of telomerase negative transit amplifying/transient pro-
liferating cells during normal aging, or driven by chronic inflammation, leads to moderate telomere
shortening that engages tumor suppressive cell cycle checkpoints. If, however, there is genetic or
epigenetic inactivation of cell senescence checkpoints (such as the p16/pRB checkpoint), proliferat-
ing telomerase-negative cells continue to divide, despite their shortened telomeres (308,309). With
time, rare intermediate cells that also have experienced mutations in key growth regulatory path-
ways, such as the Hedgehog signaling pathway, undergo abnormal clonal expansion (310). During
this time, telomeres continue to shorten until one or more telomeres become dysfunctional, thereby
initiating CIN, culminating in the emergence of PIN. CIN involves DNA damage, therefore DNA
damage checkpoints should act to limit a PIN lesion from progressing further. A subset of PIN lesions
may bypass this second checkpoint (DNA damage checkpoint), leading to further oncogenic muta-
tions, resulting in invasive cancer. Finally, immortalization by telomere length stabilization, most
commonly through telomerase activation, allows unlimited tumor expansion (although all chromo-
somes in all cells may not achieve complete stabilization).

Presumably, the chance that initiated cells and premalignant lesions will abrogate both telomere
length checkpoints and DNA damage checkpoints is small, explaining why most initiated cells and
lesions apparently fail to fully progress to cancer. Even cells that have overcome these tumor-sup-
pressive barriers must still eventually re-stabilize their telomeres to prevent runaway lethal genetic
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instability (postmitotic cell death) (311). Thus, the acquisition of telomerase activity likely repre-
sents one of the final hurdles on the road to cancer.

Lastly, telomeres may play an important role in the development of advanced hormone-refractory
prostate cancer. Because telomerase activity is significantly suppressed in prostate cancer cells after
androgen withdrawal, androgen ablative therapies may reignite CIN in the surviving prostate cancer
cells (Fig. 6). Such cells represent a source of cancer cell variation from which a more aggressive,
hormone-refractory lethal tumor may evolve.

In summary, short dysfunctional telomeres may be critically involved in the initiation and pro-
gression of prostate cancer, as well as the emergence of hormone-refractory cancer after androgen
ablation. If so, a thorough understanding of telomere biology as it relates to prostate cancer should
provide new opportunities for effective disease prevention and treatment.
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Racial Differences in Prostate Cancer Mortality

James L. Mohler

Summary

African Americans have a higher incidence of, and greater mortality from, prostate cancer than Caucasian
Americans, and the reasons for racial disparity remain unclear. The racial differences in participation in prostate
cancer early detection programs are narrowing. However, racial differences persist in interaction with the health
care system. Many of these differences may be more socioeconomic than racial, but many African Americans lack
trust in the American health care system that may be overcome by personal interaction with their health care
provider. African Americans more often use alternative medicines and may more frequently decline potentially
curative treatments. Racial differences in host and tumor biology are difficult to evaluate. African Americans
more often consume higher fat diets and are more often obese, both of which may promote prostate carcinogen-
esis. Although there is no evidence for higher serum androgen levels in African Americans compared with
Caucasian Americans, their prostates may be more sensitive to androgens because of a shortened CAG repeat
within the androgen receptor gene. Studies involving hereditary prostate cancer and genetic polymorphisms that
may affect prostate cancer risk have frequently not included high numbers of African Americans, and the inter-
pretation of such studies are further complicated by issues regarding population stratification. Although there are
no racial differences in prostate-specific antigen (PSA) and its derivatives, there is some evidence that African
American prostate cancer may have higher tissue levels of sex hormone-binding globulin (SHBG) and increased
androgen receptor protein expression. Although some studies suggest racial differences in growth factors and cell
regulatory pathways, these studies require studies of larger numbers of men.

Key Words: Androgen access; early detection; healthcare interaction; host biology; population; race;
stratification.

1. INTRODUCTION

In the United States a new patient is diagnosed with prostate cancer every 3 minutes and another
dies from the disease every 17 minutes (1). The worldwide incidence of prostate cancer is increasing
an estimated 1.1% annually (2). Although the frequency of incidental prostate cancer is similar
between races (3,4), African Americans have a higher incidence and greater mortality from prostate
cancer than Caucasian Americans. In fact, African Americans have the highest incidence and mor-
tality rates of prostate cancer in the world. Differences in prostate cancer incidence between men of
different geographic origins is not unique to the United States; for example, in Sao Paulo, Brazil,
prostate cancer is 1.8 times more common in Brazilians of African than European descent (5).

Data from the Surveillance, Epipdemiology, and End Results (SEER) database (1993–1997) show
that the incidence of invasive prostate cancer is greater in African Americans than Caucasian Ameri-
cans: 1.9 times greater in men younger than 65 years of age and 1.6 times greater in men 65 years of
age or older (6). In men younger than 65 years of age, the prostate cancer mortality rate for African
Americans is 3.1 times that of Caucasian Americans. In men 65 years of age or older, the prostate



356 Mohler

cancer mortality rate for African Americans is 2.3 times that of Caucasian Americans (6). These data
suggest that there is no racial difference in the development of prostate cancer (initiation), but clini-
cal prostate cancer progresses more frequently in African Americans than white Americans, and once
prostate cancer presents clinically, prostate cancer is more lethal in African Americans than white
Americans.

The reasons for the disproportionate mortality from prostate cancer in African Americans com-
pared with white Americans can be categorized into three general areas:

1. Racial differences in interaction between men and the health care system.
2. Biological differences between the races that affect prostate cancer development and progression.
3. Biological differences within benign and malignant prostate tissue itself between African Americans and

white Americans.

The relative contribution of each of these areas must be examined carefully to understand the
racial differences in prostate cancer mortality and allocate most appropriately the public resources
for research and intervention to minimize or eliminate the racial disparity in prostate cancer mortal-
ity. Fortunately, study of all aspects of this important health care problem has accelerated rapidly in
the past decade. The number of citations in PubMed on prostate cancer and African Americans has
increased from 65 in 1994 to 207 in 1999 to 405 in 2004. The National Cancer Institute, American
Cancer Society, and Department of Defense (DoD) Prostate Cancer Research Program have given
high priority to research proposals that address prostate cancer racial disparities. Thoughtful discus-
sions regarding the definitions of race (7,8), the usefulness of race in genomics (9,10) and medicine
(11), and “whether socioeconomic conditions represent a more pertinent cause of [health care] dis-
parities than race” have begun (12–14).

One such effort is the DoD funded North Carolina-Louisiana Prostate Cancer Project (PCaP),
“Racial Differences in Prostate Cancer: Influence of Health Care and Host and Tumor Biology. Ref-
erence 15a (Figure 1).” This study will compartmentalize the reasons for the racial differences in
prostate cancer aggressiveness into three areas: Racial differences in:

1. Interaction between men with prostate cancer and their family, friends, physicians, and health care system.
2. Characteristics of the host, including diet, frequency of prostate cancer susceptibility genes, and androgen axis.
3. Characteristics of the tumor itself, such as cellular apoptotic and proliferation rates and androgen receptor

and androgen-regulated gene expression.

PCaP was funded August 1, 2003, and the first home visit occurred September 10, 2004. PCaP
research subjects include 500 African Americans from North Carolina deemed high risk, 500 African
Americans from Louisiana deemed moderate risk, and 1000 white Americans (500 of whom are from
North Carolina and 500 of whom are from Louisiana) who are deemed low risk. PCaP is developing
a repository of interview data, biological specimens, and tumor specimens from these 2000 men that
will include a limitless supply of DNA because PCaP is immortalizing leukocytes from all research
subjects. The reasons for racial difference in prostate cancer mortality remains unclear (Figure 2) and
require careful study to define.

2. RACIAL DIFFERENCES IN PATIENT-HEALTH CARE SYSTEM
INTERACTION

African Americans present with incurable prostate cancer more often than white Americans. Among
men diagnosed with prostate cancer from 1983–1987 reported by the SEER program, 29% of African
Americans presented with metastatic prostate cancer compared with 19% of white Americans. In con-
trast, among men diagnosed with prostate cancer in 1992, 22% of African Americans presented with
metastatic prostate cancer compared with 12% of white Americans (15). The decrease in the frequency
of diagnosis of metastatic disease in both races coincided with the introduction of serum prostate-specific
antigen (PSA) screening for early detection. Consequently, the persistent racial differences in frequency
of metastatic prostate cancer may result from racial differences in access to healthcare because of socio-
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economic status (16) and participation in early detection programs (17). Secondly, once diagnosed with
potentially curable prostate cancer, African Americans may choose the most effective treatments less
frequently; for example, African Americans have been reported more likely to choose to observe their
prostate cancer (3,15,18–21). Racial disparities persist in receipt of definitive primary care and andro-
gen-deprivation therapy (22,23). The consequences of the selection of observation by African Ameri-
cans are difficult to evaluate because many studies of men selecting observation of prostate cancer have
been conducted in Scandinavians (24–28) and, in studies of Americans, race has not been considered
(29–31). Consensus has been achieved recently that treatment outcome is similar by race if clinical
parameters are used to adjust for prostate cancer volume and differentiation and patient age and
comorbidity (32). African Americans and white Americans have the same survival for clinically local-
ized prostate cancer when treated with radical prostatectomy (33–42) or radiation therapy (34,36,43–
47), advanced prostate cancer (48), or castration recurrent prostate cancer (48–51). What barriers to
earlier diagnosis persist in African Americans, and why does prostate cancer develop clinically at a
younger age in African Americans than white Americans?

2.1. Early Detection Behavior
Lack of early detection behavior has been identified as one possible factor in the disparity of

outcome, with African Americans reportedly less receptive to prostate cancer screening (52–55). A

Fig. 1. The North Carolina-Louisiana Prostate Cancer Project (PCaP) is a multi-institutional population-
based study of racial differences in prostate cancer aggressiveness. 2000 men with newly diagnosed prostate
cancer of whom 50% are African Americans and 50% are Caucasion Americans are being enrolled in an attempt
to discern the relative contribution of racial differences in interaction with the health care system and host and
tumor biology to racial differences in prostate cancer mortality (UNC, University of North Carolina; LSU,
Louisiana State University Health Sciences Center; RPCI, Roswell Park Cancer Institute; BU, Boston Univer-
sity, MGH, Massuchusetts General Hospital; JHMI, John Hopkins Medical Institutions; WFU, Wake Forest
University; NIEHS, National Institute of Environmental Health Sciences; UC-Irvine, University of California-
Irvine; GMU, George Mason University; IT, Information Technology; AR, androgen receptor).
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recent report (56) garnered a high level of national press attention regarding the contrast between the
lower use of PSA for early detection and the higher rate of prostate cancer mortality in African
Americans compared with white Americans. A case–control study of 67,245 New Jersey Medicare
beneficiaries between 1991 and 1996 found that PSA use among African Americans was 65% of that
of white Americans when controlled for socioeconomic status and comorbid conditions. However,
racial differences in use of early detection for prostate cancer have narrowed; by 1998, PSA use was
similar in African Americans and white Americans (57). The benefits of PSA for early detection may
be greater in African Americans than white Americans, and these benefits will be even greater yet in
younger men. The factors influencing receptivity are unclear, with knowledge regarding prostate
cancer, realization of personal risk, financial limitations, literacy level, and economic factors identi-
fied as explanatory factors (54,55,58–60). African Americans are more likely than white Americans
to live in rural areas and Americans living in rural areas generally have higher prostate cancer death
rates, present more often with advanced stage, and use PSA for early detection less often (61). Access
to health care services has been suggested to account for 10–30% of the geographic variation in
prostate cancer mortality (61); for example, access and use of health care services was found to be
deficient among rural African Americans in North Carolina (62–65), a state where prostate cancer
incidence and mortality is among the highest in the United States (66). Unwillingness to be screened
and to follow up with treatment was found to be related to cancer fatalism (67), which is prevalent
among older and lower-income African Americans (68). Further research on health-related quality of
life using preference-based measurement techniques (69–73) is needed to discern the factors that
predict screening behavior and the role that screening behavior plays in explaining racial disparity in
prostate cancer mortality.

2.2. Interaction With the Health Care System
Race may impact patient interaction with the health care system, and the extent of this may help

explain the disparity in prostate cancer mortality by race. Socioeconomic status has been found to
influence willingness to participate in clinical trials (58). Much research has been flawed by using
race as a proxy for socioeconomic variables and poverty in particular (62). However, when corrected
for socioeconomic status and health insurance status, African Americans remain less likely than white
Americans to receive the most curative treatment for cancer in general (74), and prostate cancer
specifically (23). Prostate cancer treatment decision-making may be impacted by racial differences
in patient–physician communication and belief in traditional sources of healing and reliance on the
church and religion, both of which have been reported to be prevalent in the African-American com-
munity, particularly among those with limited income and education (75–80). Strategies to assist
men with treatment decision-making have been developed and performed equally well in African
Americans and white Americans (81,82). Recent research has indicated that African Americans will
participate fully in prostate cancer early detection and care when health information is presented as
part of a culturally sensitive, clear, and respectful patient–health care provider relationship (83).

Most patients receiving a diagnosis of cancer report that they are not sufficiently informed to
make treatment decisions and, although they want physicians to make final decisions, patients want
to be fully informed regarding their options (84–89). The ability to communicate with the physician
is complicated for African American cancer patients by a historical lack of trust in the health care
system (52–55,59,78–80,83,90–93). The consequences of the Tuskegee Syphilis Study continue to
impact the African American community more than many people appreciate (94,95). Trust, compe-
tence, and motive are viable issues for African American cancer patients (58). Some data suggest that
African Americans use other culturally relevant systems, such as family, religious community, and
folk healers before seeking professional help (78,96–98), and this may reduce patient communication
with their physician (82,99). A further issue is the perception by African American patients that they
are treated differently than white Americans by physicians (100,101). There has been little research
on how these factors impact the doctor–patient relationship (100,101), but men of both races respond
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well to prostate cancer educational interventions, although white American men reportedly accept
written information well whereas African American men prefer to receive similar information through
personal communication (83,99). Freeman has recommended universal insurance coverage, patient
navigation programs, targeting resources to geographic areas of high cancer mortality, systems for
monitoring equity of health care provision, and improved identification of those at increased cancer
risk (102).

2.3. Complementary and Alternative Medicines
Complementary and alternative medicines are used commonly by subjects at risk or diagnosed

with cancer (103). The overall prevalence of complementary and alternative medicine use by men
with prostate cancer has been reported to range between 27.4 and 43% (104–107). Five hundred
forty-three men diagnosed with prostate cancer in Northern California in 1998 were interviewed by
telephone to assess complementary and alternative medicine use among different racial/ethnic
groups. Thirty percent of men used complementary and alternative medicines and usage did not
differ between 218 white Americans, 109 Hispanic Americans, 107 African Americans, and 109
Asian Americans. An average of 9% used macrobiotics and megavitamins; 16.4% used herbal rem-
edies; 3.1% used massage, acupuncture, and movement therapies; and 14.7 used counseling, relax-
ation, and spiritual treatment. Complementary and alternative medicine users were slightly younger
and more likely to be college graduates but did not differ from nonusers by income level, country of
birth, or marital status. Saw palmetto (108) is one of the most common herbals used for prostate
disease, and PC-SPES (109) was used by many men, even those without prostate cancer, until con-
cerns regarding safety, and eventually legal action, made it unavailable. Both products may have
anti-androgenic activity.

3. RACIAL DIFFERENCES IN HOST BIOLOGY

3.1. Diet
Profound differences in diet exist among different racial, ethnic, and geographic areas that may

impact development and progression of prostate cancer. In epidemiological studies, prostate cancer
risk has been associated with diets high in saturated fats. African Americans consume more saturated
fats than white Americans (110,111). Kolonel conducted a large, multiethnic case–control study seek-
ing evidence for a protective effect of vegetables, fruits, and legumes against prostate cancer. Home
interviews were conducted of 1619 African-American, Caucasian, Japanese, or Chinese men identi-
fied from population-based tumor registries in Hawaii, San Francisco, and Los Angeles in the United
States, and British Columbia and Ontario in Canada, and 1618 controls who were frequency matched
to cases based on ethnicity, age, and region of residence of the case. African Americans and Cauca-
sian Americans were diagnosed between 1989 and 1991 and Chinese and Japanese were diagnosed
between 1987 and 1991, and every research subject was ethnically homogeneous for at least three
grandparents. Within each ethnic group, cases and controls were similar in terms of body mass index
(BMI). In all groups, cases consumed more calories and unsaturated fat than controls, although this
difference disappeared in the African Americans and Caucasian Americans after adjusting for calo-
ries. Cases consumed more fruits and vegetables than controls in all groups except the Chinese. In
contrast, cases in all groups had lower mean intake of legumes than controls and these differences
persisted after adjustment for caloric intake. The results persisted after all men in the control group
who had elevated PSA levels were eliminated and when the analyses were performed in cases with
advanced disease only. Thus, an inverse association with prostate cancer risk was found for overall
vegetable consumption, two categories of vegetables (yellow-orange and cruciferous) and two indi-
vidual vegetables (corn and carrots). Corn consumption may warrant further investigation because of
its relatively high content of lutein and small amounts of α-carotene, β-carotene, and folic acid.
Inverse associations were also found for consumption of total legumes and soy products. The protec-
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tive effects of legumes has been reported in three other studies (112–114) but not a fourth (115). The
value of lycopene for prostate cancer prevention and the proper form for consumption is controver-
sial. This study found no association with intake of total tomatoes, cooked tomatoes, lycopene-con-
taining fruits, or a combination of all lycopene-containing foods despite highly ethnic diets that
resulted in a large range of intakes of lycopene and lycopene-containing foods.

The 3rd National Health and Nutrition Examination Survey reported that serum lycopene concen-
trations were significantly lower in African Americans than white Americans. A recent large case–
control study reported that lycopene levels were inversely associated and other carotenoids were
positively associated with prostate cancer risk (116).

The overall role of diet for modulation of cancer risk has been questioned recently (117). Data
from 71,910 women and 37,725 men participating in the Nurses’ Health Study and the Health Profes-
sionals’ Follow-Up Study revealed that overall cancer incidence was not affected by the amount of
fruits and vegetables in the diet. However, the study population is not representative of the general
population and the incidence of cancer was too low to draw conclusions regarding diet and individual
types of cancer. The impact of diet on prostate cancer risk and mortality is difficult to assess because
diet is difficult to quantify, the accuracy of biomarkers of dietary intake are subject to debate, and diet
studies are expensive to conduct. PCaP, the largest population-based and most comprehensive study
of the impact of diet on prostate cancer aggressiveness, has begun in North Carolina and Louisiana
and may help clarify the relationship between prostate cancer and diet.

Obesity is epidemic in America, and interest in the possibility that obesity impacts prostate carcinogen-
esis has increased. Two reports found no relationship between BMI and risk of prostate cancer (118,119).
Clarke and associates reported that inactivity, regardless of body habitus, was strongly associated with
prostate cancer risk and that this association was stronger among African Americans than white Ameri-
cans (119). Freedland and associates (120) studied 1250 men with prostate cancer, newly diagnosed and
treated by radical prostatectomy at five equal-access health centers. BMI was higher in African than white
Americans, and increased BMI was associated with poor prognosis after radical prostatectomy. BMI may
alter insulin levels and the insulin-like growth factor (IGF) axis, but serum levels of IGF1 and IGF-binding
protein 3 (IGF-BP3) were similar in men of different races (121) or androgen metabolism. BMI did not
correlate with pathological grade or stage, or tissue androgen levels (122).

An interesting hypothesis regarding prostate cancer in African Americans (123) parallels the rela-
tionship between sickle cell anemia and malaria and examines the unfavorable overall health conse-
quences of the relatively recent forced migration of Africans to North America (124). Africans have
genetically downregulated zinc absorption capacity because zinc levels in water and diet are high. If
African Americans had zinc transporter levels equivalent to white Americans and still resided in
Africa, most would suffer from zinc toxicity. Evidence suggests that low zinc levels in the prostate
are associated with increased incidence of prostate cancer (125) and that zinc may inhibit growth of
prostate cancer (126,127). In prostate specimens from 30 white Americans and 28 African Ameri-
cans, all prostate cancer specimens from white Americans had higher expression of two major zinc
transporters (hZIP1 and hZIP2) than prostate cancer from African Americans (128). The zinc trans-
porters were also downregulated in benign prostate tissues from African-American men compared
with aged-matched white Americans. An intervention as simple as zinc supplementation may prove
useful for prostate cancer prevention in African Americans (125).

In 1990, Schwartz and colleagues suggested that the descriptive epidemiology of prostate cancer
(i.e., the increasing risk with age, African-American race, and residence at northern latitudes) resem-
bled the descriptive epidemiology of vitamin D deficiency in the elderly (129). Evidence in support
of that hypothesis included that human prostate cells possess specific receptors for the hormonal
form of vitamin D, 1,25(OH)2D, that produces differentiation when administered in vitro (130,131),
and that prostate cells synthesize 1,25(OH)2 D from its prohormonal precursor, 25-hydroxyvitamin
D (132). Autocrine synthesis of 1,25(OH)2D opens new possibilities for prostate cancer prevention
and therapy (133), because 25-hydroxyvitamin D is inactive until bioactivated by prostate cells, and
can be administered more safely than 1,25(OH)2D (134,135).
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3.2. SERUM ANDROGENS AND ANDROGEN
RECEPTOR TRINUCLEOTIDE REPEATS

Greater androgenic stimulation could contribute to increased aggressiveness of clinical disease in Afri-
can Americans compared with white Americans and result from racial differences in serum or tissue andro-
gens or tissue androgen receptor expression. Among college students in Los Angeles, mean testosterone
levels of African Americans were 19% higher than white Americans, and free testosterone levels were 21%
higher (136). Studies that are more recent have found that racial differences in serum testosterone levels
decrease as men reach 40 years of age (137), and that serum testosterone levels are similar in men of both
races undergoing prostate biopsies that prove positive or negative for prostate cancer (138,139). Case–
control studies provide evidence that prostate cancer can be associated with both higher (140–142) and
lower (143,144) serum levels of testosterone. These conflicting results may result from small patient num-
bers, study of hospitalized patients, and inclusion of cases with advanced prostate cancer.

Early onset of puberty and late onset of menopause are well-established risk factors for breast can-
cer, whose growth is stimulated by estrogen (145). If African Americans undergo puberty earlier than
white Americans, the African-American prostate could receive a longer period of androgenic stimula-
tion. Harlan et al. reported on physician-assigned Tanner stages of pubertal development collected by
the United States Health Examination Survey of 3047 Caucasian American male youths and 499 Afri-
can American male youths, ages 12 to 17 years (146). The authors found no significant racial differ-
ences in genital stage or pubic hair stage at each age, except that Caucasian-American youths were
slightly more advanced than African-American youths at age 13 years. Richards et al. (147) assessed
Tanner stage of 902 Caucasian-American male youths and 485 African-American male youths from the
Bogalusa Heart Study using multiple observers and reported statistically significant differences in the
time of onset of Tanner stages I, II, and V of puberty between African-American and Caucasian-
American youths. Although African-American children entered the early stages of puberty at younger
ages, the Caucasian-American children entered the latter stages of pubertal development before the
African-American children. Nankin et al. evaluated 232 caucasian-American children from an upper-
middle class suburb of Pittsburgh, PA, and 166 African-American children from a Pittsburgh housing
project who had applied for participation in a summer sports league (148). They reported that African-
American children experience sexual development earlier than Caucasian-American children; at all
study times between 11 and 14 years of age, the mean Tanner stage of the African-American children
was more advanced than the mean Tanner stage of the Caucasian-American children. Laska-
Mierzejewska reported that sexual maturation occurred earlier in blacks vs whites based on 15 different
body measurements of 4000 Cuban youths living in Havana in 1963–1964 (149). Cameron et al. (150)
studied 178 rural and 152 urban South African black children and reported that the urban children
entered puberty at an earlier age than their rural counterparts (150).

The Bogalusa Heart Study (147) and the United States Health Examination Survey (146) studies
were large and representative of most US populations and should be considered more heavily than
other smaller studies that have flaws in either their design or sampling methods, or studies that are
based in other countries. From the current literature, one cannot draw a definitive conclusion regard-
ing the timing of sexual development in African-American and Caucasian-American men, yet the
current evidence points to there being little or no difference. In addition, today’s youths may differ
from those of the 1960s in nutrition, lifestyle, and socioeconomic status. Onset of puberty and length
or exposure to serum androgens may not be a sufficient reason to explain differences in prostate
cancer incidence and mortality between the races, but it may help explain why one individual has a
greater chance of developing prostate cancer than another, regardless of race.

Exon A of the androgen receptor contains polymorphisms within the glutamine and glycine repeat
regions. Shortened CAG repeat lengths result in increased expression of androgen receptor messenger
RNA (mRNA) and protein that could make androgen responsive genes more sensitive to equivalent
levels of androgen (151–153). Evidence suggests that shortened CAG repeat lengths may play a role in
the racial differences in prostate cancer (154), because the CAG repeat length is lower in African Ameri-
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cans. Four often-quoted studies suggested a relationship between CAG repeat length and risk of pros-
tate cancer (155–157) and higher grade and stage of prostate cancer (155). Studies that are more recent
have failed to confirm these results (158–165). Of particular interest are two subsequent studies from
Stanford (159) and the paper by Stanford, which failed to confirm the initial report (156) from her
group. Giovannucci (166) and Coetzee and Irvine (167), experts in the field and authors of two of the
four landmark studies, have proposed explanations for these conflicting results. Giovannucci thinks that
reduced CAG repeat lengths foster development of aggressive cancers in younger men because of greater
androgenic stimulation of their prostates. Population-based and case–control studies most likely to find
a relationship between CAG repeat length and prostate cancer are those that were conducted in popula-
tions with minimal PSA screening; therefore, the results were not confounded by clinically insignificant
prostate cancers. In addition, series that contain high percentages of highly aggressive cancers and
younger men are more likely to reveal a relationship between CAG repeat length and prostate cancer
than series of older men whose prostate cancers are more related to oxidative insults or other age-related
conditions. He suggests that African Americans who suffer a higher incidence and mortality from pros-
tate cancer and develop prostate cancer at a younger age than Caucasian Americans are the most likely
group in which a relationship between CAG repeat length and prostate cancer will be found. However,
Gilligan et al. (168) tested this hypothesis by evaluating the CAG repeat length in 685 African Ameri-
can men in Louisiana, South Carolina, and the District of Columbia who participated in a prostate
cancer early detection program. The median CAG repeat length was 21 among 118 men diagnosed with
prostate cancer, and 19 among 567 men who had normal serum PSA levels and benign digital rectal
exams. After adjusting for age, no association was found between prostate cancer risk and CAG repeat
length. This finding should not surprise Coetzee and Irvine (167), who think that the relationship
between CAG repeat length and prostate cancer has been confounded by population stratification. They
write, “if an increased frequency of shorter AR-CAG repeat length is associated with Africans and if
Africans have a higher risk of prostate cancer, then an association of shorter AR-CAG repeat length
with prostate cancer might simply reflect the ‘Africanness’ of the African American population without
having a direct cause–effect relationship.” A similar effect was found when the relationship between
CAG repeat length and advanced disease was examined by Bennett et al. (169) in the Veteran Affairs
Health Care System. A relationship between shorter CAG repeat length and metastatic prostate cancer
at presentation disappeared if controlled for race. Again quoting Coetzee and Irvine (167), Bennett
et al. (169) showed “that among prostate cancer patients, AR-CAG size does matter, albeit simply in
their case to mark the racial-ethnic origin of the patient.”

Two groups have produced a confusing finding in men who have undergone potentially curative
radical prostatectomy (170,171). Increased CAG repeat length was associated with increased risk of
recurrence, although both studies used subset analysis and categorization of repeat length to find
evidence of increased risk. However, increased CAG repeat length should decrease transactivation of
androgen-regulated genes and, hence, prostate cancer cellular proliferation. Increased CAG repeat
length protecting against recurrence does not make sense biologically. Further study of larger patient
populations is required to confirm these results.

The effect of GGC repeat length on prostate cancer is less studied. GGC repeat lengths vary from
8 to 17, with repeat lengths of 16 to 18 accounting for 90% of androgen receptor alleles in white
controls (172). Longer GGC repeat lengths have been associated with lower levels of androgen
receptor protein expression but did not affect the transactivation activity of androgen receptor-depen-
dent genes (172). Stanford (156) suggested an association between aggressive prostate cancer and
GGC repeat lengths longer than 16, but this result was not confirmed in a larger study that included
the previous study subset (173).

3.3. Prostate Cancer Susceptibility Genes
The number of candidate polymorphisms available for study is growing with the advent of poly-

morphism discovery efforts. Microarrays, mass spectrometry, and other high-throughput genotyping
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technologies make it feasible to analyze hundreds of polymorphisms in thousands of samples. A
growing number of case–control studies on genetic susceptibility to prostate cancer test for relation-
ships between polymorphisms and prostate cancer risk. Many of the polymorphisms implicated in
prostate cancer susceptibility, including those involved in DNA repair and androgen metabolism, are
reasonable candidates for affecting disease severity and prognosis.

Recently, a number of studies have been reported that examine racial differences in polymorphism
frequency in candidate genes. Ethnic differences in polymorphism frequency are common and may
account for some of the variation in cancer incidence across ethnic groups (174–177). Prostate cancer
susceptibility may be influenced by androgen metabolism genes (176,178) and genes involved in DNA
repair (179,180). Racial polymorphisms also occur within androgen metabolism genes, especially 5α-
reductase, which converts testosterone to dihydrotestosterone (DHT), the preferred ligand for the an-
drogen receptor. Increased frequency of polymorphisms in the androgen metabolism genes, SRD5A2
(181,182) and CYP3A4 (183), may contribute to increased risk of cancer in African Americans. Afri-
cans and African Americans have the highest frequency of alleles previously associated with increased
prostate cancer risk (183), and some of these alleles correlated with poor prognosis (184).

African Americans have more frequent homozygous alleles at the FOK1 site in the vitamin D
receptor (185), but vitamin D receptor had no impact on African-American prostate cancer outcome
after treatment (186). Sequence variants in the human 25-hydroxyvitamin D3 1-α-hydroxylase
(CYP27B1) gene do not play a role as a prostate cancer susceptibility gene (187). Glutathione-S-
transferase polymorphisms were not related to prostate cancer risk (188). Variation of the COX-2
promoter may influence risk and progression of prostate cancer in African Americans. SNP -297G
was associated with decreased risk for prostate cancer (odds ratio [OR], 0.49) and SNPs -1265A and
-899C were associated with increased risk for prostate cancer in African Americans (OR, 2.72 and
3.67, respectively) (189). CYP3A is an enzyme important in drug metabolism and biotransformation.
There are racial differences in the most common variant, CYP3A4*1B, which ranges from 0% (Chi-
nese and Japanese) to 45% (African Americans). Several of the other polymorphisms in CYP3A also
show racial variation (190).

3.4. Familial Prostate Cancer Susceptibility Genes

Variation in genetic susceptibility may play a key role in the observed differences in the incidence
of, and mortality from, prostate cancer in African Americans and Caucasian Americans (191).
Although the etiology of prostate cancer is complex, family and twin studies reproducibly indicate an
important role for inherited genetic susceptibility as a critical risk factor (192). Prostate cancer sus-
ceptibility genes have been mapped to 1q24–25 (193), Xq27–28 (194), and 8p22–23 (195). Other
loci, including PCaP and CaPB (196), HPC20 (197), and HPC2/ELAC (198), have been examined.
The frequency of these genes and an understanding of their importance in hereditary prostate cancer
cases, sporadic white American cases, and unaffected controls continues to evolve, but almost all
reported studies contain few African Americans. Recently, more groups have begun to examine af-
fected African-American families. Familial aggregation rates are similar in African Americans and
white Americans (199). Race-specific penetrance estimates for carriers of deleterious genotypes were
similar among African Americans and white Americans, but lower in Asian Americans (200). The
higher incidences of prostate cancer in African Americans may not be caused by a higher prevalence
of germline mutations predisposing to the disease in African Americans. Men with more than six
family members with prostate cancer had a higher chance of presenting with lymph node metastatic
or widely metastatic prostate cancer than men with only four to six family members affected (201).
Linkage analysis of 33 African-American prostate cancer families from 2 independent research groups
provided some evidence for clustering, especially at HPC1. Increased evidence of linkage was found
in families with prostate cancer diagnosis younger than age 65 years, and male-to-male transmission
(202). These studies, though very preliminary, suggest that genetics could contribute to the increased
aggressiveness of prostate cancer in African Americans.
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3.5. Population Stratification

African Americans may be more genetically heterogeneous for three reasons. First, humans origi-
nated in Africa and hence, Africans have had more time to accumulate genetic variations than more
recent emigrant groups. Second, Caucasian Americans share a common European geographic origin,
whereas African Americans derive ancestry from more diverse geographic origins. African Ameri-
cans derive ancestry from several different geographic areas within Africa whose people differ
greatly. Genetic differences among Africans may contribute to the wide variation in prostate cancer
incidence and mortality in the different regions of Africa that translate into differences among Afri-
can Americans. For example, prostate cancer mortality is more than fivefold higher in Sub-Saharan
Africa than Northern Africa (2). Lastly, African Americans are genetically more heterogeneous than
their African ancestors because of admixture with Caucasian Americans. African Americans in dif-
ferent geographical locations within the Americas, within the United States, and even within a single
state, demonstrate markedly different levels of admixture with Caucasian Americans (203,204).

Different levels of population stratification (admixture of African American and Caucasian Ameri-
can genotypes) may affect observed differences in prostate cancer mortality between population
samples. The extent of admixture-linked disequilibrium can be evaluated using molecular analysis of
a panel of short tandem repeats by PCR, restriction fragment length polymorphisms by Southern blot
analysis, specific polymorphic alleles, or polymorphisms in mitochondrial DNA. Most analyses of
admixture-linked disequilibria in African Americans include analysis of polymorphism at the AT3
locus and the linked FY (Duffy) locus. There is nearly a fixed allele-frequency difference between
European Americans and native Africans for these loci that may reflect a selective advantage of the
FY –/– genotype in areas with endemic malaria (205).

Despite the many different population-based epidemiological studies reported and many more that may
have been performed but not reported, a polymorphism has not been identified that is strongly associated
with prostate cancer risk or aggressiveness. This suggests that multiple gene–gene and gene–environment
interactions are important if genetics are important at all. Furthermore, these studies are confounded by
population stratification. Population stratification has little effect when risk differences are small, unless
extreme differences exist in genotype frequency (206). For example, high levels of population stratifica-
tion accounted for differences in the distribution of CYP3A4-V found between Nigerians, African Ameri-
cans, and Caucasian Americans (207). The importance of population stratification in racial differences in
prostate cancer incidence, aggressiveness, and mortality warrants careful study.

4. RACIAL DIFFERENCES IN THE PROSTATE AND ITS CANCER
The early literature (before 1995) reported that African Americans had higher mortality rates from

prostate cancer than white Americans when matched for clinical stage, and access to healthcare was
equal (16,33,208–210). However, these differences disappeared in men diagnosed with prostate cancer
after 70 years of age (209), or even reversed (210). More recently, men undergoing treatment for pros-
tate cancer have shown no significant racial differences in treatment outcomes after radical prostatec-
tomy (33–42), radiation therapy (34,36,43–47), or androgen deprivation therapy (48–51). Prostate
cancer may be biologically more aggressive in African Americans than Caucasian Americans because
of racial differences in the prostate/prostate cancer microenvironment. Racial differences in maternal
androgens during gestation and serum androgens and time of puberty during adolescence may imprint
the African American prostate to respond more to similar levels of androgenic stimulation in adulthood.
Subtle differences in the African American prostate microenvironment may enhance oxidative stress
and promote the earlier transition of incidental to clinical prostate cancer. The prostate and its cancer
may show more racial differences than many other organs.

4.1. Prostate-Specific Antigen
Early studies of large groups of men enrolling in prostate cancer early detection programs sug-

gested that African-American men had higher serum PSA levels than Caucasian-American men and
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that prostate cancer detection on systematic prostate biopsies was at least twice as common in
African Americans compared with Caucasian Americans (211a,211b). These findings prompted
suggestion of race and age-specific guidelines for abnormal PSA (211a) that have not become
widely used. Studies that are more recent have suggested that total PSA, the various types of PSA,
and PSA derivatives are similar between races (211–213). In frozen prostate cancer samples from
radical prostatectomy specimens, tissue levels of PSA measured using radioimmunoassay were
similar between races (mean [interquartile range]: African Americans, 74.2 [46.1–121.7] nmol/g
tissue; Caucasian Americans, 92.1 [53.3–144.3] nmol/g tissue) (122). The performance of PSA for
early detection of prostate cancer may be improved by measurement of other members of the kal-
likrein family, such as human glandular kallikrein (hK)-2. hK2 improved the performance of PSA
in Italian men; the ratio between hK2 and percent free PSA may enhance prostate cancer detection
among African American men in Louisiana with serum PSA levels of 4 to 10 ng/mL (212).

4.2. Tissue Androgens

Serum androgens may not accurately reflect the true androgenic environment within the prostate. Tes-
tosterone is the major circulating androgen, and DHT is 1/10 the concentration of testosterone in serum.
Conversely, DHT is the major intraprostatic androgen, because the prostate contains
5α-reductase that converts testosterone to DHT. DHT is the preferred ligand for the androgen receptor
because the androgen receptor–DHT complex is more stable than the androgen receptor–testosterone
complex. Therefore, androgen levels were measured in prostate tissue from African Americans and Cau-
casian Americans who underwent radical prostatectomy for clinically localized prostate cancer (122).

Steroid hormones were extracted from snap frozen tissue obtained intraoperatively from radical
prostatectomy specimens from 36 African Americans and 59 Caucasian Americans and measured using
radioimmunoassay. African Americans and Caucasian Americans had similar testosterone, DHT,
dehydroepiandrosterone, dehydroepiandrosterone sulfate, and PSA levels. However, African Ameri-
cans had higher androstenedione (ASD) (p = 0.006) and sex hormone-binding globulin (SHBG)
(p = 0.009) levels. Racial differences in ASD (p = 0.015) and SHBG (p = 0.008) persisted after control-
ling for age, BMI, PSA, and pathologic Gleason sum and stage (nonparametric rank analysis of covari-
ance). Higher ASD tissue levels in African Americans are unlikely to be important biologically because
ASD conversion did not result in higher levels of testosterone in the prostates of African Americans.

Higher serum levels of SHBG have been postulated to be protective against prostate cancer
because SHBG decreases bioavailable testosterone for androgen receptor ligand activation. Afri-
can Americans have been reported to have higher serum levels of SHBG than white Americans
(214), but SHBG serum levels have not correlated significantly with risk of prostate cancer
(215,216). Our group was the first to report that tissue SHBG levels were 38% higher in African
Americans than white Americans. Serum and tissue levels of SHBG may differ because, in 1989,
SHBG was reported to be produced by prostate cells (217). More recently, SHBG has been demon-
strated to be produced in the human prostate cancer cell lines, LNCaP, DU-145, and PC, and in
cultured human prostate epithelial and stromal cells (218). SHBG binds a membrane receptor in
prostate (219) that was reported to initiate an intracellular signal that increased cAMP levels and
modulated androgen action in the prostate (220). Immunostaining revealed heterogenous expres-
sion of SHGB protein primarily in the epithelium of both benign prostate (218) and prostate cancer
(221), and in situ hybridization of adjacent sections confirmed local SHBG synthesis (218). Higher
tissue levels of SHBG may enhance androgen action in prostate tissue (222) of African Americans
through cAMP-dependent pathways. If this occurs in African-American men, androgen-regulated
genes may be overexpressed in African Americans compared with Caucasian Americans.

4.3. Androgen Receptor

Androgen receptor protein expression was evaluated in malignant and benign prostate tissue
from African Americans and Caucasian Americans who underwent radical prostatectomy for clini-
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cally localized prostate cancer. Archived radical prostatectomy specimens obtained from 25 Cau-
casian Americans and 25 African Americans had androgen receptor protein antigen retrieved and
immunostained. Androgen receptor protein expression from prostate cancer and benign tissue was
assessed using two methods. Visual scoring suggested that androgen receptor immunostained more
intensely in both malignant and benign epithelial nuclei in African Americans than Caucasian
Americans. Automated digital color video image analysis was used to measure percent positive
nuclei and the intensity of expression with each nucleus (mean optical density). In African Ameri-
cans compared with Caucasian Americans, malignant nuclei were 27% more likely immunostained
for androgen receptor (p = 0.005), and among immunoreactive nuclei, androgen receptor protein
expression was 81% greater (p = 0.002). Among immunoreactive benign nuclei, androgen receptor
protein expression was 22% greater in African Americans compared with Caucasian Americans
(p = 0.027). Racial differences in androgen receptor protein expression were not explained by age
or pathological grade and stage.

Prostate cancer may occur at a younger age and progress more rapidly in African Americans than
Caucasian Americans because of racial differences in androgenic stimulation of the prostate.
Increased androgenic stimulation may result from higher levels of androgen receptor protein and
SHBG that are activated by racially similar serum and tissue levels of androgens. These findings
must be confirmed, and tissue expression of androgen receptor-regulated genes must be evaluated in
men of both races. Androgen-regulated genes identified using the CWR-22 human prostate cancer
xenograft model include CDK1 and CDK2, cyclin A and B1 (223); α-enolase, α-tubulin, IκBα,
IGFBP-5 (224), PSA, hK-2, Nkx3.1, and ARA-70, which were also expressed at similar levels in
recurrent and androgen-dependent tumors (225); and EF-1α, tomoregulin, TRX-R1, and Mxi-1, which
were also proliferation associated (218,226).

4.4. Androgen Receptor Co-Regulators, Growth Factors, and Apoptotic Proteins
Little is known regarding racial differences in other molecules that may have biological relevance

to prostate cancer aggressiveness. Candidates for study include androgen receptor co-regulators;
growth factors, such as hepatocyte growth factor, IGF, and epidermal growth factor, and their cog-
nate receptors; specific components of cell signaling pathways; levels of the vitamin D metabolizing
system; angiogenesis/neovascularization; tumor stem-like cells; and macrophages, natural killer cells,
and lymphocytes that may differ between races. Analyses are complicated by heterogeneity of tissue
expression within prostate tissue (normal, benign, prostatic intraepithelial neoplasia, and prostate
cancer) and among tissue compartments (stromal, epithelial, endothelial, and inflammation), and
lack of availability of frozen prostate tissues and highly specific antibodies that perform well in
archival tissue.

New methods facilitate racial comparisons of biomarkers of prostate cancer aggressiveness. Tis-
sue microarray is a high-throughput method that enables the histological study of many small speci-
mens processed under the same conditions (227) and serial sectioning of the microarrayed tissue
block allows up to 200 replicas of the same slide. Quantitative immunohistochemistry (228–230)
allows biomarker measurement and morphological correlation, and laser microdissection provides
purified cell populations for molecular evaluation. Study of racial differences in prostate cancer biol-
ogy may be facilitated by the recent establishment of epithelial and stromal cell lines from the radical
prostatectomy specimen of an African American (231). The epithelial cell line exhibits androgen-
dependent growth, expresses PSA, and the androgen receptor contains 26 CAG repeats. The cell line
does not form tumors in nude mice and has a hypertriploid karyotype, with additional gains in mul-
tiple chromosomes.

Series of relatively limited numbers of men suggest the possibility of racial differences in some
biologically relevant growth factors and regulatory pathways. Nuclear receptor coactivators, such as
transcriptional intermediary factor 2, steroid receptor coactivator 1, and p160 coactivator, should be
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studied because coactivator overexpression can increase androgen receptor transactivation by other
steroids, including adrenal androgens (232,233).

Caveolin-1 is a structural protein found in caveolae that plays a role in cholesterol transport and
signal transduction. Caveolin-1 suppresses c-myc-mediated apoptosis and is overexpressed in murine
and human prostate cancer. Prostate cancers expressed higher levels of caveolin-1 in African Ameri-
cans than Caucasian Americans (234). Prostate cancer may grow more rapidly in African Americans
because of reduced rates of apoptosis (234), and African Americans could respond less to radiation or
androgen-deprivation therapy because of altered regulation of apoptotic pathways (235).

p53 levels may differ between races because mutations in p53 confer resistance to apoptosis and
increased risk of relapse after prostatectomy or radiation therapy (236–238); Bcl-2 overexpression is
associated with adverse prognosis and progression to androgen independence (239–241). Reduced
expression of p27kip1 has been associated with poor prostate cancer-free survival (242,243). PTEN
expression is frequently lost in localized and advanced prostate cancer (244–247). Constitutive acti-
vation of NF-κB is associated with resistance to apoptosis (248) and progression to androgen inde-
pendence (249). Activated Akt occurs progressively from normal to invasive prostate cancer (250).
Activated mitogen-activated protein kinase has been associated with progression to androgen-inde-
pendent prostate cancer (251).

African American prostate cancer from radical prostatectomy specimens demonstrated increased
expression of epidermal growth factor receptor (252). No racial differences were reported in Skp2
expression; Skp2 controls the abundance of p27, an inhibitor of cell proliferation (253). N-myc down-
stream-regulated gene 1 protein is a recently discovered protein whose transcription is induced by
androgens and hypoxia. The expression of this protein was greater in both malignant and benign
epithelia from African Americans compared with white Americans. Racial differences in response of
prostate epithelium to hypoxia and androgens may contribute to increased incidence and aggressive-
ness of prostate cancer in African Americans (254). Finally, the existence of a stem cell in the adult
prostate gland has been hypothesized by many investigators (255,256). Stem cell-like populations
have been identified from prostates (257). The number of stem cell-like cells in the prostate may be
correlated with aggressiveness of prostate cancer and duration of response to androgen-deprivation
therapy.
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of Locally Advanced Prostate Cancer

Danny Y. Song and Theodore L. DeWeese

Summary

Radiation therapy (RT) is the primary modality of treatment for locally advanced prostate cancer, as well
as patients with a high risk of disease recurrence, regardless of clinical stage. Advances in external beam radiation
delivery have provided the ability to safely apply higher doses of radiation than previously possible, leading to
improvements in biochemical control rates for certain subsets of patients. Brachytherapy using either high-dose
rate or low-dose rate sources is an alternative means of performing dose escalation, most commonly used as a
boost treatment in conjunction with external beam radiation. Androgen deprivation in conjunction with definitive
radiation has been shown to improve both disease control and overall survival when compared with radiation
alone in randomized studies, although toxicity may also be increased. The optimal duration and sequencing of
androgen deprivation is still under investigation. For patients at significant risk of nodal metasatasis, preliminary
results suggest that the addition of whole pelvic radiation improves biochemical control.

Key Words: Androgen; brachytherapy; conformal; dose escalation; intensity modulated; locally advanced;
radiation; radiotherapy; whole pelvic.

1. INTRODUCTION

Radiotherapy has been used to treat prostate cancer for nearly a century. The use of interstitial
radium was first described in 1911 by Pasteau and Degrais (1). Smith and Pierson described the use-
fulness of high-voltage X-ray therapy in the treatment of prostate cancer in 1930, and, in the same
year, Widmann subsequently noted an improvement in survival for patients with advanced prostate
cancer treated with kilovoltage X-rays (2,3). Before the advent of prostate-specific antigen (PSA),
most patients were diagnosed based on clinically evident disease, which was often more advanced
than the presentations commonly seen today. The activity of radiation in prostate cancer was evident
by its effect on these large palpable tumors, which often resolved after treatment. The historical
definition of locally advanced prostate cancer, thus, refers to patients with advanced clinical stage
based on direct extension of disease beyond the prostatic capsule, either felt on digital rectal exami-
nation or seen on imaging, that is, stage T3 or T4. Such patients are at high risk for disease recurrence
after surgical or nonsurgical treatment.

Widespread screening for prostate cancer led to an increasing frequency of the disease being
detected in its early stages, however, a significant proportion of patients are still diagnosed with
locally advanced disease. However, the change in disease presentation has led to modifications in
what is meant by the term “locally advanced disease.” In addition to tumor stage, a number of studies
have correlated histological tumor grade and pretreatment PSA with not only extracapsular extension
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of disease found at radical prostatectomy, but risk of disease recurrence after any form of therapy (4–
7). A more contemporary and commonly used method of defining locally advanced disease includes
patients who have biologically more aggressive and, therefore, higher-risk disease, as predicted by
prognostic factors such as PSA level and tumor grade. High-risk patients are generally considered to
be those who have advanced clinical stage disease, high presenting PSA levels, and/or poorly differ-
entiated histology (Gleason score 8–10) (8). In addition, patients with involvement of regional pelvic
lymph nodes are also frequently included in the category of locally advanced disease. As a result,
patients seen in modern clinical practice who are classified as having locally advanced disease differ
significantly from those termed as having locally advanced disease in previous eras, and this should
be kept in mind when reviewing older data. Although the optimal treatment of this group of patients
remains undefined, radiation is a commonly used primary modality. Historical results with either
radical prostatectomy or RT alone are suboptimal, with biochemical control rates of less than 40% at
5 years (9–12). We describe the innovations in radiation oncology that have been developed in an
attempt to improve on these results by the use of dose escalation (using either external beam or
brachytherapy as a boost), whole pelvic RT (WPRT), and androgen suppression (AS).

2. RATIONALE FOR DOSE-ESCALATED RADIOTHERAPY

Although many patients with locally advanced prostate cancer develop metastatic disease as the
first sign of failure, local control with standard radiotherapy is poor and the intraprostatic tumor may
serve as a reservoir for metastatic dissemination (11,13). Coen and coworkers analyzed 1469 patients
treated with RT who had greater than 2 years of follow-up data, and found Gleason score of at least 7,
PSA level greater than 15, and T3 to T4 stage to be predictive of a higher incidence of distant failure.
On multivariate analysis, local failure was the strongest predictor for distant metastasis, with 77% vs
61% distant metastasis-free survival at 10 years for patients with locally controlled vs uncontrolled
disease (14). Several long-term retrospective studies of patients treated with conventional techniques
in the 1970s and 1980s describe a direct relationship between radiation dose and local control in men
with locally advanced prostate cancer. Valicenti et al. reviewed the data from Radiation Therapy
Oncology Group (RTOG) Phase III trials of external beam radiation, and, on multivariate analysis,
found that dose greater than 66 Gy significantly reduced the relative risk of prostate cancer-related
death in men with Gleason scores of 8 to 10 (15). Hanks et al. reviewed data from the American
College of Radiology Patterns of Care study on 624 patients with stage T3 disease. The actuarial 7-
year local recurrence rate was 36% with doses of 60-64.9 Gy, 32% for 65 to 69.9 Gy, and 24% for at
least 70 Gy (16). Multivariate analysis of the MD Anderson experience in 1127 patients with stage
T1 to T4 disease treated with radiotherapy from 1987 to 1997 found radiation dose to be an indepen-
dent predictor of biochemical control in addition to pretreatment PSA level, Gleason score, and pal-
pable stage. The patients who benefited most from higher doses were those with pretreatment PSA
levels greater than 10 ng/mL (17).

The radiotherapy technique used in the majority of patients in these studies relied on imprecise
estimations of prostate boundaries based on surrogate landmarks, such as the pubic bones and rectal
and bladder contrast media. The ability to escalate radiation dose to greater than 70 Gy with such
conventional radiotherapy techniques was limited by rectal and bladder complications. In the Pat-
terns of Care study, the rate of grade 3 or 4 complications increased from 3.5% to 6.9% when doses
exceeding 70 Gy were delivered (18). Smit et al. reported up to 30% incidence of late proctitis after
conventional prostate RT to 70 Gy, with the incidence of proctitis correlating with the maximum
rectal dose (19). Schultheiss et al. attempted to identify factors predictive of late genitourinary (GU)
and gastrointestinal (GI) morbidity in patients treated with doses higher than 65 Gy. Central axis dose
was the only independent variable significantly related to the incidence of late GI morbidity (20).

The past two decades have witnessed the development of innovative radiotherapy techniques
including 3D conformal RT (3DCRT), which uses CT-based targeting as well as more sophisticated
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beam delivery and treatment plan assessment techniques. In conjunction with the development of
these 3DCRT, improvements in patient positioning accuracy and quantitation of prostate motion
have created the ability to more accurately as well as conformally target the shape and location of the
prostate, while minimizing treatment of surrounding tissues (21). These benefits have resulted in the
ability to decrease toxicity of treatment at isoeffective dose levels. A randomized trial of 64 Gy
conventional radiotherapy vs similar doses delivered with 3DCRT demonstrated at least grade 1
proctitis occurring in 37% of the 3DCRT group vs 56% of the conventional group (p = 0.004). Grade
2 proctitis was also significantly lower, at 5% in the 3DCRT group vs 15% in the conventional
group. There were no significant differences in bladder function after treatment between the groups
(22). A similar study by Koper et al. using doses of 66 Gy found a significant reduction in grade 2 GI
toxicity with the use of 3DCRT compared with conventional techniques (19 vs 32%; p = 0.02).
Again, there was similar at least grade 2, GU toxicity between the arms, despite a significant reduc-
tion in bladder volumes treated in patients receiving 3DCRT (23).

3. TRIALS OF DOSE-ESCALATED RADIOTHERAPY

In an attempt to improve on the results observed with conventional treatment, clinical trials of dose
escalated radiotherapy have been performed using the enhanced therapeutic ratio of 3DCRT. Long-
term, 12-year follow-up of the initial Fox Chase dose escalation study cohort of 232 patients has been
reported by Hanks. Doses ranged from 67 to 81 Gy, with median total dose (at the center of the pros-
tate) being 74 Gy. The American Society for Therapeutic Radiology and Oncology (ASTRO) consen-
sus definition of three consecutive rises in PSA was used to determine biological no evidence of disease
(bNED) status (24). For purposes of analysis, patients were divided into six prognostic subgroups by
pretreatment PSA level, clinical stage, Gleason score, and presence of perineural invasion. Patients
with pretreatment PSA levels of 10 to 20 ng/mL had statistically significant differences in bNED
control when stratified by dose on univariate analysis. On multivariate analysis, radiation dose was a
statistically significant predictor of bNED control for all patients and for unfavorable patients with a
pretreatment PSA less than 10 ng/mL. No radiation dose response was observed for patients with
pretreatment PSA greater than 20 ng/mL, but only 44 patients were in this group. No difference was
noted in the frequency of grade 2 and 3 GU and grade 3 GI morbidity when patients were stratified
by radiation dose, although a significant increase in grade 2 GI complications occurred as the dose
increased (25).

Pollack recently updated the Fox Chase dose escalation experience, reporting on 839 patients
treated to doses from 63 to 84 Gy (median 74 Gy) with a median follow-up of 63 months. Multivari-
ate analysis found radiotherapy dose and pretreatment PSA level to be the most significant factors
prognostic for bNED survival, followed by Gleason score and T stage. Within six prognostic groups,
higher dose was significantly associated with outcome in all but the most favorable (PSA < 10 ng/mL
and Gleason score 2–6) and least favorable (PSA > 20 ng/mL and T3–T4) groups. However, there
were only 22 patients available for analysis within the latter group. For patients with PSA level
greater than 20 ng/mL and T1 to T2 clinical stage, dose was significant for bNED survival when
analyzed by the Wilcoxon test (26).

Bey et al. have reported preliminary results of a multi-institutional, randomized dose escalation
study performed by a French collaborative group. Eligible patients had T1b to T3 disease; Gleason
score and PSA level were not criteria for study entry. Thirty-one percent of patients had stage T3
disease, and 19% had pretreatment PSA level greater than 20 ng/mL. The control group received 66
to 70 Gy prescribed to the center of the prostate, whereas the experimental group was treated to doses
ranging from 74 to 80 Gy. With mean follow-up time of 32 months, no statistical difference was
observed between the groups with respect to grade at least 2 GI or GU late toxicity. The probability
of achieving a posttreatment PSA nadir of at most 1 ng/mL was significantly higher in the dose-
escalation group, and directly related to the dose of radiation given (27).
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Investigators at Memorial Sloan-Kettering also performed a dose escalation trial using 3DCRT in
patients with stage T1 to T3 disease. Doses were 64.8 to 75.6 Gy prescribed at the prostate periphery,
with isocenter doses approx 5 to 7% higher than the stated dose. Patients were stratified into three
risk groups based on PSA level, Gleason score, and clinical stage. At 10 years, bNED survival
(ASTRO definition) was significantly better with higher doses in all three risk groups. For intermedi-
ate risk patients, 10-year bNED survival was 50% in patients receiving 75.6 Gy, vs 42% in patients
receiving 70.2 Gy (p = 0.05); for unfavorable risk patients, the corresponding rates were 42% vs 24%
(p = 0.04). Grade 2 and grade at least 3 rectal toxicity was 17% and 1.5%, respectively, whereas grade
2 and grade at least 3 urinary toxicity were 15% and 2.5% (28).

4. COOPERATIVE GROUP TRIAL OF DOSE ESCALATION

RTOG 94-06 was a phase I/II 3DCRT dose escalation study that enrolled patients with T1 to T3
tumors to sequentially escalated dose levels beginning at 68.4 Gy at 1.8 Gy per fraction, to 78 Gy at
2 Gy per fraction daily. Patients were grouped into three categories based on risk of seminal vesicle
invasion greater than or less than 15% and presence of T3 disease. Patients with greater than 15% risk
of seminal vesicle involvement were treated to both prostate and seminal vesicles to 55.8 Gy, fol-
lowed by a reduction in target volume to the prostate alone. Patients with T3 disease received the full
dose to both prostate and seminal vesicles. Doses were prescribed as a minimum dose to a target
volume. Preliminary toxicity results from this trial have been reported. Michalski et al. evaluated late
effects in 424 patients treated on the first two dose levels of 68.4 Gy (level I) and 73.8 Gy (level II).
Average months at risk after completion of therapy ranged from 21.4 to 40.1 months for patients on
dose level I, and 10.0 to 34.2 months for patients on dose level II. The incidence of RTOG grade at
least 2 GU toxicity was 10 to 13%, and RTOG grade at least 2 GI toxicity was 7 to 8%, with most
toxicity occurring within the first 2 years after therapy. When compared with historical RTOG data
derived from previous studies using pre-3DCRT techniques, the incidence of grade at least 3 toxicity
was reduced for all groups (despite the administration of higher doses), but this was associated with
an increase in the rate of grade 1 complications. This resulted in an overall statistically significant
increase in the number of patients with any late effects when compared with expected complications
derived from the historical data. These data implied a reduction of higher-grade toxicity occurred,
with the toxicity being shifted to lower grades, and an overall increase in low-grade toxicity, presum-
ably caused by dose escalation (29). Results in 173 patients with stage T1 and T2 disease treated on
dose level III (79.2 Gy) have also been reported (T3 patients were excluded because of poor accrual).
No patients experienced grade at least 3 acute toxicity. The incidences of late grade 1 and 2 GU
toxicity were 31% and 11%, respectively, whereas the rates of grade 1 and 2 GI toxicity were 24%
and 7%. The overall rate of toxicity was comparable to previous dose levels. With a median follow-
up of 3.3 years, four patients (2.4%) experienced grade 3 late toxicity, with three GU events and one
related to the rectum. There were no grade 4 or 5 late complications. Again, comparison with histori-
cal controls revealed that the observed rate of grade at least 3 late effects was significantly lower than
expected (30).

5. RANDOMIZED TRIALS OF DOSE ESCALATION

To test the hypothesis that dose escalation results in improved outcomes, Shipley and coworkers
at the Massachusetts General Hospital carried out a phase III randomized study of dose escalation
using proton beam irradiation as method of delivering higher doses to the prostate. Unlike the more
commonly used photon beams, proton beams penetrate surrounding tissues, depositing only a small
amount of energy until they reach a specified distance, at which point the dose is delivered. This
lends the ability to minimize doses to the tissues around the target. Currently, proton beam for routine
clinical use is available at only two centers within the United States, although construction is under-
way at additional facilities. The study enrolled only patients with locally advanced (stages T3–T4)
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disease, randomizing them to either 67.2 Gy with conventional radiotherapy or 75.6 Gy equivalent
with the last 25.2 Gy delivered by proton beam. The trial was performed from 1982 to 1992, and,
therefore, used older definitions of treatment effectiveness, namely disease-specific survival was
defined as PSA level less than 4 ng/mL, negative digital rectal exam, and negative rebiopsy (if per-
formed). With a median follow-up of 61 months, there were no significantly differences in disease-
specific survival, overall survival, or local control between the two arms. The only statistically
significant benefit observed was in the planned subgroup analysis of patients with poorly differenti-
ated tumors (Gleason score 4 or 5 of 5), in which the rates of local control were 19% vs 84% at 8
years (p = 0.0014). For the entire group, the incidence of grades 1 and 2 rectal bleeding was greater in
the high-dose arm (32 vs 12%; p = 0.002) (31). It must be noted that because of stage migration from
the widespread adoption of PSA screening, the patients treated in the era when this study was per-
formed are significantly different from the majority of patients seen today, even within the same
category of T3 to T4 disease.

A more contemporary dose escalation study using proton beam irradiation has been reported by
researchers at Massachusetts General Hospital and Loma Linda University. This study randomized
393 patients with stages T1b to T2b prostate cancer and PSA level less than 15 ng/mL to either 19.8
GyE (photon Gy equivalents) or 28.8 GyE, followed by a 3DCRT dose of 50.4 Gy (total doses 70.2
GyE vs 79.2 GyE, respectively). Only 2% of patients receiving 70.2 GyE and 1.5% of patients receiv-
ing 79.2 GyE had acute RTOG morbidity greater than grade 2. At a median follow-up of 4 years, the
5-year biochemical failure rate was significantly lower in the patients receiving higher-dose radiation
(19.1% vs 37.3%; p = 0.00001). This difference also persisted when patients with intermediate risk
disease were analyzed. The majority of the patients treated on this study had low- to intermediate-risk
disease (only 8.4% had Gleason score � 8), but this study deserves mention because it strongly
supports the concept of dose escalation in prostate cancer (32).

Pollack and colleagues have also performed a phase III randomized trial at the MD Anderson
Cancer Center comparing 70 Gy vs 78 Gy radiotherapy using 3DCRT. A total of 305 patients with
stage T1 through T3 tumors were treated using 2-Gy daily fractions prescribed to the isocenter; an-
drogen ablation was not given as part of initial therapy. Treatment failure was defined by the ASTRO
consensus definition or the initiation of salvage treatment. For the entire cohort, the freedom-from-
failure (FFF) rates at 5 years were 64% and 70% for the 70 Gy and 78 Gy arms, respectively (p =
0.03). The patients who benefited most from the dose escalation were the subgroup with PSA levels
greater than 10 ng/mL, in which the FFF rates were 43% and 62% (p = 0.01). Within this subgroup,
there was also a significant difference in the rates of metastasis-free survival (98% vs 88%; p =
0.056), although no differences in overall survival were observed during the follow-up period to date.
Within patients with stage T3 disease, there were also statistically significant differences in FFF
(36% vs 61%; p = 0.047). There were no differences in FFF for the patients with Gleason scores of 7
to 10, in which groups, FFF rates were 64% and 68%, respectively (p = 0.39). There was an increase
in the rate of grade at least 2 late rectal toxicity, with a significant direct correlation between the
extent of treated rectal volume and grade at least 2 rectal toxicity; there was no difference in bladder
toxicity. Among patients with detailed dose–volume histogram information available, eight of nine
patients with grade at least 3 rectal toxicity had greater than 25% of the rectum receiving at least 70
Gy, and the majority of grade at least 2 rectal toxicity was also in patients with greater than 25% of
the rectum receiving at least 70 Gy (33,34).

6. NONRANDOMIZED DATA ON DOSE
ESCALATION FOR HIGH-GRADE TUMORS

A retrospective analysis of a larger number of patients with high-grade (Gleason score 8–10)
tumors is available from Roach et al. at the University of California, San Francisco. Fifty patients
with T1 to T4 clinical stage and a median PSA level of 22.7 ng/mL were treated with a variety of
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doses of external beam radiation. Biochemical failure was defined as increase in PSA level of 0.5 ng/
mL per year, PSA level greater than 1.0 ng/mL, or positive posttreatment biopsy. The overall actu-
arial probability of freedom from biochemical failure at 4 years was 23%. Multivariate analysis of all
patients revealed pretreatment PSA level to be the only predictor of PSA failure. In a multivariate
analysis restricted to patients with PSA level less than 20 ng/mL, 83% of those treated to more than
71 Gy were free of progression compared with none of those treated to lower doses (p = 0.03) (35).
Fiveash and colleagues reported on the combined results of a group of 180 patients treated at the
University of Michigan; University of California, San Francisco; and Fox Chase Cancer Center.
Patients had T1 to T4 N0 to Nx adenocarcinoma with a pretreatment PSA level; 27% received adju-
vant or neoadjuvant hormonal therapy. The total dose received was less than 70 Gy in 30%, 70 to 75
Gy in 37%, and greater than 75 Gy in 33%. At a median follow-up of 3.0 years, the 5-year freedom
from PSA failure was 62.5% for all patients and 79.3% in T1 to T2 patients. Univariate analysis
revealed T-stage, pretreatment PSA level, and RT dose predictive of freedom from PSA failure.
Univariate analysis of likelihood of 5-year overall survival revealed RT dose to be the only signifi-
cant predictive factor. When Cox proportional hazards model was performed separate for T1 to T2
and T3 to T4 tumors, none of the prognostic factors reached statistical significance for overall sur-
vival or freedom from biochemical progression in the T3 to T4 group, but lower RT dose and higher
pretreatment PSA level did predict for PSA failure within the T1 to T2 patients (36).

In summary, the available randomized evidence suggests that dose escalation with 3DCRT results
in significant improvements in PSA-defined disease control in patients with “intermediate-risk” pros-
tate cancer. The impact on disease control in patients with higher risk features, such as stage T3 to
T4, Gleason score 8 to 10, and PSA level greater than 20 ng/mL in these studies is unclear, although
most suffer from low patient numbers within this subgroup. Retrospective data suggest that patients
with high-grade, low-stage tumors benefit from dose escalation. It remains to be seen whether these
improvements will result in differences in overall survival, which would only become evident with
very long-term follow-up. Although the use of 3DCRT results in less toxicity compared with conven-
tional radiotherapy given at similar doses, escalated doses with these techniques seem to result in
increased rectal toxicity, mostly limited to grade 2 or less. Further study will allow for development
of better estimates of late toxicity associated with higher doses, as well as agreement on what consti-
tutes an acceptable level of toxicity.

A more recent technological improvement in radiotherapy delivery is intensity-modulated radio-
therapy (IMRT). When compared with 3DCRT, IMRT imparts the ability to create steeper dose
gradients around the target, thereby reducing the volume of surrounding tissues receiving high doses
of radiation. It also allows for even greater conformality of the treatment volume to the target (37).
Investigators at Memorial Sloan-Kettering have reported 6-year results in a cohort of 171 patients
with T1c to T3 prostate cancer treated to 81 Gy using IMRT. Doses were prescribed to the isodose
line encompassing the target volume. Fifty-four percent of patients received neoadjuvant androgen
deprivation therapy before radiation. The 6-year PSA relapse-free survival rates for favorable, inter-
mediate, and unfavorable risk disease were 91%, 73%, and 64% using the ASTRO consensus defini-
tion. Notably, the 6-year likelihood of grade 2 rectal bleeding was 4%, and 1.1% of patients developed
grade 3 rectal toxicity. The 6-year risk of grade 2 GU toxicity was 10%. There were no grade 4
toxicities. These results appear favorable when compared with the toxicity profiles described previ-
ously for 3DCRT treatment (38).

7. DOSE ESCALATION VIA HIGH-DOSE RATE BRACHYTHERAPY

Brachytherapy is another way by which it is possible to increase local dose to the prostate. Confor-
mal high-dose rate brachytherapy (HDR) is an alternative means of dose escalation that offers a
potential advantage over external beam radiation in that a steep dose gradient between the prostate
and adjacent normal tissues can be generated. Other theoretical advantages are the elimination of
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interfraction and intrafraction motion of the prostate gland, random and systemic treatment setup
errors, gland edema, and imprecise target localization (39,40). Briefly, the technique uses catheters
placed into the prostate under intraoperative transrectal ultrasound guidance. The catheters are subse-
quently attached to an afterloading unit that sequentially feeds a single high activity (iridum-192)
source into predetermined positions within the catheters. The dwell times within each position can be
adjusted, thus, allowing for development of a treatment plan that optimally conforms to the target
volume. Typically, the patient receives HDR in one to three fractions (separated by 4 to 6 hours) after
each intraoperative catheter placement session, with the catheters remaining in place between frac-
tions. A total of one to three sessions may take place during a treatment course, either following or
interdigitated with conformal external beam radiation.

There may be radiobiological advantages to the use of large doses per HDR fraction. Tradition-
ally, tumors have been considered to be less sensitive to large doses per fraction than normal tissues,
and, therefore, delivering an increased number of fractions to the same total dose is associated with
decreased normal tissue late effects. More recent analyses of clinical and laboratory data suggest that
prostate cancer is more sensitive to large doses per fraction relative to normal tissues (41,42). If true,
this would also mean that isoeffective doses of hypofractionated HDR could be delivered with less
acute toxicity than possible with smaller fractions.

One of the largest published experiences to date comes from Deger et al., who analyzed 230
patients with T2 (35%) and T3 (58%) tumors. The median PSA level was 12.8 ng/mL; 60% and 16%
of patients had grade 2 and grade 3 histological grades, respectively. The mean time to PSA nadir was
15 months, and 47% of patients reached a nadir less than 0.5 ng/mL. The 5-year biochemical progres-
sion-free survival rate was 75% for T2 and 60% for T3 tumors. After modifications to technique and
a decrease in the HDR fractional dose to 9 Gy, complications were reported to decrease from 16.4%
to a rate of 6.9% (43).

Investigators at William Beaumont Hospital have described their experience in a dose escalation
trial of HDR with external beam radiotherapy (EBRT) in 207 patients with poor prognostic factors of
PSA level of at least 10 ng/mL, Gleason score of at least 7, or clinical stage of at least T2b. No patient
received hormonal therapy, and the ASTRO consensus definition was used for determining biochemi-
cal failure. Treatment consisted of EBRT 46 Gy to the prostate, with a total of 2 HDR treatments
given during the 1st and 3rd weeks of treatment, respectively. The majority of patients (57%) had
T2b to T2c disease; 19.8% had Gleason score 8 to 10 tumors, and most patients had pretreatment
PSA levels between 4 and 10 ng/mL. At a mean follow-up of 4.7 years, the 5-year actuarial biochemi-
cal control rate was 74%. The 5-year biochemical control rate was 85% for one poor prognostic
factor, 75% for two and 50% for all three. On Cox regression analysis, lower HDR dose and higher
Gleason score were associated with biochemical failure (44). Table 1 summarizes several institu-
tional reports on HDR.

Because of the heterogeneity of patient groups treated in many of the reported experiences, it is
difficult to draw conclusions regarding the efficacy of HDR relative to other treatments. However,
the biochemical control rates seem favorable compared with historical results (9–12). Given the com-
parably short median follow-up times, longer observation will be needed to better determine the
incidence of late complications.

8. DOSE ESCALATION VIA PERMANENT
INTERSTITIAL SEED IMPLANTATION

A similar means of performing dose escalation is by performing permanent interstitial seed
zimplantation (low-dose rate brachytherapy) in addition to EBRT. The vast majority of the low-dose
rate brachytherapy experiences reported have not included patients with high-risk disease because
of concerns regarding extraprostatic involvement or microscopic systemic disease minimizing
the impact of increased local dose. D’Amico et al. retrospectively analyzed outcomes with radical pros-
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tatectomy, permanent interstitial seed implantation, or EBRT in 1872 men treated at two institu-
tions. High-risk patients were defined as those with stage T2c, PSA level greater than 20 ng/mL, or
Gleason score at least 8. Within the 590 patients in this category, those treated with seed implanta-
tion or seed implantation combined with AS had significantly inferior PSA outcomes compared
with patients receiving radical prostatectomy or external beam radiation (relative risk of failure 3.0
and 3.1, respectively) (45). Potential criticisms of this study include the relatively small cohort of
patients in the implant group and the fact that no external beam radiation was used, counter to
common practice for such patients. However, if improved disease control in locally advanced dis-
ease via dose escalation is a valid concept, then permanent interstitial implantation may offer a
method of achieving dose escalation when used in addition to external beam radiation. Stock et al.
treated 139 patients with high-risk features (defined as Gleason score 8 to 10, PSA level greater than
20 ng/mL, stage T2b, or positive seminal vesicle biopsy) with 9 months of AS, seed implantation,
and 45 Gy EBRT. Negative laparoscopic pelvic lymph node dissections were performed in 44% of
patients. At 5 years, the actuarial overall freedom from PSA failure rate was 86%. Posttreatment
prostate biopsies performed in 47 patients were negative in 100% of patients at last biopsy (46).
Sylvester and colleagues reported results of combined EBRT and seed implantation in 232 patients
and evaluated the subset of high-risk patients as defined by the D’Amico risk criteria (Gleason score
8–10, PSA > 20 ng/mL, or stage T2c) (8). The 10-year biochemical relapse-free survival in these
patients was 48% (47). Dattoli et al. published results in patients treated with 41 Gy EBRT followed
by palladium-103 seed implantation for comparably more favorable disease (Gleason score � 7
and/or PSA > 10 ng/mL). The 10-year freedom from biochemical progression rate was 79% using a
strict PSA failure criteria of a nadir greater than 0.2 ng/mL (48). These results are achieved at a cost
of increased morbidity as compared with brachytherapy alone. Brandeis et al. prospectively evalu-
ated quality of life after combined modality therapy or seed implantation alone, and found urinary,
bowel, and sexual function as well as American Urological Association symptom score to be all
statistically worse in patients receiving combined treatment (49). Others have not found combined
modality treatment to be more toxic than seed implantation alone (50).

9. ROLE OF ANDROGEN DEPRIVATION THERAPY IN CONJUNCTION
WITH RADIATION IN LOCALLY ADVANCED PROSTATE CANCER

9.1. Biological Considerations

Human prostate cancer cells vary in their in vitro sensitivity to both acute radiation (such as that
delivered as external beam radiation) and low-dose rate radiation (such as that used in prostate
brachytherapy). The radiosensitivity does not seem to be dependent on p53 status or the ability of the
cell to initiate G1 cell cycle arrest—both previously thought to be important to radiation response.
These studies also do not reveal dependence on androgen responsiveness (51). Androgen-responsive
prostate cells undergo programmed cell death (apoptosis) when deprived of androgens (52,53). Simi-
lar to radiation, this death does not seem to be p53 dependent (52). Several investigators have per-
formed in vivo analyses of radiation combined with androgen deprivation on androgen responsive
tumors of both prostate and nonprostate origin (54,55). None of these studies have conclusively
demonstrated synergy between radiation and androgen deprivation, but they do suggest that timing
of the androgen deprivation may be critical. In one study of androgen withdrawal in the Shionogi
breast tumor model, Zietman et al. found that a lower dose of radiation was required to control 50%
of the tumors if androgens were used in combination with radiation. Specifically, animals treated
with radiation after maximal androgen withdrawal-mediated tumor regression required 42.1 Gy of
radiation to control 50% of the tumors as compared with 89.0 Gy in animals treated with radiation
only. The most direct interpretation of these data is that, after androgen withdrawal, there are a
smaller number of tumor clonogens for the radiation to eradicate.
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Historically, hormonal therapy was added to RT in an attempt to modify the outcome of patients
with stage C (T3) prostate cancer (56). This was based on the knowledge that these patients had an
inferior outcome compared with patients with earlier stage prostate cancer treated with RT. These T3
tumors were often very large and it was thought that a course of cytoreductive therapy might provide
a more favorable geometry for external irradiation as well as reduction of tumor burden (57).

In the early 1980s, at least two institutional series reported encouraging results with the use of AS
and EBRT in this group of patients (57,58). Pilepich et al. also found that patients with histologically
unfavorable lesions who had been treated on the RTOG 75-06 trial receiving AS and EBRT had a
similar disease-free survival (DFS) and overall survival as patients with more favorable tumors who
did not receive the AS (59). In part, these studies provided the basis for the next series of RTOG
phase II studies designed to test the efficacy of combined EBRT and AS, with the hypothesis
that preradiation cytoreduction as well as concomitant radiation- and AS-induced cell death would
improve local control in patients with locally advanced prostate tumors (60,61). Based on this expe-
rience, RTOG study 86-10 was initiated (62). This was a randomized, phase III trial of EBRT alone
(standard treatment arm) vs neoadjuvant and concomitant total AS (TAS) and EBRT (experimental
treatment arm). Eligible patients were those with bulky, locally advanced tumors (>25 cm2), stage
T2b to T4, N0 to N1, and M0. Those patients randomized to receive TAS were treated with goserelin
3.6 mg acetate every 28 days and flutamide 250 mg three times a day for 2 months before the start of
radiation and during RT. A total of 471 patients were enrolled and randomized to one of the two
treatment arms. Analysis of this series revealed that those patients treated with TAS and radiation had
a statistically significant improvement in local control at 5 years compared with those patients treated
with radiation only (p < 0.001). An update of this study at a median follow-up of 6.7 years for all
patients and 8.6 years for alive patients continued to show statistically significant differences in local
control (42% vs 30%), biochemical DFS (24% vs 10%, and cause-specific mortality (23% vs 31%).
Subset analysis indicated a preferential effect in patients with Gleason score 2 to 6, in whom there
was a significant difference in overall survival between the arms (70% vs 52%) (63). To date, there is
no difference in the overall survival of the two groups of patients. This may have several possible
explanations. It is possible that there may not be an overall survival benefit to patients when TAS is
added to EBRT in this fashion and/or this patient population. However, it is important to note that
this study was limited in that it did not routinely collect serum PSA on all patients before entry, a
parameter that is now recognized to be an extremely important prognostic factor and indicator of
disease extension. Therefore, there likely were a large number of patients with elevated serum PSA
levels in the range frequently associated with a high risk of micrometastatic disease. The study also
included patients with node-positive disease, also recognized as a poor risk factor and one in which
the value of any treatment modality to overall survival can be debated. Nonetheless, this is an impor-
tant study, performed in a rigorous fashion, revealing important and measurable benefit with the
addition of AS to RT for this high-risk group of patients.

A concurrent study, the RTOG 85-31 trial, compared EBRT alone with EBRT followed by adju-
vant goserelin indefinitely for patients with clinical or pathological stage T3 or node-positive pros-
tate cancer. At a median follow-up of 6 years, investigators reported statistically significant
differences in rates of local failure (23% vs 37%), distant metastasis (27% vs 37%), and DFS (36% vs
25%), but overall survival differences were only detected in the subset of patients with Gleason score
8 to 10 disease (64). In an updated report with median follow-up of 7.6 years (11 years for surviving
patients), these differences have translated into improved overall survival for all patients, with 10-
year absolute survival rates of 49% vs 39% (p = 0.002) (65).

Bolla et al. also published a long-term analysis of the European Organization for Research and
Therapy of Cancer (EORTC) 22863 trial (66). This phase III trial enrolled 415 patients with stage T3
to T4 any grade or stage T1 to T2 World Health Organization (WHO) grade 3 prostate cancer with no
evidence of nodal or metastatic disease. Patients were randomized to receive either EBRT alone
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(control arm) or AS plus EBRT (experimental arm). AS consisted of oral cyproterone acetate (50 mg
thrice daily) for 4 weeks before radiation and an luteinizing hormone-releasing hormone (LHRH)-
agonist started on the first day of radiation and continued every month for 3 years. A total of 401
patients were analyzed with a median follow-up of 66 months. The 5-year locoregional recurrence-
free survival was 98% in the experimental arm vs 84% in the control arm (p < 0.001), and clinical
relapse-free survival 74% in the experimental arm vs 40% in the control arm (p < 0.001). There was
also a difference in favor of AS in the 5-year incidence of distant metastases (29% vs 9.8%; p <
0.0001). There was an overall survival advantage with the addition of AS to radiation with an esti-
mated 5-year survival of 78% in the experimental arm vs 62% in the control arm (p = 0.001).

A more recent study from Harvard also demonstrated an overall survival advantage with the
addition of AS to EBRT. This was a phase III randomized study comparing 70 Gy of 3DCRT alone
vs 3DCRT and 6 months of LHRH agonist and flutamide. Eligible patients had PSA level of at least
10 ng/mL, Gleason score of at least 7, or radiographic evidence of extraprostatic disease. Patients
also underwent cardiac stress testing before enrollment to exclude competing causes of mortality.
Although the majority of these patients had “intermediate-risk” disease, 13% had PSA values of 20
to 40 ng/mL, and 64% had a Gleason score of at least 7. Patients who developed biochemical failure
(PSA > 1.0 ng/mL with two consecutive PSA measurements) received salvage AS when the PSA
level reached approx 10 ng/mL. The trial was stopped after interim analysis at median follow-up of
4.5 years revealed an overall survival benefit in favor of the AS arm (5-year survival 88% vs 78%; p
= 0.04) (67). Table 2 summarizes results of the randomized trials evaluating the benefit of adding AS
to EBRT.

10. DURATION OF ANDROGEN-DEPRIVATION THERAPY
The EORTC series and others raise several significant issues, including the optimum duration of

androgen-deprivation administration. Although results of the EORTC study and RTOG 85-31 sug-
gest that long-term AS may be beneficial for disease control, prolonged AS has been associated with
other causes of patient morbidity, including osteopenia, anemia, muscle wasting, and impotence (68).
These toxicities are especially worthy of consideration because patients treated for prostate cancer
tend to be older.

The study by Laverdiere et al. provided important information in this regard. In this study, patients
with stage T2a to T4 disease were randomized to receive either EBRT alone, 3 months of neoadju-
vant AS (LHRH-agonist plus flutamide) followed by EBRT, or 3 months of TAS then AS plus
EBRT followed by another 6 months of adjuvant AS. Interestingly, the addition of 3 months of TAS
before radiation reduced the 2-year positive prostate biopsy rate from 65% (radiation only) to 28%.
Those patients receiving neoadjuvant, concomitant, and adjuvant TAS and radiation had only a 5%
positive prostate biopsy rate. These data would seem to confirm the idea that a more protracted
course of AS is important, at least in terms of local control. Although impressive, the length of
follow-up is too short to determine whether the addition of AS to radiation has made any significant
impact on other meaningful end points, such as DFS or overall survival (69). In contrast to these
results, Laverdiere et al. have also reported an analysis based on patients with T2 to T3 disease
enrolled in two studies of AS with EBRT, including the study described above. The second study
randomized patients to neoadjuvant and concomitant AS (total 5 months) vs neoadjuvant, concomi-
tant, and short course adjuvant (total 10 months) AS; both groups received EBRT. At a median
follow-up of 5 years, there was a significant advantage in bNED survival rate with the addition of
neoadjuvant and concomitant AS, but no advantage with the addition of short course adjuvant AS
after EBRT (70).

Another phase III randomized study (RTOG 92-02) sought to ascertain the benefit of prolonged
AS after neoadjuvant and concomitant AS with EBRT. Patients with locally advanced (T2c–T4)
prostate cancers with PSA levels of less than 150 ng/mL received 4 months of goserelin and flutamide,
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2 months before and 2 months during RT. A dose of 65 to 70 Gy was given to the prostate, and a dose
of 44 to 50 Gy to the pelvic lymph nodes. Randomization was between no additional AS therapy after
completion of RT, vs 24 months of additional goserelin; 1554 patients entered the study. The 5-year
rate of biochemical DFS was 46.4% vs 28.1% in the long-term vs short-term AS arms, respectively (p
< 0.0001). The long-term AS arm showed significant improvement in all end points except overall
survival (80% vs 78.5% at 5 years; p = 0.73), although an unplanned subset analysis revealed a
significant survival benefit for patients with Gleason score 8 to 10 tumors as determined by the
institution (but not on central pathology review). Despite a statistically significant reduction in the
rate of prostate cancer-related deaths in the long-term arm (38% vs 24%; p = 0.001), there was an
absolute increase in the number of deaths as a result of other causes, resulting in a similar rate of
overall survival. Cardiovascular disease at the time of enrollment was more prevalent in the patients
treated on the long-term arm (55% vs 44%, respectively), but a detrimental effect of long-term AS
therapy on other causes of death cannot be excluded (71).

Other data also suggest that the benefit of long-term AS may be greater in patients with high
Gleason scores. Roach et al. analyzed patients enrolled in five randomized RTOG studies that treated
patients with radiotherapy and AS. Patients with stage T3 disease, nodal involvement, or Gleason
score 7 had a disease-specific survival benefit with the addition of 4 months of goserelin and
flutamide, whereas patients with Gleason score 8 to 10 disease or multiple high-risk factors had an
approx 20% higher survival at 8 years with the use of up-front, long-term hormonal therapy (72).
However, it is unclear how much of this conclusion overlaps with that from RTOG 85-31, because it
was included in the analysis. Another re-analysis of RTOG data comes from Horwitz et al., who
assessed the benefit of long-term vs short-term androgen deprivation in studies 85-31 and 86-10. The
benefit in bNED control, distant metastasis-free survival, and cause-specific survival from long-term
AS was limited to those patients with centrally reviewed Gleason score of 7 to 10 tumors; multivari-
ate analysis demonstrated Gleason score and the use of long-term AS to be independent predictors for
all three outcome measures (73).

Related data comes from a number of surgical series investigating the use of androgen suppressive
therapy before radical prostatectomy. Several of these series have shown reduction in the positive
margin rate, inferring AS-induced cell death. Relevant to this discussion is that a longer course of AS
(i.e., 8 months) resulted in the greatest reduction in serum PSA, and only a 12% incidence of positive
surgical margins compared with 23% in the 3-month AS arm (74).

Although these data are not conclusive and the studies assess differing end points, they provide
some useful information. Taken together, they would seem to support the theory that a longer course
of AS may very well lead to improved local/regional control of large tumors or high-risk tumors that
possess an elevated risk of extraprostatic extension. However, although differences have been shown
in biochemical and clinical disease control, thus far, there is no demonstrated overall survival advan-
tage of prolonged vs short-course AS.

11. SEQUENCING OF ANDROGEN DEPRIVATION AND RT

The question of optimal sequencing of AS and RT is similarly unanswered. It is not clear whether
the effects of AS on tumor control are merely additive to the tumoricidal effects of radiation or
whether they are synergistic, providing an enhancement of tumor killing that cannot be simply
explained by the killing of each modality individually.

To assess the importance of AS timing in relation to EBRT, the RTOG performed a phase III trial
(RTOG 94-13) in which patients were randomized to either 2 months of neoadjuvant AS followed
by AS and EBRT (control arm) or EBRT followed by 4 months of adjuvant AS (75). Patients were
also randomized in a 2  2 factorial design to receive WPRT vs prostate-only radiation. Eligibility
included localized prostate cancer with risk of lymph node involvement of at least 15% (based on an
equation using pretreatment PSA level, Gleason score, and stage) (76). At a median follow-up of 59
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months, patients treated with neoadjuvant and concomitant AS experienced a similar 4-year pro-
gression-free survival compared with those receiving adjuvant AS (52% vs 49%; p = 0.56). How-
ever, the group that received WPRT and neoadjuvant and concomitant AS had a significantly
improved progression-free survival rate compared with the other 3 arms (60% vs 44–50%; p =
0.008). Further information regarding the most effective duration of neoadjuvant treatment will be
provided by RTOG 99-10, which randomized patients to either 6 months or 2 months of neoadjuvant
AS followed by concurrent AS and radiation.

12. ALTERATION OF TOXICITY
In addition to improved tumor control, androgen-deprivation therapy adds its own side effect pro-

file but may also alter possible radiation-induced side effects. In the randomized study by D’Amico
et al., patients receiving AS with 3DCRT had statistically significant increases in grade 3 impotence
(26% vs 21%) as well as gynecomastia, but no other significant differences in late toxicity were
noted in this trial (67). In contrast, Chen et al. found no significant differences in 1-year potency rates
between men receiving 3DCRT with AS vs 3DCRT alone, and patients treated in RTOG 86-10 had
no differences in frequency or time to return of sexual potency (63,77).

Reductions in prostatic volume after neoadjuvant AS can result in smaller treatment fields and
consequent reductions in the amount of surrounding normal tissue that is secondarily irradiated. For
example, reduction in the volume of rectum irradiated is associated with a significant decrease in
long-term rectal injury (78). Comparisons of dose-volume histograms from 3DCRT plans generated
on patients before and after neoadjuvant AS reveal a median reduction in prostate volume of 27 to
42%. This was also correlated with a decrease in the amount of irradiated rectum, bladder, and bowel
(79–81). Despite this expected benefit of AS, most studies do not show these effects translating into
clinical benefit. Late grade 1 to 3 incontinence was increased within the combined therapy group in
the Bolla study (29% vs 16%; p = 0.002) (82). In a retrospective analysis by Sanguineti et al., rectal
dose and the use of adjuvant AS were both significantly associated with higher risk of late rectal
toxicity. The 2-year estimates of grade 2 to 4 late rectal toxicity were 30.3% vs 14.1% in patients
receiving or not receiving AS, respectively (83). The RTOG 94-13 study found the acute and 2-year
rates of late grade 3 or higher GU/GI toxicity to be higher on the arm receiving whole pelvic EBRT
with neoadjuvant and concomitant AS, but these differences did not reach statistical significance
(75). Valicenti et al. compared toxicity rates in patients enrolled in RTOG 94-06, in which approxi-
mately half of the men received neoadjuvant AS (with variable dose levels of radiation). On univariate
analysis, AS significantly increased the incidence of grade 2 acute GU complications, but was not
significant in the multivariate analysis when volume of bladder treated was taken into account. The
use of AS did increase risk of acute GU effects in men with preexisting obstructive symptoms (84).
Data from RTOG 92-02 may be interpreted to suggest that long-term AS increases toxicity in and of
itself. In that study, there was a small but statistically significant increase in the frequency of late
grade 3 to 5 GI toxicity in the long-term compared with the short-term AS arm (2.6% vs 1.2% at 5
years; p = 0.037), although there is no obvious explanation for this difference (71).

In summary, the addition of AS to EBRT for the treatment of locally advanced prostate cancer
results in an apparent increase in local control and DFS as supported by several prospective, random-
ized trials. Three randomized studies to date (EORTC, Harvard, and RTOG 85-31) have also shown
overall survival improvements with the addition of AS to EBRT, whereas another did not (RTOG 86-
10). The most favorable duration as well as timing of AS in relation to radiation is not yet known.
Because of the potential added toxicity of AS, especially when administered long term, the degree of
added benefit vs toxicity should be weighed in each individual patient. Besides the well-recognized
side effects of AS, such as hot flashes and decreased libido, other important physiological changes
have been shown to occur with long-term use, including anemia, loss of muscle mass, decreased bone
density, and depression (68). Consideration of these potentially limiting side effects is required be-
fore instituting therapy.
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13. WPRT FOR OCCULT NODAL METASTASIS
A significant proportion of patients with locally advanced prostate cancer will have clinically

occult pelvic lymph node spread. The primary nodes at risk for involvement include the external
iliac, hypogastric, presacral, and obturator nodes (85). Theoretically, treatment of these nodal areas
in patients with meaningful risk of nodal involvement might be of therapeutic benefit if sufficient
doses of radiation are given to eradicate microscopic tumor.

Partin et al. developed predictive nomograms for lymph node involvement as well as other surgi-
cal findings based on multi-institutional data from radical prostatectomy specimens. Using these
tables, it is possible to estimate the risk of lymph node involvement based on a patient’s preoperative
Gleason score, clinical stage, and PSA level (86). Roach et al. developed an equation that estimates
the risk of lymph node involvement based on the Partin tables. The equation is: lymph node risk = (2/
3) PSA + ([Gleason score – 6] � 10) (87). The true incidence of nodal involvement is most likely
underestimated in data based on surgical series, because of the inherent false-negative rate of lymph
node dissections as typically performed in modern surgical practice. Heidenreich et al. compared
results in patients with similar risk characteristics undergoing extended pelvic lymphadenectomy vs
standard pelvic lymphadenectomy. The incidence of lymph node detection was significantly higher
in the extended lymphadenectomy group (26% vs 12%), and 42% of nodal metastases in the extended
lymphadenectomy group were outside of areas dissected in a standard pelvic lymphadenectomy,
including external iliac and obturator nodes. All except one patient with lymph node involvement had
a PSA level greater than 10.5 ng/mL and a Gleason score of at least 7 (88). Therefore, a larger
proportion of patients may benefit from pelvic nodal irradiation than might be estimated by using the
Partin nomograms.

Several retrospective, single institutional analyses have shown conflicting results regarding the
benefit of WPRT. Some of these studies are flawed by the fact that they are from the pre-PSA era,
making the determination of patients at risk of nodal involvement as well as evaluation of treatment
efficacy more difficult. They also suffer from low patient numbers and use of outdated radiotherapy
techniques (89–91). However, some studies did find a benefit to the use of larger treatment fields that
encompassed pelvic nodal areas (92). Ploysongsang et al. reported statistically significant improve-
ments in 5-year survival rates among stage B and stage C patients receiving WPRT in comparison
with stage-matched controls treated to prostate only (93). Seaward et al. analyzed a group of 506
patients treated at the University of California, San Francisco who had at least 15% risk of nodal
involvement (based on the Roach equation). The median biochemical progression-free survival was
significantly higher (34 months vs 21 months; p = 0.0001) in patients who received initial WPRT
followed by prostate boost as opposed to prostate-only radiation (94).

Three randomized trials have been performed to evaluate the benefit of WPRT. Bagshaw reported
a series of 57 patients with surgically staged, node-negative prostate cancer who were randomized to
either WPRT and prostate boost vs prostate-only radiotherapy. There was no statistically significant
improvement in DFS with the use of WPRT, however, the sample size was small (95). The RTOG
has reported results of two randomized studies performed to date on the value of WPRT in prostate
cancer. RTOG 77-06 evaluated WPRT in patients with stage A2 and stage B prostate cancer with no
evidence of lymph node involvement on lymphangiogram or biopsy. Randomization was to either
6500 cGy to the prostate alone or to 4500 cGy WPRT with 2000 cGy prostatic boost. At a median
follow-up of 7 years, there was no beneficial effect of WPRT on local control, distant metastases,
DFS, or overall survival (96). Because the patients in this study were at low risk of lymph node
involvement, it is inconclusive in determining whether patients at moderate to high risk of nodal
metastasis benefit from WPRT.

As discussed in the section on AS, RTOG 94-13 also looked at the role of WPRT in patients with
either risk of nodal involvement at least 15% (based on the Roach equation) or with T2c to T4 dis-
ease; the maximum allowable pretreatment PSA level was 100 ng/mL. WPRT was associated with a
4-year progression-free survival of 54%, as compared with 47% in the arms treated with prostate-
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only radiation. Interestingly, when comparing all four treatment arms, there was a progression-free
survival advantage for WPRT plus neoadjuvant/concurrent AS compared with the other arms (60%
vs 44–50%; p = 0.008). No overall survival differences were observed (75).

The positive results in this study for WPRT may be attributed to the use of AS in addition to
WPRT, which has been shown to be synergistic with radiation (54). The optimal dose of WPRT
associated with durable control of microscopic nodal disease has not been determined, but doses
beyond 50 to 55 Gy have not been used because of the limited radiation tolerance of small bowel,
which is often included in WPRT fields. In a retrospective analysis on 963 patients performed by
Perez and colleagues, patients receiving WPRT doses of 50 to 55 Gy had fewer pelvic failures when
compared with those receiving 40 to 45 Gy (p = 0.07). A statistically significant reduction in pelvic
failures was noted in stage C poorly differentiated tumors when the pelvic nodes received doses
greater than 50 Gy compared with lower doses (23% vs 46%; p &#8804; 0.01) (97). In RTOG 94-13,
the addition of AS to an otherwise modest dose of radiation may have allowed the WPRT to cross a
threshold of efficacy.

The technique of WPRT in the modern era is substantially enhanced by the use of CT-based treat-
ment planning, which allows for better targeting of lymphatic regions at risk. Work by Forman et al.
showed that the “standard” four-field pelvic radiation portal as practiced in the conventional radio-
therapy era (including RTOG 94-13) often underdosed or missed portions of at risk nodal chains
entirely. With CT, the location of the pelvic vasculature can be used as approximations of the lymph
node locations, with margin added to cover the associated lymph nodes (98,99).

14. CONCLUSIONS
RT is the current standard of care for patients with locally advanced prostate cancer. The addition

of AS to EBRT results in increased local control and DFS (as shown in several prospective, random-
ized studies), and data are emerging to show an improvement in overall survival as well. The optimal
sequencing and duration of AS when combined with radiotherapy remains to be determined, and
considerations must be made for the impact of prolonged AS on overall health and quality of life. The
use of dose-escalated radiotherapy using modern treatment planning and delivery techniques results
in increased biochemical control rates in patients with “intermediate-risk” disease, but further study
is needed regarding its impact on patients with “high-risk” prognostic features. The use of WPRT
combined with AS in patients at meaningful risk of lymph node involvement is now supported by
prospective randomized data.
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Summary

Understanding of the molecular basis of prostate cancer has led to development of newer treatment
modalities. Identification of specific target molecules has led to the development of immune based therapeutic
strategies for prostate cancer, such as therapy with vaccines and monoclonal antibody treatment. Chimeric and
humanized antibodies directed against prostate cancer targets, such as prostate-specific membrane antigen,
epidermal growth factor, and vascular endothelial growth factor have been developed. This chapter provides an
overview of existing monoclonal antibody technology, clinical application, and future direction.
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1. INTRODUCTION

Despite continued advances in diagnosis and treatment, prostate cancer remains the second lead-
ing cause of cancer related death in the United States. Treatment of patients with recurrent, meta-
static, or hormone-refractory prostate cancer continues to lack curative potential. Hormone
deprivation remains the most powerful tool in our armamentarium for patients with advanced
prostate cancer, and ultimately, patients will fail this treatment and progress to a hormone-refractory
state.

Improved understanding of the molecular basis of cancer has led to development of newer treat-
ment modalities. These include gene and immune therapy. Unlike renal cell cancer, prostate cancer
has not been considered sensitive to immune therapy. Notwithstanding, identification of specific
target molecules and advances in immune therapy have led to the development of immune-based
therapeutic strategies for prostate cancer, such as therapy with vaccines and monoclonal antibody
treatment. Monoclonal antibody technology burgeoned from the development of hybridoma technol-
ogy, described initially by Kohler and Milstein in 1975 (1). Several murine monoclonal antibodies,
such as CYT-356 (2), CC49 (3), KC4 (4), and L6 (5), were evaluated for treatment of prostate cancer.
However, a major limitation of these antibodies, which are essentially foreign to the human immune
system, is the development of human-against-mouse antibodies (HAMA). More recently, advances
in genetic engineering have enabled production of antibodies with human genetic constituents, in-
cluding several recombinant monoclonal antibodies that are being evaluated in the treatment of pros-
tate cancer.

This chapter provides an overview of recombinant monoclonal antibody therapy for prostate
cancer.
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2. DEVELOPMENT OF RECOMBINANT MONOCLONAL ANTIBODIES

Production of murine monoclonal antibodies involves challenging a rodent’s immune system with
an antigen and harvesting rodent splenocytes for antibody retrieval. Rodent splenocytes are then
immortalized by fusing them with myeloma cells deficient in hypoxanthine-guanine phosphoribosyl
transferase. Deficiency of the enzyme hypoxanthine-guanine phosphoribosyl transferase renders
myeloma cells incapable of self-propelled growth or antibody production. This ensures that antibod-
ies are produced exclusively from rodent splenocytes. Although murine monoclonal antibodies pro-
duced in this fashion result in robust and specific antibody-mediated responses, a major shortcoming
is the development of HAMA, which precludes repeat dosing (1).

To date, recombinant monoclonal antibody production for the most part still relies on this basic
technical design. Advances have enabled production of antibodies that are more humanlike (6,7).
Recombinant monoclonal antibody technology involves modification of murine antibodies to pre-
vent development of HAMA, which includes production of chimeric or humanized antibodies or
de novo production of “non-immunogenic” antibodies by methods such as phage display technology
or by transgenic mice. Chimeric antibodies are two-thirds human, and are produced by combining the
variable region of the murine antibody with the constant region of a human antibody. DNA sequences
that code for the variable region of the murine antibody are spliced to sequences that encode the
human constant region of an antibody. In comparison, humanized antibodies are 95% human and
are produced by grafting complement-determining regions, wherein actual antigen binding sites on
the hypervariable region of the murine antibody are identified and the responsible murine genes are
spliced into the DNA sequence of a human antibody. Both of these technologies have limitations, and
despite containing less than 5 to 33% murine elements, their use may result in formation of human-
against-human antibodies (HAHA) or HAMA. Moreover, humanization is a complex process, and its
high selectivity may compromise the potency of the antibodies produced. In this regard, a process
called deimmunization (Biovation, Aberdeen, United Kingdom) involves precise identification and
replacement of antibody peptides using computer-generated technology to minimize the occurrence
of HAMA responses and maintaining antibody potency (8,9). The antibodies are genetically engi-
neered by removal of helper T-cell epitopes from antibodies. Murine antibodies are assessed, and
peptides on the antibody that might bind to major histocompatibility complex (MHC) II molecules
are identified. Peptides on variable heavy and variable light regions are identified in this fashion and
substituted with alternative peptides. Various substitutions are evaluated to prevent any alteration
that might render the antibody ineffective.

2.1. Transgenic Mice (Xenomouse, Abgenix, Fremont, CA)
Strategic gene silencing of heavy chain and κ-light chain genes in mice blocks murine antibody

production while preserving the apparatus necessary for immunoglobulin production (6). These
knockout mice are essentially rendered incapable of any murine antibody production. After transfer
of human heavy chain and κ-light chain genes into the mouse genome, these mice can produce human
antibodies. Human genes that are several megabases long are inserted into the mouse genome by
yeast artificial chromosomes. Using this technology, large portions of human immunoglobulin loci
can be introduced into the mouse genome, and this has improved the stability and diversity of human
antibody production by transgenic mice (10). Because these antibodies are essentially all human,
they are not associated with HAMA responses. However, transgenic mice lack the complete set of
human antibody-producing loci and, hence, only a limited antibody repertoire can be produced in this
fashion (11). However, proposed efforts directed toward overcoming these shortcomings, such as the
introduction of human Igλ into the murine genome, which represents 40% of the human antibody
repertoire, or use of antibody display libraries from hyperimmunized animals to recover monoclonal
antibodies in vitro, may enhance the effectiveness of this technology. Another potential disadvantage
of this technology is that because antibodies produced in this fashion are completely foreign to the
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host animal, targeting of host tissues might occur after antibody production. It remains to be seen
whether this might influence the quality of antibodies produced.

2.2. Phage Display
Antibody fragments may be produced by phage display technology. Antibody V genes are dis-

played on the surface of flagellated bacteriophages, which then produce antibody fragments that are
transfected into bacteria, such as Escherichia coli. Single-chain Fv (scFv) fragments are fused to the
PIII phage coat protein. Typically, antibodies consist of heavy and light proteins, each of which are
synthesized by separate genes. In single-chain antibodies, the light and heavy proteins are fused into
a single fused domain, and are encoded by a single gene. As such, single genes are more easily
transferred and are, therefore, used in recombinant technology. The PIII coat protein of the bacte-
riophage consists of N- and C-terminal domains. The N-terminal domains (N1, N2) are involved with
phage infectivity, whereas the C terminal is essential for phage assembly. The scFv fragments are
bound to the N1 terminal of the PIII coat protein. ScFv–PIII fusions are then encoded by phagemids.
Fusion of scFv to the N-terminal domain renders the phage noninfective and, therefore, bacteria are
infected using helper phage units. The antibody fragments are then selected by antigen binding. Re-
peat antigen exposure and mutations result in affinity maturation of the fragments, which increases
their specificity (12). A limitation of this technique is that only antibody fragments and not whole
antibodies are produced. Compared with whole antibodies, the fragments lack Fc portions essential
in recruiting natural effector functions (7). However, a clear benefit of this technology is that anti-
body production occurs in vitro. Moreover, antibody fragments can be produced rapidly by this tech-
nique, and affinity maturation and the potential for property selection results in production of
fragments with increased specificity.

3. MONOCLONAL ANTIBODIES:
TARGET MOLECULES AND CLINICAL TRIALS

Monoclonal antibodies for cancer therapy are designed to target antigens expressed by tumor
cells. Therapy with monoclonal antibodies is capable of eliciting host antitumor responses, which
include antibody-dependent cellular cytotoxicity, complement-dependent cytotoxicity, production of
interleukin 6, and increased vascular permeability (13). Antitumor responses by monoclonal antibod-
ies may be further bolstered by tagging the antibodies with cytotoxins, such as radioactive com-
pounds or chemotherapeutic agents. Radiometals used for this purpose include radioactive iodine,
yttrium, and lutetium (Table 1) (8). O’Donnell and colleagues compared response rates achieved
after treatment of nude mice with HBT-3477 tumors with labeled and unlabeled ChL6 antibodies. A
response rate of 79% was achieved in mice treated with yttrium-labeled antibodies compared with
rates of only 13% and 18% in unlabeled and untreated mice, respectively (14).

Ideally, target antigens should be predominantly, if not exclusively, expressed by tumor cells. For
prostate cancer, the antigen should also be expressed by metastatic and androgen-independent cells,
and expression of the antigen should not diminish with increased cancer aggressiveness. Addition-
ally, antigens should be stably expressed as cell surface proteins, making them susceptible to anti-
body targeting. Also, binding with an antibody should induce antitumor responses. In this regard,
molecules that are secreted and not expressed by prostate cancer tissues are not considered valuable
targets for monoclonal antibody therapy. These include secreted proteins, such as prostate-specific
antigen (PSA) and prostate acid phosphatase, which are useful as screening tools for prostate cancer.
In this section, we review recombinant monoclonal antibody targets for prostate cancer therapy, and
describe clinical trials evaluating the efficacy of these antibodies for treatment of prostate cancer.

3.1. Antibodies to Prostate-Specific Membrane Antigen
Prostate-specific membrane antigen (PSMA) is a 100-kDa, 750-amino acid type II integral trans-

membrane glycoprotein (Fig. 1). It has a short cytoplasmic N-terminal amino acid domain contain-
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ing 19 amino acids, and a larger extracellular tail with a carboxyl-terminal containing 707 amino
acids. The transmembrane domain is comprised of 24 amino acids (15). Although the precise func-
tion of this protein is yet to be determined, it has been demonstrated that PSMA is homologous to
glutamate carboxypeptidase II. It has folate hydrolase and N-acetylated α-linked acidic dipeptidase
activity (16–18). The PSMA gene has been mapped to chromosome 11q11.12 (19). PSMA was ini-
tially described in 1987 after isolation of monoclonal antibodies directed toward cell membrane
preparations of LNCaP cells (20). Clinically, PSMA is expressed by prostate cancer, and increased
expression of PSMA has been identified in patients with advanced, metastatic, and hormone-refrac-
tory prostate cancer (21,22). PSMA expression has also been demonstrated in small intestinal brush

Table 1
Properties of Radioactive Metals Used for Labeling of Monoclonal Antibodies a

Type Depth Maximum
Radioactive of of penetration energy Half-life
metal radiation (mm) (MeV) (days) Comments

131I βγ 0.4 0.2 8 • Intracellular dehalogenation results
in removal from cells

• Associated with thyroid toxicity

90Y β 12 2.2 2.7 • Pure β emitter. Requires a surrogate
agent such as indium for imaging

• Irreversibly trapped within cells

177Lu βγ 2.2 0.5 6.7 • Irreversibly trapped within cells

aAdapted from references 31 and 32.

Fig. 1. Crystallographic structure of prostate-specific membrane antigen (reprinted with permission from
ref. 56).
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border cells, renal proximal collecting tubular cells, cells within salivary glands, and endothelium of
tumor neovasculature (23). Of note, expression of PSMA by nonprostate tissues is typically 100- to
1000-fold less than that expressed by the prostate, which permits safe and efficacious monoclonal
antibody directed targeting of the prostate. Vascular PSMA expression is observed only in the tumor
neovasculature of nonprostate-related cancers, including solid organ carcinomas and sarcomas, and
not in normal vascular endothelium (8). This feature has enabled targeting nonprostate solid organ
cancers expressing PSMA by monoclonal antibodies to PSMA (Fig. 2).

The monoclonal antibody 7E11 recognizes the intracellular epitope of the PSMA receptor. Hence,
it is thought that the antibody selectively binds to dead cells. Murine 7E11 monoclonal antibodies
conjugated with 111indium are used for tumor imaging using the ProstaScint scan (Cytogen Corp.,
Princeton, NJ). The ProstaScint scan typically detects soft tissue involvement with more precision
than osseous involvement (8). This might be secondary to increased numbers of apoptotic cells within
soft tissue metastases.

Several antibodies directed against the extracellular epitope of PSMA have since been isolated.
Initially, Liu and colleagues, from their work with LNCaP cells, reported the isolation of four mono-
clonal antibodies, namely, J591, J415, J533, and E99 (24). In this study, the antibodies were demon-
strated to bind to two extracellular PSMA epitopes, more accessible than the internal epitope targeted
by 7E11. Using immunohistochemistry, the authors demonstrated that staining of human prostate
cancer tissue was more homogenous and consistent with the newer antibodies compared with 7E11.
Additionally, prominent staining of tumor vascular endothelium was also noted.

Smith-Jones and colleagues compared the pharmacokinetics, biodistribution, and tumor uptake of
antibodies directed against internal and external domains of PSMA in nude mice bearing LNCaP
tumors (25). Using antibodies labeled with indium, the authors reported that antibodies directed
against the external domain were localized to areas of viable tumors, whereas antibodies to the inter-
nal domain were predominantly localized to necrotic regions within the tumor. Also, unlike the
ProstaScint scan, imaging with labeled antibodies to the external domain of PSMA can be used to
identify bone metastases (Fig. 3). Other antibodies to PSMA targeting the external domain of PSMA
that have been isolated include 3E11, EC2, 4E10-1.14, 3C9, 1G3, and PEQ226.5 (26,27).

3.1.1. Human J591
Human J591 (huJ591) antibodies to PSMA are derived from murine J591 antibodies to PSMA by

the process of deimmunization (Biovation, Aberdeen, United Kingdom). The F(ab) region of the

Fig. 2. Prostate-specific membrane antigen (PSMA) expression by neovascular endothelium has enabled
targeting of nonprostate solid organ tumors with antibodies to PSMA (reprinted with permission from ref. 57).
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antibody is modified by replacing potentially immunogenic murine sequences with sequences that
would be nonimmunogenic to humans, while maintaining the effectiveness of the antibody. A human
IgG1Fc portion is then attached.

Radioactive iodine- and yttrium-labeled huJ591 antibodies were initially evaluated in nude mice
implanted with LNCaP tumors (8,28). The study assessed the effectiveness of yttrium- and radioidine-
labeled antibodies in the treatment of large tumors (300–400 mg) and small tumors (100–200 mg).
Various doses were administered to evaluate the maximum tolerated dose, and to evaluate antitumor
response to re-dosing schedules. Intracellular retention of the radiopharmaceutical compound was
shorter with radioactive iodine compared with yttrium. This is secondary to rapid dehalogenation of
the antibody and clearance of iodine from the cells. In contrast to this, yttrium, which is a radiometal,
is irreversibly trapped within cells, resulting in a longer half-life and increased effectiveness. As a
result, the radiation dose delivered by yttrium-labeled antibodies was greater compared with radioio-
dine-labeled antibodies (29). Indium-labeled antibodies were used for surrogate imaging in animals
within the yttrium group. Yttrium is a pure β-emitter and cannot be visualized with a γ-camera.
Biodistribution of the yttrium- and iodine-labeled antibodies was assessed using indium- and iodine-
labeled antibodies, respectively. Indium-labeled huJ591 was found to bind to viable regions within
the LNCaP xenografts (Fig. 4). It was demonstrated that distribution of indium-labeled antibodies
was higher in the tumor tissue, and in the liver, kidney, and spleen compared with radioiodine-
labeled antibodies. In addition, this study demonstrated the effectiveness of multiple fractionated
doses in the animal model. In this study, for mice with smaller tumors, survival was 80 to 100 days
after administration of a radiation dose of 3.7 to 5.55 MBq. Using a fractionated dose regimen, which
delivered a cumulative dose of 3.33 to 6.7 MBq, survival was prolonged to 120 days.

Bander and colleagues, in a phase I clinical trial, assessed the biodistribution, pharmacokinetics,
and toxicity of huJ591 (30). The antibody was labeled with indium using a DOTA chelate. Patients
received a 4-week course comprising an initial dose followed by three maintenance doses, which
were 50% of the initial dose. Initial doses administered were 25, 50, 100, or 200 mg/m2. Within an
hour after administration of the initial dose, γ-camera total body images were obtained. Subsequently,
additional total body images were also obtained on three separate occasions during the following
week. Patients with progressive prostate cancer were enrolled in the trial. The antibody demon-
strated good tumor localization. Prominent liver uptake and excretion was also observed. None of
the patients developed human antihuman responses, and no dose-limiting toxicity was observed.
One patient developed hypotension, secondary to rapid infusion.

Fig. 3. Bone imaging with labeled antibodies to prostate-specific membrane antigen (PSMA) antibodies to
the external domain of PSMA (reprinted with permission from ref. 8).
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Subsequently, phase I trials were designed to assess the safety, dosimetry, and pharmacokinetics
of radiolabeled huJ591 monoclonal antibodies. Yttrium- and lutetium-labeled antibodies were evalu-
ated in two separate trials (8,31,32). Radiolabeled antibodies were created by linking the radioiso-
tope to huJ591 via a DOTA chelate. Patients enrolled into the trial were those with hormone-refractory
prostate cancer with evidence of biochemical progression or metastatic progression based on radio-
graphic evidence. The phase I trial involving yttrium-labeled antibodies enrolled 29 patients. Ini-
tially, patients received indium-labeled antibodies to determine pharmacokinetics, biodistribution,
and dosimetry. Subsequently, total body images were obtained with a γ-camera 1 hour after adminis-
tration of the antibody, followed by subsequent imaging on day 1, 2, 3, and either on day 6 or 7.
Imaging of indium-labeled antibodies demonstrated significant activity in the liver followed by the
spleen and kidneys. The half-life for indium-labeled huJ591 was 32 ± 8 hours. 90Y-labeled antibodies
with a specific activity of 3 to 5 mCi/mg were administered 1 week later. Radiation dosage of yttrium
was based upon the information obtained after administration of indium-labeled antibodies. Yttrium-
labeled antibody was administered at one of five initial dose levels: 5, 10, 15, 17.5, or 20 mCi/m2.
Four patients received an initial dose of 5 mCi/m2, seven patients received 10 mCi/m2, eight patients
received 15 mCi/m2, six patients received 17.5 mCi/m2, and four patients received 20 mCi/m2.

Fig. 4. Uptake of 7E11 to areas of necrosis (n) and uptake of J415 and J591 to viable tumor regions (v).
Autoradiographs and H&E-stained sections of LNCaP xenografts harvested 4–6 days after intravenous injec-
tion of 131I-labeled 7E11 (A), J591 (B), and J415 (C). Column 1, autoradiograph; column 2, stained section;
column 3, composite image of autoradiograph and stained section (reprinted with permission from ref. 25).
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Re-dosing was determined by recovery of platelet and neutrophil counts. One patient in the 15 mCi/
m2 group died of an unrelated pulmonary embolism, and two patients who received an initial dose
of 20 mCi/m2 developed grade 3 thrombocytopenia with bleeding episodes. Toxicities in all three
patients were considered to be dose limiting. Two patients developed grade 3 anemia, one who
received 10 mCi/m2 and another who received 15 mCi/m2. Three patients were re-dosed with the
yttrium-labeled antibody. Two patients received 17.5 mCi/m2, and one patient received 20 mCi/m2.
Of these three patients, one patient who received 17.5 mCi/m2 and one patient who received 20
mCi/m2 developed grade 3 thrombocytopenia and neutropenia. Other side effects included fatigue,
anorexia, nausea, and elevated levels of transaminases (n = 11). One patient developed an upper
extremity deep vein thrombosis secondary to a central venous catheter. The maximum tolerated dose
was determined to be 17.5 mCi/m2. No human antihuman antibody responses occurred. Although
the study was not designed to assess effectiveness of treatment, PSA stabilization was noted in six
patients. In addition, a decline in serum PSA was observed in two patients. In these two patients,
PSA levels declined by 85% and 70%, respectively. PSA returned to baseline after 8 and 8.6 months,
respectively.

Another phase I trial that assessed the safety, dosimetry, and pharmacokinetics of lutetium was
recently completed. The study accrued 35 patients. Eligibility criteria used for the study were similar
to those used for the phase I trial with yttrium-labeled antibodies. Total body images were obtained
with a γ-camera within 1 hour after administration of the radiolabeled antibody, and then at four
additional time points on day 2, day 4 or 5, day 6 or 7, and day 12 or 14. Plasma half-life was 39 ± 13
hours. Various initial dose levels were investigated, including 10, 15, 30, 45, 60, 70, and 75 mCi/m2.
Retreatment doses were also evaluated. Of patients receiving 75 mCi/m2 (n = 3), one patient devel-
oped grade 4 thrombocytopenia and two patients developed grade 3 thrombocytopenia. In addition,
grade 4 neutropenia occurred in all three patients. Of patients receiving 70 mCi/m2, two patients
developed grade 4 neutropenia, and one patient developed a dose-limiting toxicity of grade 4 throm-
bocytopenia. Subsequently, 70 mCi/m2 was determined to be the maximum tolerated dose. Signifi-
cant hematological toxicity was noted in patients re-dosed with 45 mCi/m2. However, patients
re-dosed with 30 mCi/m2 tolerated multiple doses better. Within this trial, a PSA decline of at least
50% was observed in 4 patients, and PSA stabilization was noted in 16 patients. Of note, responders
were patients with elevated PSA levels and without measurable disease at the outset of the study. In
contrast to this, responders within the yttrium-labeled antibody phase I trial were those with measur-
able disease. Based on this data, the authors suggest that yttrium may be a more suitable agent for
patients with measurable disease, whereas Lu may be indicated in those with elevated PSA levels
without any evidence of measurable disease. Although it is encouraging that initial results indicated
that select patients did respond to the treatment, further testing is required.

The phase I trials with yttrium- and lutetium-labeled huJ591 demonstrated that myelosuppression
is the most common and most severe side effect with this treatment. Vallabhajosula and colleagues
evaluated the results of the phase I trials with yttrium- and lutetium-labeled huJ591 to determine the
possibility of predicting bone marrow toxicity based on the dose of radioisotope administered. For
patients receiving lutetium-labeled antibodies, bone marrow radiation absorbed dose and fractional
decrease in platelets correlated well with the radiation dose administered. However, by comparison,
the radioactive dose of yttrium-labeled antibodies did not correlate with bone marrow radiation dose
(33).

The monoclonal antibody J591 has also been conjugated with DM1, which is a cytotoxin derived
from maytansine (8). Conjugates are not active until the cytotoxin is internalized into the cell. This
feature should minimize gastrointestinal and neurologic toxicity that might otherwise occur with use
of DM1. Currently, DM1 conjugated with J591 is being evaluated in a phase I trial.

Although not a monoclonal antibody treatment per se, a novel treatment strategy is under investi-
gation involving PSMA that deserves mention. It entails modification of T-cell receptors to recog-
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nize PSMA molecules on prostate tissue. A unique genetically engineered receptor called pz1,
designed to recognize PSMA molecules, has been developed. The pz1 receptor is a hybrid, with the
extracellular portion being a single-chain antibody against PSMA, and the intracellular portion com-
prising the intracellular signaling region of the T-cell receptor. By this strategy, T lymphocytes with
the modified pzl receptors are able to recognize, target, and lyse tumor cells expressing PSMA inde-
pendent of MHC molecule expression. Thus far, Gong and colleagues have reported results obtained
in vitro, which seem promising (34).

3.1.2. ChL6
L6 is murine IgG2a monoclonal antibody obtained after immunization of mice with human non

small-cell lung cancer cells (5). The antibody binds to a 24-kDa integral membrane protein, which is
expressed on tumor cells. In addition to lung cancer, L6 has been found to bind to tumor-associated
antigens expressed on various other tumors, including tumors of the breast, colon, ovary, and pros-
tate. The chimeric form of the antibody (ChL6) incorporates the murine L6 binding sites combined
with human IgG1 and κ-constant regions. In vitro and animal experiments have demonstrated bind-
ing of L6/ChL6 to human prostate cancer cell lines, especially the PC3 and DU-145 cell lines. Nude
mice implanted with PC3 tumors and treated with 90Y–DOTA–peptide–ChL6 demonstrated durable
response rates with high doses of radioimmunotherapy (35). Mice that received 260 μCi demon-
strated 20% complete response rates. However, this group was associated with 60% mortality sec-
ondary to severe myelosuppression. Good partial response rates of up to 100% were achieved in mice
receiving lower doses of 112 μCi and 150 μCi. Human trials with this chimeric monoclonal antibody
have not been reported in the literature. A limitation of ChL6 is that chimeric antibodies are likely to
result in formation of HAHA responses. In addition, the target is a not specific for prostate cancer.

3.1.3. ABX-EGF (Abgenix, Fremont, CA)
ABX-EGF is a human monoclonal antibody against epidermal growth factor (EGF) receptor.

Monoclonal antibodies against EGF are being investigated for treatment of colorectal, head, neck,
and breast cancers, and also currently being evaluated for treatment of hormone refractory prostate
cancer (36,37). Animal studies in athymic mice implanted with DU-145 and PC3 xenografts demon-
strated inhibition of growth after treatment with ABX-EGF. Combining monoclonal antibody treat-
ment with doxorubicin chemotherapy resulted in a more profound effect. However, concerns with
this treatment include the fact that EGF is a molecule expressed normally by cells, and not a tumor
specific molecule. In addition, the level of expression of EGF receptor by prostate cancer cells is
lower than that seen in some other tumors, such as squamous cell cancers, which express more than 1
million sites per cell. In contrast to this, DU-145 cells express 100,000 sites per cell, LNCaP cells
express 80,000 sites per cell, and PC3 cells express only 30,000 sites per cell (38). There is also
concern that antibody response with antibodies produced using xenomouse technology may not be as
robust, because transgenic mice may lack certain alleles of heavy and light chain regions that deter-
mine antibody specificity (8).

3.1.4. Trastuzumab (Herceptin, Genentech, Cambridge, MA)
Trastuzumab is a monoclonal antibody directed against Her-2/neu, a member of the EGF receptor

family. This receptor is not specific for prostate cancer tissue, and overexpression is commonly seen
in patients with breast cancer. Trastuzumab is an IgG1 humanized monoclonal antibody directed
against the extracellular component of Her-2 receptor. The Her-2 gene is homologous to neu, which
is a rat gene, and, hence, the gene is often referred to as Her-2/neu. Low levels of expression have
been demonstrated in prostate cancer tissue by immunohistochemistry and fluorescence in situ
hybridization. Expression of Her-2/Neu seems to be higher in hormone-refractory cases. Ziada and
colleagues reported results after completion of a phase II trial in 18 patients with hormone refractory
prostate cancer (39). Expression of Her-2 was detected in only 2 of 18 cases. No objective responses
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were attained based on PSA and radiographic criteria. Of note, this agent is associated with potential
for cardiac complications, which was observed in 2 of the 18 patients within this trial. Combining
Herceptin with paclitaxel seems to be associated with increased effectiveness (40). It remains to be
seen whether this form of treatment will benefit patients with prostate cancer, although this certainly
seems less likely at this time, because of the low incidence of Her-2 expression in patients with
prostate cancer.

3.1.5. Bevacizumab (Avastin, Genetec, Cambridge, MA)
Bevacizumab is a humanized murine monoclonal antibody to vascular endothelial growth factor

(VEGF) (36). VEGF is responsible for proliferation of neovasculature within tumors. Although asso-
ciated with limited efficacy when used in isolation, combination treatment with 5-Fluorouracil and
bevacizumab in patients with advanced colorectal cancer has been associated with improved survival
(41,42). VEGF receptors have also been linked to prostate cancer cells, and, currently, a phase II trial
involving a combination of bevacizumab, docetaxel, thalidomide, and prednisone is recruiting patients
with metastatic prostate cancer (43). It remains to be seen whether this combined approach will result
in treatment benefits.

3.1.6. MDX-010 (Medarex, Princeton, NJ)
MDX-010 is a humanized monoclonal antibody against cytotoxic T lymphocyte-associated anti-

gen (CTLA)-4, manufactured using transgenic mouse technology (44). CTLA-4 is a protein present
on cytotoxic lymphocytes. Normally, CTLA-4 functions as an immune regulatory antigen. CTLA-4
binds B7 and this, in turn, attenuates antitumor responses. MDX-010 is being evaluated for treat-
ment in malignant melanoma, and a trial assessing its efficacy for treatment of stage 4 renal cell
cancer is underway. In addition, a phase I trial was conducted in 14 patients with hormone refractory
prostate cancer, who were treated with a dose of 3 mg/kg of MDX-010. Of these patients, seven had
undergone prior chemotherapy. A favorable PSA response was noted in two of seven patients who
had not received previous chemotherapy. Side effects included pruritis and rash. MDX-010 was
detectable in the plasma for up to 4 months. No HAHA responses were noted (45). Currently, a
phase I trial is underway to evaluate the combined use of MDX-010 and granulocyte colony-stimu-
lating factor in the treatment of advanced prostate cancer (46). Studies in transgenic adenocarci-
noma of the mouse prostate have demonstrated the efficacy of combining CTLA-4 antibody treatment
with granulocyte colony-stimulating factor vaccination of tumor cells (47). The efficacy of concur-
rent use of the co-stimulatory pathways remains to be evaluated.

4. DISCUSSION

Several monoclonal antibody therapies are currently being evaluated (Table 2). The majority of
the antibodies being evaluated are not prostate specific. PSMA is currently the only organ-specific
antibody being evaluated. Because PSMA is expressed in both hormone-naïve and hormone-refrac-
tory cases, it forms an important target for immune-based treatment strategies. A feature of PSMA
that makes it a unique target is internalization of receptor–ligand complexes. This allows for intracel-
lular delivery of radiopharmaceutical or chemotherapeutic agents bound to monoclonal antibodies.
Internalization occurs via clathrin-coated pits. The process is mediated by the MXXXL motif of the
intracytoplasmic domain of the PSMA molecule (48).

Results of clinical trials with administration of radiolabeled huJ591 antibodies have demonstrated
favorable responses in select patients, although the data available are from phase I trials, which are
not designed to evaluate treatment outcomes. However, within these studies, bone marrow toxicity
has limited the use of more aggressive regimens. It remains to be seen whether utilization of allo-
genic bone marrow transplantation into future trials will enable incorporation of more aggressive
treatment regimens while minimizing bone marrow toxicity and, thereby, achieving superior out-
comes. Currently, this form of treatment is used predominantly for hematologic malignancies.
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Research involving chelate-linkers to bind radiometals to monoclonal antibodies has demonstrated
reduced liver toxicity associated with the use of a novel chelate–peptide linker. As such, direct link-
age of radiometals to monoclonal antibodies results in an unstable bond. DOTA is a macrocyclic
chelator that stably binds radiometals such as indium, yttrium, and lutetium to the monoclonal anti-
body. As a result, radiolabeled monoclonal antibodies are stable until delivered into the tumor tissue.
This also minimizes uptake of radiometal compounds by normal body tissues.

Recently, DeNardo and colleagues reported the use of peptide with a cathepsin B cleavage site for
linkage of DOTA–radiometal conjugates to monoclonal antibodies (49). The DOTA–peptide che-
late-linker is cleaved by liver endopeptidases resulting in rapid urinary excretion of radiometal–DOTA,
thereby reducing hepatic toxicity. The authors evaluated biodistribution of this new compound in
eight patients. The monoclonal antibody used for this trial was m170, a murine IgG that binds to
human adenocarcinoma cells. Of 25 patients enrolled in this trial, 17 patients received indium–DOTA-
labeled m170 Abs, and 8 patients received indium–DOTA–peptide-labeled antibodies. Patients within
the DOTA–peptide group demonstrated 30% less liver radiation doses. Radiation doses to bone mar-
row and to the tumors were comparable between the two groups. It remains to be seen whether the
use of this peptide linkage will be associated with better tolerance to therapeutic approaches involv-
ing dose escalation.

Besides the use of labeled monoclonal antibodies, various other strategies to enhance the effec-
tiveness of monoclonal antibody therapy are being evaluated. These include the use of combined
modality radioimmunotherapy and concurrent use of immune modulators. Combined modality
radioimmunotherapy is a combination of radioimmunotherapy and radiosensitizing chemotherapy.
Taxanes, such as paclitaxel and docetaxel, induce G2/M cell arrest. This phase of the cell cycle is
particularly sensitive to radiation-induced apoptosis. An animal study evaluated combined modality
radioimmunotherapy using radiolabeled ChL6 monoclonal antibodies and taxanes (50). Uptake of
monoclonal antibodies by tumor cells was complete within 24 to 48 hours of administration, and
because nontargeted radiolabeled antibodies are eliminated by this time, the chemotherapeutic agents
were administered intraperitoneally 24 hours after administration of the radiolabeled antibodies (90Y–
DOTA–peptide–ChL6). Mice that received combined therapy demonstrated 79% response rates, and
an 84-day survival of 88%, whereas animals that received only radiolabeled antibody treatment or
taxane treatment demonstrated a response rate of 19% and an 84-day survival of 19%. Although no
treatment-related deaths occurred, bone marrow toxicity was greater in animals that received
combined treatment. Human trials involving the use of ChL6 have not yet been reported. Because the
antibody was derived from lung cancer cell antigens, its binding with human prostate cancer tissue
needs to be evaluated further. Nonetheless, presensitization with chemotherapeutic drugs seems to
be a promising treatment modality that can be combined with any radiolabeled monoclonal antibody
to enhance the effectiveness of therapy. It remains to be seen whether responses demonstrated in the
animal model can be duplicated in human trials.

Table 2
Recombinant Monoclonal Antibodies Being Evaluated for Treatment of Prostate Cancer

Monoclonal antibody Immunoreactivity Target molecule

huJ591 Humanized Prostate-specific membrane antigen (PSMA)
ChL6 Chimeric Surface protein on adenocarcinoma cells
ABX-EGF Humanized Epidermal growth factor (EGF)
Herceptin Humanized Her-2/neu
Bavacizumab Humanized Vascular endothelial growth factor (VEGF)
MDX-010 Humanized Cytotoxic T lymphocyte antigen-4 (CTLA-4)
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After initial phase I and II trials to evaluate therapy with CC49, a murine monoclonal pan-adeno-
carcinoma antibody against TAG-72, two additional trials were reported involving pretreatment with
interferon-γ and interferon-α 2a, followed by administration of radioiodine-labeled CC49 monoclonal
antibodies (51–53). These studies were based on observations that pretreatment with interferons might
upregulate TAG-72 expression. In patients who received interferon-γ, increased TAG72 expression
was noted in 3 of 16 patients. The dose of radioiodine was similar to that used in a previous phase II
trial (75 mCi/m2). However, similar to results of CC49 monoclonal antibody treatment without any
pretreatment, PSA responses were not observed in any of the patients. However, pretreatment with
interferon-α 2b followed by administration of radioiodine labeled antibody resulted in higher mean
tumor doses of radiation. Six weeks after treatment, two patients were described as having minor
radiographic responses and three patients demonstrated PSA responses (>50% reduction). PSA
remained stable in another six patients. Pretreatment with interferon-α 2a seemed to be more effec-
tive than pretreatment with interferon-γ or radiolabeled antibody alone.

In patients with prostate cancer, definitive cure is only achieved in select patients with organ-
confined disease. Patients with biochemical progression are treated with hormone manipulation. Pro-
gression to a hormone-refractory state and development of metastatic disease portend a poor
prognosis. Although recent studies have demonstrated survival benefits in patients with metastatic
disease treated with chemotherapy (54), even patients in this category have a poor prognosis. Clearly,
there is need for newer and more effective treatment strategies. Fortunately, our understanding of
prostate cancer at the molecular level is advancing. Patients with prostate cancer may harbor clonally
varied tumor cells. Autopsy studies have demonstrated that metastatic prostate cancer is a phenotypi-
cally diverse disease (55). Phenotypic heterogeneity may be observed within different metastatic
sites within the same patient. It is likely that, in the individual patient, tumor cells with phenotypic
heterogeneity will likely respond in a varied manner to similar treatments, with some cells escaping
from therapy. This demonstrates the need for a multifaceted approach to prostate cancer treatment,
with tailored treatment plans for individual patients. This will include monoclonal antibody therapy.
Monoclonal antibody therapy is a rapidly advancing and promising treatment for prostate cancer.
However, this therapy is still evolving. Identification of new targets and technological innovations
improving antibody specificity will likely shape the future of monoclonal antibody strategies.
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Summary

The role of epigenetics in the development and treatment of cancer continues to gain interest. Although the
field of epigenetics as a therapeutic target is in its infancy, discoveries and new agents targeting epigenetics are
being translated into the clinic at remarkable speed. Histone deacetylase inhibitors (HDACIs), one class of agents
targeting epigenetic changes, are in phase I trials and are moving to phase II trials for several types of cancer,
including prostate cancer. DNA methyl transferase inhibitors, such as 5-azacytidine, have undergone limited
testing in prostate cancer. In this chapter, a summary of epigenetic targets and novel agents in general and as it
relates to prostate cancer is provided.

Subjects to be covered include chromatin remodeling, chromatin modification, histone code, and effects
of HDACIs and DNA methyl transferase inhibitors in laboratory and in clinical studies, with a focus on prostate
cancer models and patients.

Key Words: Acetylation; chromatin modification; chromatin remodeling; clinical trials; epigenetics;
histone acetyl transferase; histone code; histone deacetylase; histone deacetylase inhibitor; methylation; methyl
transferase inhibitor.

1. INTRODUCTION: EPIGENETICS MAKE THEIR MARK

The development of cancer by inappropriate cell proliferation and/or altered patterns of cell death
has been associated with a myriad of genetic and nongenetic factors, such as age (1,2); diet (3);
environmental factors, such as chemical (4) and sun exposure (5); hereditary predisposition (6); and
familial susceptibility (7,8). In recent years, the role of epigenetics in the development and treatment
of cancer has gained interest and the effects of internal and external factors on the epigenetic profile
are under investigation. The term “epigenetics” refers to modifications that influence phenotype with-
out altering genotype. Epigenetic changes are potentially reversible, but generally stably maintained
during the cell cycle. Since Feinberg et al. described differences in DNA methylation in human
cancer in 1983 (9), several mechanisms of epigenetic control have been identified, such as DNA
methylation and histone modification, including acetylation, methylation, and phosphorylation. Epi-
genetic abnormalities can also be acquired during fetal development and during the course of life,
contributing to common cancer risk in adults (10).

Recently Fraga et al. reported that although monozygotic twins are epigenetically identical during
the first years of life, the patterns of global and locus-specific epigenetic modifications and gene
expression patterns in monozygotic twin pairs diverge as they become older (11). These differences
could be explained by the influence of external factors, such as smoking, physical activity, and diet
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(12,13), as well as by accumulation of small defects in epigenetic information that could be consid-
ered an “epigenetic drift” associated with the aging process (14).

Although the field of epigenetics is in its infancy, discoveries and translation to the clinic have
moved at remarkable speed. Drugs targeting epigenetic changes are in phase I trials and moving to
phase II trials for several types of histone deacetylase inhibitors (HDACIs). DNA methyl transferase
(DNMT) inhibitors were recently approved by the US Food and Drug Administration (FDA) for their
clinical benefit in patients with myelodysplastic syndrome. There is, however, only limited preclini-
cal data available for prostate cancer. Nevertheless, the basic understanding of epigenetics and its
clinical translation will gradually move forward to a therapeutic role in prostate cancer.

Epigenetic modifications take place posttranslationaly in the nucleosome. The nucleosome core
consists of 147-base pairs (15) double-stranded DNA wrapped 1.65 times around an octamer of two
copies each of histone H-2A, H2B, H3, and H4 protein (Fig. 1). The nucleosome core makes more
than 120 direct atomic interactions with the DNA backbone at 14 super helix locations (16). The
repeating nucleosome core particles assemble into higher order helices that are stabilized by the
linker histone H1 to further condense the chromatin and together make up the nucleosome. Approxi-
mately 25% of nucleosome core histones are comprised of amino-terminal tails that protrude into the
enveloping DNA double helix (17). Although they are unstructured on a single nucleosome level,
these N-terminal tails are thought to mediate interactions with other nucleosomes and chromatin
proteins affecting higher order chromatin structure. The highly efficient way of DNA packaging by
nucleosome formation compresses the DNA approx 10,000 times, forcing chromatin into a repres-

Fig. 1. Schematic structure of histones in nucleosomes. (A) The core proteins of nucleosomes are designated
histone H-2A, H2B, H3, and H4. Each histone is present in two copies, so the DNA (black) wraps around an
octamer of histones called the core nucleosome. (B) The amino-terminal tails of core histones, lysines (K) in the
amino-terminal tails of H2A, H2B, H3, and H4 are potential acetylation/deacetylation sites for histone
acetyltransferases (HATs) and histone deacetylases (HDACs). Acetylation neutralizes the charge on lysines. A,
acetyl; C, carboxyl terminus; E, glutamic acid; M, methyl; N, amino terminus; P, phosphate; S, serine; Ub,
ubiquitin. (Reprinted with permission from ref. 238).
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sive state inaccessible for nuclear processes such as transcription. When Oudet et al. provided the
first images of repeating uniformly sized particles in DNA, they hypothesized that their observations
might have a function in genomic expression. Consistent with these predictions, Boeger et al. showed
in 2003 that nucleosomes can unfold completely at transcriptionally active promoters (18).

An overview of the dynamic structure and function of chromatin was published by Hansen in
2002 (19).

2. NUCLEOSOME DYNAMICS AND EPIGENETIC MODIFICATIONS

Although DNA packaging is necessary to store the approx 2 m of DNA that make up the human
genome in the nucleus, the complex structure of nucleosomes and many interactions with the DNA
backbone impairs accessibility to chromatin. Access to chromatin is essential for proteins that regu-
late biological processes, such as transcription, DNA repair, and replication, to exert their function.
To counterbalance the repressive nature of chromatin, a sophisticated mechanism has evolved that
regulates chromatin accessibility.

2.1. Chromatin Remodeling and Modification
Unlike assumed previously, nucleosomes have emerged to be highly specialized, serving many

functions in the regulation of individual genes and chromosome regions. Although all nucleosomes
contain a histone octamer around which DNA is wrapped, chromatin remodeling and chroma-
tin modifying complexes allow nucleosomes to have a specialized and dynamic composition (20).

2.1.1. Chromatin Remodeling Complexes and Chromatin Modifying Complexes
N-terminal histone tails, which protrude from the surface of the chromatin polymer, possess many

posttranslational modification sites. These modification sites can be recognized by ATP-dependent
nucleosome-remodeling complexes that possess chromatin binding domains that recognize specific
modification patterns. ATP-dependent chromatin-remodeling complexes regulate chromatin accessi-
bility using ATP hydrolysis to weaken histone–DNA contacts. At least three ways of creating access
to nucleosomal DNA by chromatin remodeling complexes have been identified (21): octamer slid-
ing, DNA looping, and histone substitution (22–24). By weakening DNA contacts, these complexes
are able to expose DNA to proteins that, for instance, regulate transcription to reach their target sites.
An overview of recent literature on chromatin remodeling complexes is provided by Cosgrove et al.
(25) and Cairns (20).

The ε-amino groups on evolutionarily conserved lysine residues of histones tails can be post-
translationally modified by chromatin-modifying enzymes, by acetylation, methylation, and
ubiquitination. Such seemingly small modifications determine not only the structural organization of
chromatin, by virtue of their ionic charges, but also attract other proteins that possess modifica-
tion-specific chromatin binding domains to sites in the chromatin where transcription may be regu-
lated (26).

2.1.2. Chromatin-Binding Domains
As described, both chromatin remodeling and chromatin modification make use of chromatin-

binding domains, called protein motifs, which recognize specific modifications on histone tails and
nonhistone proteins. Several chromatin-binding domains can be identified. Three domains important
in the context of the histone code hypothesis will be discussed next: bromodomains, chromodomains,
and SANT so called for the proteins that comprise this group: SWI3, ADA2, N-CoR and TF111B
domains.

2.1.2.1. BROMODOMAINS

Bromodomains form an extensive family of small protein domains that preferentially bind acety-
lated peptides irrespective of the protein to which they belong (27). Bromodomains are widely dis-
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tributed among different enzymes, such as chromatin remodeling enzymes that use ATP to modify
chromatin structure, and also in subunits of the chromatin remodeling complexes that do not have a
catalytic function. In that case, bromodomains mainly help to recognize previously modified chro-
matin and stabilize the complex (28). Bromodomains have also been found in enzymes that cause
methylation and acetylation. Interestingly, because histone acetyltransferases (HATs) acetylate a wide
variety of target proteins the presence of a bromodomain on most HATs suggests self-perpetuation
through a positive feedback loop (27).

2.1.2.2. CHROMODOMAINS

As with bromodomains, chromodomains bind to their target protein, independent of the protein
to which they belong. Although their distribution among chromatin modifying enzymes is more
restricted, chromodomains have been found in ATP-dependent chromatin remodeling factors, HATs,
and also methyl transferases. Chromodomains have been shown to recognize methyl-lysines (29),
DNA, and RNA, and point to an involvement in protein–protein interactions (30). Their exact func-
tion in the context of gene expression is not yet fully understood.

2.1.2.3. SANT DOMAINS

Unlike bromodomains and chromodomains, SANT domains primarily mediate interactions between
remodeling complexes and unmodified chromatin substrates through the recruitment of chromatin
modifying enzymes and by mediating interactions between histones and enzymes. SANT domains
have been shown to be present in several components of complexes containing histone deacetylase
(HDAC) or HAT activity; although no HAT or HDAC enzyme itself has been found to possess a
SANT domain to date (27). In ATP-dependent chromatin remodeling complexes, SANT domains are
broadly present. By direct binding, ATP-dependent chromatin remodeling complexes cause confor-
mation of histone tails, thereby promoting binding of modifying enzymes and subsequent catalytic
processes. As suggested by Yu et al., the interaction of SANT domains with unacetylated histone
tails could block the binding of HATs, thereby maintaining a deacetylated state (31). A review of the
unique function of SANT domains was written by Boyer et al. in 2004 (32). A more extensive review
of the diversity of proteins containing protein motifs and their function was published by de la Cruz
et al. in 2005 (27).

3. THE HISTONE CODE
In 1993, Turner presented the first evidence that posttranslational modification of histone tails

was functionally significant (33). In the years that followed, increasing experimental data provided
support for the hypothesis that distinct patterns of covalent histone marks make up a histone “lan-
guage.” Encoded on histone tail domains and read by other proteins or protein modules, these modi-
fications are thought to determine the transcriptional state of genes. Posttranslational modifications
important in the development and progression of cancer include acetylation, methylation, phospho-
rylation, and ubiquitination. Figure 1 gives a schematic overview of the core nucleosome and impor-
tant modification sites on amino terminal tails.

In 2000, Strahl and Allis referred for the first time to this language as the “histone code,” defin-
ing it as “multiple histone modifications acting in combinatorial or sequential fashion on one or
multiple histone tails, specifying unique downstream functions.” (34). An important concept in this
hypothesis is that the histone code uses combinations of modifications on each histone and that
modifications on different histone tails may be interdependent. It is, therefore, essential that histone
modifications are site-specific and that these modifications cause site-specific chromatin modifica-
tion (34). Recently, two other hypotheses have been added to explain the important functions his-
tone modifications serve. The binary switch model proposes that numerous residues in linear strings
of densely modifiable sites can have a large array of different biological readouts by forming cas-
settes. (In the second model,) [neighboring modifications act together as “binary switches”] (35).
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4. ACETYLATION

As briefly discussed in 2.1.1., modification of histone tails is an important feature in the regulation
of gene expression. Limited by the 20 encoded amino acids available, posttranslational or
cotranslational modifications of proteins extends the range of molecular structures and functions
possible. Out of the more than 200 covalent modifications that have been reported, acetylation is the
most common modification of eukaryotic proteins, affect ing many protein functions, such as tran-
scription, nuclear import, microtubule function, hormone responses, peptide–receptor recognition,
DNA binding, and protein–protein interactions. Modification of proteins not only changes the
molecular structure of a certain protein, but also provides binding sites for modification-recognizing
protein motifs, such as bromodomains. The acetylation status of histones is regulated by the opposing
actions of HATs and HDACs. Both HATs and HDACs function as part of multiprotein complexes
with other proteins (36,37), or self-associate with each other (38,39).

4.1. HDACs
HDACs may be classified into four subfamilies, (Table 1) (40). The class I HDACs have a

molecular weight of 22 to 55 kDa and share homologous catalytic sites. The class II HDACs range
from 120 to 135 kDa and, unlike the class I HDACs, exhibit greater diversity within the class. For
example, HDAC6 and HDAC10 are characterized by duplicated HDAC catalytic domains, whereas
the other members of the same class display only one catalytic domain (39). Class I HDACs are
located exclusively in the nucleus, with the exception of HDAC8, which has recently been shown to
be predominantly expressed in the cytosol (41). Class II HDACs shuttle between the nucleus and
cytoplasm, depending on perceived cellular signals. Class III HDACs, on the other hand, are known
as the Sir2-like HDACs, named because of their homology to yeast Sir2 proteins. Although classes I
and II are Zn-dependent HDACs, the class III HDACs are Zn-independent and NAD-dependent. The
HDAC11-related enzymes, which share the features of class I and II HDACs but may have a distinct
physiological role, could potentially constitute a fourth class of HDACs.

Despite the existence of several HDAC subfamilies, the different HDACs are by no means redun-
dant. Robyr et al. generated “acetylation maps” by inactivating six different HDACs, demonstrating
that only a small degree of functional overlap was present among the different HDACs (42). For
example, HDAC5 and HDAC9 are involved in stress response of the heart (43), HDAC2 in apopto-
sis (44), HDAC1 in modulating the cell cycle, and HDAC8 in smooth muscle contractility (45). The

Table 1
Classification of HDAC Subfamilies

Class I Class II Class III Class IV

HDAC1 HDAC4 SIRT1 HDAC11
HDAC2 HDAC5 SIRT2
HDAC3 HDAC6 SIRT3
HDAC8 HDAC7 SIRT4

HDAC9 SIRT5
  HDAC10 SIRT6

SIRT7

a The classification is based on the homology of
human HDACs to yeast HDACs, their subcellular
expression, and enzymatic activity. HDAC, histone
deacetylase; SIRT, Silent Information Regulator.
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HDAC activity differs between different types of tissues (46,47). For instance, screening of HDAC
expression in human prostate cancer revealed distinct class I HDAC profiles between stromal and
epithelial cells (41), and in vitro experiments with prostate cancer cell lines showed a marked increase
in HDAC level for most HDACs compared with normal prostate tissue (48). Furthermore, different
isoforms of HDACs may have their distinct localization and functions (49). Even during embryonic
development, the levels of HDACs are continuously changing (50). The targeted disruption of both
HDAC1 alleles resulted in severe proliferation defects and retardation in development, leading to
embryonic lethality (51). Certain disease states can be characterized by loss or gain of specific or
generalized HDAC activity, for example, reduced protein expression of HDAC1 and HDAC2 pro-
teins and decreased enzymatic HDAC activity is observed in asthma patients (52), whereas class II
HDACs suppress cardiac hypertrophy (53), and higher expression of HDAC2 and HDAC9 has been
reported in many colon cancer cell lines compared with the primary cell from corresponding normal
tissue (44,49).

Malignant diseases are exemplified by aberrant transcriptional regulation that may be triggered by
increased recruitment of HDACs to the site of transcriptional initiation. Because malignant cells
express increased HDAC activity, irrespective of the trigger of such activity, it was thought that
inhibitors of HDACs would return this transient aberrant transcription in malignant cells to the tran-
scription status of their normal cell counterpart, while leaving the surrounding normal cells unal-
tered. With this premise, HDAC inhibitors were investigated for activity and found to be relatively
nontoxic to normal cells in vitro and in vivo, despite the accumulation of acetylation in normal cells
as well as tumor cells (54). Successful preclinical studies and development of animal models has
resulted in a number of HDACIs being evaluated in human clinical trials (see below).

4.2. Histone Acetyltransferases
Acetylation of internal lysine residues is facilitated by the action of HATs. By definition, HATs

acetylate histone tails by transferring acetyl groups from acetyl coenzyme A (CoA) onto the ε-amino
group of conserved lysine residues. However, HATs are also able to acetylate nonhistone proteins
and are, therefore, sometimes referred to as factor acetyltransferases. To date, posttranslational acety-
lation of lysine residues has been shown to occur in histones, high-mobility group proteins, transcrip-
tion factors, nuclear receptors, and α-tubulin (55). Important in the context of cancer is that
posttranslational acetylation of the ε-amino group of lysine residues is known to be reversible, mak-
ing it an attractive therapeutic target.

Fig. 2. Functional domains of histone acetyltransferases (HATs). For the function of the different domains,
see text. (Modified from ref. 37).
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HATs are composed of several domains, making them substrate- and site-specific under distinct
physiological situations. Three superfamilies of HATs can be identified based on their composition:
GNAT (Gcn5-related N-acetyl transferases) (56), MYST (named after its founding members mono-
cytic leukemia zinc finger [MOZ], Ybf2/Sas3, Sas2, and Tip60) (57) and p300/CREB-binding pro-
tein (CBP) (58,59).

4.2.1. GNAT Superfamily
The GNAT superfamily acetylates a distinct subset of genes. All GNAT enzymes contain four

functional domains (Fig. 2), an amino terminal, a catalytic motif domain, an Ada2p interaction
domain, and a carboxy-terminal bromodomain. The amino terminal is variable in length and is thought
to facilitate recognition of nucleosomal substrates (60). The catalytic motif domain actually contains
up to four conserved motifs, labeled A to D, of which motif A, the highly conserved acetyl-CoA
binding site, is common to HATs from all superfamilies and essential for HAT activity (61) (Fig. 2).
The Ada2p interaction domain enables GNATs to acetylate physiologically relevant nucleosomal
substrates in vivo. Ada2 proteins interact with DNA-bound transcriptional activators (61). The C-
terminal bromodomain binds to acetylated lysine residues facilitating protein–protein interactions.
Secondly, the bromodomain is able to affect HAT activity by autoacetylation, causing the HAT to
fold into an inactive state (62).

4.2.2. MYST Superfamily
Besides an amino-terminal tail, an acetyltransferase domain A, and a C-terminal domain, MYST

superfamily HATs sometimes contain zinc finger domains and a chromodomain. The function of the
chromodomain in the context of HATs is unclear. It may be likely that chromodomains serve as
chromatin-targeting modules for the MYST family, similar to the bromodomains of the GNAT fam-
ily (Fig. 2).

4.2.3. p300/CBP Superfamily
Contrary to the GNAT super family, the p300/CBP superfamily generally acts as a global tran-

scriptional activator. p300 and CBP are two of the most widely studied HATs in the context of tran-
scriptional regulation. They are largely interchangeable in function and are, therefore, often referred
to as p300/CBP. As coactivators for transcription, p300/CBP is particularly recruited to promoters by
DNA-bound transcription factors that need p300/CBP to function in transcriptional activation. p300/
CBP contain at least two independent regions for interaction with multiple transcription factors, such
as c-Jun (63) and nuclear hormone receptors (64). Furthermore, p300/CBP contains a bromodomain,
three zinc finger regions (cys, ZZ, and TAZ domains), and a HAT domain containing a p300/CBP-
specific E motif (Fig. 2). The distribution of p300/CBP among the different target proteins might
provide a mechanism for integrating several signaling and transcription response pathways because
p300/CBP is present in limited amounts in the cell (64). Research on HATs to date is basic and
preclinical, with limited, if any, clinical candidates. HATS have been included in this chapter to

Fig. 3. Structural features of hydroxamic acid-based histone deacetylase inhibitors (HDACIs). (Reprinted
with permission from ref. 239).
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highlight their potential as a therapeutic target. A detailed review of HATs in 2001 was published by
Roth et al. (37).

5. EPIGENOMICS AND DIFFERENTIATION THERAPY

Differentiation therapy and especially epigenomic therapy are promising approaches in the treat-
ment of cancer, including prostate cancer. Among the best studied differentiating agents in prostate
cancer are retinoids, vitamin D, peroxisome proliferator-activated receptor-γ ligands, and, most
recently, the epigenetic modifiers, HDACIs and DNA methyltransferase inhibitors. The first edition
of this book focused on differentiating agents such as retinoids. This edition focuses on the newer
differentiating agents, mainly HDACIs, and only briefly cover the DNMT Is because the latter are
extensively discussed in Chapter 5.

5.1. DNMT Inhibitors in the Preclinical and Clinical Settings

It is important to emphasize that histone modifications are not the only determinants of transcrip-
tional regulation. They are one layer of modification, mostly transient, which may be preceded or
followed by changes that are more permanent on the chromatin, such as DNA methylation (65).
Methylated DNA in the promoter regions recruits HDACs in addition to other repressor proteins,
which act in concert to inhibit transcription initiation (66). Furthermore, DNA methylation may over-
ride any amount of deacetylation inhibition (67). It has long been known that cancer cells are charac-
terized by genome-wide hypomethylation and promoter-specific hypermethylation (reviewed in ref.
65). In malignant prostate cancer cells, the most widely reported methylated gene is the GSTPi gene
(68). Because of such a cancer promoter-specific methylation, DNA methylation apparently seems to
be an attractive therapeutic target. However, known demethylating drugs cannot control the chromo-
somal site of demethylation. In vitro studies have demonstrated substantial genome-wide demethyla-
tion in mice carrying a hypomorphic DNMT1 allele, which reduces DNMT1 expression to 10% of
wild-type levels (69). These mice developed aggressive T-cell lymphoma. Hence, caution must be
exercised in using drugs that alter methylation status.

The most commonly used DNMT Is are 5-azacytidine (5AC), a cell-cycle specific ring analog of
the pyrimidine nucleoside cytosine, and its deoxynucleotide analog, 5-aza-2-deoxycytidine (DAC),
also known as decitabine. Besides 5AC and DAC, Zebularine (70), Procainamide (71), and EGCG
(72) have been evaluated for their DNMT inhibitory potential in preclinical studies. Procainamide
was used in a mouse xenograft model of prostate cancer and shown to inhibit growth of the xenograft
with concomitant reexpression of the silenced GSTPi gene (73). Treatment of human esophageal
cancer KYSE 510 cells with 5 to 50 μM of EGCG for 12 to 144 hours caused a concentration- and
time-dependent reversal of hypermethylation of p16 (ink4a), RARβ, MGMT, and hMLH1 genes,
as determined by the appearance of the unmethylated specific bands in PCR. A combination of
DNMTIs and HDAC Is caused a synergistic reduction in murine lung cancer (74).

The first experimental evidence for a role for DNA modification in differentiation was shown by
Jones and Taylor in 1980 (75). Cytidine analogs containing an altered 5 position perturbed previ-
ously established methylation patterns to yield new cellular phenotypes in cultured mouse embryo
cells. In contrast, nucleoside analogs without this modification either did not induce or were poor
inducers of muscle cell differentiation and poor inhibitors of DNA methylation. Before that discov-
ery, 5AC had been tested in clinical trials and demonstrated to have consistent antitumor activity in
patients with acute myelogenous leukemia resistant to previous treatment by mechanisms other than
its demethylating or differentiating properties (76) (summarized in Table 2). However, there were
setbacks; an early European Organization for Research and Therapy of Cancer (EORTC) trial, for
example, failed in causing any response in patients when using DNMT Is (77). Because of the
cytoxicity associated with high doses of this drug, interest in this therapy declined. It was only later,
when its DNMT inhibitory potential was discovered, that renewed interest led to additional clinical
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trials. Similar to HDACIs, DNMT Is have shown greater efficacy in treating blood cancers than solid
cancers. In fact, 5AC was approved by the FDA in 2004 to treat myelodysplastic syndrome. Investi-
gators in prostate cancer may learn from studies led by Silverman et al. (78,79) at Mt. Sinai and the
Cancer and Leukemia Group B (CALGB) study using lower doses of 5AC, initially intravenously
and subsequently subcutaneously, to arrive at the most effective schedule (summarized in Table 2).
Our prostate cancer program has recently completed a Phase I study of 5AC in patients with refrac-
tory solid tumors across a range of doses. Although no tumor responses were seen in the 27 patients
treated, inhibition of DNMT activity was noted in a subset of patients (80).

6. HISTONE DEACETYLASE INHIBITORS

A number of HDACIs are now known to selectively block the catalytic site of class I and II
HDACs, leading to maintenance of acetylation of target sites. Research on hydroxamic acid based
HDACIs has identified structural features common to most HDACI that are responsible for their
inhibitory function on HDACs (81) (Fig. 3). Treatment of cancer cells with HDACIs upregulates as
well as downregulates a variety of genes, leading to growth arrest, differentiation, and apoptosis.
Several mechanisms have been identified to explain these effects.

6.1. Classes of HDACIs
The microbial toxin Trichostatin A (TSA) was an early compound that was identified to possess

HDAC inhibitory activity. After establishing its efficacy as an HDACI, TSA was used to model other
HDACIs (Table 3), such as suberoylanilide hydroxamic acid (SAHA) and m-carboxycinnamic acid
bis-hydroxamide (CBHA; Memorial Sloan-Kettering Cancer Center) (82), which, in turn, served as a
template for PXD-101 (Prolifix Ltd/CuraGen Corp;) and LAQ-824 (Novartis AG). Another natural
compound to be discovered as a noncompetitive inhibitor of HDAC was sodium butyrate (SB) (83).
Similar to other HDACIs of the same structural type, the clinical relevance of SB was limited by its
short half-life and low potency. However, several improved derivatives of SB were later characterized
and screened, including the drugs phenyl butyrate (PB) (Table 3), phenyl acetate (which is the
β-oxidation product of PB in vivo), valproic acid, and AN-9 (pivaloyloxymethyl butyrate, Titan
Pharmaceuticals Inc.) (Table 3), the prodrug form of butanoic acid (84).

The rate of development of newer HDACIs has greatly increased since the elucidation of the
HDACI–HDAC interaction (81). The ability of HDACIs to chelate zinc bound to the active site of
the HDAC seemed to be crucial to maximum inhibitory activity, as exemplified by the general struc-
ture illustrated in Fig. 3, which is based on SAHA. This explains why HDACIs, such as the aliphatic
acids, which lack a zinc-binding moiety, required higher concentrations (millimolar) of drug for
activity compared with the nanomolar quantities of drugs of the hydroxamic acid type. Because of
this research, a novel class of HDACIs with a Zn2+-chelating motif tethered to short-chain fatty acids
has been synthesized (85).

Cyclic peptides, such as FK-228 (National Cancer Institute/Gloucester Pharmaceuticals Inc.)
(Table 3), which do not possess the characteristic structure outlined in Fig. 3, also actively inhibit
HDAC at nanomolar concentrations. Research conducted by Furumai et al. helped to decipher the
mechanism of action of such compounds (86). Cellular reducing activity converts FK-228 to its active,
reduced form (redFK), which possesses a functional sulfhydryl group capable of interacting with the
zinc in the active-site pocket of HDACs. Because FK-228 is more stable than redFK in medium and
serum, FK-228 may be the natural prodrug activated after incorporation into the cells. Newer HDACIs
that are being developed more recently belong to the class of electrophilic ketones and include vari-
ous trifluoromethyl ketones and α-ketoamides and active at micromolar concentrations (87,88). Spe-
cial attention should also be given to the emergence of HDAC-specific HDACIs, such as Tubacin, an
HDAC6-specific HDACI (89), and MGCD0103, an HDAC1- to HDAC3-specific HDACI.
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6.1.1. Mechanisms of Action
By changing the acetylation status of histone tails, HDACIs modify the histone code leading to

changes in gene expression (34). By accumulating acetylated histones, HDACIs relax chromatin
structure enhancing the accessibility of the transcription machinery to DNA, and leading to increased
transcription (26). The accumulation of acetylated histones may also affect cell cycle progression. By
inhibition of chromatin separation, the ability of tumor cells to undergo mitosis is altered (90). Addi-
tionally, HDACIs specifically affect the cell cycle of tumor cells by targeting cells with deficient cell
cycle checkpoint controls, causing apoptosis (91). Generation of reactive oxygen species (ROS) also
plays a role in HDACI-induced cell death. In a study published in 2005, Ruefli et al. showed that
SAHA-induced Bid cleavage and disruption of the mitochondrial membrane lead to cell death in the
absence of activation of key caspases (92). Recent work by Xu et al. suggests that antitumor effects
of SAHA in treated cancer cells is achieved in part by induction of polyploidy followed by senes-
cence (93).

6.2. The Cellular and Biological Effects of HDACIs
HDACIs demonstrate pleiotropic effects on cells in culture or in vivo. The reasons behind this are

multifactorial and include cell type, dose, and duration of treatment with HDACIs, and whether used
alone or in combination with other agents.

6.3. Activity In Vitro of HDACIs
TSA was evaluated for its biological activity in a variety of mammalian cell lines, and was

demonstrated to prolong the half-life of acetylated histones in mouse mammary gland tumor cells
(94). Pulse–chase experiments revealed that histone hyperacetylation induced by TSA was not
caused by increased acetylation but was a result of decreased deacetylation of histones. Many
mammalian cell lines have since been investigated for their sensitivity to various HDACIs.
Examples include differentiation by TSA in breast cancer cell lines (95), apoptosis in endometrial
cancer cell lines (96) and hepatoma cells (97), and apoptosis of neuroblastoma cell lines by CBHA
either administered alone or in combination with retinoic acid (98). Without testing its ability to
act as an HDACI, Carducci et al. demonstrated the pro-apoptotic effect of PB on prostate cancer
cell lines (99). Later, Butler et al. demonstrated the antiproliferative effect of SAHA on prostate
cancer cell lines and simultaneously demonstrated the HDACI activity by detecting the presence of
acetylated histones (100).

6.3.1. Cell Cycle Effects
HDACIs arrest growth in different phases of the cell cycle in different cell lines (101). All

HDACIs, with the exception of tubacin, exert a dose-dependent effect on growth arrest in G1 (89).
The arrest is mediated by the p53-independent induction of p21CIP1/WAF1 (102,103), loss of activity of
Cdks (104) and transcriptional inactivation of the enzymes CTP synthase and thymidylate synthetase,
which are responsible for DNA synthesis in the S phase (45). G2 arrest has been detected in compara-
tively fewer cell lines and requires a higher dose of HDACIs compared with G1 arrest (104,105).
However, higher doses of HDACIs induce apoptosis of cancer cells. Research by Qiu et al. and
Warrener et al. emphasized this dilemma by highlighting the role of checkpoints in cell cycle pro-
gression (91,101). Cells exhibiting an intact G2 checkpoint were growth-arrested on treatment with
HDACIs, whereas cells possessing a defective G2 checkpoint undergo apoptosis within hours of
mitotic exit (91).

6.3.2. Induction of Apoptosis
Treatment of cells with HDACIs can induce or repress genes to cause cell cycle arrest. HDACIs

can also increase expression of pro-apoptotic genes, such as Bak, Bax, CD95, CD95 ligand, gel-
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solin, p53, GADD45-β, DRAK1, Apaf-1, DFF45-α, caspase-9, caspase-8, caspase-3, Bim, Bid, and
Bad, and decrease expression of anti-apoptotic genes, including Bcl-2, Bcl-xL, c-FLIP, survivin,
XIAP, Mcl-1, and NF-κB (106–113). Apoptosis, mediated by varied pathways, was induced in
many cell lines treated with HDACIs as a function of dose and duration of incubation. In U937
human leukemia cells, SAHA induced differentiation at low doses (less than micromolar), but, at
higher doses, the drug caused apoptosis by triggering mitochondrial injury (103). The apoptotic
effect of HDACIs is also cell line specific, as demonstrated by the analysis of a large panel of
HDACI-sensitive cell lines, in which selected cell lines required up to 10-fold lower concentra-
tions of HDACIs to achieve apoptosis (105). Cancer cells were revealed to be 10-fold more sensi-
tive to hydroxamates than normal fibroblasts, possibly because of the loss of the G2 checkpoint, a
feature exploited by HDACIs to selectively kill proliferating and nonproliferating tumor cells but
not normal cells (114).

Recently, apoptosis has been reported to be induced by generation of ROS by various HDACIs
(reviewed in ref. 115). ROS production leads to activation of the caspase cascade and degradation of
critical proteins such as p21CIP1/WAF1, p27KIP, Bcl-2, and pRb. Proof of this was established by admin-
istration of the free radical scavenger L-N-acetylcysteine, which blocked MS-275 (Schering AG)-
mediated mitochondrial injury and apoptosis (116). In acute T-cell leukemic cell lines, SAHA induced
a cell-death pathway acting via cleavage of Bid and production of ROS (92). Conversely, SB, which
induces apoptosis independently of ROS generation or activation of the extrinsic pathway, prompted
degradation of the anti-apoptotic proteins Bcl-2 and p21CIP1/WAF1 in human leukemia cell lines (117).
Induction of p21CIP1/WAF1 was also observed in breast cancer cell lines co-treated with SB and tumor
necrosis factor-α, tumor necrosis factor-related apoptosis inducing ligand, or an antibody to FAS
agonist (118).

6.3.3. Gene Expression Affected by HDAC Inhibition
Gene expression profiles of T24 bladder and MDA breast carcinoma cells treated with TSA or

other HDACIs were studied to define a common set of genes that are induced or repressed by HDAC
inhibition (119). Examples of genes induced and repressed are provided in Table 4. Data from our
own laboratory confirm that prostate cancer cell lines treated with HDACIs show comparable gene
expression patterns (data not published).

6.3.4. Acetylation of Nonhistone Proteins
Phylogenetic studies have proven that the evolution of HDACs predates the evolution of histones,

indicating that there are nonhistone substrates of HDACs (40). p53 is one example of a nonhistone
protein that is maintained in the acetylated state by HDACIs (120,121). Other examples include the
transcriptional repressor Bcl-6 (122), the 90-kDa heat shock protein (Hsp90) (123), and tubulin (89).
Hyperacetylation of Ku70 protein on treatment with HDACIs results in release of Bax, which may
provide one of the underlying mechanisms behind apoptosis (124).

6.4. Activity In Vivo
The antitumor activity of HDACIs was demonstrated in several in vivo models of cancer, includ-

ing human xenografts. Significant reduction in tumor volume of breast cancer xenografts and lung
metastasis was observed in animals treated with valproic acid (125). MS-275, pyroxamide (Aton
Phama/National Cancer Institute), and SAHA have also exhibited antitumor activity in many cancer
cell lines in vivo (100,126). In addition to their role in direct growth arrest, death, and differentiation
of tumor cells in vivo, HDACIs act as chemopreventive agents to inhibit tumor growth by preventing
neovascularization of the tumor, thus, exerting an anti-angiogenesis function. TSA, SAHA, FK-228,
and LAQ-824 have all demonstrated an anti-angiogenic effect in vivo (127–129), and, recently, the
chemopreventive sulforaphane has also indicated HDACI activity (130).
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6.4.1. Histone Acetylation
With the exception of the small molecule, tubacin, all known HDACIs maintain histones in the

acetylated state (89). For example, hyperacetylated histone H4 was detected in peripheral blood
mononuclear cells at 1 hour and 2 hours after a single injection of PXD-101 in tumor-bearing mice
(131). In another example, xenografts from mice treated with pyroxamide displayed increased levels
of histone acetylation and increased expression of the cell cycle regulator p21CIP1/WAF1 compared
with tumors from vehicle-treated control animals (132).

7. HAT REGULATION: THE OTHER SIDE OF ACETYLATION

During the past years, substantial progress has been made in the field of HDACIs, but less research
has been performed in the field of HAT inhibitors. Several papers, however, have established a direct
relationship between HAT activity and the development or progression of disease (133). As men-
tioned earlier, because CBP and p300 are available in limited concentrations in the cell, competition
for them between different transcription factors can facilitate integration of several signaling and
transcription response pathways.

7.1. Gain of p300/CBP and HAT Inhibitors
As a result of fusion to other proteins, HATs can become oncogenic. These gain-of-function muta-

tions presumably increase proliferation by inappropriately enhancing activation of certain transcrip-
tion pathways. MOZ, a putative HAT, has been described in acute myeloid leukemia (AML) to be
fused with at least two different gene products: CREB-binding protein (CBP) (57) and TIF2, a nuclear
receptor coactivator (134), causing gain-of-function. Furthermore, the fusion of mixed-lineage leuke-
mia (MLL), a homeotic regulator with CBP in patients with therapy-related AML, myelodysplastic
syndrome, and chronic myelogenous leukemia (CML), and the fusion of MLL with p300 in patients
with AML, suggests an important (oncogenic) role for these gain-of-function mutations. Initially,
HAT inhibitors were synthesized as mechanistic tool for research focused on the identification of
functional effects of protein acetylation in specific pathways (135).

Table 4
Genes Induced or Repressed by HDACIs a

Induced genes Repressed genes

• p21CIP1/WAF1 (102), and p27KIP1 (178) • Thymidylate synthetase (119)
• Retinoic acid receptor-β (RARβ) (179) • CTP synthetase (119)
• Estrogen receptor (180) • Genes controlled by signal transducer and
• TRAIL cell surface death receptors: activator of transcription-5 (STAT5) (181)

TRAIL-R1/DR4 and TRAIL-R2/DR5 (111) • Bcr–Abl fusion gene (182,183)
• Semaphorin III, a vascular endothelial cell growth • VEGF receptors VEGFR-1 and VEGFR-2, and

factor (VEGF) competitor (127) neuropilin-1 (127,129)
• α-Fucosidase (119) • Inactivation of the heat shock protein-90 (Hsp90)
• Histone H2B (119) molecular chaperone leading to mutant and wild-
• α-Tubulin (119) type androgen receptor depletion; also, other
• Glutaredoxin (119) Hsp90 client proteins, HER-2 (ErbB2), Akt/PKB,
• Metallothionein 1L (119) and Raf-1 (184)

• Lipopolysaccharide (LPS)-induced inflammatory
cytokines TNF-α, interleukin (IL)-1β, IL-6, and
interferon (IFN)-γ (185)

a HDACI, histone deacetylase inhibitors; TRAIL, tumor necrosis factor-related apoptosis inducing ligand.
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Lys-CoA, a conjugate of the amino acid lysine and Coenzyme A, specifically blocks the HAT
activity of p300. Although Lys-CoA has been intensively used for transcription studies in vitro and in
vivo, the use of microinjection or cell permeabilizing agents is necessary because Lys-CoA is not
easily taken up by cells in cell culture conditions. The same holds true for H3-CoA-20, a p300/CBP
associated factor (PCAF)-specific inhibitor of the same class (136), and anacardic acid (AA), the first
naturally occurring HAT inhibitor. AA was isolated from cashew nut shell liquid, which inhibits
HAT activity from both p300 and PCAF very effectively (137). Their inability to penetrate the cell
membrane makes them unsuitable for future use in animal models and humans. Recognizing the
importance of HAT inhibitors in a clinical setting, the first cell-permeable HAT inhibitor, garcinol,
was reported by Balasubramanyam et al. in 2004. Garcinol is a polyisoprenylated benzophenone
derived from Garcinia indica fruit rind and is a potent inhibitor of both p300 and PCAF HATs
in vitro and in vivo. Treatment of HeLa cells with garcinol was shown to inhibit activated histone
acetylation, induce apoptosis, and downregulate gene expression of protooncogenes (138). However,
the effect of garcinol in normal (untransformed) cells and other cancer types remains to be elucidated.

7.2. Loss of p300/CBP and HAT Activators
In addition to functioning as oncogenes, p300, as well as CBP, have been shown to be potent

tumor suppressor genes. Mice heterozygous for loss of CBP have been shown to develop tumors.
Consistent with these data, Rubenstein-Taybi syndrome patients lacking one functional allele of CBP
show a predisposition to cancer (139). Interestingly, mice heterozygous for loss of p300 have not
been shown to develop tumors. Despite this lack of direct evidence for p300 acting as a tumor sup-
pressor gene, heterozygosity studies show p300 involvement in a number of different cancer types in
humans. Analysis of colorectal, gastric, and epithelial cancer samples, for instance, shows missense
mutations as well as deletion mutations in the p300 gene (140), and it has been found that colorectal
tumors as well as 80% of glioblastomas are associated with a loss of heterozygosity of the p300 gene.
In 10 of 193 tumor samples and cancer cell lines (breast, colorectal, ovarian, lung, pancreatic cancer,
and glioma), Gayther et al. identified truncation mutations, insertions, and missense mutations of
p300 with or without inactivation or deletion of the second allele. Although their study indicates that
p300 mutations are relatively rare, they do support the idea that loss of p300 activity contributes to
tumor development because the nature of the p300 mutations suggests that most of the mutations
would clearly lead to a loss of function (141). From that perspective, it would be interesting to use a
HAT activator to study its effect on p300 function. Little has been published on HAT activators,
especially in the context of cancer. By using the HAT inhibitor, AA, Balasubramanyam et al. synthe-
sized the first small molecule HAT activator, CTPB. However, just like AA, cells are poorly perme-
able to CTPB (138). It remains to be seen, in vitro and in vivo, whether HAT activators can serve as
potential anticancer agents. The implications of small molecule activators and inhibitors of HATs in
chromatin therapy was reviewed in 2004 by Varier et al. (142).

8. HDACIS IN CLINICAL TRIALS

During the last 5 years, more than 20 HDACIs have been investigated in cancer clinical trials,
either alone or in combination with other agents. Table 5 presents a brief summary of some selected
clinical trials.

8.1. Clinical Toxicity and Antitumor Activity
Dose-limiting clinical toxicities and reported antitumor responses have been noted in Phase I and

II clinical trials for the limited number of structurally varied HDACIs that have entered clinical
testing. Short-chain fatty acids, such as phenylbutyrate, show a dose-limiting toxicity of somnolence
and confusion when administered using prolonged intravenous infusion. This neurotoxicity has not
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been reported for the benzamide or hydroxamate HDACIs or for the carboxylate prodrug AN-9.
Despite thrombocytopenia being a dose-limiting toxicity for both CI-994 and depsipeptide, evidence
for antitumor clinical activity on oral daily dosing of CI-994 has been noted in patients with several
epithelial types of advanced solid malignancies (including non-small cell lung cancer, renal cell
carcinoma, and bladder cancer). Likewise, two Phase I trials of depsipeptide have suggested that
patients with T cell leukemia or lymphoma, as well as other occasional cases of refractory malignan-
cies, may achieve clinical benefit from this HDACI. Unfortunately, depsipeptide has been reported to
be associated with a significant incidence of cardiac dysrhythmias and nonspecific EKG abnormali-
ties. In some patients, the hydroxamates LAQ824 and LBH-589 have also demonstrated some EKG
changes. Fatigue was commonly observed with SAHA treatment but was not dose limiting, and was
similar to that previously reported for depsipeptide. Importantly, many patients with solid cancers
showed some degree of clinical improvement.

8.2. Pharmacokinetics and Pharmacodynamics
Because of the reversible nature of epigenetic modifications, and assuming these to be the key

determinants of tumor growth, inhibition of intracellular HDAC activity or demethylation commonly
will require continuous drug exposure to achieve maximal tumor cytostasis or apoptosis and clinical
response. Rapid clearance, a high degree of protein binding, rapid metabolism, or rapid inactivation
of reactive functional groups (i.e., epoxy groups) are factors that can adversely affect HDACI
bioavailability and antitumor activity. Most HDACIs are rapidly metabolized in rodents and dogs.
With a few exceptions, for example, LBH-589A (Novartis AG; t1/2, 15 to 20 hours) (143) and MS-
275 (t1/2, 100 hours) (144,145), reported half-lives for HDACIs are a maximum of 1 hour in humans.
This short half-life poses a significant limitation to the design of both in vivo studies and clinical
trials with HDACIs. In particular, butyrate and phenylbutyrate degraded rapidly after intravenous
administration, requiring doses of at least 400 mg/kg/d to be administered as a continuous intrave-
nous infusion for 120 hours (repeated every 21 days) in certain clinical trials (146,147).

Most phase I trials continue to focus on the pharmacokinetics of different HDACIs. In case of
drugs with a shorter half-life, continuous dosing may be required. However, continuous dosing is not
always desirable. Therefore, drugs available as oral formulations, such as valproic acid and SAHA,
are potentially more attractive candidates. In the case of valproic acid, the well-investigated neurop-
sychiatric drug with a pharmacokinetic profile including a T1/2 of approx 14 hours (148) at therapeu-
tically tolerated doses, effective plasma concentrations are achievable in the 0.5 to 0.75 mM range.
The drug is conveniently bioavailable in an oral formulation. Trials on prostate cancer and other
malignancies with this drug have been guided by this preexisting knowledge.

8.3. Biomarkers of Evaluation
Because of the differentiating properties of epigenetic modifiers, the conventional marker of evalu-

ation, prostate-specific antigen, is often upregulated even when tumor burden is reduced (146). Hence,
prostate-specific antigen cannot be used as a marker of disease prognosis when using differentiating
agents. To date, acetylation of histones in peripheral blood mononuclear cells is relied upon as a
marker of exposure to HDACI in both blood and solid cancers. As markers of effect in blood cancers,
acetylation and upregulation of p21 is a vital end point of drug activity but not of antitumor response.
To avoid biopsies, and in the absence of validated biomarkers of effect in surrogate tissue, evaluating
acetylated histones in solid tumors has led to difficulty in trial design. However, many novel designs
for evaluating patient and tumor response to HDACI are currently underway. These designs include
treating patient populations with HDACIs in the window period before surgery (for example, before
prostatectomy) and evaluating biomarkers of drug activity in postsurgery samples. Similarly, in the
case of DNMTIs, the frequency of methylation markers, such as GSTPi, RASSF1A, CDH1, and
EDNRB1, which are frequently methylated in prostate cancer (149,150), may be evaluated. However,
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it is still not known whether decreases in methylation of these genes or others have independent
prognostic significance.

9. COMBINATION STUDIES WITH HDACIS

HDACIs have been combined with an array of chemically and structurally diverse compounds. In
some cases, the combination was supported by a rationale, and, in other cases, the mechanism under-
lying the synergistic activity of the combination was analyzed after experimentation. A summary of
selected preclinical combination studies is provided in Table 6. Many of these preclinical observa-
tions have now moved forward to phase I clinical trials.

10. CONCLUSION

Several small molecules are now being considered for phase I/II clinical trials in prostate cancer
because in vitro studies have shown tumor sensitivity to induction of differentiation. Selective oxida-
tion/reduction-dependent inhibitors of 5-lipoxygenase were shown to prevent PC3 prostate can-
cer cells from proliferating and induced limited differentiation followed by apoptosis (151). AN-7,
another prodrug of butyric acid, induced histone hyperacetylation and differentiation and inhibited
proliferation of human prostate 22Rv1 cancer cells in vitro and in vivo. In nude mice implanted with
these cells, 50 mg/kg AN-7 administered orally thrice a week led to inhibition of tumor growth and
metastasis, tumor regression in greater than 25% of animals, and increased survival (152). In another
study, the in vivo efficacy of the orally available tributyrin against PC3 and TSU-Pr1 was compared
with SB, and found to be equally efficacious (153).

HDACIs demonstrate pleiotropic effects by altering transcriptional status and preventing/inhibit-
ing proliferation of tumor cells. Studies have shown synergistic gene reexpression and antiprolifera-
tive effects if HDACIs are combined with other agents. The pleiotropy arises from the variety of
HDAC substrates, many of which are still unknown. The name “histone” deacetylase inhibitors may
be misleading, because many “nonhistone” substrates have been identified for HDACs. In the clinic,
HDACIs are competing with conventional chemotherapeutic drugs, and are favorable because of
their low toxicities. Further analysis into the common pathways of conventional drugs and HDACIs,
the significance of individual HDACs and their isoforms, and other substrates of HDACs will reveal
the mechanisms behind the success of HDACIs in the clinic. Currently, studies on the mechanisms of
action of HDACIs are ongoing, and the next few years should see a continued increase in the number
of HDACIs under investigation in clinical trials.
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Summary

Hormone-refractory prostate cancer (HRPC), defined as progression of disease in the setting castrate
testosterone levels, is associated with significant morbidity and a dismal prognosis. Historically, the paradigm
for treatment of HRPC focused on palliation because of the lack of available therapies that improved survival.
The taxanes, chemotherapeutic agents that stabilize microtubules, thereby preventing further cell division, dem-
onstrated efficacy in the treatment of HRPC in phase I and phase II studies. In addition, taxane-based therapies
palliated disease complications with minimal toxicity. Two randomized studies, SWOG 9916 and TAX 327, were
the first trials to establish the survival benefit of docetaxel for men with progressive HRPC. As the literature
describing the benefit of taxane-based chemotherapy for metastatic disease has grown, the role of these therapies
for neoadjuvant and adjuvant treatment of high-risk localized disease are being investigated. The future of taxane-
based treatment lies in combination strategies with biological and targeted therapy, including agents targeting
angiogenesis, the endothelin receptor, and other signal pathways to help overcome drug resistance and improve
clinical outcomes for patients with HRPC.

Key Words: Chemotherapy; docetaxel; estramustine; paclitaxel; palliation; resistance; survival; taxane.

1. INTRODUCTION

The second most common malignancy causing death in men in the United States is prostate
cancer. In 2005, 1 in 6 men (more than 230,000 men) will be diagnosed with prostate cancer, and, in
the United States, 30,350 men will die of the disease (1). The incidence of prostate cancer rapidly
increases with age (from approximately 30% in men older than 50 years to 80% by age 80 years) and
the increasing life expectancy of men will result in an increasing number of diagnoses in the new
millennium (2).

With the advent of prostate-specific antigen (PSA) screening, the majority of newly diagnosed
men with prostate cancer present with localized disease and are candidates for definitive therapies,
such as surgery or radiation (3). Despite undergoing therapy for localized disease, a subset of patients
will have a high risk of failure as measured by biochemical recurrence or development of metastatic
disease after localized therapy. The 10-year actuarial likelihood of biochemical disease recurrence
after radical prostatectomy and radiation therapy is approx 25% (4–6). Although definitions for this
high-risk subgroup vary, adverse risk factors include Gleason’s scores of 8 to 10 on prostatic biopsy,
clinical stage T3 or T4 disease, positive lymph nodes, and PSA levels greater than 20 ng/mL at
presentation (7).

Surgical or medical androgen ablation is the mainstay of therapy for those patients who ulti-
mately develop osseous or visceral metastasis or who, less commonly, have advanced disease at
presentation. Although androgen ablation is a highly effective therapy for advanced hormone-sensi-
tive prostate cancer and is associated with rapid and dramatic responses, almost inevitably the dis-
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ease progresses to a hormone-refractory state. Men with hormone-refractory prostate cancer (HRPC),
defined as progression of disease in the face of castrate testosterone levels, historically have a dismal
prognosis, with median survival times of 9 to 12 months (8). In addition, the morbidity associated
with hormone-refractory disease is significant and can include bone disease leading to spinal cord
compression, fractures, pain, cachexia, anemia, and, ultimately, death.

The management of HRPC in the past has been limited to palliation of symptoms because of a lack
of effective treatments. Anti-androgen withdrawal and second-line hormonal therapies, such as cor-
ticosteroids, ketoconazole, or estrogen-based agents only achieve transient responses, with a median
duration of 3 to 4 months, and no demonstrable survival benefit. Historically, chemotherapy for
advanced prostate cancer was viewed as toxic and ineffective. Until recently, HRPC had been con-
sidered a chemotherapy-resistant disease with no randomized study demonstrating a survival of che-
motherapy (9,10). The combination of mitoxantrone–prednisone was approved by the Food and Drug
Administration (FDA) based on palliation of bone pain; three randomized trial also demonstrated
modest improvements in time to progression when mitoxantrone combined with corticosteroids was
compared with corticosteroids alone (11–13). Two randomized studies, demonstrating that docetaxel-
based chemotherapy improves survival in men with HRPC, have shifted the paradigm of chemo-
therapy from palliation to survival. This review covers the role of taxane-based chemotherapy for
different stages of prostate cancer, mechanisms of resistance, and future directions.

2. PRECLINICAL RATIONALE FOR TAXANE-BASED CHEMOTHERAPY

2.1. Rationale for Taxanes
Chemotherapy resistance in prostatic cancer cells is likely multifactorial and may be caused by the

lower rates of cycling fraction of these cells and patterns of expression of oncogenes. The bcl-2 gene
family is a class of oncogenes necessary for apoptosis regulation at the level of the mitochondria.
Protein derivatives from this family include cell death agonists, such as Bax, or anti-apoptotic pro-
teins, such as Bcl-2. Apoptotic signaling from antiprostate cancer treatments (e.g., androgen with-
drawal, chemotherapy, or radiation) can result in the release of cytochrome-c into the cytoplasm
through mitochondrial membrane changes initiated by the formation of Bax–Bax complexes. Down-
stream proteolytic caspases, enzymes that mediate cell death, are activated by the binding of cyto-
chrome-c with Apaf-1 in the cytoplasm. Bcl-2 is a cell death antagonist, preventing apoptotic cell
death by binding with Bax, thereby preventing release of cytochrome-c and initiation of the apoptotic
cascade. Phosphorylation of Bcl-2 abrogates its anti-apoptotic activity. The balance between cell
death antagonists and agonists of the Bcl-2 family of proteins regulates how prostatic cancer cells
respond to external stimuli (14–16).

Resistance of prostate cancer cells to cytotoxic treatment has been correlated with overexpression
of bcl-2. Bcl-2 expression is increased in clinical biopsy specimens from men with metastatic, andro-
gen-independent disease (8,17–19). In addition, experimental studies have reported that overexpres-
sion of bcl-2 is associated with development of androgen independence and treatment resistence
(20,21). For example, there is marked resistance of Dunning-G rat prostate cell lines transfected with
bcl-2 to chemotherapy, as compared with control cell lines (22).

Because bcl-2 overexpression has been correlated with progression to advanced disease states and
is associated with the development of resistance, agents that interfere with bcl-2 regulated pathways
may improve outcomes. Taxanes are a class of agents that can induce changes in bcl-2. Paclitaxel has
been shown to induce apoptosis in PC-3 prostate cancer cells through phosporylation of Bcl-2 (23).
Docetaxel has an approx 100-fold higher potency than paclitaxel in inhibiting anti-apoptotic activity
of Bcl-2 through phosphorylation (8,23). Taxanes are also theoretically appealing antiprostate cancer
agents, because they interfere in the cell cycle with both mitotic and antimitotic effects, and they may
have better efficacy than other agents in HRPC because of the inherent low rate of cell cycling in this
disease.
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2.2. Rationale for Estramustine
The approval of estramustine phosphate for HRPC by the Food and Drug administration for HRPC

preceded docetaxel by longer than 20 years. This synthetic conjugate of estradiol and nitrogen mus-
tard disrupts the cytoplasmic microtubule apparatus by binding to tubulin and related proteins (24,25).
In addition, estramustine inhibits nuclear matrix assembly and p-glycoprotein-controlled drug efflux
(26,27). Modest single-agent activity has been demonstrated in HRPC when estramustine is adminis-
tered orally at total doses of 14 mg/kg/d, with PSA declines of greater than 50% observed in 19% of
patients (28). This response rate is tempered by an adverse side effect profile, of gastro-
intestinal distress and thromboembolism. In vitro studies demonstrated that if estramustine was com-
bined with other agents that destabilize or stabilize the microtubule apparatus or nuclear matrix, such
as vinblastine, paclitaxel, docetaxel, and etoposide, greater than additive or synergistic cytotoxicity
was noted in human prostate cancer cell lines (29,30). Clinical evidence of synergistic effects were
seen in early phase II studies combining estramustine phophatase with oral etoposide; only 2 of 22
patients demonstrated a response to oral etoposide (VP-16) as a single agent (31), whereas the com-
bination of estramustine and oral etoposide demonstrated PSA declines of greater than 50% in 50%
of patients (32). A randomized trial comparing single-agent vinblastine to the estramustine plus vin-
blastine combination suggested an improved survival with the combination (33).

3. PRELIMINARY STUDIES OF TAXANE-BASED THERAPIES
3.1. Single-Agent Paclitaxel

Single-agent paclitaxel has been evaluated for treatment of men with HRPC. In one phase II trial,
paclitaxel was administered as a 24-hour continuous infusion at 135 mg/m2 every 21 days to men
with measurable disease (34). One of 23 patients in this study achieved a 50% decline in PSA level
and an objective partial response. However, the median survival was only 9 months. The weekly
administration of single-agent paclitaxel was administered to 18 patients in a phase II trial of The
Eastern Cooperative Oncology Group (ECOG) at 150 mg/m2 for 6 weeks of an 8-week cycle (35).
Of the 18 patients treated (all of whom had measurable disease at trial entry), 4 achieved a major
response and 39% of patients had a PSA decline of at least 50%. Of note, toxicities in the two phase
II trials were considerably different, which can be attributed to the different modes of administra-
tion. Although myelosuppression was common with the 24-hour infusion (administered every 3
weeks), peripheral neurotoxicity was the major high-grade toxicity with the weekly 1-hour infusion.

3.2. Single-Agent Docetaxel
A number of trials have been completed with single-agent docetaxel in HRPC using weekly and

every 3 weeks schedules (Table 1). Docetaxel at 75 mg/m2 every 3 weeks was associated with a
greater than 50% decline of PSA level in 38% and 46% of patients treated in two separate phase II
studies (36,37). Objective partial responses were observed in 17% and 28% of patients with measur-
able disease in these studies. Weekly docetaxel seemed to have similar activity to weekly paclitaxel
with PSA declines of greater than 50% ranging between 20% and 46%, and median survivals between
9 and 14 months (38–40).

Toxicities were predominantly myelosuppression and fatigue when docetaxel was administered
every 3 weeks. In a phase II study by Friedland et al. evaluating docetaxel in the every 3 week
schedule (37), grade 3 or 4 neutropenia was observed in 86% of patients treated. Myelosuppression
was less frequent in the weekly regimen of docetaxel as compared with the 3-week regimen.

3.3. Taxane Plus Estramustine Combinations
Results of single-agent trials of taxanes and estramustine in HRPC supported the investigation of

the combination of taxane plus estramustine. Results of early phase studies evaluating taxane and
estramustine combinations are summarized in Tables 2 and 3.
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Table 1
Summary of Single-Agent Docetaxel-Based Treatment of HRPC a

No. of �50% PSA Measurable disease Median overall
Reference patients Treatment decline (%) response (%) survival (mo)

Picus et al. (36) 35 D 75 mg/m2 q 3 wk 45 28 20

Beer et al. (38) 25 D 36 mg/m2 q wk � 6; 46 40 10
rest 2 wk

Berry et al. (39) 61 D 36 mg/m2 q wk � 6; 41 33      9.4
rest 2 wk

Friedland et al. (37) 16 D 75 mg/m2 q 3 wk 38 17 NR

Gravis et al. (40) 15 D 35 mg/m2 q wk � 6; 58 NR NR
rest 2 wk

a HRPC, hormone-refractory prostate cancer; PSA, prostate-specific antigen; D, docetaxel; q, every; NR, not reported.

3.3.1. Paclitaxel Plus Estramustine
A phase I study combined oral estramustine at 600 mg/m2 per day with paclitaxel as an infusion

during 96 hours in patients with advanced solid tumors (41). Myelosuppression prevented dose esca-
lation of paclitaxel to greater than 120 mg/m2. Responses were described for prostate cancer and
esophageal cancer. The paclitaxel plus estramustine doublet has been evaluated in several phase II
studies. In the first phase II trial reported, paclitaxel at 120 mg/m2 administered by continuous infu-
sion during 96 hours every 3 weeks, in combination with continuous oral estramustine was associated
with a PSA decline of greater than 50% in 53% of patients, and a partial response in 44% of men with
measurable disease (42). Similar PSA levels and objective response rates were found with the combi-
nation of estramustine at 600 mg/m2 per day and paclitaxel at 225 mg/m2 administered during 3 hours
every 3 weeks (43). PSA decline rates of 42% and 62% were found in two phase II studies of weekly
paclitaxel combined with daily oral estramustine (44,45). Other combination regimens of paclitaxel
and estramustine with carboplatin and/or etoposide have been evaluated, with PSA responses ranging
from 65% to 73%, and measurable disease response rates of 45 to 64% (46–48). Toxicity with these
regimens were deemed acceptable, with thromboembolism and neutropenia being most frequently
encountered. Of note, a randomized phase II study suggested improved survival of the combination
of weekly paclitaxel plus estramustine over paclitaxel alone (49).

3.3.2. Docetaxel Plus Estramustine
Phase I studies of docetaxel plus estramustine found significant PSA declines, responses in mea-

surable disease, and palliation of symptoms associated with HRPC, such as bone pain. In a phase I
trial by Petrylak et al. at Columbia Presbyterian Medical Center, men with pretreated androgen-
independent prostate cancer received the combination of estramustine (280 mg orally, thrice daily for
days 1–5) with docetaxel (40 mg/m2 escalated to 80 mg/m2 administered every 3 weeks) (50). Dex-
amethasone was administered at 20 mg for three doses starting the day before docetaxel. At the dose
of 80 mg/m2, myelosuppression was dose limiting. The recommended dose for future phase II evalu-
ations was 70 mg/m2 for minimally pretreated patients and 60 mg/m2 for heavily pretreated patients.
PSA declines were noted at all dose levels, with all seven patients treated at the 70 mg/m2 dose level
experiencing a greater than 50% decline of PSA level. In addition, of the 18 patients with bidimen-
sionally measurable disease, 28% achieved an objective response. Median survival time was 23
months with 68% of patients alive at 1 year. In this phase I study, 8 of 15 patients who entered the
trial using narcotic analgesics were able to discontinue use of these pain medications for a median of
6 weeks.



Taxane-Based Chemotherapy for Prostate Cancer 449

449

T
ab

le
 2

P
h

as
e 

I 
S

tu
d

ie
s 

U
si

n
g 

D
oc

et
ax

el
 a

n
d

 E
st

ra
m

u
st

in
e 

fo
r 

H
R

P
C

a

�
 5

0%
 P

S
A

>
50

%
 tu

m
or

S
ym

pt
om

at
ic

M
ed

ia
n 

ov
er

al
l

R
ec

om
m

en
de

d
R

ef
er

en
ce

N
o.

 o
f 

pa
ti

en
ts

 d
ec

li
ne

 (
%

)
re

du
ct

io
n

im
pr

ov
em

en
t (

%
)

su
rv

iv
al

 (
m

o)
P

ha
se

 I
I 

re
gi

m
en

P
et

ry
la

k
(5

0)
M

P
T

: 2
0

70
28

53
24

D
 7

0 
q 

3 
w

k
E

P
T

:  
12

50
D

 6
0 

q 
3 

w
k

E
 2

80
 m

g 
ti

d,
 d

ay
 1

–5
K

re
is

(5
1)

17
82

N
R

N
R

N
R

D
 7

0 
q 

3 
w

k
E

 1
2 

m
g/

kg
/d

N
at

al
e

(5
2)

18
78

67
86

N
R

D
 3

5 
q 

w
k

E
 2

80
–4

20
 m

g 
ti

d,
 d

ay
 1

–3

a
H

R
P

C
, h

or
m

on
e-

re
fr

ac
to

ry
 p

ro
st

at
e 

ca
nc

er
; 

P
S

A
, p

ro
st

at
e-

sp
ec

if
ic

 a
nt

ig
en

; 
M

P
T

: 
m

in
im

al
 p

re
vi

ou
s 

th
er

ap
y 

(M
P

T
, �

2 
pr

ev
io

us
 c

he
m

ot
he

ra
pi

es
,

�
2 

pr
ev

io
us

 r
ad

ia
ti

on
 t

he
ra

pi
es

, 
no

 h
is

to
ry

 o
f 

ra
di

oi
so

to
pe

 t
he

ra
py

, 
no

 e
vi

de
nc

e 
of

 s
up

er
sc

an
 o

n 
bo

ne
 s

ca
n,

 a
nd

 n
o 

hi
st

or
y 

of
 w

ho
le

 p
el

vi
c 

ra
di

at
io

n
th

er
ap

y)
; E

P
T

: e
xt

en
si

ve
 p

re
vi

ou
s 

th
er

ap
y;

 D
, d

oc
et

ax
el

; q
, e

ve
ry

; E
: e

st
ra

m
us

ti
ne

; t
id

, t
hr

ic
e 

da
il

y;
 N

R
, n

ot
 r

ep
or

te
d.



450 Mohile and Petrylak

450

T
ab

le
 3

P
h

as
e 

II
 S

tu
d

ie
s 

of
 T

ax
an

e-
E

st
ra

m
u

st
in

e 
C

om
b

in
at

io
n

s 
fo

r 
H

R
P

C

C
om

bi
na

tio
n

N
o.

 o
f

>
50

%
 P

S
A

M
ea

su
ra

bl
e 

di
se

as
e

M
ed

ia
n 

ov
er

al
l

tr
ea

tm
en

ts
R

ef
er

en
ce

pa
ti

en
ts

T
re

at
m

en
t

de
cl

in
e 

(%
)

re
sp

on
se

 (
%

)
su

rv
iv

al
 (

m
o)

P
ac

li
ta

xe
l

V
au

gh
n 

et
 a

l. 
(4

5)
66

•
E

 1
40

 ti
d 

P
O

 d
ay

 1
–3

 +
 P

 9
0 

m
g/

m
2  

ov
er

 1
 h

42
15

  1
5.

6
q 

w
k 

�
 3

V
ai

sh
am

pa
ya

n 
et

 a
l. 

(4
4)

28
•

E
 2

80
 m

g 
P

O
 ti

d 
da

y 
1–

3,
 8

–1
0,

 1
5–

17
 +

 P
 1

50
62

38
13

m
g/

m
2  

ov
er

 1
 h

 d
ay

 2
, 9

, 1
6 

of
 a

 2
8-

da
y 

cy
cl

e
H

ud
es

 e
t a

l. 
(4

2)
34

•
E

 6
00

 m
g/

m
2 /

d 
P

O
 +

 P
 1

20
 m

g/
m

2  
ov

er
 9

6 
h

53
44

  1
5.

9
da

y 
1–

4 
q 

3 
w

k
H

aa
s 

et
 a

l. 
(9

9)
24

•
E

 6
00

 m
g/

m
2 /

d 
P

O
 +

 P
 6

0–
11

8 
m

g/
m

2  
ov

er
38

46
  1

8.
9

3 
h 

q 
w

k
A

th
an

as
ia

di
s 

et
 a

l. 
(1

00
)

41
•

E
 2

80
 m

g 
P

O
 b

id
 +

 P
 6

0–
90

 m
g/

m
2  

q 
w

k
56

49
13

H
ud

es
 e

t a
l. 

(1
01

)
63

•
E

 2
80

 m
g 

P
O

 b
id

 q
 w

k 
�

 6
 +

 P
 9

0 
m

g/
m

2 /
w

k
58

27
N

R
ov

er
 1

 h
K

el
ly

 e
t a

l. 
(4

6)
56

•
E

 1
0 

m
g/

kg
/d

 P
O

 +
 P

 6
0–

10
0 

m
g/

m
2  

ov
er

 1
 h

67
45

  1
9.

9
q 

w
k 

+
 C

 A
U

C
 =

 6
 q

 4
 w

k
S

m
it

h 
et

 a
l. 

(4
7)

37
•

E
 2

80
 m

g 
P

O
 ti

d 
da

y 
1–

7 
+

 V
P

–1
6 

10
0 

m
g 

P
O

65
45

  1
2.

8
qd

 d
ay

 1
–7

 +
 P

 1
35

 m
g/

m
2  

ov
er

 1
 h

 d
ay

 2
 q

 3
 w

k
C

ha
y 

et
 a

l. 
(4

8)
19

•
E

 2
80

 m
g 

P
O

 ti
d 

+
 V

P
–1

6 
50

 m
g/

m
2  

qd
 �

 7
 +

38
17

N
R

P
 1

35
 m

g/
m

2  
1 

h 
+

 C
 A

U
C

 =
 5

 d
ay

 2
 q

 3
 w

k

D
oc

et
ax

el
S

av
ar

es
e 

et
 a

l. 
(5

4)
47

•
E

 1
0 

m
g/

kg
/d

 P
O

 d
ay

 1
–5

 +
 D

 7
0 

m
g/

m
2  

da
y 

2 
q

68
50

20
3 

w
k 

+
 H

C
 4

0 
m

g/
d

P
et

ry
la

k 
et

 a
l. 

(1
02

)
35

•
E

 2
80

 m
g 

P
O

 ti
d 

da
y 

1–
5 

+
 D

 7
0 

m
g/

m
2  

d2
 q

74
57

20
3 

w
k

S
in

ib
al

di
 e

t a
l. 

(5
5)

32
•

E
 2

80
 m

g 
P

O
 q

 6
 h

 �
 5

 +
 D

 7
0 

m
g/

m
2  

da
y 

2
45

23
N

R
q 

3 
w

k
K

os
ty

 e
t a

l. 
(5

6)
21

•
E

 1
40

 m
g/

d 
da

y 
1–

5 
+

 D
 4

3 
m

g/
m

2 /
w

k 
+

 D
E

X
71

11
N

R
8 

m
g 

P
O

 �
 3

 d
os

es
 q

 w
k 

�
 3

 o
f 

4 
w

ks
S

it
ka

 C
op

ur
 e

t a
l. 

(1
03

)
30

•
E

 2
80

 m
g 

P
O

 ti
d 

�
 3

 d
 w

k 
1 

&
 2

 +
 D

 3
5 

m
g/

76
58

N
R

m
2 /

w
k

�
 2

 q
 3

 w
k

a
H

R
P

C
, 

ho
rm

on
e-

re
fr

ac
to

ry
 p

ro
st

at
e 

ca
nc

er
; 

P
S

A
, 

pr
os

ta
te

-s
pe

ci
fi

c 
an

ti
ge

n;
 E

: 
es

tr
am

us
ti

ne
; 

ti
d,

 t
hr

ic
e 

da
il

y;
 P

O
, 

by
 m

ou
th

; 
q,

 e
ve

ry
; 

P
, 

pa
cl

it
ax

el
; 

N
R

, 
no

t 
re

po
rt

ed
; 

C
,

ca
rb

op
la

ti
n;

 A
U

C
, a

re
a 

un
de

r 
th

e 
cu

rv
e;

 V
P

-1
6,

 e
to

po
si

de
; q

d,
 d

ai
ly

; H
C

, h
yd

ro
co

rt
is

on
e;

 D
, d

oc
et

ax
el

; D
E

X
, d

ex
am

et
ha

so
ne

.



Taxane-Based Chemotherapy for Prostate Cancer 451

A second phase I study in patients with no previous chemotherapy confirmed the dose of docetaxel
at 70 mg/m2 administered every 3 weeks, which was deemed safe with even a higher dose of estra-
mustine (12 mg/kg/d) (51). Estramustine, however, was associated with gastrointestinal distress (nau-
sea and diarrhea) requiring interruptions of therapy. Fatigue was the major dose-limiting toxicity. A
phase I study evaluating a weekly dosing schedule of docetaxel with estramustine determined the
safest dose at 35 mg/m2 (52). Both of these phase I studies obtained similarly impressive results to
the Petrylak study, with high PSA levels and measurable disease response rates (Table 2).

Several phase II studies support the combination of docetaxel and estramustine for treatment of
HRPC (53–56). Overall, PSA response rates ranged from 45 to 74% with measurable disease responses
of 11 to 57% (Table 3). Prophylactic anticoagulation decreased the rate of vascular events, including
cerebrovascular accidents and deep vein thrombosis, in one phase II study (53). In a Cancer and
Leukemia Group B (CALGB) phase II study, the combination of low-dose hydrocortisone plus
docetaxel plus estramustine was well-tolerated and efficacious with similar activity to docetaxel plus
estramustine alone (54). This study reported a median survival of 20 months. The combination of
weekly docetaxel plus dexamethasone plus estramustine also produced high PSA levels and objec-
tive response rates and was well-tolerated (56).

Although it was known that corticosteroids, when administered continuously to men with HRPC,
can obtain both palliative and PSA responses, the role that intermittent administration of dexametha-
sone plays in response rates of docetaxel plus estramustine combinations was unclear. Therefore, a
phase II lead-in trial was designed to determine the contribution of dexamethasone to the response
rates of docetaxel and estramustine (57). Single-agent dexamethasone at 20 mg was administered
orally every 6 hours for 3 doses to 12 patients every 3 weeks before starting cytotoxic therapy with
docetaxel and estramustine. None of the patients initially treated with dexamethasone alone had a
50% or greater PSA decline. With subsequent treatment with cytotoxic therapy, 92% of patients
achieved a PSA decline of greater than 50%, and three of four patients with measurable disease
achieved a response. Intermittent dexamethasone, therefore, is not thought to contribute significantly
to the PSA response rate of docetaxel in combination with estramustine.

4. PHASE III STUDIES OF DOCETAXEL-BASED THERAPY FOR HRPC

Two phase III trials have compared taxane-based combination regimens with standard
mitoxantrone plus prednisone in men with progressive HRPC. These trials were developed to evalu-
ate whether the promising results from phase II studies were caused by real therapeutic interventions,
rather than patient selection or patient stage migration. Figure 1 describes the treatment schema and
Table 4 describes summary data from these definitive trials.

4.1. Southwest Oncology Group Study 9916
In October of 1999, the Southwest Oncology Group Study (SWOG) initiated an intergroup study

with the CALGB, NTTCG, and the CTSU of the National Cancer Institute, comparing randomized men
to docetaxel plus estramustine or mitoxantrone plus prednisone (58). The primary end point of this
study was survival; the trial was designed to detect a 33% improvement in overall survival between the
two treatment arms using a one-sided log-rank test at a p level of 0.025. Secondary end points of SWOG
9916 included progression-free survival, objective response rate, and rate of decline in PSA level. For
study entry, patients were required to have androgen-independent prostate cancer (stage M+), with
progression documented by a rising PSA level or progression on bone or CT scans. Patients were also
required to have undergone castration with orchiectomy or ongoing luteinizing hormone-releasing
hormone agonist therapy; at most one previous chemotherapy regimen; no previous treatments with
estramustine, taxanes, anthracyclines, or mitoxantrone; and withdrawal of ongoing anti-androgens,
chemotherapy, and bisphosphonates.
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Men randomized to the taxane arm received estramustine orally at 280 mg thrice daily on days 1 to
5, docetaxel at 60 mg/m2 iv on day 2 every 21 days, and 60 mg dexamethasone orally in three divided
doses before docetaxel. Men randomized to the mitoxantrone arm received mitoxantrone at 12 mg/
m2 iv every 21 days and 5 mg prednisone orally twice daily. Dose escalation to docetaxel 70 mg/m2

or mitoxantrone 14 mg/m2 was permitted for those patients who did not experience grade 3 or 4
toxicity in the first cycle of therapy. The protocol was amended in January 2001 to include daily 2 mg
Coumadin and 325 mg aspirin in the docetaxel plus estramustine group after decreases in estramus-
tine-related vascular events were noted with prophylactic anticoagulation (55).

Seven hundred seventy patients were enrolled during a 4-year period. Although 12% of patients
were found to be ineligible for the study after randomization, primarily because of lack of adequate
anti-androgen withdrawal and lack of complete baseline data, results examined by eligibility or
intent-to-treat analysis were not different. In the intent-to-treat analysis, docetaxel plus estramus-
tine treatment was associated with an improved median survival (17.5 months compared with 15.6
months; p = 0.01), a longer progression-free survival (6.3 months compared with 3.2 months; p <
0.001), and more PSA declines (50% as compared with 27%; p < 0.0001). Objective responses of
measurable soft tissue disease were noted in 17% of patients in the docetaxel arm compared with
11% in the estramustine arm; however, this result was not statistically significant (p = 0.030). In
addition, palliation of bone pain was not found to be statistically different in the two arms. Overall,
the relative risk of death was reduced by 20% with docetaxel and estramustine as compared with
mitoxantrone and prednisone Hazard ratio (HR for death, 0.80; 95% confidence interval, 0.67–0.97).

Because PSA declines have been retrospectively associated with improved survival, a secondary
analyses was performed evaluating the possible use of PSA as a surrogate marker for survival (59). A
30% decrease at 3 months was found to best meet criteria for surrogacy. Of note, the most commonly
reported PSA decline, greater than 50%, barely missed the criteria of surrogacy.

Higher incidence of grade 3 and 4 toxicities was reported in the docetaxel plus estramustine arm
when compared with the mitoxantrone plus prednisone arm. The incidence of grade 3 or 4 cardiovas-
cular (15% vs 7%; p = 0.001), neurological (7% vs 2%; p = 0.001), neutropenic fever (5% vs 2%; p <
0.001), gastrointestinal (20% vs 5%; p < 0.001), and metabolic disturbances (6% vs 1%; p < 0.001)
were increased in the experimental arm. However, there was not a higher rate of discontinuation from
the study and there was no increase in toxic deaths in the docetaxel plus estramustine arm. A post hoc

Fig. 1. Treatment design for Southwest Oncology Group Study (SWOG) 9916 and TAX 327.
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analysis of toxicity revealed that anticoagulation decreased the rate of cardiac ischemia but not the
rate of thrombosis. However, the evaluation of the use of anticoagulation is limited because the trial
was not designed to detect a difference in vascular events for patients using anticoagulation as com-
pared with those who did not receive Coumadin and aspirin.

4.2. TAX 327

TAX 327 was an international multicenter study that compared two different dosing schedules
of docetaxel plus prednisone with mitoxantrone plus prednisone for metastatic HRPC (60). Men
were required to have androgen-independent prostate cancer (stage M+); progressive disease; cas-
trate levels of testosterone (�50 ng/dL); previous orchiectomy or continued luteinizing hormone-
releasing hormone agonist; and no history of any previous chemotherapy except for estramustine.
The treatment arms consisted of docetaxel at 75 mg/m2 every 3 weeks or docetaxel 30 mg/m2

weekly for 5 of 6 weeks. Patients randomized to the control arm received mitoxantrone at 12 mg/m2

every 3 weeks. Twice daily oral 5 mg prednisone was administered to patients in all three arms of
the study and was continued throughout trial participation. The trial was designed to detect a 33%
difference in overall survival of either docetaxel regimen compared with the mitoxantrone plus
prednisone arm. The trial was not designed to make comparisons between the two docetaxel treat-
ment arms.

A total of 1006 patients were enrolled in this study. Stratification was performed based on perfor-
mance levels and pain levels before trial entry. In the intent-to-treat data analysis, the median overall
survival rate for the men in the every 3 week docetaxel arm was 18.9 months, whereas the median
survival in the control arm was 16.4 months (p = 0.009). Weekly docetaxel did not result in a statis-
tically significant survival advantage. When compared with the mitoxantrone plus prednisone group,
the reduction in the risk of death was 24% and 9% for the every 3 week and weekly docetaxel arms,
respectively. In addition, 45% and 48% of patients in the every 3 week and weekly docetaxel groups
had a greater than 50% decline in their PSA as compared with 32% of patients in the mitoxantrone
group. There were no significant differences among the three groups in the rate of objective tumor
responses. Docetaxel therapy was associated with superior palliation of bone pain (33% and 31% in
the docetaxel every 3 weeks and weekly regimens as compared with 21% in the mitoxantrone group).
Quality of life, in general, when using the FACT-P instrument was significantly better in the docetaxel
groups as compared with the mitoxantrone group.

Neutropenia was more frequent in the every 3 week docetaxel group (32% compared with 21.7%
in the mitoxantrone group). Grade 3 and 4 neutropenia occurred in 3% of patients in the docetaxel
every 3 week group, with 2.7% experiencing febrile neutropenia. Neuropathy and alopecia were also
more frequent in the docetaxel arms; however, the patterns of toxicity were not significantly different
between the docetaxel and mitoxantrone groups.

4.3. Conclusions From the Definitive Phase III Trials

Table 4 provides a summary of the definitive phase III trials. SWOG 9916 and TAX 327 were the
first trials to demonstrate benefits in survival for men with progressive HRPC. Several considerations
should be taken into account for patient care and development of future clinical trials. The median
survival of patients in the mitoxantrone arms of the studies were higher than what has been reported
in previous phase III trials. Stage migration could account for this discrepancy. Nineteen percent of
patients in the SWOG 9916 trial had asymptomatic biochemical progression in the face of metastatic
disease; a similar percentage of patients had an asymptomatic PSA rise on TAX 327. These patients
may have a longer survival time than patients with progressive symptomatic metastatic disease. In
addition, crossover could explain the higher median survival in the mitoxantrone arm. In the SWOG
9916 study, 35% of patients failing mitoxantrone plus prednisone treatment received second-line
therapy.
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The TAX 327 trial did not find an improved survival benefit with weekly docetaxel as compared
with mitoxantrone plus prednisone. The study was not designed to make comparisons between the
two docetaxel arms, and statistical variation may account for the lack of benefit obtained. In addition,
the dose and schedule of the weekly docetaxel arm may account for the lack of benefit. Despite the
lack of survival benefit, weekly docetaxel demonstrated a superior quality of life response when
compared with mitoxantrone plus prednisone. This regimen should still be considered for schedule-
dependent investigational studies if there is a sound preclinical rationale.

Despite a similar control arm, comparisons between SWOG 9916 and TAX 327 cannot validly be
performed because of different entry criteria, follow-up, crossover patterns, and patient selection
bias. The role of estramustine in combination with taxanes in the treatment of metastatic HRPC is,
therefore, not definitively defined because neither study was designed to evaluate the contribution of
the second drug. However, because both trials produced similar hazard ratios for death, and treatment
with docetaxel plus prednisone was better tolerated, docetaxel/prednisone in the every 3 week sched-
ule should be considered the standard of care for the treatment of progressive androgen-independent
metastatic prostate cancer.

5. OTHER ROLES FOR TAXANE-BASED THERAPIES
IN THE TREATMENT OF PROSTATE CANCER

Although most patients with localized disease can be cured with surgery or radiation, there exists
a subset of patients that have high risk of failure with standard treatment. Because of the inability of
modern-day imaging techniques to detect micrometastases, 30 to 50% of prostate cancer thought to
be organ-confined is actually understaged (61,62). Several studies have determined that successful
treatment of localized disease with single-agent modalities, such as radiation and surgery, include
factors such as PSA levels less than 10 ng/mL, organ-confined prostate cancer, and lack of poorly
defined histological features, such as Gleason’s score of greater than 7 (63). A significant risk for
treatment failure exists for patients with adverse prognostic features because of the likely presence of
occult metastases, high volume of the tumor, and/or extraprostatic extension of the tumor. The addi-
tion of systemic chemotherapy before (neoadjuvant) or after (adjuvant) to local therapy to potentially
eliminate micrometastases or reduce locally advanced prostate tumors may help to improve outcome
for high-risk patients. With neoadjuvant therapy, postoperative tissue could be evaluated for efficacy
of systemic treatment modalities. Advantages of adjuvant therapy include the lack of delay of defini-
tive local treatment and the sparing of some patients of unnecessary systemic treatment because of
better surgical staging.

Androgen-deprivation therapy has been studied in the neoadjuvant setting for patients with high-
risk disease. Unfortunately, neoadjuvant hormonal therapy before surgery has failed to demonstrate
benefit in biochemical-free, progression-free, or overall survival (64–67). Neoadjuvant hormonal
therapy may affect a defined population of androgen-sensitive prostate cancer cells; however, there
remains cells that are androgen-insensitive that do not respond. Preoperative hormonal therapy does
not reduce the incidence of positive lymph nodes or seminal vesicle involvement (64–67). Neoadju-
vant and adjuvant hormonal therapy, however, does have benefit with improvement in progression-
free and overall survival for high-risk patients undergoing external beam radiation therapy (68).

As the literature describing the benefit of cytotoxic chemotherapy for metastatic disease has grown,
the role of these therapies for neoadjuvant and adjuvant treatment of high-risk disease are starting to
be investigated. A few early trials incorporating non-taxane based therapies neoadjuvantly before
surgery demonstrated feasibility of the approach but did not demonstrate significant rates of patho-
logical complete remission rates after surgery (63,69). Kelly et al. (46) treated 23 high-risk patients
with weekly paclitaxel, estramustine, and carboplatin every 4 weeks for 4 cycles before surgery. All
patients received androgen ablation. Fifty-five percent of patients remained clinical stage T3 after
surgery, although no patients had positive lymph nodes. Early trials incorporating neoadjuvant daily
estramustine and 70 mg/m2 docetaxel every 3 weeks demonstrated negative margins for a high pro-
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portion of patients (70,71). The main toxicities associated with these early trials were related to the
estramustine, and included nausea, vomiting, and thromboembolic events. In a trial performed at
Dana-Farber (72), patients were treated with weekly docetaxel alone for 2 months and then reevalu-
ated with PSA levels and endorectal MRI. Patients with improving or stable disease received an
additional 4 months of chemotherapy. No pathological complete remissions were noted in the first 15
patients; however, none had lymph node involvement of disease.

The cooperative groups have designed large randomized adjuvant studies for high-risk prostate
cancer patients with clinically localized disease (73,74). The SWOG is randomizing men with high-
risk features after prostatectomy to mitoxantrone plus androgen ablation or androgen ablation alone.
One randomized trial from the Radiation Therapy Oncology Group (RTOG) attempted to evaluated
adjuvant chemotherapy with paclitaxel plus, etoposide plus, and estramustine in patients with high-
risk disease treated with radiation therapy and androgen ablation, but closed because of poor accrual.
An industry-sponsored trial will compare, in high-risk patients after prostatectomy, adjuvant hor-
monal therapy to chemohormonal therapy with docetaxel. One novel aspect of this trial’s design is
that it will compare immediate treatment with treatment at PSA level relapse. Docetaxel neoadjuvant
therapy followed by prostatectomy will be compared with prostatectomy alone for high-risk patients
in the CALGB. These randomized trials will define the role of chemotherapy in the high-risk prostate
cancer patient. However, because these trials will take years to complete accrual and mature, the
adjuvant/neoadjuvant use of chemotherapy must still be considered investigational.

6. RESISTANCE TO TAXANE-BASED THERAPIES

Taxanes bind to microtubules and promote their assembly and stabilization, thereby preventing
further cell division. The mechanism of taxane-induced cell death involves inhibition of microtubule
function but also involves other intracellular pathways. Drug resistance can occur through changes in
drug uptake at the cellular level, drug deactivation, suppression of apoptosis, or changes in cellular
components that interact with the drug’s target (75). Resistance to taxanes and other microtubule-
binding agents has been linked to overexpression of the MDR gene and its protein derivative, P-
glycoprotein. However, it is unlikely that MDR is the primary resistance protein involved in the
development of resistance to chemotherapy in prostate cancer, because some studies have demon-
strated that this gene is silenced through methylation. Alterations or differences in the cellular levels
of other proteins, such as β-tubulin, have been associated with taxane resistance (76). In one study,
taxane-resistant clones from the PC-3 and DU-145 prostate cancer cell lines were associated with
transient expression of the β-tubulin IV isoform (75). Overexpression of bcl-2 and a homologous
gene, bcl-xL, delays taxane-induced apoptosis (77,78). Furthermore, targeting bcl-2 with oligonucle-
otides confers cellular sensitivity to taxanes (79). Although taxanes provide a survival benefit, the
overall benefit is small and the development of new therapies, in combination or alone, designed to
be effective in the face of taxane-resistance are imperative.

7. INVESTIGATIONAL THERAPIES

A number of novel agents are being investigated for combination with docetaxel to improve clini-
cal outcomes for patients with HRPC. A few of the more promising combination regimens are dis-
cussed here. Calcitriol, the biologically active form of vitamin D, prevents proliferation of HRPC cell
lines at supraphysiological doses. In addition, calcitriol increases cytotoxicity of taxanes indepen-
dent of bcl-2 (80,81). A PSA response rate of 81% with a median time to progression of 11.4 months
was noted in a single institution phase II study combining weekly docetaxel 36 mg/m2 with pulsed
weekly calcitriol (82). Fifty-three percent of patients with measurable disease had at a partial re-
sponse. A randomized phase II trial, Androgen Independent Prostate Cancer Study of Calcitriol En-
hancing Taxotere (ASCENT), compared pulsed high-dose calcitriol, 45 mcg every day plus weekly
36 mg/m2 docetaxel for 3 of 4 weeks vs docetaxel alone. The primary end point measured a differ-
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ence in 50% PSA decline rates at 6 months (power of 85% to detect a difference from 45 to 65%). An
adjusted survival analysis demonstrated superiority of the combination over weekly docetaxel. The
rates of serious adverse events were significantly lower in the combination arm (27%) vs the
docetaxel-only arm (47%). Prospective confirmation is needed to determine whether this is a novel
way of reducing docetaxel-based toxicity (83).

Because the growth and metastasis of tumors requires new blood vessel formation, inhibition of
angiogenesis is an attractive target for prostate cancer. Vascular endothelial growth factor (VEGF)
may regulate the growth of blood vessels in prostate cancer. Serum VEGF is present in both the
tissue and serum of prostate cancer patients (84–86). VEGF is present in both localized and meta-
static disease, and elevated levels may portend poor prognosis, especially in androgen-independent
prostate cancer (87). An analysis of prognostic factors from the CALGB database revealed that, in
patients with HRPC, plasma and urine VEGF levels are independently associated with survival in
multivariate analyses (88,89). Several trials are evaluating docetaxel with agents that target different
aspects of the angiogenic pathway. Thalidomide and its derivatives, which have both immunomodu-
latory and anti-angiogenic properties, probably work through inhibition of platelet-derived growth
factor rather than basic fibroblast growth factor or VEGF (90). Thalidomide demonstrated a response
rate of 18% in patients with androgen-independent prostate cancer, some of whom had previous
treatment (91). In a randomized phase II trial (92,93) evaluating weekly docetaxel plus 200 mg thali-
domide per day vs docetaxel alone, median overall survival of the combination arm was 25.9 months
compared with 14.7 months in the docetaxel alone arm. Of note, major toxicities included peripheral
neurotoxicity and a 23% rate of venous embolism in the combination group. Prophylaxis with low
molecular weight heparin prevented further instances of deep venous thromboses. The combination
of docetaxel and thalidomide deserves further evaluation given these results. Second generation imi-
des, such as revlamide, are now being evaluated as either single agents or in combination with doce-
taxel in men with HRPC.

VEGF regulates the growth of blood vessels, and, in prostate cancer, elevated levels are associated
with a poor outcome. Bevacizumab, a humanized monoclonal activity directed against VEGF, has
been proven active in combination with chemotherapy in advanced colorectal cancer. A trial from the
CALGB evaluated 70 mg/m2 docetaxel every 3 weeks, 280 mg estramustine orally thrice daily on
days 1 to 4, and 16 mg/kg bevacizumab every 3 weeks. Seventy-nine percent of patients experienced
a PSA response, and 53% of evaluable patients with measurable disease achieved a partial response
(94). Median survival had not been reached at 11 months. The toxicity of this approach was generally
acceptable, although 53% of patients experienced grade 3 or 4 neutropenia. Based on these results,
the CALGB has developed a phase III trial comparing docetaxel plus prednisone with docetaxel plus
prednisone plus bevacizumab. The planned accrual, 1020 patients, is powered to detect an improve-
ment in median survival from 19 to 24 months.

Endothelins (ETs) are a family of vasoconstricting proteins that have been associated with pro-
gression of advanced prostate cancer. Malignant prostate cancer cells have increased levels of the
ETa receptor and ET-1. ET-1 is involved with growth promotion, inhibition of apoptosis, and pro-
motes the formation of bone lesions in prostate cancer by stimulating mitogenesis of osteoblasts
and by decreasing bone resorption by osteoclasts (4). Atrasentan (Abt-627) is a selective ETa recep-
tor inhibitor and has been evaluated in three randomized clinical trials. A multinational, placebo-
controlled, randomized phase II study with 288 participants with HRPC found a trend toward an
increased time to disease progression as well as a significant delay in time to PSA progression (95).
Atrasentan also stabilized bone turnover markers when administered for 52 weeks, whereas men
receiving placebo developed a 58% elevation in mean alkaline phosphatase levels. A phase III study
(96) randomized 809 patients to oral 10 mg atrasentan daily vs placebo. Again, atrasentan was asso-
ciated with a trend toward increased time to progression and delayed bone turnover markers. Adverse
effects of the experimental arm include headaches, rhinorrhea, edema, and decrease in blood pres-
sure, but, generally, the drug is well-tolerated. Another randomized trial is comparing atrasentan to
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placebo in men with androgen-independent prostate cancer whose sole manifestation of relapse is a
rising PSA level; the trial has completed accrual and the results have yet to mature. Because of these
promising results, this agent will be combined with docetaxel plus prednisone and compared with
docetaxel plus prednisone alone in trial headed by SWOG.

Because Bcl-2 protein overexpression is a common manifestation in prostate cancer and may
mediate progression to androgen independence, novel therapies targeting this protein may improve
clinical outcomes in advanced prostate cancer. Oblimersen, a 18-base synthetic oligodeoxyribonucle-
otide strand, attaches to the first six codons of the bcl-2 messenger RNA (mRNA). This hybrid
recruits RNase, which cuts off the blc-2 mRNA and decreases the formation of Bcl-2 protein. In
preclinical models, there is enhancement of docetaxel activity against prostate cancer cell lines when
combined with oblimersen (97). In a phase I trials of oblimersen and docetaxel (98), 7 of 10 patients
had a PSA response. In addition, Bcl-2 protein seemed to be inhibited in tumor tissue cells. In a phase
II study (97), 28 patients received 7 mg/kg/d oblimersen administered by continuous intravenous
infusion on days 1 to 8 and 75 mg/m2 docetaxel iv on day 6. PSA responses were observed in 14
(52%) of 27 patients, whereas 4 (33%) of 12 patients with bidimensionally measurable disease had
objective responses. The median survival of all patients was 19.8 months. Bcl-2 protein expression
decreased a median of 49.9% in peripheral blood mononuclear cells after treatment, but the indi-
vidual changes did not correlate with response. Based on these promising results, European Organi-
zation for Research and Therapy of Cancer (EORTC) has developed a randomized trial evaluating
docetaxel and oblimersen vs docetaxel alone.

8. CONCLUSIONS
The improved survival and palliation demonstrated in patients treated with the combination of

docetaxel plus prednisone supported approval of the combination by the FDA in May of 2005. In
contrast to the preconception that chemotherapy is toxic and ineffective in these men, prostate cancer
can now be classified as a chemosensitive disease. The future of taxane-based treatment lies in com-
bination strategies with biological and targeted therapy, including agents targeting angiogenesis, the
ET receptor, and other signal pathways. The activity in hormone-refractory disease has provided the
impetus for the development of multimodality approaches to the treatment of high-risk localized
prostate cancer patients. Large randomized neoadjuvant and adjuvant studies are currently under
design.
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Summary

For many decades therapeutic strategies for advanced solid tumors have focused almost exclusively on
the cancer cell itself. This approach fails to address the symbiotic relationship of the malignant cell and its
surrounding stroma. An emerging line of evidence supports the notion that benign stroma may be not an innocent
bystander, but rather, a facilitator of invasion, metastasis, and growth of a malignant cell from a distant tissue
of origin. Although the exact mechanisms vary greatly among different tumor types, is it safe to say that more
than one mechanisms/pathways are in play in this complex process. As it pertains to prostate cancer and its known
predilection for bone as its primary landing zone, efforts to therapeutically manipulate the tumor–stroma rela-
tionship have focused on ways to hinder local invasion and early metastasis, angiogenesis, and deprivation of
key local growth factors/cytokines that mediate homing, attachment, and growth of the prostate cancer cell in
the metastatic echelon. This chapter will review some basic strategies of co-targeting cancer and stroma in
advanced prostate cancer that have been tested in the clinic.

Key Words: Angiogenesis; bone metastases; bone microenvironment; novel therapeutics; stroma.

1. INTRODUCTION

Traditionally, anticancer therapies have focused on exploiting the weaknesses of the high prolif-
eration rate of neoplastic cells. The idea is simple: if one can decipher the genetic blueprint of the
cancer cell (in this case the epithelial prostate cancer cell) one will be able to modulate the malignant
phenotype in various therapeutic manners. Ultimately, the goal is to eradicate all malignant cells and
silence all neoplastic potential. Often, such a cancer cell-centered line of thinking fails to appreciate
the crucial role stroma plays in the emergence and fruition of neoplasia as a process. Cancer cells do
not grow in a vacuum. On the contrary, they need to invade surrounding tissues and eventually devise
ways to escape the tissue of origin and metastasize. Metastasis is a nonrandom but rather poorly
efficient process (1).

Our view of the surrounding supporting structures at a cellular level (hereafter referred to as
stroma), historically, has been as an innocent victim: in its effort to proliferate, the epithelial cancer
cell will overcome the cell–cell and cell–matrix barriers and invade the adjacent stroma. Only recently
have we come to appreciate that, instead of an innocent bystander, surrounding stroma is, in fact, a
key promoter of the malignant process (2–4). Probed by the presence of early neoplasia, stroma is
genetically and phenotypically reactive and its nature is altered (5,6). Reactive stroma can permit and
support, rather than restrict, further growth and invasion by maintaining a reciprocal interaction with
the proliferating epithelial cells. This ongoing cross talk is the sine qua non of efficient invasion at a
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local level and is also prerequisite for distant metastasis. A comprehensive view of cancer as a disease
of both the affected tissue of origin and the surrounding stroma allows an integrated therapeutic
approach that targets both the “seed” and the “soil” (7).

For prostate cancer, the bone microenvironment is the favored metastatic focus. The mechanisms
responsible for bone tropism are beyond the scope of this chapter but can be briefly summarized as:

1. Targeting: pairs of chemokines and their respective receptors (8,9).

2. Attachment: vascular zip codes that guide circulating prostate cancer cells to specific binding motifs in
target tissues (10,11).

3. Invasion: prostate cancer cell osteomimicry, the ability to switch on bone-like genes that allow it to “blend
into” the bone milieu (12,13).

4. Sustained growth: the abundance of growth factors in the bone microenvironment that will facilitate sus-
tained growth (14,15).

This chapter reviews preclinical and early clinical data on stroma-targeting strategies in advanced
prostate cancer. In this setting, the cancer cells have already accumulated multiple genetic alter-
ations. Despite that, they are still dependent on epithelial–stromal communications to sustain their
invasive phenotype. In many cases, the mechanism for uncontrolled growth is shared by the epithe-
lial and the stroma cell (for example, survival signaling through soluble growth factors). Neoplasia is
a very complex process, and the heterogeneity of prostate cancer, especially in the metastatic setting,
may allow the interplay of a number of interwoven signaling pathways. The goal of stroma-targeting
therapeutic approaches is to develop complimentary strategies that will form the foundation of an
integrated approach to improving cytotoxic therapy, which, to date, still remains the backbone of
systemic therapy for hormone-refractory prostate cancer (Fig. 1).

2. TUMOR–STROMA INTERACTION
IN PROSTATE CANCER PROGRESSION

The role of tumor–stroma interaction was only recently recognized as a crucial biological process
in cancer development. Whereas abnormal epithelial carcinoma cells make up what is defined as
“tumor,” the surrounding structures (extracellular matrix [ECM], fibroblasts, immune and inflamma-
tory cells, and vascular components) comprise what is defined as “tumor stroma.”

Cross talk between epithelial and stromal elements is an ongoing process during fetal prostate
development, postnatal prostate maturation, differentiation, and hormonal responsiveness (16,17). In
prostate cancer, input from the host microenvironment accounts for accelerated local tumor invasion
(18,19) as well as distant metastasis (20). Moreover, these reciprocal interactions enhance tumor
genetic instability (21) and underlie the most crucial biological event in advanced prostate cancer:
the transition to a castration-refractory state (20,22,23). Recent data have shed light on the molecular
processes governing this interaction.

1. The osteomimicry of prostate cancer cells—their ability to turn on the expression of bone genes (12).

2. Tissue plasticity: the capability of epithelial cells for mesenchymal transition and vice versa. This is a
phenomenon that allows the epithelial cancer cell to express properties that are prerequisite for invasion
and metastasis (24,25).

3. Mutagenicity of the stroma: transplantation of immortalized human prostate cells along with reactive
myofibroblasts can lead to a malignant phenotype with specific stable genetic alterations, presumably
mediated through oncogenic signaling from the reactive fibroblasts (5,6,26,27).

4. The “reactive stroma”: cancer cells alter their adjacent stroma to create a permissive and supportive envi-
ronment for further progression. This intricate intercellular communication is mediated by cell–cell, cell–
ECM and cell–soluble growth factors/cytokines interaction.
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3. INTERCELLULAR COMMUNICATION BETWEEN CARCINOMA
AND STROMA: FROM BIOLOGY TO NOVEL THERAPEUTICS

3.1. Cell–Cell and Cell–ECM Interactions

Expanding carcinoma populations require increasing cell motility. This is often achieved through
modulation of the expression or use of certain adhesion receptors, including those of the integrin
family. Metastatic potential has been correlated with a predilection for specific integrins in prostate
cancer models (28–31). Early preclinical data support the potential for integrating integrin-targeted
therapies with currently available options (32,33). An avb3 integrin monoclonal antibody (Vitaxin™,
MedImmune, MD) is currently in phase II clinical trials in metastatic androgen-independent prostate
cancer (AIPCa).

3.2. Cell-Soluble Factors

Cancer cells produce a number of stroma-modulating factors (vascular endothelial growth factor
[VEGF], fibroblastic growth factor [FGF], platelet-derived growth factor [PDGF], transforming
growth factor [TGF]-β, and epidermal growth factor [EGF]) and cytokines (interleukin [IL]-2, IL-6).
These factors act as paracrine mediators that induce stromal reactions such as angiogenesis (34) and
inflammation (35). In addition, they activate stromal cellular elements, such as fibroblasts, smooth
muscle cells, and adipocytes, which, in turn, secrete similar soluble growth factors that are shed in
the microenvironment and act on the carcinoma compartment. This well-orchestrated “ping-pong”
interaction leads to a sustained proliferative advantage as well as disruption of tissue homeostasis
(Dvorak’s concept of a tumor as a wound that never heals; ref. 36).

Prostate cancer cells express variable amounts of EGF receptor (EGFR). The expression increases
proportionally to total tumor burden, with the highest levels found in hormone-refractory metastatic
disease (37). The ligands for the receptor, TGF and EGF, are both secreted by both tumor stroma and
tumor itself and can act in an autocrine and paracrine manner. Despite encouraging preclinical results
with inhibitors of the EGFR tyrosine kinase (38), efficacy in the clinical setting has not yet been
shown (39).

Her-2/neu (ErbB2) is reportedly expressed in discordant percentages of samples (0–100% depend-
ing on the technique used) (40,41). Similar to EGFR inhibitors, early clinical experience with the
Her-2/neu inhibitor, trastuzumab, is not encouraging (42). More recently, interest has grown in the
use of 2C4, a monoclonal antibody that sterically hinders ErbB2 recruitment into Erb-B ligand com-
plexes (43). Inhibition of ligand-dependent ErbB2 signaling by 2C4 occurs in both low and high
ErbB2-expressing systems. This approach is currently in clinical trials in AIPCa (44).

Hepatocyte growth factor/scatter factor is secreted by tumor stroma and binds to its cognate epi-
thelial surface receptor c-met, a tyrosine kinase that mitigates pleiotropic signaling (45). This path-
way is emerging as a novel target for anti-invasion strategies (46).

The family of FGFs is abundantly expressed by tumor stroma. Prostate cancer cells have four
types of receptors for FGF (FGFR)-1 to -4 (47). The effects of increased FGFR signaling are wide-
ranging and involve both the cancer cells and surrounding stroma, including the vasculature (48). A
number of approaches that could target FGFR and/or FGFR signaling in prostate cancer are currently
being developed.

One of the seminal features of “reactive fibroblasts” is their elevated expression of TGF-β (49).
On the other hand, TGF-β1 is a known stimulator of stromal myodifferentiation (50). Therefore,
TGF-β excites some interest as a novel target for disruption of the stromal–epithelial loop (51).

One of the most interesting growth factor/receptor pairs in prostate cancer is insulin-like growth
factor (IGF)-1/IGF-1 receptor (IGF-1R). A number of experimental models have shown that signal-
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ing through this pathway is particularly operational in advanced androgen-independent states (52,53).
A number of therapeutic strategies against IGF-1R have been investigated (54). Most recently, inter-
est has been drawn to small molecule inhibitors (55) and, in fact, some have argued that sufficient
blockade of IGF-1R mediated signaling can even overcome the therapy refractoriness seen in end-
stage disease (14).

The PI3-K/Akt pathway is downstream to a number of the aforementioned cell membrane targets,
and, depending on the system studied, this pathway mitigates a large proportion of the surface-to-
nucleus signaling. Although clinical investigation of the Akt pathway in prostate cancer is in its
infancy (56,57), its role in tumor–stroma signaling is just starting to be appreciated (58).

Soluble cytokines exert signaling effects in prostate cancer. IL-6 is involved in regulation of
immune reaction and cell growth and differentiation. It causes multifunctional responses ranging
from inhibition of proliferation to promotion of cell survival. IL-6 is produced by androgen-inde-
pendent prostate cancer cell lines and has been shown to act in an autocrine and/or paracrine manner
to stimulate their growth, but it suppresses the growth of androgen-dependent cell lines. It is thought
that both the cancer cell as well as the reactive stroma contribute to the production of IL-6. IL-6 is a
candidate for targeted therapy in prostate cancer because of its association with morbidity (59,60).
TNF is another cytokine often found elevated in patients with advanced prostate cancer and cachexia
(61). Although not clearly understood, cachexia is thought to be the cause of death for a larger
percentage of prostate cancer patients. With the availability of anti-TNF agents for autoimmune
disorders, clinical investigations are expected in advanced prostate cancer.

3.3. Cell–ECM
A number of proteolytic enzymes are dispersed in the microcirculation during invasion. Their role

is the degradation of the ECM, which will, in turn, expose protein fragments that will further propa-
gate the pro-migratory and pro-invasion signaling (62). Key players in this process are the matrix
metalloproteinases (MMPs). Encouraging results in preclinical models led to clinical trials (63). Early
results in other tumor types have been disappointing (64,65). MMP inhibitors are currently in clinical
development for metastatic AIPCa (66). Clearly, further clinical development of this class of drugs
requires an innovative approach. The goal should be retardation of tumor growth to achieve a new
level of homeostasis, rather than the conventional cytoreduction (67). Other molecules of interest in
this category include urokinase inhibitors, which have been shown to confer antitumor effects in pre-
clinical models (68,69). Finally, other metalloproteinases (a disintegrin and metalloprotease, and
tissue inhibitor of metalloproteinases) are emerging as molecules of interest (70,71).

4. TARGETING THE NEOVASCULATURE

The prerequisite formation of neovasculature has been the target of novel therapeutic approaches
in various solid tumors. The success of such strategies in other common epithelial malignancies
(breast, lung, and colon) raises hopes that their incorporation in treatment schemas will lead to incre-
mental advances in advanced prostate cancer as well.

Most of the early clinical work focused on VEGF and its receptors. Bevacizumab, a monoclonal
antibody against VEGF, has not shown significant activity as a single agent in advanced prostate
cancer, but is currently under investigation in conjunction with chemotherapy or immunotherapy
(72–74). Recently, the role of the PDGF receptor and its regulation of pericytes and agents that dis-
rupt them is emerging as an area of interest (75). Imatinib mesylate, a multikinase inhibitor, is being
actively studied in advanced prostate cancer. Its therapeutic effects in prostate cancer are thought to
be exerted by targeting the PDGF receptor. After the first report of possible synergy with docetaxel,
the role of imatinib in conjunction with cytotoxic chemotherapy is currently being addressed in an
ongoing multicenter placebo-controlled trial (76).
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Thalidomide is a pleiotropic drug that is thought to confer some of its therapeutic effects through
anti-angiogenic properties. Although as a single agent it has modest activity in metastatic AIPCa
(77), in conjunction with taxane chemotherapy, it has been reported to confer significant clinical
benefits (78).

A totally different approach to target the neovasculature in metastatic foci comes from the
identification of specific “vascular addresses” (10). Vasculature in different organs has different bind-
ing sites that are encoded by specific repetitive peptide motifs. Phage display can lead to identifica-
tion of such “vascular zip codes” which, in turn, can be used as homing devices for delivery of
therapy (79–81).

5. CAN IMMUNOTHERAPY AFFECT THE STROMA?

One of the stromal elements that can be manipulated to fight epithelial cancer cells is the effector
immune cell. The emergence of solid tumors is “permitted” by the tolerance of the immune system.
Active vaccine immunotherapy has long been studied in prostate cancer. Although a review of such
strategies is beyond the scope of this chapter, we will review some recent findings that raise the issue
of the importance of bone microenvironment as a co-target of vaccine strategies. GVAX™ (Cell-
Genesys, CA) is an allogeneic prostate cancer vaccine ex vivo transduced to secrete granulocyte
macrophage-colony stimulating factor. In reports of its early clinical development, it was noted that
type I carboxy-terminal telopeptide, a marker of osteoclast activity, was stable or reduced in 62% of
patients receiving the vaccine (82). This raises the issue of yet unappreciated mechanisms through
which activation of the cellular and humoral effector arms may affect the bone environment. To what
extent this accounts for the vaccine’s clinical effects remains to be seen.

6. BONE-TARGETED THERAPY

It has long been appreciated that the bone microenvironment modulates prostate cancer cell sur-
vival and proliferation. In addition, much of the morbidity associated with metastatic disease is caused
by perturbation of normal bone architecture. The bone itself has, thus, become a therapeutic target.
Improvement of our understanding of normal bone physiology and the alterations imposed by meta-
static prostate cancer has led to the identification of various targets within the bone. Although in the
most advanced settings, prostate cancer is a primarily osteoblastic disease, it is now well-understood
that the opposing osteoclasts are also activated (83).

In fact, targeting strategies against osteoclasts, such as the use of high-potency bisphosphonates,
have been shown to offer significant clinical benefit, in terms of palliation (84). The possible antitu-
mor role of bisphosphonates has been reported in some, but not all, preclinical models, but not further
elucidated in the clinical setting (85–87).

Palliation can also be achieved with radiopharmaceuticals that target the prostate cancer cell–bone
interface (88,89). Interestingly, bone-targeted therapy with a radiopharmaceutical as a consolidation
strategy in chemosensitive advanced disease has been reported to prolong survival in a prospective
randomized phase II study (90).

Another target of great therapeutic potential is the endothelin (ET) receptor A (ETA). ETs are
peptides with pleiotropic activities. ET-1 is the primary circulating form, and its binding to the ET
receptor has been shown to regulate angiogenesis, blood flow, nociception, and bone deposition (91).
It is thought that the activation of the ET-1/ ETA pathway serves as an autocrine and paracrine loop
for tumor growth. Moreover, ET-1 is a potent mitogen for osteoblasts. Atrasentan is an orally
bioavailable drug that blocks ETA selectively (92). A randomized, placebo-controlled phase II trial in
patients with AIPCa and bone metastases showed that atrasentan prolonged the median time to pro-
gression (TTP) (from 137 to 183 days; p = 0.13) and the median time to prostate-specific antigen
progression (from 71 to 155 days; p = 0.002) (93). A larger phase III trial with an identical design
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found a nonsignificant trend in delayed TTP (log–rank p = 0.091; hazard ratio, 1.14; 95% confidence
interval, 0.98–1.34) (94). A meta-analysis of the two trials combined exhibited a statistically signifi-
cant hazard ratio of 1.189 (p = 0.014) in favor of atrasentan in delaying TTP. The role of atrasentan in
earlier stages of the disease is currently under investigation.

7. CO-TARGETING OF TUMOR-STROMA WITH GENE THERAPY

Work by Leland Chung and colleagues has led the foundation for gene therapy strategies using
tumor-restrictive and tumor-specific promoters that govern expression of genes in prostate cancer
epithelium and bone (95,96). Experimental evidence exists to show that prostate cancer cells become
metastatic after acquiring and expressing osteomimetic properties (synthesis, secretion, and deposi-
tion of bone matrix proteins such as osteopontin, osteocalcin [OC], osteonectin, and bone sialoprotein)
(12,97). Expression of such bone markers has been reported in human specimens of localized and
metastatic prostate cancer (98).Using the OC promoter as a tumor-restrictive tool, adenoviral vectors
were constructed to deliver the herpes simplex virus thymidine kinase (HSV-TK) gene. When expressed
in target tissues, HSV-TK can convert antiviral prodrugs (acyclovir, valacyclovir) to their active
phosphorylated form that can effectively block cell replication. Preclinical work has shown that the

Fig. 1. Tumor–stroma targets in prostate cancer. IGF, insulin-like growth factor; R, receptor; EGF, epider-
mal growth factor; TGF, transforming growth factor; HGF/SF, hepatocyte growth factor/scatter factor; FGF,
fibroblast growth factor; IL, interleukin; TNF, tumor necrosis factor; VEGF, vascular endothelial growth fac-
tor; PDGF, platelet-derived growth factor; ECM, extracellular matrix.
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OC promoter strategy results in prostate-specific expression of the vector (95,98). The success of the
preclinical model led to the first phase I prostate cancer/stroma co-targeting gene therapy trial in men
(99). The adenoviral vector Ad-OC-TK/Val was administered twice during a 1-week period directly
into the metastatic sites of 11 men with metastatic AIPCa (lymph node or bone metastases) followed
by a 21-day course of oral valacyclovir. There were no serious adverse events and there was exten-
sive cellular death in the treated lesions as assessed by TUNEL assays. This proof-of-concept trial
demonstrated the feasibility and safety of a co-targeted gene therapy approach.

More recently, the same group of investigators targeted the tumor endothelium. They demon-
strated that human umbilical vein endothelial cells (HUVEC) and human C4-2 androgen-indepen-
dent prostate cancer cells, when infected with an antiangiogenic adenoviral (Ad)-Flk1-Fc vector
secreting a soluble form of Flk1, showed dramatically inhibited proliferation, migration, and tubular
formation of HUVECs (100). In a subcutaneous C4-2 tumor xenograft model, tumor volume was
decreased by 40 to 60% in animals treated with Ad-Flk1-Fc or Ad-hOC-E1 plus vitamin D3 alone,
and by 90% in a combined treatment group, showing that co-targeting strategies of tumor and tumor
endothelium are feasible (100).

8. CONCLUSIONS

Future prostate cancer therapies will focus on the interruption of the reciprocal interaction of stroma
with the epithelial component. The list of therapeutic targets will continue to expand as our under-
standing of the bone microenvironment improves. Angiogenesis, osteoblasts, osteoclasts, inflamma-
tory cells, and local milieu soluble factors will serve as the initial testing ground. Even with the
currently known targets of interest, rational combinations can lead to incremental advances in clinical
outcome. The challenge lies in prioritization and rapid execution of proof-of-principle trials that will
test hypotheses and provide a “go or no-go” decision for further development. This will require syn-
ergy and an overall global strategy so human (and economic) resources are maximally used. Finally,
integration of all available therapeutic strategies holds the realistic promise of incremental, but defi-
nite, improvements in clinical benefit, both in terms of quality of life and overall survival.
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Intercellular Targets of Prostate Cancer

Young E. Whang and Daniel J. George

Summary

Prostate cancer is a hormonally driven disease with a relatively long natural history and predictable pattern
of metastasis. Intercellular growth factor signals play an important role in the progression of prostate cancer in
both the hormone-intact setting as well as disease progression in the setting of androgen deprivation therapy.
Many intercellular growth factors have been implicated in prostate cancer based on various levels of evidence,
from epidemiological studies to preclinical models. In this chapter, we review some of the most prominent
intercellular growth factor pathways involved in prostate cancer, particular in the so-called hormone-refractory
setting. In particular, we focus on those pathways for which targeted therapeutics have been developed and are
being tested in clinical trials for patients with advanced prostate cancer. In the future, insights into the biology
of these intercellular targets may lead to patient selection for clinical trials based upon biomarker or molecular
profiles in order to enrich for reponse to targeted therapy.

Key Words: Prostate cancer; epidermal growth factor; vascular endothelial growth factor; platelet-derived
growth factor.

1. INTRODUCTION

Testosterone, dihydrotestosterone, and the androgen receptor represent the most studied and inter-
rogated extracellular growth factor/hormonal pathway in prostate cancer. Since the work of Charles
Huggins and others, inhibition of androgen signaling has represented the most striking proof of con-
cept that targeted therapy can profoundly affect the clinical outcomes of patients with prostate can-
cer. However, targeting this pathway is clearly not enough to completely abrogate growth, and
eventually many patients develop evidence of disease progression despite castrate levels of testoster-
one. With further biological insights into the mechanisms of disease progression in this setting, we
hope to further delay or inhibit the progression of disease in these patients.

Normal prostate epithelial cells are dependent on a variety of factors for survival and proliferation,
including cell-to-cell and cell-to-matrix interactions, growth factors, and hormones. Understanding
how cellular proliferation, differentiation, and apoptosis are regulated by these microenvironmental
signals is central to understanding of the biology of prostate cancer and may represent potential novel
therapeutic targets in the setting of androgen-independent disease progression. Growth factors, such
as epidermal growth factor (EGF) and other ligands related to the EGF superfamily, vascular endo-
thelial growth factor (VEGF), platelet-derived growth factor (PDGF), endothelins, insulin-like growth
factors (IGF), fibroblast growth factors (FGF), and other cytokines and their cognate receptors have
been implicated in the development and progression of prostate cancer (see Table 1). Therefore,
selective inhibition of these signaling pathways has attracted much interest as a potential therapeutic
strategy.



476 Whang and George

2. EGF SUPERFAMILY

The family of receptor tyrosine kinases related to the EGF receptor (EGFR) is one of the best
characterized and intensely studied signaling systems because of its involvement in growth and differ-
entiation of normal epithelial cells and their postulated role in many human epithelial malignancies
(1,2). This family is made up of four members: EGFR (also known as ErbB-1, from its isolation as a
second oncogene transduced by chicken erythroblastosis retrovirus), human EGF receptor (HER-2, or
ErbB-2), HER-3 (ErbB-3), and HER-4 (ErbB-4). These four members share general structural simi-
larities with regions composed of an extracellular portion that contains the ligand-binding domain, a
single hydrophobic transmembrane domain, and an intracellular cytoplasmic tail that contains the
intrinsic tyrosine kinase domain and tyrosine residues that are phosphorylated after stimulation with
ligands. Binding of ligands to these receptors causes dimerization and activation of the intracellular
tyrosine kinase domain and leads to autophosphorylation of their cytoplasmic tails and initiation of
multiple signaling pathways that ultimately result in changes in gene expression and cellular pheno-
types.

Complexity in the EGFR signaling system arises from the fact that there are multiple ligands with
affinity for one member over another and induction of both homodimers and heterodimers of EGFR
family members (1,2). For example, ligands such as EGF, amphiregulin, and transforming growth
factor (TGF)-α only bind to EGFR, whereas other members of the EGF ligand family (i.e.,
betacellulin, heparin-binding EGF, and epiregulin) can bind both to EGFR and HER-4. Heregulin
(also known as neuregulin and neu differentiation factor) binds to HER-3 and HER-4, but not to
EGFR. Many ligands capable of binding to these receptors have been identified, but no ligand bind-
ing to HER-2 has been identified. After ligand binding, each receptor may form either homodimers
or heterodimers. In general, heterodimer formation is preferred over homodimerization, and HER-2
seems to be the preferred dimerization partner for other family members (i.e., EGFR/HER-2, HER-
2/HER-3, and HER-2/HER-4). The intracellular cytoplasmic tail of HER-3 is unique among EGFR
family members in that, despite homology with kinase domains of other family members, substitu-
tions in critical amino acids lead to complete impairment of kinase activity of HER-3. Therefore,
HER-3 may only become phosphorylated and activate downstream signaling when it dimerizes and
acts as a ligand-binding partner with another EGFR family member (most frequently with HER-2).
In addition, the intracellular domain of HER-3 uniquely encodes many tyrosine residues, which,
after phosphorylation, efficiently couple to activation of the phosphatidylinositol (PI)-3 kinase path-
way, which, in turn, activates potent mitogenic and antiapoptotic kinases, such as Akt and mamma-
lian target of rapamycin (mTOR). The HER-2/HER-3 heterodimer may initiate strong oncogenic

Table 1
Growth Factor Pathways Implicated in Prostate Cancer a

• TGF-β family • PDGF (A and B) • KGF family
• FGF (bFGF, aFGF) • NGF family • HGF/SF
• EGFβ family (TGF-α, amphiregulin) • VEGF • IL-6
• HER-2/neu • ET-1, ET-2 • TNF-α
• IGFβ (I and II)

a TGFβ, transforming growth factor-β; FGF, fibroblast growth factor; bFGF, basic
fibroblast growth factor; aFGF, acidic fibroblast growth factor; EGF, epidermal growth
factor; HER, human EGF receptor; IGF, insulin-like growth factor; PDGF, platelet-
derived growth factor; NGF, nerve growth factor; VEGF, vascular endothelial growth
factor; KGF, keratinocyte growth factor; HGF/SF, hepatocyte growth factor/scatter
factor; IL, interleukin-6; TNF, tumor necrosis factor-α; ET-1, -2, Endothelin-1, -2.
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signals because of its ability to activate the PI-3 kinase/Akt/mTOR signaling pathway (3). Recent
structural studies of extracellular domains of EGFR family members have provided new insights
into the basis for homodimerization and heterodimerization (4). Binding of EGF to the EGF receptor
causes conformational changes in the ligand-binding domain that bring the region termed dimeriza-
tion arm to the surface. Exposure of the dimerization arm facilitates binding of one receptor mol-
ecule to another receptor with the exposed dimerization arm. On the other hand, the extracellular
ligand-binding domain of HER-2 has already adopted a conformation with the exposed dimerization
arm without any ligand bound. Therefore, HER-2 is already in an “activated” conformation ready to
dimerize without need for ligand binding. This structure may underlie the propensity of HER-2 to
become constitutively activated with homodimer formation when gene amplification causes overex-
pression, found in a subset of breast cancer.

In the growth and differentiation of normal prostatic epithelial cells, paracrine interaction between
stromal and epithelial cells involving EGFR and its ligands EGF and TGF-α has been postulated to
play a central role (5). EGF is produced in the apical membrane of epithelial cells and secreted into
the prostatic fluid at concentrations higher than any other body fluid (6). TGF-α is secreted under
stimulation of androgen in the stromal cells and may activate EGFR found on the basolateral surface
of prostate epithelial cells. During transformation and progression of prostate cancer, there is evi-
dence for a shift from the paracrine to autocrine stimulation of the EGFR signaling loop. Prostate
cancer cell lines synthesize TGF-α in vitro (7,8). Expression of TGF-α and EGF messenger RNA
(mRNA) is significantly higher in prostate cancer tumors than in benign prostate cells (9). Immuno-
histochemistry of primary tumors show that TGF-α production is associated with loss of differentia-
tion in localized tumors and with progression to the metastatic androgen-independent stage (10,11).
These findings imply that autocrine activation of EGFR may play a role in progression of prostate
cancer. However, because of a lack of suitable reagents, the activation or phosphorylation status of
EGFR in prostate cancer has not yet been extensively characterized. These data in aggregate suggest
that EGFR is a potential target in advanced prostate cancer. Therefore, the efficacy of gefitinib (Iressa,
Astra Zeneca) (12), a specific kinase inhibitor of EGFR, was tested on the prostate cancer xenograft
tumor CWR22. Administration of gefitinib inhibited the growth of androgen-dependent and andro-
gen-independent CWR22 xenograft tumors and enhanced the inhibitory activity of bicalutamide and
chemotherapeutic agents (13). Therefore, the clinical activity of gefitinib as monotherapy was tested
in a clinical trial organized by the National Cancer Institute of Canada (14). Forty patients with
chemotherapy-naïve hormone-refractory prostate cancer (HRPC) were randomized between 250 mg
or 500 mg daily gefitinib. However, there was no response in prostate-specific antigen (PSA) or
objective measurable disease at either dose. Currently, it seems that gefitinib is not active as a single
agent when it is tested in an unselected group of HRPC patients with unknown molecular character-
istics of tumors.

HER-2 has been important in oncology because it was one of the earliest examples of the
oncogenes driving human cancer, and targeted therapy against HER-2 has served as a paradigm in
drug development. Slamon and his colleagues have demonstrated that HER-2 was overexpressed by
gene amplification in approx 20 to 30% of breast cancer tumors and that HER-2 overexpression
carried a poor prognosis (15). Trastuzumab (Herceptin), a humanized monoclonal antibody specific
for HER-2, is effective as a single agent in treating patients with HER-2 overexpressing breast can-
cer, producing a response rate of 26% (16). When trastuzumab was administered in combination with
chemotherapy with patients with HER-2-positive metastatic breast cancer, it demonstrated a survival
advantage in patients administered trastuzumab (17). The potential role of HER-2 in prostate cancer
was also stimulated by a report that showed increased expression of HER-2 during progression of the
prostate xenograft tumor model to androgen independence and that enforced overexpression of HER-
2 converted androgen-dependent sub-lines to androgen independence (18). Several publications that
examined the expression levels of HER-2 in primary tumors before and after androgen ablation
reported that HER-2 expression increased during progression to the hormone-refractory stage, impli-
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cating a role of HER-2 in this process (19,20). However, the frequency of HER-2 overexpression in
primary prostate cancer is a controversial subject. A recent comprehensive survey of 18 published
studies that used 9 different antibodies and varying definitions of overexpression found that the
reported overexpression rate of HER-2 by immunohistochemistry varied from 0 to 100% (21). Most
recent reports have found that HER-2 overexpression is rare in prostate cancer (21,22). Although
there may not be consensus on the frequency of HER-2 overexpression by immunohistochemistry,
prostate cancer does not seem to show gene amplification of HER-2 detected by the fluorescence in
situ hybridization method commonly used for breast cancer (21). There are three publications that
report on the current experience of HER-2 targeted therapy in androgen-independent prostate cancer
using trastuzumab (23–25). In all of these clinical studies, the level of HER-2 expression in primary
tumor specimens was analyzed by immunohistochemistry. Approximately 10% of the specimens
tested expressed HER-2 at the 2+ or 3+ level and was considered to be HER-2 positive. One study
demonstrated the presence of HER-2 gene amplification in 0 of 34 specimens (23). Because of the
infrequent overexpression of HER-2 found on screening, two of three trials included both patients
with HER-2-positive and HER-2-negative tumors (24,25). All three reports concluded that
trastuzumab as a single agent is completely ineffective in unselected HRPC patients, with a PSA
response rate of 0%.

Despite the lack of efficacy of trastuzumab in prostate cancer, HER-2 remains a valid target in
prostate cancer. Although the mechanisms by which trastuzumab inhibits HER-2 signaling are likely
multifactorial and need further elucidation (1), the clinical activity of trastuzumab in breast cancer
requires high level expression of HER-2 from gene amplification (16). This situation is unlikely to
be associated with prostate cancer. Alternative means of HER-2 inhibition may be more effective in
tumors without HER-2 overexpression but constitutively activated HER-2 (i.e., through autocrine or
paracrine mechanisms). For example, heregulin is not expressed in benign prostate cells but only
expressed by prostate tumor cells, suggesting a possibility of the presence of the HER-2/HER-3
autocrine activation loop (26). There are novel agents that target HER-2 activated by heterodimeri-
zation with HER-3. Pertuzumab (also known as 2C4 or Omnitarg) is an antibody binding to the
dimerization arm of HER-2, thereby inhibiting ligand-activated heterodimer formation of HER-2
and HER-3 (27). Administration of this antibody potently inhibited growth of prostate xenograft
tumors, providing strong support for the existence of the HER-2/HER-3 autocrine loop in prostate
cancer that is necessary for the maintenance of prostate cancer growth. The phase I trial of
pertuzumab has demonstrated the feasibility and tolerability of administration every 3 weeks (28).
The clinical activity of pertuzumab in prostate cancer remains to be elucidated. There are several
small molecule inhibitors undergoing clinical development that are capable of inhibiting HER-2
kinase activity by competitive binding of the ATP pocket of the kinase domain (1). PKI-166 is a dual
inhibitor of EGFR and HER-2 and it inhibits growth of prostate cancer xenograft tumors (29).
Mellinghoff and their colleagues have subsequently shown that PKI-166 partly acts by inhibiting the
transcriptional function of the androgen receptor, which plays a key role in maintaining the viability
of HRPC (30). Lapatinib (GW572016) is also a dual inhibitor of EGFR and HER-2 that inhibits
growth of HER-2-overexpressing breast xenograft tumors in animal models (31). Two recent studies
have shown that lapatinib is a more potent inhibitor of in vitro proliferation of prostate cancer
cells than gefitinib, and that lapatinib inhibits the transcriptional function of the androgen receptor
in prostate cancer cells (32,33). It remains to be seen whether these HER-2 targeting agents will have
clinically meaningful activity in prostate cancer.

3. VASCULAR ENDOTHELIAL GROWTH FACTOR

VEGF is a pleiotrophic glycoprotein with autocrine, paracrine, and endocrine functions (31,32,34).
VEGF is a homodimeric cytokine that might also function in the early development and progression
of prostate cancer. VEGF was originally identified for its effects on endothelial cell proliferation and
vascular permeability (35,36). Since its discovery, VEGF has been shown to bind to the surface of
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endothelial cells on two tyrosine kinase receptors, Flt-1 and KDR (or VEGFR-1 and -2, respectively)
and to stimulate physiological and pathophysiological angiogenesis (37). Four alternatively spliced
isoforms of VEGF have been identified, which differ in their cellular location and in heparin binding
(37). Two of these isoforms are detectable in circulating fluids, including plasma and serum. In addi-
tion, a variety of VEGF-related peptides have been identified, including placental growth factor, and
VEGF-B, C, and D, that either alone or in concert with VEGF demonstrate angiogenic activity (37).
Nonetheless, despite potential redundancy in VEGF signaling, a single allelic knockout of the VEGF
gene in mice is lethal (38). These results suggest that VEGF is critical to embryogenesis, but may
have roles in addition to angiogenesis. For instance, the KDR tyrosine kinase receptor for VEGF is
present on early pluripotent angioblasts and may function in the proliferation and differentiation of
hematopoietic and endothelial stem cells (39). Finally, VEGF is produced in many normal tissues
where it might function to promote the early growth and progression of primary tumors. Of note, one
of the richest sources of VEGF production in humans is the prostate gland (40).

Normal prostatic growth and survival seems to depend on angiogenesis mediated by the VEGF
axis. Support for this finding comes from studies of castrated animals, in which the prostate gland
shrinks down in size and glandular epithelial cells undergo apoptosis, leaving behind stromal and
basal cells. Interestingly, VEGF is under androgen regulation in the prostate, and loss of prostatic
VEGF expression occurs within hours of castration (41,42). When testosterone is restored, VEGF
expression resumes first, followed by endothelial cell regrowth, epithelial cell growth, and, finally,
an increase in prostate gland size. This chronology suggests that prostatic regrowth is preceded and
dependent on VEGF-mediated vasculature regrowth (41,42).

Similar to the normal prostate gland, growth of prostate cancer may also be VEGF dependent. In
mice bearing the human prostate cancer xenograft LNCaP, castration results in a precipitous and
immediate loss of VEGF expression in the tumor, followed by selective ablation of small microvessels
and, eventually, tumor shrinkage (43). In clinical prostate cancer specimens, microvessel density is
an independent prognostic factor for prostate cancer disease progression and survival (44–47). More
recently, VEGF expression in primary prostate specimens has been shown to correlate to microvessel
density and to prognosis (48).

We measured VEGF levels in plasma prospectively collected from patients enrolled onto Cancer
and Leukemia Group B (CALGB) 9480, an intergroup study of suramin in patients with HRPC, to
determine whether these levels had prognostic significance (49). Plasma VEGF levels in this popula-
tion ranged from 4 to 885 pg/mL, with a median level of 83 pg/mL. As a continuous variable, plasma
VEGF levels inversely correlated with survival time (p = 0.002). Using various exploratory cut points,
plasma VEGF levels seemed to correlate with survival. In multivariate models in which other prog-
nostic factors (serum PSA level, alkaline phosphatase level, evidence of measurable disease, and
hemoglobin) were included, plasma VEGF level was significant at various cut points tested, particu-
larly at a cut point of at least 260 pg/mL. Similar results were observed with urine VEGF levels in a
smaller subset of patients (50). Although these data are exploratory and need to be confirmed in an
independent data set, these do suggest that VEGF may have clinical significance in patients with
HRPC.

Preclinical studies suggest that inhibition of the VEGF pathway may result in an antitumor
response. Several studies suggest that monoclonal antibodies to VEGF can cause tumor regression in
preclinical animal prostate tumor models (51,52). In addition, several small molecules targeted against
the cell surface tyrosine kinase receptors for VEGF (VEGFR1-3) have demonstrated antitumor
effects in prostate tumor models (53,54). In a phase I clinical trial of the pan-VEGFR inhibitor,
PTK787/ZK 222584, we studied the effect of a high-fat diet on drug absorption in patients with
HRPC. Although no clinically significant food effect was observed on drug absorption or pharmaco-
kinetics, we did observe persistent reductions in serum PSA levels of 40% or greater from baseline in
4 of 19 patients (55). RhuMAb VEGF (bevacizumab) is a humanized murine monoclonal antibody
that neutralizes VEGF activity and has shown promise in animal tumor models (56–58).
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A phase I study of the safety and efficacy of single-agent rhuMAb VEGF in metastatic HRPC was
undertaken at the University of California, San Francisco (59). Fifteen patients were treated with 10
mg/kg rhuMAb VEGF every 14 days for six infusions (one cycle) followed by additional treatment
for selected patients exhibiting a response or stable disease. After one cycle, none of the 15 patients
evaluable for tumor response had an objective complete or partial response. Three possible mixed
responses were observed. No patient achieved an at least 50% decrease in serum PSA level after one
cycle, although 4 patients (27%) had a PSA decline of less than 50%. The median time to objective
progression was 3.9 months, and the median time to PSA progression was 2 months. Toxicity was
generally mild, with asthenia present in 6 of the 15 patients (40%). Two patients developed severe
hyponatremia, although the association with rhuMAb VEGF was unclear. The conclusion was that
single-agent rhuMAb VEGF in this dose and schedule did not produce significant objective responses
in HRPC. However, this trial was not designed to test the cytostatic effect of the drug, which, in
retrospect, may be the most important feature of this class of agents.

Based on these data, the CALGB investigated the role of bevacizumab with estramustine and
docetaxel in patients with progressive castrate metastatic prostate cancer in CALGB 90006 (60).
Seventy-nine patients were treated with this combination (280 mg estramustine orally thrice daily on
days 1–5; 70 mg/m2 docetaxel iv on day 2; 15 mg/kg bevacizumab on day 2) every 21 days. Typical
premedication for docetaxel was administered, and 2 mg Coumadin daily was administered to help
prevent any thromboembolic disease related to the estramustine. Patients tolerated the therapy well.
There was one death caused by mesenteric vein thrombosis, one death caused by a perforated sigmoid
colon diverticulum, two patients with a CNS bleed, and two patients each with pulmonary embolism
and deep venous thrombosis. Although these thromboembolic events are of concern, the overall inci-
dence was not dramatically higher than what has been observed with estramustine and docetaxel
without bevacizumab. The other toxicities were similar to what was observed in published studies
from Savarese and colleagues using a combination of estramustine, docetaxel, and hydrocortisone.
The combination regimen resulted in a 50% or greater PSA decline in 58 (81%) of 72 patients. Median
time to objective disease progression was 9.7 months, median time to PSA failure was 9.9 months,
and overall median survival was 21 months.

These results compare favorably with previous phase II combination studies within CALGB and
support the randomized study of bevacizumab in docetaxel and prednisone in and ongoing intergroup
study (CALGB 90401). Correlative science investigations within this study will prospectively con-
firm the prognostic significance of plasma VEGF levels in HRPC patients and evaluate this marker in
conjunction with other prognostic factors.

4. PLATELET-DERIVED GROWTH FACTOR

The PDGF pathway may be one such novel pathway to target in the treatment of early prostate
cancer (61–65). PDGF stimulates proliferation in both normal and malignant cells (64). Prostate
cancer cells express both PDGF receptor (PDGFR) and ligand, and dysregulation of PDGFR signal-
ing in tumors leads to autocrine and paracrine stimulation of cell growth (63,65). PDGF may function
early in prostatic carcinogenesis because it has also been shown to be mitogenic to human cells
derived from patients with prostatic hyperplasia (65). More specifically, it seems that the b-subunit
of PDGFR is primarily responsible for many of the cellular functions associated with PDGF biology
in tumors (66–68).

Expression of PDGFR has been reported to be as high as 88% of prostate cancer samples tested by
immunohistochemistry (63) and also in prostatic hyperplasia, suggesting that PDGFR expression is
observed early in carcinogenesis . In addition, gene expression profiles containing PDGFR-b along
with four other genes were found to be associated with a higher PSA failure rate in men treated by
radical prostatectomy for clinically localized prostate cancer (69). In follow-up of these results, we
tested imatinib mesylate [Gleevec, Novartis Pharmaceuticals, East Hanover, NJ] in 13 patients before
prostatectomy (70). Although no pathological changes constituted a significant clinical response,
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decreases in blood flow as measured by dynamic contrast-enhanced MRI suggested a possible stro-
mal effect. In addition, gene expression profiling on laser capture microdissected epithelial tumor
cells from pretreatment biopsies and posttreatment prostatectomy samples suggested an expression
pattern associated with Gleevec treatment (71).

Thus far, three phase I to II trials have investigated the benefit of single-agent PDGFR inhibitors
in the treatment of prostate cancer (70,72,73) and a fourth study combining Gleevec with Docetaxel
chemotherapy is completed but not yet reported. Unfortunately, results from these studies to date
demonstrate in both hormone-naïve and HRPC patients little evidence of antitumor effect. In more
recent work, the frequency of PDGFR-b expression was reexamined in a wide range of prostate
cancer samples, and in association with important pathologic and clinical parameters (74). They
demonstrate that expression of PDGFR-b is rarely robust and not associated with poor prognostic
factors, questioning the unselected use of PDGFR inhibition as a strategy in prostate cancer.

5. ENDOTHELINS

Endothelins are peptides that are produced by both endothelial cells as well as epithelial cells in
tissues such as the prostate (75,76). Endothelin-1 binds to endothelin receptor A, and is thought to be
the predominant endothelial signaling pathway in normal prostate tissue, as well as in prostate cancer
tissue. Patients with metastatic HRPC have an increased expression of endothelin-1 when compared
with normal prostatic epithelium and localized prostate cancer (77,78). Endothelin-1 may function
both to induce prostate cancer cell proliferation and as a mitogen for osteoblasts and to inhibit osteo-
clasts (75).

Atrasentan (Xinlay, Abbott Laboratories, Abbott Park, IL) is a highly potent (Ki 0.034 nM) and
selective (1800-fold) endothelin receptor A antagonist, which is being developed for the treatment of
prostate cancer and other malignancies (79). To evaluate atrasentan as a treatment for HRPC, two
multicenter, randomized, double-blinded phase II clinical trials were conducted, M96-594 and M96-
500 [24,25]. In each trial, subjects were randomly selected in a double-blinded fashion to receive
placebo, 2.5, or 10 mg of atrasentan on a once-a-day dosing schedule. Study M96-594 was conducted
on subjects with asymptomatic, metastatic, HRPC who were followed to the primary end point of
clinical disease progression. Study M96-500 was conducted in subjects with metastatic HRPC who
were symptomatic with disease-related pain. The primary end point assessed during the 12 weeks of
the M96-500 study was a reduction in pain or a reduction in the use of opioid analgesics.

A dose–response effect was observed using several clinical measures of disease progression in
both studies. In study M96-594, the median time to disease progression was delayed 34 to 52% in
subjects treated with 10 mg atrasentan. Likewise, more than a 100% delay in the median time to PSA
progression was observed for the 10 mg atrasentan group. Treatment with 10 mg atrasentan also
attenuated bone metabolism, as measured by serum and bone alkaline phosphatase, markers of bone
synthesis, and urine N-telopeptides, a marker of bone resorption. Attenuation in the radiographic
progression of disease, as measured by bone scan indices, was also observed. In subjects treated with
2.5 mg atrasentan, delays in the median time to disease progression and PSA progression, as well as
effects on bone metabolism were consistently smaller than those observed in subjects treated with 10
mg atrasentan. In the M96-500 study, trends in the reduction of pain for either atrasentan group (2.5
or 10 mg) compared with placebo were observed, although these were not statistically significant.
We are currently conducting a phase I/II study of 10 mg atrasentan daily combined with docetaxel,
and the Southwest Oncology Group is planning a phase III study comparing docetaxel prednisone
atrasentan to docetaxel prednisone alone in men with HRPC and bone metastases.

6. INSULIN-LIKE GROWTH FACTOR

IGF-I and IGF-II are single-chain 7-kDa polypeptides that are produced predominantly by the
liver and released into the circulation in high concentration. Although nearly every mammalian cell
type can also synthesize and export IGF-I and IGF-II and the IGF regulation system in each organ is
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tissue specific, all of the IGF regulation systems share certain components, including ligands (IGF-I
and IGF-II), IGF binding proteins (IGFBPs)-1 to -6, IGF receptors (type I and II), and IGFBP-spe-
cific proteases (80). Although both IGFs are mitogens, IGF-I is the principle regulator of growth after
birth, acting systemically as well as locally via endocrine, paracrine, and autocrine mechanisms (80).
In vivo, tissue IGF-I bioactivity is determined not only by circulating IGF-I and IGFBP-3 levels, but
also by other IGFBPs (such as IGFBP-1), local production of IGFs, IGFBPs, and possibly IGFBP
proteases (such as PSA) that enhance IGF-I availability by cleaving IGFBPs.

Epidemiological data supports a role for IGF-I in the carcinogenesis of prostate cancer. Using the
Physicians’ Health Study, a large, prospectively collected database, Chen et al. (9) demonstrated that
men in highest quartile of plasma IGF-I concentrations (within the normal physiological range) had a
4.3-fold higher risk of prostate cancer compared with those in the lowest quartile (81). This associa-
tion was independent of baseline PSA level, suggesting that IGF-I might be an independent predictor
of prostate cancer risk. These findings were subsequently confirmed by other case–control studies
(82,83). Further epidemiological studies suggest a functional role of IGF-1 in prostate cancer disease
progression, and preclinical models support the IGF-1 axis as a target for therapeutic intervention.
Specific inhibitors of this pathway are under development and may be available for clinical testing in
the near future.

7. FIBROBLAST GROWTH FACTOR

FGFs make up a large family of 23 related polypeptide ligands and four FGF receptors with highly
conserved amino-acid sequences (84,85).

FGFs and their receptors are important in the prostate formation and possibly in the carcinogen-
esis of prostate cancer (86–89). Of the various ligands, FGF-7 (or keratinocyte growth factor) may
mediate the effects of androgen on prostate growth (90). FGF-7 expression is limited to stromal cells
in a variety of tissues and it is mitogenic for epithelial cells (91). In the prostate, production of FGF-
7 is similarly restricted to stromal cells and is induced by androgens (90). In normal prostate, and in
prostate malignancies as well, it seems that the interaction between FGF-7 and this receptor plays a
part in maintaining androgen-responsive growth and differentiation of epithelial cells (90).

FGFs may also play an important role in the transformation of prostate cancer from an androgen-
dependent to an androgen-independent state. Using the transplantable Dunning R3327 rat prostate
tumor model, Yan et al. demonstrated that transformation from the indolent R3327 phenotype to the
aggressive androgen-insensitive R3327AT3 phenotype is associated with a change in the alternative
splicing pattern of the epithelial cell FGF-R2 receptor (92). Normal prostate epithelia, as well as
R3327 tumor cells, express exclusively the FGF-R2 (IIIb) isoform. In contrast, AT3 tumors express
the FGF-R2 (IIIc) variant. Carstens et al. demonstrated a similar pattern in human prostate cancer
xenografts as well as primary cultures (93). Loss of responsiveness to FGF-7 may render these cells
independent of stromal derived factors and set up autocrine loops between FGF ligands and their
receptors, allowing autonomous growth and progression to a more malignant phenotype (92). Such
findings support the investigation of future targeted therapeutics against the FGF-7/ FGF-R2 axis in
prostate cancer.

8. OTHER GROWTH FACTOR TARGETS

A plethora of other growth factors have also been implicated in prostate cancer, ranging from epi-
demiological links to expression on preclinical cell lines and clinical specimens to in depth functional
studies. Although the list is long and ever changing, some of the more notable examples include the
family of neurotrophins, interleukin (IL)-6, hepatocyte growth factor/scatter factor, and the integrin
family of proteins. The neurotrophin family (including nerve growth factor, brain-derived growth
factor, NT-3 and NT-4) seemed to be a promising target in preclinical models (94,95), and clinical
studies of the prototype nerve growth factor receptor inhibitor (CEP-701, Cephalon Pharmaceuticals,
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West Chester, PA) have completed phase I testing (96). IL-6 seems to be expressed in advanced HRPC
and elevated plasma and serum levels of IL-6 are an independent prognostic factor for survival in
several studies (97,98). Antibodies to IL-6 are currently being tested in phase II studies in HRPC.
Finally, integrins represent a relatively new anti-angiogenic target in cancer, with α3β5 representing
the most well-characterized (99,100). Antibodies to integrins, such as vitaxin (Medimmune Inc,
Gaithersburg, MD) have shown promise in early phase studies (101).

9. CONCLUSIONS

In summary, there is strong evidence implicating signaling by EGFR family members in the physi-
ology of normal and malignant prostate epithelial cells. There is evidence supporting the validity of
the EGFR family of tyrosine kinases as therapeutic targets in prostate cancer, and we now have
growing understanding of the signaling network by EGFR family members. There are intense ongo-
ing efforts to develop agents targeting EGFR family members for clinical applications in prostate
cancer and in other malignancies. In addition, the rationale, preclinical, and early clinical results
targeting VEGF seem promising as we await the completion of the intergroup phase III trial. Other
targets, including PDGF, neurotrophins, and yet to be tested growth factors may require more diffi-
cult trial designs that enrich for patients with tumors that demonstrate overexpression or even activa-
tion of these pathways. Other more ubiquitous targets, such as endothelins, may require combinations
with more biologically linked targets, such as other paracrine growth factor pathways in bone, to
demonstrate more robust clinical benefit. Ultimately, a better understanding of molecular pheno-
types underlying sensitivity to each of these novel targets and development of predictive markers for
response are challenges facing clinical development of agents specifically targeted against them.
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Novel and Efficient Translational Clinical Trial

Designs in Advanced Prostate Cancer

André Rogatko and Mourad Tighiouart

Summary

We propose a new paradigm for the clinical evaluation of new cancer therapies. It entails adjusting the
search for the optimal dose on the basis of measurable patient characteristics that may be predictive of adverse
responses to treatment, and extending this search beyond phase I and into phases II and III. We provide examples
of how the fine-tuning of dose may involve use of patient-specific attributes to obtain a personalized treatment
regimen; and how novel methods for phase I design can be used to update the working dose for the conduct of
phase II and III cancer clinical trials.

Key Words: Bayesian design; dose escalation; escalation with overdose control; EWOC; overdose con-
trol; phase I design.

1. INTRODUCTION

Clinical trials of new anticancer therapies are widely used, critically important tools in the search
for more effective cancer treatments. Cancer trials typically proceed through several distinct phases.
The major objective in phase I trials is to identify a working dose for subsequent studies, whereas the
major end point in phase II and III trials is treatment efficacy. Ideally, from a therapeutic perspective,
clinical trials should be designed to maximize the number of patients receiving an optimal dose.
Consequently, more patients would be treated with therapeutic doses of promising new agents, and
fewer patients would have to suffer the deleterious effects of toxic doses.

With cytotoxic agents, it is a long-accepted assumption of cancer chemotherapy that toxicity is a
prerequisite for optimal antitumor activity and that efficacy increases with dose. It could be argued
that the paradigm used for cytotoxic drugs will not apply for newer molecularly targeted therapies. It
has been assumed that inhibition of protein function, rather than toxicity, will determine the optimal
dose of such therapies. However, early experience with EGF and VEGF receptor antagonists has
shown that target inhibition in tumor tissue is difficult to quantify. Inhibition of the target is usually
associated with toxicity, which influences the selection of an optimal dose. Therefore, it is unlikely
that future therapies will be completely free of toxicity constraints. Furthermore, targeted agents,
such as angiogenesis inhibitors or growth factor receptor antagonists are likely to be used in combi-
nation with cytotoxic agents. For these reasons, the paradigm used for cytotoxic drugs should be
applicable and relevant to molecularly targeted therapies.

Phase I studies assume that dose is the most significant determinant of toxicity. Our analysis of
multiple phase I and early phase II trials revealed that dose is not always the most significant predic-
tor of toxicity (1). Even with conventional patient selection criteria that included the requirement for
normal or near-normal hepatic and renal function, patient characteristics had greater predictive value
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than dose for the toxicity for several agents. Thus, the current eligibility criteria for most phase I and
II trials do not provide populations that are uniform enough to conclude that differences in toxic
response are primarily dose related.

Identification of the optimal dose is usually restricted to the phase I setting, although the number
and type of patients evaluated is very limited. Typically, the dose selected for phase II may be based
on the toxicity experiences of a few heavily pretreated patients with limited life expectancy. The
assumption that the dose selected in such a patient population will be optimal for other populations
may well be incorrect. Furthermore, as experience accumulates with a new therapy, it often becomes
apparent that certain groups of patients tolerate greater or lesser doses because of differences in age,
sex, organ function, and genetic profile that may affect clearance and metabolism. An example is the
topoisomerase inhibitor, irinotecan, which, at recommended doses often causes unacceptable and
unpredictable gastrointestinal and hematological toxicity, a risk that increases with hepatic dysfunc-
tion (2,3). Another example is capecitabine, a widely used fluoropyrimidine that requires dose reduc-
tion for elderly patients and those with mild-to-moderate renal insufficiency (4). The recommended
starting dose of docetaxel, a microtubule inhibitor used in the treatment of lung, breast, ovarian, and
other cancers, was reduced from the approved recommended dose based on subsequent clinical expe-
rience in larger and older populations (5,6). These observations raise concerns for the dosing recom-
mendations based on limited patient cohorts typically treated in phase I and II trials. Consequently,
the limited information available from phase I trials is frequently insufficient for an accurate determi-
nation of the phase II dose, which should accommodate patient heterogeneity in susceptibility to
adverse effects of treatment.

According to the current paradigm for the clinical evaluation of new cancer therapies, (A) the
dose of a therapeutic agent is not adjusted to accommodate individual patient differences, and (B)
the identification of the working dose of new cancer therapies is mainly restricted to phase I trials.
We propose that (A') the dose should be fine-tuned using patient-specific attributes, and (B') the
search for the optimal dose should be extended beyond phase I and into phases II and III. We provide
examples of how phase I design methods can be used to update the working dose for phases II and III
and how fine-tuning the dose may involve using patient-specific attributes to obtain a personalized
treatment regimen. We present these examples to motivate the development of new and improved
methods.

2. CANCER PHASE I TRIAL

The primary objective of a phase I clinical trial is to determine the dose of a new drug or
combination of drugs for subsequent clinical evaluation of efficacy. The dose sought is typically
referred to as the maximum tolerated dose (MTD) and its definition depends on the treatment under
investigation, the severity and reversibility of its side effects, and on clinical attributes of the target
patient population. Because it is generally assumed that toxicity is a prerequisite for optimal antitu-
mor activity, the MTD of a cytotoxic agent typically corresponds to the highest dose associated with
a tolerable level of toxicity. More precisely, the MTD is defined as the dose expected to produce
some degree of medically unacceptable, dose-limiting toxicity (DLT) in a specified proportion θ of
patients. Thus, if a population of patients is treated at the MTD, a proportion θ of them will manifest
DLT. The value chosen for the target probability θ would depend on the nature and consequences of
the DLT; it would be set relatively high when the DLT is a transient, correctable, or nonfatal condi-
tion, and low when it is lethal or life threatening (7).

Table 1 summarizes the attributes that an optimal dose-finding procedure should have to achieve
the goals (A') and (B'). Although none of these characteristics are possessed by the usual modified
Fibonacci phase I design, each can be addressed within a Bayesian framework (8).

In the next section, we outline a Bayesian dose-escalation scheme permitting precise determina-
tion of the therapeutic working dose while directly controlling the likelihood of an overdose. The
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method, known as EWOC (escalation with overdose control), has been used to design phase I clinical
trials at the Fox Chase Cancer Center and at the Sylvester Comprehensive Cancer Center, University
of Miami School of Medicine. Zacks et al. (9) discuss statistical properties of the method, and a
comparison of EWOC with alternative phase I design methods is given in Babb et al. (7). Babb and
Rogatko (10) provide a summary of Bayesian phase I design methods and Tighiouart et al. (11)
studied the performance of EWOC under a rich class of previous distributions for θ. EWOC will be
the basis for a more general method to be used beyond phase I trials. A computer program implemen-
tation of the EWOC method for Windows environment is available free of charge. Version 2 is a
user-friendly, dialog-based, stand-alone application and the self-extracting file can be downloaded
from the web site, http://www.sph.emory.edu/BRI-WCI/software.html.

3. THE EWOC METHOD

EWOC was the first dose-finding procedure to directly incorporate the ethical constraint of mini-
mizing the chance of treating patients at unacceptably high doses. Its defining property is that the
expected proportion of patients treated at doses above the MTD is equal to a specified value α, the
feasibility bound. This value is selected by the clinician and reflects their level of concern regarding
overdosing. Zacks et al. (9) showed that among designs with this defining property, EWOC mini-
mizes the average amount by which patients are underdosed. This means that EWOC approaches the
MTD as rapidly as possible, while keeping the expected proportion of patients overdosed less than
the value α. Zacks et al. (9) also showed that, as a trial progresses, the dose sequence defined by
EWOC approaches the MTD (i.e., the sequence of recommended doses converges in probability to
the MTD). Eventually, all patients beyond a certain time would be treated at doses sufficiently close
to the MTD.

The value selected for the feasibility bound determines the rate of change in dose level between
successive patients. Low values result in a cautious escalation scheme with relatively small incre-
ments in dose, whereas high values produce a more aggressive escalation. In actual application, the

Table 1
Optimal Dose-Finding Procedure Attributes a

• Freedom to choose any target Because cancer phase I and II patient populations typically differ with
probability θ respect to treatment tolerance, a different target probability θ might be

chosen in each case. Consequently, a method for fine-tuning the work-
ing dose should allow any value of θ to be targeted and permit its
change during phases II and III

• Patient-specific dosing The method should allow the dose level to be adjusted according to
patient characteristics associated with susceptibility to treatment.

• Assess the precision of the To decide if and when to adjust the phase II/III dose, the method
MTD estimate should provide an estimate of how precisely the MTD has been

estimated

• Use all available information The method used to adjust the dose should be fully adaptive. That is,
it should be able to exploit all of the information accumulated during
both the current and previous phases of clinical evaluation

• Assess patient risk Both the investigator and patient might benefit if updated assessments
of the risk of toxicity were available during the trial

aAttributes that an optimal dose-finding procedure should possess to achieve the goals: (A') the dose should be fine-
tuned using patient-specific attributes, and (B') the search for the optimal dose should be extended beyond phase I and
into phases II and III. MTD, maximum tolerated dose.



490 Rogatko and Tighiouart

value of the feasibility bound is initially set at a small value (α = 0.25, for instance) and then allowed
to increase in a predetermined manner in the absence of unacceptable toxicity. The rationale behind
this approach is that uncertainty regarding the MTD is highest at the onset of the trial and a small
value of α affords protection against the possibility of administering dose levels much greater than
the MTD. As the trial progresses, uncertainty regarding the MTD declines and the likelihood of
selecting a dose level significantly above the MTD becomes smaller. Consequently, a relatively high
probability of exceeding the MTD (α = 0.5, for instance) can be tolerated near the conclusion of the
trial because the magnitude by which any dose exceeds the MTD is expected to be small.

4. PERSONALIZING THE PHASE I DOSE—EWOC WITH COVARIATES

A key assumption implied by the definition of the phase I target dose (MTD) is that every sub-
group of the patient population has the same MTD. That is, it is assumed that the patient population
is homogeneous in terms of treatment tolerance and every patient should be treated at the same dose.
As a result, no allowance is made for individual patient differences in susceptibility to treatment (12).
Recently, however, improvements in our understanding of the pharmacokinetics and the pharmaco-
genetics of drug metabolism have led to the development of new treatment paradigms that accommo-
date individual patient needs (13,14). For example, the observation that impaired renal function can
result in reduced clearance of carboplatin, led to the development of dosing formulas based on renal
function that permit careful control over individual patient exposure (15). Additionally, the National
Cancer Institute (NCI) accounts for the contribution of previous therapy by establishing separate
phase II doses for heavily pretreated and minimally pretreated patients. For these reasons, the EWOC
method was extended to permit the incorporation of patient-specific characteristics into the statistical
design of phase I clinical trials. The extension of EWOC to include covariates will be illustrated in
the context of a Food and Drug Administration (FDA)-approved phase I study of PNU-214565 (PNU)
involving patients with advanced adenocarcinomas of gastrointestinal origin (10). PNU is a murine
Fab fragment of the monoclonal antibody 5T4 fused to a mutated superantigen staphylococcal en-
terotoxin A (SEA). Preclinical testing demonstrated that the action of PNU is moderated by the neu-
tralizing capacity of antibodies to anti-SEA. Consequently, dose levels were adjusted during the trial
according to each patient’s pretreatment plasma concentration of antibodies to SEA.

It was assumed that the probability of DLT is an increasing function of dose (for fixed anti-SEA)
and, because anti-SEA has a neutralizing effect on PNU, a decreasing function of anti-SEA (for fixed
dose). Because the probability of DLT depends on both the PNU dose level and the anti-SEA concen-
tration, the dose-toxicity model was chosen to be a logistic function of pretreatment anti-SEA and
PNU dose level. The MTD was defined as a function of the anti-SEA concentration. Specifically, the
MTD was defined, for patients with pretreatment anti-SEA concentration equal to a specific value a,
as the dose level of PNU (ng/kg) that produces DLT in a proportion θ = 0.1 of the patients with anti-
SEA equal to a at baseline. The small value chosen for θ reflects the severity of the treatment-induced
toxicities (e.g., myelosuppression) observed in previous studies. A detailed clinical report on the
PNU trial is given by Cheng et al (16).

The amount of information gained during the trial was evidenced by the magnitude of change in
the recommended dose levels. At the onset, the recommended PNU dose started as 25 ng/kg for
patients with anti-SEA values ranging from 1 to 1800 pmol/mL. By trial termination, after 78
patients had been treated, the recommended PNU dose changed to 43.59 ng/kg for patients with anti-
SEA value of 1 pmol/mL, and to 1088.25 ng/kg for patients with anti-SEA value of 1500 pmol/mL.
Source code in Visual Fortran 90 used to implement EWOC with covariates as described in Babb et
al. (10) and Cheng et al. (16) is available from the authors. Figure 1 shows the PNU doses recom-
mended by EWOC as a function of anti-SEA concentration, both at the onset of the trial and after 78
patients had been treated. The large impact of the covariate on the dosing scheme is indicated by the
slope of the upper curve (n = 78), and the magnitude of information accumulated from the trial is
evidenced by the difference between the two curves.
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5. IS THE PHASE I MTD THE APPROPRIATE DOSE FOR PHASES II AND III?

Although the major end point in phase II trials is efficacy, the search for the optimal dose is
usually restricted to the phase I setting. In this case, the phase II dose determination may be based on
the data accumulated from a patient population with very different characteristics than the target
phase II population. The implicit assumption that the dose selected in one patient population will be
optimal for other populations may be incorrect. In a phase II trial, the frequent occurrence of toxicity
leads generally to dose reduction. In contrast, dose increase because of lack of toxicity is much less
common, because such treatments are generally considered “well-tolerated.” Because maximizing
dose intensity is still regarded as an important condition to achieve an optimal therapeutic effect,
failure to increase the dose in the absence of toxicity may result in patients being treated at
subtherapeutic dose levels.

EWOC was applied retrospectively to dose-toxicity data from two trials completed at the Fox
Chase Cancer Center. In the phase I study (17), 26 patients with a wide variety of malignancies and
varying exposure to cytotoxic therapy and radiation were treated with paclitaxel and estramustine.
Based on toxicity observed in the phase I population, the phase II dose of paclitaxel was chosen to be
120 mg/m2. Applying EWOC analysis to this data set yields θ = 0.2 for a dose of 120 mg/m2, indicat-
ing that approximately 1 in 5 patients would be expected to have DLT at the phase II dose of
paclitaxel. In the phase II trial (18), 34 patients with hormone refractory prostate cancer and no
previous chemotherapy received the recommended phase II dose, using the same treatment regimen
and same definition of DLT as for the phase I trial. Only 2 of the 34 patients in the phase II trial
experienced first cycle DLT, and only 3 other patients required dose reduction of paclitaxel over
subsequent cycles. Because the incidence of DLT was lower in the phase II trial, EWOC analysis
results in a lower value of 2 for this population. Figure 2 shows, for each trial, the recommended
EWOC dose of paclitaxel for selected values of the target probability of DLT (θ) and dose for the
phase I and phase II populations. The recommended EWOC dose of paclitaxel for any selected value
of the target probability of DLT (θ) is higher for the phase II population. For this analysis, the feasi-
bility-bound α was set to 0.5, implying that both underdosing and overdosing are of equal concern. If
the object of the phase II trial had been to administer a paclitaxel dose to achieve θ = 0.2, then more
aggressive dosing would have been possible. Although we analyzed this example retrospectively,

Fig. 1. PNU-214565 doses recommended by Escalation With Overdose Control (EWOC) (ng/kg) as a func-
tion of pre-treatment anti-staphylococcal enterotoxin A (SEA) concentration (pmol/mL) at the beginning (dot-
ted line) and end of the trial (solid line).
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one could envision a similar analysis conducted during the phase II trial after accrual of an initial
cohort of 10 to 12 patients to adjust the dose using relationships similar to those in Fig. 2.

One sees that different doses are required in the two patient populations to obtain the same tar-
geted probability of DLT. This example shows how EWOC can be used to aid the clinician in select-
ing a working dose for a cytotoxic treatment. Once the clinician decides on a target probability of
DLT, θ, the phase II (or III) dose can be determined.

A phase II (or III) trial can be designed to permit dose modifications based on the number and type
of toxicities observed during the trial. As a specific example, the following is the design of a phase II
trial involving a combination of radiation and taxol. The design allows the dose to be adjusted accord-
ing to an assessment of whether a desired level of toxicity is achieved. A portion of the protocol is
given below and summarized in Table 2.

The adequacy of the selected dose will be assessed after 14 patients have been treated. We target
the dose such that the probability of DLT, θ, is 0.2. If no DLT’s are observed among the first 14
patients (assuming that θ = 0.2, the probability of this outcome is 0.044), the radiation will be
increased from 45 Gy to 60 Gy. If one, two, three or four DLT’s are observed the treatment will
remain unchanged. If five or six DLT’s are observed, the taxol dose will be decreased from 50

Fig. 2. Recommended Escalation With Overdose Control (EWOC) doses of paclitaxel (mg/m2) for selected
values of the target probability of dose-limiting toxicity (DLT) (θ) were calculated using dose-toxicity data
from phase I and II studies of paclitaxel in combination with 600 mg/m2 estramustine, with α = 0.5.

Table 2
Phase II Trial Design Allowing Dose Modifications
Based on Number and Type of Toxicities Observed a

Number of DLTs Probability
in 14 patients when θ = 0.2 Action

0 0.044 Increase radiation from 45 to 60 Gy
1, 2, 3, or 4 0.826 None
5 or 6 0.118 Decrease taxol from 50 to 40 mg/m2

7 or more 0.012 Terminate trial

a Rule used for dose modifications in a phase II trial of a combination of radiation
and taxol. The design allows the dose to be adjusted according to an assessment of
whether a desired level of toxicity is achieved. DLT, dose-limiting toxicity.
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mg/m2 to 40 mg/m2 (assuming that θ = 0.2, the probability of this outcome is 0.118). If seven or
more DLT’s are observed the trial will be terminated. When θ = 0.2 the probability of observing
7 or more DLT’s and incorrectly terminating the trial is 0.012.

The same design could be implemented to adjust the dose in the phase III setting. The main dis-
tinction between phase II and III trials is that larger samples are typically used in phase III, thereby
permitting further refinement of the working dose and better adjustment to individual patient needs.
This example should be interpreted as an enticement for the development of new methods to imple-
ment item (B') of the proposed new paradigm, that is, to extend the search for the optimal dose
beyond phase I and into phases II and III.

6. DOSE-FINDING BEYOND PHASE I TRIALS

The standard paradigm of clinical evaluation of new cancer therapies restricts the dose determina-
tion to the initial phase of the process (Fig. 3, top). Progress in DNA-array technology and pharmaco-
genetics undeniably argues against the concept of “one dose fits all.” At the same time, it would be
unreasonable to design phase I trials with sufficient power to distinguish the important patient-spe-
cific characteristics for a given therapy.

One solution is to continue with the quest for determining the best dose throughout phases II and
III (Fig. 3, bottom). Hence, clinical trials might progress as follows. First, a phase I trial is conducted
to characterize the toxicity profile of the treatment and determine a starting dose for phase II investi-
gation. Subsequently, the phase II and III trials can be designed in stages with the data from each
stage used to determine if and what adjustment of the dose is needed. Dose modification would
continue until either a specific number of patients have been treated or the dose has converged to the
MTD according to some criterion (such as the posterior variance of the estimated MTD).

In the previous sections, it was shown that methodologies are available to improve the design and
analysis of cancer clinical trials. We highlighted the importance of targeting θ, the proportion of
patients treated at the MTD expected to manifest DLT, during all phases of treatment evaluation. We
also presented methods that permit the incorporation of personal information, thereby allowing dose

Fig. 3. The never-ending phase I trial. The standard paradigm of clinical evaluation of new cancer therapies
restricts the determination of dose to the initial phase of the process (top). The proposed paradigm entails
extending the search for the optimal dose beyond phase I and into phases II and III (bottom).
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levels to be tailored to the individual patient according to his or her attributes. It is important to note
that, for any phase of the evaluation process, the working dose should be adjusted on the basis of
accumulated toxicity and efficacy information. Therefore, each patient at each stage will be provided
with the best dose possible, more patients will be treated with therapeutic doses of a promising new
agent, and fewer patients will be overdosed and suffer from toxic effects.

There has been a substantial effort from the cancer research and treatment community to translate
basic science and laboratory findings faster into clinical trials in an attempt to accelerate the improve-
ment in cancer patients’ survival and quality of life. Research biostatisticians dedicated to the discov-
ery and improvement of clinical trial design play a fundamental role in the process of drug discovery
and treatment. As in any science, research biostatisticians generate new methods that are published in
specialized journals using a language typical to the profession. Most of these new methods are rarely
used, although they may offer advantages over the standard methods (19,20). Despite a compelling
rationale for their use, EWOC and other Bayesian methods are not used commonly in phase I trials.
Some of the reasons include:

1. Lack of awareness and/or understanding of Bayesian methods among clinical investigators and industry
sponsors involved in drug development.

2. Fear that newer methods are complex, may cause delay or loss of information, rather than increase effi-
ciency and information gained. This is partly a consequence of 1.

3. Change from the status quo. If nothing else, the “modified Fibonacci” 3+3 has conformity among its
adherents.

The “modified Fibonacci” 3+3 dose escalation design remains a favored design for phase I trials
despite the important limitations described above and by others (21–23). The consequence of using
ineffective methods, such as the “modified Fibonacci” 3+3 dose escalation in clinical practice is that
more patients are treated with doses outside the therapeutic window (24,25).

It is our responsibility to not only develop new and better designs, but also to shepherd new
approaches into clinical practice. This will require effective communication with clinical colleagues,
and active representation on scientific review boards and clinical research committees. The main
goals of this paper are to encourage additional work in the realm of cancer clinical trial design and
to urge biostatisticians to actively participate in translating new methods into the real world of
clinical trials.
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