
Issues in Toxicology

Biomarkers and Human 
Biomonitoring
Volume 2: Selected Biomarkers of Current Interest

Edited by Lisbeth E. Knudsen and Domenico Franco Merlo

Biom
arkers and H

um
an Biom

onitoring 
Volum

e 2
Knudsen & M

erlo



Biomarkers and Human Biomonitoring
Volume 2: Selected Biomarkers of Current Interest



Issues in Toxicology

Series Editors:
Professor Diana Anderson, University of Bradford, UK
Dr Michael D Waters, Integrated Laboratory Systems, Inc, N Carolina, USA
Dr Martin F Wilks, University of Basel, Switzerland
Dr Timothy C Marrs, Edentox Associates, Kent, UK

Titles in the Series:
1: Hair in Toxicology: An Important Bio-Monitor
2: Male-mediated Developmental Toxicity
3: Cytochrome P450: Role in the Metabolism and Toxicity of Drugs and

other Xenobiotics
4: Bile Acids: Toxicology and Bioactivity
5: The Comet Assay in Toxicology
6: Silver in Healthcare
7: In Silico Toxicology: Principles and Applications
8: Environmental Cardiology
9: Biomarkers and Human Biomonitoring, Volume 1: Ongoing Programs

and Exposures
10: Biomarkers and Human Biomonitoring, Volume 2: Selected Biomarkers

of Current Interest

How to obtain future titles on publication:
A standing order plan is available for this series. A standing order will bring
delivery of each new volume immediately on publication.

For further information please contact:
Book Sales Department, Royal Society of Chemistry, Thomas Graham House,
Science Park, Milton Road, Cambridge, CB4 0WF, UK
Telephone:+44 (0)1223 420066, Fax:+44 (0)1223 420247, Email: books@rsc.org
Visit our website at http://www.rsc.org/Shop/Books/



Biomarkers and Human
Biomonitoring
Volume 2: Selected Biomarkers of
Current Interest

Edited by

Lisbeth E. Knudsen
Institute of Public Health, University of Denmark, Denmark

Domenico Franco Merlo
Epidemiology and Biostatistics, Istituto Nazionale per la Ricerca sul
Cancro, Genova, Italy



Issues in Toxicology No. 10

ISBN: 978-1-84973-242-0
ISSN: 1757-7179

A catalogue record for this book is available from the British Library

r The Royal Society of Chemistry 2012

All rights reserved

Apart from fair dealing for the purposes of research for non-commercial purposes or for
private study, criticism or review, as permitted under the Copyright, Designs and Patents
Act 1988 and the Copyright and Related Rights Regulations 2003, this publication may not
be reproduced, stored or transmitted, in any form or by any means, without the prior
permission in writing of The Royal Society of Chemistry or the copyright owner, or in the
case of reproduction in accordance with the terms of licences issued by the Copyright
Licensing Agency in the UK, or in accordance with the terms of the licences issued by the
appropriate Reproduction Rights Organization outside the UK. Enquiries concerning
reproduction outside the terms stated here should be sent to The Royal Society of
Chemistry at the address printed on this page.

The RSC is not responsible for individual opinions expressed in this work.

Published by The Royal Society of Chemistry,
Thomas Graham House, Science Park, Milton Road,
Cambridge CB4 0WF, UK

Registered Charity Number 207890

For further information see our web site at www.rsc.org



Preface: Handbook of Biomarkers
in Environmental Health

Human biomonitoring has developed from a research tool in occupational
and environmental health to identify and quantify exposures to harmful sub-
stances in urine or blood. The analytical methods for detection of substances
in biological media have been considerably improved with smaller detection
limits and more precise and specific measurements.
Human biomonitoring is a valuable tool for exposure estimation in selected

populations and is currently used in surveillance programs all over the world.
In autumn 2011 a European harmonization of human biomonitoring in
schoolchildren and their mothers will be initiated in 17 countries. The mea-
surements include mercury in hair and cadmium, cotinine, and phthalates in
urine in pairs of 120 children and their mothers in each country. Some countries
also include bisphenol A, triclosan, and parabens in urine.
This handbook describes the current human biomonitoring activities in

Germany, Romania, France, Canada, India, and Belgium, providing convin-
cing evidence of a global decline in human exposures to lead and increasing
concern related to adverse effects from exposures to endocrine disruptors and
genotoxic compounds. The book includes chapters on measurement of human
exposure to phthalates, perfluorinated compounds (PFCs), bisphenol A, bro-
minated flame retardants, lead, polycyclic aromatic hydrocarbons (PAHs),
dioxins, mercury, and arsenic using biomarkers of exposure. Chapters
describing human biomonitoring of exposures to environmental tobacco
smoke, mycotoxins, physiological stress, hormone activity, oxidative stress, and
ionizing radiation are included, as well as chapters on effect biomarkers of
hemoglobin adducts, germ cells, micronuclei, and of individual susceptibility.
A further chapter describes the ethical issues related to human sampling and
monitoring.
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In Germany, two main human biomonitoring studies have been ongoing
since the mid-1980s. The German Environmental Survey (GerES) has been
carried out four times, with adults, with children or with both adults and
children. The second, the Environmental Specimen Bank (ESB), has routinely
collected human specimens from students every year which today provide a
historical record of exposures.
In Romania, specific exposures and specific populations have been studied by

human biomonitoring. A study on lead in young children was conducted over a
period of 10 years, and from this an intervention program was implemented to
reduce exposure to lead. In a second study on lead, both pregnant women
and young children were examined for exposure to lead, while studies on arsenic
in drinking water were carried out in a geographically bounded population.
In France, human biomonitoring studies have until recently focused on

specific exposures or populations. Now, a multipollutant study on a national
level involving all age groups has begun.
There have been several human biomonitoring studies in Canada, but four

major studies are currently running which examine different exposures and
populations: the nationally representative Canadian Health Measures Survey
(CHMS), the Canada-wide Maternal–Infant Research on Environmental
Chemicals (MIREC) study, the research and community-based Northern
Contaminants Program (NCP), and mercury biomonitoring of First Nations
people living on reserves south of the 60th parallel.
The Indian population is of great diversity, leading to differences in

exposure to pollutants. Studies have been carried out in different populations
and many different exposures, such as mercury, lead, and arsenic, have been
examined. Furthermore, there have been studies on biomarkers of effect and
susceptibility.
In Belgium, a large human biomonitoring study, the second Flemish human

biomonitoring survey, has run in the period 2007–2011. This study included a
representative sample of the country’s population with more than 200 people
from each of the following groups: newborns and their mothers, adolescents,
and adults. Cord blood, blood, urine, and hair samples were collected and
analyzed for a wide range of pollutants such as heavy metals, persistent
chlorinated compounds, 1-hydroxy pyrene, and t,t-muconic acid, brominated
flame retardants, metabolites of bisphenol A, parabens, organophosphate
pesticide para-hydroxybenzoic acid, and para-dichlorobenzene.
On a European Union level, COPHES are cross-national programs with 27

countries participating in work towards a functional framework and standards
for coherent human biomonitoring (HBM). Furthermore, COPHES will be a
step towards improvement of exposure quantification and towards establishing
HBM as a tool for the environmental and health policy.
Human biomonitoring measurements on phthalates in urine are an ideal

tool because this determines internal exposures by measuring metabolites,
and thus is representative for exposure from all sources and by all routes.
This has opened a new and alternative approach to risk assessment for
phthalates.
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Perfluorinated compounds (PFCs) are widely used chemicals, and are found
both in industry and in private homes. Possible routes of exposure are eating or
drinking contaminated foods, inhalation, or direct contact with PFC-coated
products. Human biomonitoring contributes to the integrated measurement
of exposure to PFCs and accumulated PFCs, because these chemicals are
persistent in humans. Measurement of levels in serum has been recognized as
the most suitable biomarker for PFCs. Some PFCs have been phased out or
controlled for emissions since around the year 2000, leading to declines in
serum concentrations.
Dioxins are unwanted by-products formed in a variety of industrial and

thermal processes. Many biomarkers of dioxins are not specific, such as liver
enzymes, blood lipids, thyroid and steroid hormones, chloracne, glucose tol-
erance, and cytochrome P450 (CYP) induction. In combination with chemical
analysis of dioxins in blood or adipose tissue, nonspecific biomarkers of dioxin
exposure can be useful, but they should not be used as an isolated tool for risk
assessment.
Brominated flame retardants (BFRs) are known to act as an endocrine dis-

rupter. They have been extensively used, but they are now partly regulated by
law or voluntarily withdrawn from the market due to persistent and accu-
mulative properties. The most important exposure pathways of BFRs have
been found to be diet and the indoor environment. In human biomonitoring
studies, blood and breast milk are commonly used samples to measure meta-
bolites of BFRs, but hair is also a promising specimen.
The emission of lead declined significantly in European countries in the

period 1990–2004, but in spite of this, lead can still be monitored in humans.
Blood is the most widely used matrix to measure exposure of lead. Exposure
to lead is known to cause adverse effects in the central nervous system,
especially in children where an increase of lead in blood is associated with a
decrease in IQ.
Polycyclic aromatic hydrocarbons (PAHs) are known to have carcinogenic,

reprotoxic, and immunotoxic health effects. Exposure pathways are through
food, dermal absorption, and inhalation. Biomarkers of PAH have been
studied for many years and today the urinary biomarker 1-hydroxypyrene
(HO-Pyr) has been found to be the most suitable biomarker.
Bisphenol A (BPA) is widely used in many plastic products, especially for

food or beverage packaging. BPA is known to be an endocrine disrupter, and
is regulated in some countries, especially in products for infants and small
children. In human biomonitoring studies BPA is mostly measured in urine,
but it can also be measured in blood, breast milk, follicular and amniotic
fluids, placenta, and umbilical cord blood measurements revealing fetal
exposure.
Human biomonitering of mercury depends on the species of interest.

Elemental mercury can be measured in urine and in blood because it increases
the concentration of mercury in the plasma. Methyl mercury can be measured
in scalp hair and in the blood where it accumulates mainly in the red blood
cells.
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Hemoglobin (Hb) adducts reflect the dose of an electrophilic compound in
the red blood cells. Hemoglobin adducts have been used to measure general
background exposure to certain compounds (such as aromatic amines,
epoxides, and isocyanates) and also to assess clinical and occupational
exposures.
Human biomonitoring for environmental tobacco smoke (ETS) can be used

to identify people at risk and to assess whether tobacco control strategies result
in less ETS. Widely used biomarkers are nicotine and its metabolites in blood,
urine, and saliva, but other biomarkers in urine are also used. Biomarkers of
long-term exposure can be measured in hair and nails. In addition to these
specimens, measurements of exposure in children can be carried out using
meconium, breast milk, and deciduous teeth.
Mycotoxins, such as aflatoxins and fumonisins, are frequently found in

food, and people with homogeneous diets are at greatest risk. Mycotoxins
are known to affect the immune system, growth, and the development of
cancer. Biomarkers have been used to understand the molecular epidemiology
of chronic disease and may be used in the future to understand the etiology of
diseases.
Investigations into the biological pathways linking stress and health are of

increasing interest in society, the working environment, and individuals.
Endocrine factors have become increasingly relevant for the understanding of
adaptation processes and the pathogenesis of chronic diseases caused by
adverse psychosocial working environments. An intricate network of hormones
and hormone-like activities is implicated in the stress response, and current
research programs identify and validate suitable biomarkers for physiological
stress.
Micronuclei (MN) are small extranuclear bodies that arise in dividing cells

from acentric chromosome/chromatid fragments or whole chromosomes/
chromatids lagging behind in anaphase that are not included in the daughter
nuclei at telophase. The MN assay allows detection of both aneugens and
clastogens, shows simplicity of scoring, is widely applicable in different cell
types, is internationally validated, has potential for automation, and is pre-
dictive for cancer. The cytokinesis-block micronucleus assay (CBMN) has been
widely applied in HBM studies of populations exposed to occupational and
environmental mutagens.
The link between genotypes, which take into account inter-individual dif-

ferences in response to genotoxic exposure, and the occurrence of cytogenetic
damage, which quantifies the extent of genetic damage due to environmental
and occupational exposures, has been extensively reported in the literature.
Although it is clear that MN induction can be affected by genetic poly-
morphisms in various genes involved in DNA repair pathways, xenobiotic
metabolism, and folate metabolism, more and larger-scale studies are required
to better understand MN formation driven by genetic polymorphisms,
especially for aneuploidy-related genetic polymorphisms.
Humans are exposed to a wide range of endocrine disrupting chemicals,

and blood is an important specimen when measuring the integrated effect of the
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chemicals. To measure hormone activity, ex vivo cell systems have been
introduced.
The assessment of exposure of germ cells is used to determine genomic,

transcriptional, and translational errors in the cell itself and to determine
whether these alterations can be transferred to the offspring. Biomarkers
include aberrations at the chromosomal as well as at the nucleotide level.
Biomarkers of oxidative stress measure oxidative damage to DNA. In lipids,

tissues, or biological fluids a correlation is seen between oxidative stress and
exposure to traffic generated air pollution, although these biomarkers are not
specific for either exposure or disease.
Exposure to ionizing radiation can be detected in human bodies because

it can produce genome and epigenetic damage, disturbances of signal molecules
or cell proteins, and temporary or permanent disturbance to biological path-
ways. The measurement of genetic damage after radiation exposure is the most
commonly used human biomarker historically, and provides a warning when
limits of exposure have been exceeded.
Diverse domestic implementations of EU regulations or international

guidelines may hinder transnational research and bring about inequalities in
the level of protection in different countries. Some forthcoming challenges
and proposed solutions, regarding communication, secondary use, and
exchange of data, are presented in the chapter on ethics.

Nanna Hundebøll
Lisbeth E. Knudsen

Domenico Franco Merlo
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CHAPTER 4

Biomarkers of Exposure:
Hemoglobin Adducts

H. VON STEDINGK,a S. OSTERMAN-GOLKARb AND
M. TÖRNQVIST*,a

a Stockholm University, Department of Materials and Environmental
Chemistry, Arrhenius Laboratories of Natural Sciences, 106 91 Stockholm,
Sweden; b Stockholm University, Department of Genetics, Microbiology and
Toxicology, Arrhenius Laboratories of Natural Sciences, 106 91 Stockholm,
Sweden

4.1 Introduction

Chemical compounds that are electrophilically reactive or form reactive
intermediates in the metabolism are potentially toxic owing to their ability to
react with electron-dense atoms in proteins and DNA. The reactivity makes
these compounds difficult to measure in vivo, as a result of their fast detox-
ification and short half-lives.
One approach used for measurement of exposure or the in vivo dose of

electrophilic compounds is based on measurement of their stable adducts with
biomacromolecules. The macromolecules used for this purpose are mostly
DNA, serum albumin and hemoglobin (Hb) in blood. An adduct has been
defined as a complex that forms when a chemical binds to a biological molecule.
In the present context it has also been found practical to use the term adduct for
a moiety covalently bound to the macromolecule as a consequence of a reaction
(Figure 4.1).
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The emphasis of this chapter is on the application of adducts with Hb as a
biomarker of occupational, environmental and lifestyle exposures to carcino-
genic compounds. Some applications are illustrated with examples from the
authors’ own work. The usefulness of adduct studies is by no means restricted
to mutagens and carcinogens. The chemical reactivity of compounds and/or of
their metabolic intermediates may, even at very low concentrations, alter tissue
constituents in such a way as to give rise to various harmful conditions or
diseases.
As discussed later in more detail the Hb adduct level reflects the dose (AUC;

area under the concentration vs. time curve) of an electrophilic compound
in blood. The AUC is determined by the absorption (or formation) of the
compound, distribution, metabolism and excretion (Figure 4.2).

Proteins or DNA 
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A RX

Electrophile

OR

RNH
Precursor

Metabolic
activation

Adduct
formation

Figure 4.1 Electrophilically reactive compounds (RX) react with nucleophilic atoms
in DNA (O, N) and proteins (O, N, S) and form adducts (R).
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Figure 4.2 The measured Hb adduct level reflects the AUC in blood of a reactive
compound. The AUC reflects all processes with an influence on the con-
centration over time of the reactive compound.
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4.1.1 Early Studies/Milestones

By the middle of the twentieth century, adducts with proteins, including Hb,
were used to measure the bioavailability of reactive compounds in experimental
animals. Notably, studies with aromatic amines contributed to this field of
research. In 1953, Jackson and Thompson1 demonstrated that a radiolabeled
derivative of phenylhydroxylamine bound strongly to Hb in erythrocytes and
that this bound material was eliminated only in the course of erythrocyte
degradation. The usefulness of monitoring Hb adducts from aromatic amines
was later supported by studies of occupational exposure.2,3

In 1974, Ehrenberg and co-workers suggested that in vivo doses from expo-
sure to electrophilic agents might be determined through the measurement of
the adducts they form with tissue proteins,4 leading to the exploration of Hb as
a monitor molecule. In experiments with mice the approach was tested with the
directly reactive agent ethylene oxide, and a compound that requires metabolic
activation, namely dimethylnitrosamine.5 The early development of analytical
methods for the isolation of adducts, and for their analysis by gas chromato-
graphy–mass spectrometry (GC-MS), was important for the application of Hb
adduct measurement to exposure to potentially genotoxic and cancer risk
increasing agents. Adducts with Hb in humans were used for the first time by
Calleman et al.6 to calculate doses in blood explicitly following occupational
exposure to ethylene oxide.

4.2 Mechanisms and Kinetics of Adduct Formation

4.2.1 Hemoglobin and Reactive Sites in Hemoglobin

Hemoglobin (Hb) is synthesized in the erythrocytes during their development in
the bone marrow. The normal human adult Hb molecule, a2b2 (HbA), is a
tetramer consisting of two a-chains and two b-chains, each containing a heme
group. In ‘‘normal’’ adults hemoglobin HbA is the dominating component,
making up B97% of the total Hb substance.
The major sites of adduct formation are cysteine-S, histidine-N, the N-terminal

NH2 group, and the carboxyl groups of aspartic and glutamic acid and of the
C-terminal amino acid. Further, serine, threonine, tyrosine, lysine, arginine,
methionine, and tryptophan residues may react with electrophilic compounds.
Valine is the N-terminal amino acid of both the a- and the b-chain of adult Hb.
The pattern of binding of an electrophilic compound to the various

nucleophilic sites in a protein may, at least to some extent, be predicted. The
reactivity of nucleophilic atoms towards alkylating agents generally decreases
in the order S 4 N 4 O. Alkylating agents have been assigned s-values7 that
describe their ability to react selectively with these atoms. Alkylating agents
with high s-values, such as ethylene oxide, have a strong propensity for reac-
tions with cysteine-S. Agents with a low s-value, such as the reactive inter-
mediates of alkylnitrosamines, show less selectively and give relatively high
levels of adducts with reactive oxygen atoms.

3Biomarkers of Exposure: Hemoglobin Adducts



The reactivity of a nucleophilic site in Hb is also dependent on its pKa; the
base in an acid–base equilibrium being far more reactive than the acid
(reviewed by Törnqvist et al.8). This influences the rate of adduct formation.
Thus, because of the low pKa of the N-terminal amino groups in hemoglobin
(6.8–7.8), histidines (5.6–7), and cysteines (7.9–8.5) these sites have a com-
paratively high reactivity towards, for example, alkylating agents. Lysines have
high pKa-values (9.5–12.5) and consequently have a relatively low reactivity
towards this type of electrophilic compound. However, there is also a corre-
lation between alkalinity (as measured by pKa) and nucleophilic strength,
counteracting the effect of protonation. Thus, certain types of electrophilic
compound, such as acylating agents, may give relatively high levels of adducts
with lysine. A majority of the applications are based on determination of
adducts with cysteine and N-terminal valine.
For high-molecular-weight compounds, it may be difficult to predict the sites

of reaction. It has been suggested that the tertiary structure of the protein may
be playing a more important role in adduct formation for these compounds.9

Neonates: At birth, HbF (a2g2) comprises a major part of the child’s Hb. These
levels decline and after 6 months adult Hb (a2b2) takes over as the predominant
form of Hb in normal children. In HbF the N-terminal amino acid of the g-
chain is glycine. Such differences in Hb should be considered in biomonitoring
of Hb adducts in neonates.

Other species: There is a high degree of homology in the amino acid sequences
in Hb of different mammalian species. Valine is the N-terminal amino acid in
the a- and b-chain of several species. This amino acid residue has a similar
reactivity in mouse, rat, dog and human Hb as has been shown in in vitro
experiments with various low-molecular-weight epoxides and with acrylonitrile
and acrylamide.10 Thus, besides a correction for species differences in the life
span of erythrocytes in the laboratory animals used, comparisons of the dose of
reactive compounds could be based on measurements of adducts with N-
terminal valine, with only minor correction for differences in reactivity. How-
ever, the Hb from some other species studied, for instance bovine Hb, has N-
terminal valines in two of the four chains.
The Hb of the rat and some but not all mouse strains contains a cysteine

residue with a particularly high reactivity. Segerbäck11 compared the in vitro
rates of reaction of ethylene oxide with Hb and found 170 and 12 times higher
reactivity of cysteine in rat and mouse Hb, respectively, than in human Hb.
Species differences in Hb binding in vivo that are attributed to differences in
cysteine reactivity have been demonstrated in several studies, for instance for
acrylonitrile in rats and mice.12 This difference in reactivity has to be accounted
for in interspecies comparisons.

4.2.2 Accumulation of Adducts through Formation and Removal

The life span of erythrocytes with their content of Hb is generally considered to
be about 4 months in humans. Thus, the level of Hb adducts observed in a
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blood sample is the result of adduct formation and adduct removal during the
4 months prior to sampling [Scheme 4.1, Equation (4.1)].
The yield of adduct formation in Hb depends on the concentration and the

persistence (AUC) of the electrophilic compound within the erythrocytes.
Further, the yield depends on the chemical reactivity of the electrophile towards
the nucleophilic sites involved in the adduct formation. The relationship
between adduct yield and AUC for a single exposure of relatively short dura-
tion is shown in Scheme 4.1, Equation (4.2).

Scheme 4.1 The basic equation for Hb adduct accumulation.
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The turnover of erythrocytes is the main cause of adduct removal.
Although most adducts studied to date have been shown to be chemically
stable, some adducts, for example those with carboxyl groups, have been
shown to be eliminated faster than would be predicted based on erythrocyte
turnover. In special cases there might be other parameters that have to be
considered in comparisons of Hb adduct levels. In humans, changes in body
weight and blood volume may become relevant during pregnancy and in
neonates. In experimental animals exposed to carcinogens the dilution of
Hb adducts due to increased body weight during the course of the experi-
ment has to be taken into account. Further, exposures at high levels to
certain chemicals may cause hemolysis, and increased altitude does increase
Hb concentrations. Approximately 20% of the Hb content is lost from the
circulating erythrocyte during its life time. This process is most pronounced
in old cells and has a marginal effect only on adduct elimination (reviewed
by Osterman-Golkar and Vesper13). Recent studies have indicated an
interindividual variation in the erythrocyte life span. Furne et al.14 found a
life span of 122 � 23 days in 40 healthy volunteers. It has been believed
that fetal red blood cells have a considerably shorter life span than in
adults. Later literature however strongly indicates that the fetal erythrocyte
life span is about the same as in adults.15,16

4.2.3 Acute Single Exposures

Single exposures to reactive compounds are frequently used in experimental
animals to study adduct formation and removal. Acute human exposures may
occur in connection with accidental release of chemicals, cancer therapy or
anaesthesia. In a few studies volunteers have been exposed to defined low
concentrations (given in mg/kg body weight) of a carcinogen in order to
determine the relation between administered amount (exposure) and in vivo
dose as measured by Hb adduct levels.17

Following a single exposure, chemically stable adducts decline in a nearly
linear fashion reaching zero or a background level after a period of time cor-
responding to the erythrocyte life span. The relatively well characterized and
long life span of the erythrocyte is one of the major advantages of Hb adducts
as biomarkers. In contrast to adducts with DNA, adducts with Hb are not
subjected to repair. Figure 4.3 illustrates the time windows available for mea-
surements of urinary metabolites (typically 1 day) and DNA adducts (the half-
life is set to about 4 days in this example) as compared to months in the case of
stable Hb adducts.

4.2.4 Long-term Constant Exposures

Adducts with Hb accumulate during prolonged exposure and reach a steady-
state level where the rates of adduct formation and adduct removal are equal
(Figure 4.4). In the case of chemically stable adducts the steady state is reached
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after about 122 days (ter) and the accumulated adduct level could be estimated
as about a � 61, where a is the average daily adduct increment [Scheme 4.1,
Equation (4.1b)]. Unstable adducts accumulate to a less degree (see Figure 4.4).
If the exposure is terminated the adduct levels would decline in a curvilinear
manner.18,19 Environmental and life-style exposures to carcinogenic com-
pounds are generally long term and at a fairly constant level. Thus, measured
adduct levels are usually assumed to represent a steady state and could be used
for the estimation of the daily average adduct increment and calculation of
daily dose [AUC; Scheme 4.1, Equation (4.2)].
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Figure 4.3 Biomarker levels (arbitrary linear scale) after a single high exposure. The
Hb adduct level reaches zero (or a background level) after one erythrocyte
lifetime.
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7Biomarkers of Exposure: Hemoglobin Adducts



4.3 Methodologies for Measurement of Hemoglobin

Adducts

The methodologies applied today for the measurement of Hb adducts usually
involve mass spectrometry (MS) as the final analytical step. A few studies have
employed other detection techniques such as fluorescence detection or immu-
nochemical approaches. Mass spectrometry techniques can offer the high
sensitivity and selectivity needed for measurement of the very low levels of
adducts that often are encountered. Both gas chromatography (GC) and liquid
chromatography (LC) combined with MS are used. GC-MS has been the major
technique used, primarily because it has been available for a longer time.
Recent developments are often focused on LC-MS techniques. A few appli-
cations using capillary electrophoresis in combination with MS have also been
described.
Measurement of Hb adducts in the general population from a low back-

ground exposure of potentially toxic compounds puts high demands on the
analytical performance with regard to sensitivity. N-terminal adducts from, for
example, epoxides can be measured down to a few pmol per gram Hb, which
corresponds to about 1 modification in 10 million non-modified globin chains.
To be able to measure adducts at these low levels the pre-processing of the
blood samples is crucial. Which method to choose for processing of the sample
and for final detection depends on both the properties of the electrophilic
compound of interest and the physical and chemical properties of the adduct
formed. Electrophilic compounds differ in reactivity towards different sites in
the globin, as mentioned in the Introduction.
There are two principal ways to perform adduct measurements, either by

analysis after detachment of the adduct from the amino acid residue in the
protein, or by cleavage of peptide bonds and analysis of the modified amino
acid or modified peptide. The latter approach, where the analyte includes a
moiety from the protein, is advantageous because it increases the specificity of
the analyte. Below are examples of frequently used principles.

4.3.1 Detachment of Adducts from the Amino Acid Residue

Aromatic amines, isocyanates and polycyclic aromatic hydrocarbons (PAHs)
are examples of compounds that can be analyzed as Hb adducts using mild
hydrolysis of the Hb sample. Adducts bound as sulfonamides to cysteine or
esters to carboxyl groups can be detached from the nucleophilic atom in the
amino acid through alkaline or acidic hydrolysis. The principle was demon-
strated about 30 years ago and is applied frequently (reviewed by20,21).
Different approaches for extraction and enrichment of the free adducts have
been described. Liquid–liquid extraction or solid phase extraction has been
optimized for different adducts and their specific physical/chemical proper-
ties. Derivatization of detached and enriched adducts has been performed to
improve chromatographic properties as well as the sensitivity of the analysis.
As an example, a methodology frequently applied for biomonitoring of
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4-aminobiphenyl, a known carcinogen formed in for example cigarette
smoke, is illustrated in Figure 4.5. The detached 4-aminobiphenyl is deriva-
tized with pentafluoropropionic anhydride to obtain an analyte with high
response when analyzed by GC-MS.

4.3.2 Detachment of Modified Amino Acids by Cleavage

of Peptide Bonds

4.3.2.1 Detachment of Modified N-terminal Valines

Adducts with N-terminal valine can be measured with different methodologies,
but the principle most frequently applied has been based on the ‘‘N-alkyl
Edman’’ procedure. It was first applied for analysis of ethylene oxide Hb
adducts but has since then been applied to measurements of several other
alkylating agents such as acrylamide, acrylonitrile and several low-molecular-
weight epoxides.8 In contrast to the classical Edman degradation in which an
acidification step is required for detachment of N-terminal residues, the adduct-
modified N-terminal amino acids detach spontaneously as thiohydantoins at
pHB7 when reacted with phenyl isothiocyanates. A fluorinated Edman reagent
has been used for the detachment of the adduct-modified valines, which
improves the sensitivity when analysis is carried out with GC-MS (NICI).22 A
high specificity is obtained because the final analyte consists of an intact adduct
moiety as well as the amino acid site.8,22 The properties of the Edman reagent
have been exploited to improve different clean-up approaches and detection
techniques; for example, fluorescein isothiocyanate has been shown to facilitate
analysis with LC-MS.23,24 The principle is illustrated in Figure 4.6.

4.3.2.2 Enzymatic Digestion (Hydrolysis)

Detachment of adduct-modified amino acid sequences by enzymatic digestion
is also a technique with several applications for measurement of adducts with

NHNH2
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Adduct formation in vivo

O
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PFPA

HS

Metabolic
activation

Hydrolysis Derivatisation

F3C

F3C

C
F2

C
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O

O
CF3

CF2

O

Figure 4.5 Illustration of adduct formation from 4-aminobiphenyl with cysteine and
the steps of the analytical procedure. The adduct is detached by a mild
hydrolysis with sodium hydroxide (NaOH) and pentafluoropropionic
anhydride (PFPA) is used for derivatization to obtain an analyte suitable
for GC-MS analysis.
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Hb as well as with serum albumin. The enzyme usually cleaves at specific sites
in the protein chain and the adduct-modified site is left intact. An example is
given in Figure 4.7, where the principle of a reference method for measurement
of HbA1c is illustrated.25 Measurement of HbA1c/glycohemoglobin is a
widespread application for monitoring of the mean level of glucose in the
blood. HbA1c is obtained when glucose forms an adduct with the N-terminal
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Figure 4.6 Illustration of adduct formation from acrylamide with N-terminal valine
and the principles of the analytical procedure when using fluorescein
isothiocyanate (FITC) to detach adducted valines. The analyte formed
(fluoresceinthiohydantoin) is suitable for analysis with LC-MS. The
dashed lines allow visualization of the adduct part, amino acid and reagent
part of the thiohydantoin formed.
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Figure 4.7 Illustration of adduct formation from glucose with N-terminal valine and
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non-glycated (HbA10) N-terminal hexapeptides of the b-chains is measured.
This is used as the reference method recommended by the International
Federation of Clinical Chemistry and Laboratory Medicine (IFCC).
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valine of the b-chain in Hb after a two-step non-enzymatic reaction. The car-
bonyl carbon of the glucose reacts with the amino group on the N-terminal valine
and an unstable Schiff base is formed. The Schiff base may either dissociate or
undergo an Amadori rearrangement to form a stable adduct. HbA1c is the most
abundant fraction (75–80%) in the group of glycohemoglobins that also consists
of adducts formed with other sites in Hb and with other monosaccharides. The
adducts from glucose in healthy people without diabetes are present in levels as
high as a few percentage points of the N-terminal valine in Hb.

4.4 Applications of Hb Adduct Measurement

in Human Studies

4.4.1 Occupational Exposures

With regard to human exposure to carcinogens, Hb adducts were initially
applied as biomarkers for the detection and quantification of occupational
exposure. Several classes of compounds that are reactive or could give
reactive metabolites are produced or used as intermediates in the chemical
industry. A range of studies has concerned exposure to aromatic amines,
which are widely used in the production of dyes, agricultural chemicals, etc.
Later nitroarenes (also including compounds used as explosives) and aro-
matic diisocyanates (for production of polyurethane foams and other pro-
ducts) have been biomonitored with the same method (see Figure 4.5).20,26

Occupational exposure to ethylene oxide, used for instance for sterilization
of medical equipment, was early studied by Hb adduct measurement.6,27

Many studies of exposure to low-molecular-weight electrophilic compounds
have followed, using measurement of adducts with N-terminal valines in Hb
(c.f. Figure 4.6) (reviewed by Ogawa et al.28). Compounds such as styrene
oxide,29 propylene oxide and epoxides from butadiene,30,31 acrylonitrile and
acrylamide32 have been monitored in work environments. Isocyanate expo-
sure could be measured specifically as carbamoylated N-termini in Hb, and
this method was applied to elucidate the exposure after the Bhopal disaster
with high acute exposure to methyl isocyanate (used for pesticide produc-
tion) in 1984.33 In workers exposed to dimethylformamide the same adduct
(from a metabolite) has been monitored.34 A class of compounds known as
allergens and extensively used in the chemical industry is organic acid
anhydrides. For these compounds Hb adducts (released by hydrolysis) could
also serve as biomarkers.35 An influence of genetic polymorphism in meta-
bolizing enzymes on adduct levels has been found in studies of occupational
exposure, for instance to acrylonitrile.36

Biomonitoring of exposure through Hb adducts has often been of great
importance for retrospective assessment of exposure. One illustrative example
concerns an acute situation with high exposures to acrylamide in tunnel
construction work in Sweden, where Hb adduct measurement was used to
clarify the exposure situation. The construction of the railway tunnel through
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a mountain ridge (Hallandsås) in the south-west of Sweden had encountered
difficulties caused by heavy water inflow into the tunnel, and therefore a
grouting agent had to be applied to seal the tunnel walls. A product con-
taining the monomers acrylamide and N-methylolacrylamide was used in
large quantities from August 1997. Subsequently, at the end of September,
dead fish in a fish culture and paralyzed cows were found downstream of the
rivulet into which leakage water from the tunnel was pumped. The grouting
agent was a suspected cause. Hb adducts were measured in the cattle and
demonstrated that very high exposure to the acrylamides had occurred
(through the drinking water supply). This was taken as proof that the leakage
of acrylamides from the tunnel was the cause of the observed effects. Ques-
tions were raised immediately about exposure of the tunnel workers and the
residents in the area; there could be exposure to acrylamides through inha-
lation, skin, and even ingestion. The tunnel work was stopped. In the acute
phase a few supposedly highly exposed workers and control persons were
selected for monitoring of Hb adducts in blood, which was the only possible
way to detect and quantify whether any exposure had occurred. The mea-
surements showed adduct levels up to about 4 nmol/g Hb, thus indicating
high exposures and that there was a demand for a careful risk assessment.
Acrylamide has high reactivity towards proteins and is neurotoxic. It is
metabolized to glycidamide which compared to acrylamide has high reactivity
towards DNA, and is mutagenic (Figure 4.8). The risk assessment was aided
by data generated in a study of acrylamide-exposed workers in China, where
Hb adducts had been measured and peripheral nervous system (PNS)
symptoms investigated.32,37 The adduct levels measured in the tunnel workers
showed that there was a high risk of PNS symptoms and the assessment of
cancer risk found the exposure to be unacceptably high. A complete char-
acterization of the occupational exposure situation for all the workers was
done by measurement of Hb adducts (as shown in Figure 4.9).38 From the
results of the examination of PNS symptoms a no-observed adverse effect
level (NOAEL) for mild symptoms was estimated and found to correspond to
0.5 nmol/g Hb of the measured acrylamide adduct.38

In this example measurement of Hb adducts was not used to monitor an
ongoing exposure; it was used to demonstrate and quantify an exposure that
had already occurred and to make a risk assessment. In other cases

GlycidamideAcrylamide
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H2C

H2CH
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Figure 4.8 Acrylamide is metabolized to the mutagenic epoxide glycidamide by
cytochrome P450 2EI.
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measurement of Hb adducts has been used to control or improve the work
environment and/or to exclude exposure and thus reduce anxiety.39

4.4.2 Clinical Applications

There is one specific application of Hb adduct measurement that is now used as
a routine method. This is the measurement of glycated Hb (see Figure 4.7),
which is used in the assessment of glycemic control in patients with diabetes and
which can provide an indication of how well diabetes is being managed.
A similar, less frequently used application is the monitoring of urea levels
associated with renal failure by measurement of increased carbamoylation of
N-terminal valine in Hb.40

With regard to exposure to genotoxic compounds there are a limited number
of clinical applications of Hb adduct measurement so far. One example concerns
the widely used drug lidocaine, which has been shown to form genotoxic
metabolites of dimethylaniline, measured as Hb adducts, in treated patients.41

Monitoring of Hb adducts has been tested for use in monitoring of che-
motherapy by nitrosoureas.42 A few cases are described in the literature in which
Hb adducts have been used to identify exposure to sulfur mustard in victims of
the Iran–Iraq conflict.43,44 Another illustration of application within medicine is
a case in which analysis of acrylamide adducts was used to aid in the diagnosis of
severe ill-health in one person, revealing that unknown high exposure to acry-
lamide was the most probable cause of the observed symptoms.39
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Figure 4.9 Hb adducts from acrylamide measured in potentially exposed tunnel
workers and controls. From the results of neurophysiological examination
a threshold (no-observed adverse effect level, NOAEL) of 0.5 nmol/g was
estimated for mild, reversible symptoms of the peripheral nervous system
(PNS). (From Hagmar et al.38)
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4.4.3 Environmental Exposures

Adducts from aromatic amines have been measured in many studies of smokers
and non-smokers (reviewed by Sabbioni and Jones20). It has been shown that
adduct levels from several aromatic amines are increased in smokers compared
with non-smokers. In particular, adducts from 3- and 4-aminobiphenyl (ABP)
have been studied in depth. For instance, it has been shown that the levels of
4-ABP adducts increase with exposure to environmental tobacco smoke. The
level of 4-ABP adducts in non-smokers is consistent with contamination in air,
food and water. Individual susceptibilities with regard to metabolic enzymes
have been studied, and it has been shown that ‘‘slow’’ acetylators have a higher
adduct level from 3- and 4-ABP than ‘‘rapid’’ acetylators at similar exposure
levels.
Urban air pollution has been one subject of study, and ethylene, which is

metabolized to ethylene oxide, is one air pollutant studied in depth. Also in this
case smokers have an increased level of adducts. Studies of the origin of the
background levels (ca. 20 pmol/g Hb) of this adduct in non-smokers showed
that the major contribution arose from endogenous ethylene/ethylene oxide
(reviewed by Törnqvist and Kautianen45), which thus makes it difficult to
observe an increment caused by exposure from air pollution. Furthermore,
animal experiments showed an influence on the adduct level from fat in the diet
and intestinal flora.
The results from studies of adducts from aromatic amines and ethylene

oxide demonstrate clearly that Hb adduct measurements could detect an
exposure to potentially genotoxic compounds due to complex exposure from
tobacco smoking. More interesting, though, is the fact that background
exposure in non-smokers from environmental exposure, but also from
endogenous production, has been demonstrated with measurements of Hb
adducts.
The investigation of the exposure to acrylamide in the tunnel construction

work (see above) initiated studies that disclosed that acrylamide is present in
many staple foods. A background level of acrylamide adducts with Hb from
non-smoking control persons (ca. 40 pmol/g; see Figure 4.9) had already been
indicated earlier.46 If the observation in non-smokers really originated from a
background exposure to acrylamide it would correspond to a rather high
continuous exposure (daily intakes of 10–100 mg). The cancer risk evaluations
done in the context of the exposed tunnel workers strongly indicated that this
potential background exposure had to be studied in more depth. It was
hypothesized that the adduct level in non-smokers was related to heated food.
This was based on the fact that acrylamide adduct levels are higher in
smokers, and on the observation of very low adduct levels in different animal
species studied as controls in the context of the acrylamide leakage during
construction of the tunnel. Experiments showed that rats given fried
laboratory animal feed had clearly much higher acrylamide adduct levels than
the control rats. The identity of the adduct was proven by mass spectrometric
methods and higher levels of acrylamide were also demonstrated in the
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fried feed.47 In the next step researchers studied whether acrylamide could be
formed in human foodstuffs, and high levels of acrylamide were demon-
strated in potato products, bread, etc. during normal preparation at high
temperatures.48

The finding that acrylamide is formed in foods was unexpected, and led to
concerns about health risks in the population associated with the exposure to
acrylamide via food. Research was initiated in related fields, and biomoni-
toring of Hb adducts from acrylamide has since then been applied in many
experimental and molecular epidemiological studies. Table 4.1 shows back-
ground levels of the acrylamide Hb adduct (to N-termini) measured in non-
smokers from different populations. The relatively small variations in median
levels, 25–50 pmol/g, observed in these studies reflect variations both between
methods/laboratories and among populations.49–63 Small differences have,
however, been observed between populations from different countries, which
are most likely to be explained by eating habits.59 Measured Hb adduct levels
also have indicated a higher intake of acrylamide in adolescents and children.57,63

The presence of acrylamide in foods has also been verified in innumerable
studies. Mean daily intakes have been estimated to be 0.5–1.0 mg/kg body weight
(35–70 mg/person).
A human study that involved high intake of acrylamide-rich foods, with

measurement of acrylamide concentrations, for 4 days showed clear-cut
relationships between intake and the increments in adduct levels for both

Table 4.1 Levels of adducts from acrylamide to N-termini measured in
hemoglobin from non-smokers. Some studies include the same
study subjects, as indicated in the table. Both men and women were
tested if not otherwise indicated.

Adduct level (pmol/g globin)

Median Range n Reference

40/40 16–100 35 (men)/
35 (women)

49
50

28� 7 Mean (� SD) 100 51,52
31/22 10–70

9–50
21 (men)/
31 (women)

53

37 18–66 44 54
51 7–610 73 55
26 3–103 857 56,57
35 17–96 484 (women) 58
43/42 15–177 120 (men)/

135 (women)
59

47 16–179 331 (men) 60,61
44 14–148 296 (women) 62
50/51 3– B500 3050 (women)/

2636 (men)
63
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acrylamide and the metabolite glycidamide.64 Figure 4.10 illustrates the daily
increment in adduct level above the present background level of the
adduct.64 The lower curve illustrates the ‘‘area under the concentration
curve’’ from the intake of acrylamide. Such data from intervention experi-
ments could be used to calculate the mean intakes from adduct levels
measured in groups.
Hb adducts from ethylene oxide, propylene oxide, methylating and ethylat-

ing agents, acrylonitrile or acrylamide have been measured in several studies of
smokers and non-smokers. Higher levels have been found in smokers
throughout, and background levels have been found in non-smokers (for
instance by ref. 52). For some compounds a correlation of adduct level with
genotypes for metabolizing enzymes has been observed, for instance for glu-
tathione transferase T1 and adduct levels from ethylene oxide.65

4.4.4 Limitations

Monitoring of Hb adducts has been shown to be very useful for many simple
alkylating agents, as illustrated above. Limitations are indicated; for instance
bulky compounds may have difficulty in crossing the erythrocyte membrane.
Hb adducts, however, at very low levels, have been measured from PAH
(reviewed by Kafferlein et al.66). Measurement of adducts to serum albumin
is an alternative, and have been applied successfully, for instance for mea-
surement of high exposures to benzene.67 Another example is exposure to
aflatoxin, which has been monitored through serum albumin adducts in
several populations.68
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Figure 4.10 Nine non-smokers were maintained on a carefully monitored acryla-
mide-rich diet for 4 days. The average daily intake was ca. 11 mg
acrylamide/kg body weight. The hypothetical bottom curve illustrates
the uptake and elimination of acrylamide assuming that the uptake
occurs in the middle of the day and assuming a half-life of acrylamide
of 3 hours. The circles show the adduct levels measured immediately
before and after exposure period (pmol/g Hb). The full line shows a
simulation of adduct formation and removal during and after the
dietary exposure. (Data from Vikström et al.64)
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4.5 Future Perspectives

The use of protein adduct monitoring is expected to increase with regard to the
studied compounds and monitor proteins used. One example is recent studies
that demonstrate that certain beneficial exposures could be monitored through
adducts. This concerns isothiocyanates, which have been shown to have cancer
preventive effects in animal experiments.69 Other recent developments include
use of adducts with keratin to measure dermal exposure specifically.70

An interesting area for further research is the exploration of the significance
of background adducts as a reflection of exposure from exogenous and endo-
genous sources of electrophilic compounds and of metabolism. Several meth-
ods for adduct analysis are developed to semi-high throughput methods,71,72

and it is now possible to measure adducts in large cohorts. The largest cohorts
studied concern monitoring of the intake of acrylamide from food in the gen-
eral population,56,63 and mother–child cohorts (von Stedingk et al., to be
published) with more than 1000 blood samples analyzed. Methodological
developments also strive towards analysis of small volumes of blood.63,73 The
new developments could facilitate the recent adductomic approach, which is
aimed at the identification of unknown adducts or finding adduct patterns that
signify health status or exposures.
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CHAPTER 5

Biomarkers of Human Exposure
to Environmental Tobacco
Smoke (ETS)

DAVID H. PHILLIPS

Institute of Cancer Research, Brookes Lawley Building, Cotswold Road,
Sutton, Surrey SM2 5NG, UK

5.1 The Ill-health Effects of Tobacco

Smoking – Active and Passive

It is beyond dispute that cigarette smoking is a leading cause of premature
death and of preventable disease in many societies. Prominent among the
harmful effects of smoking are cardiovascular disease, cancer and pulmonary
disease, but smokers are also at greater risk than non-smokers of many other
conditions, including respiratory tract infections, osteoporosis, reproductive
disorders, duodenal and gastric ulcers and diabetes.1 In Western countries,
smoking is a contributory factor in 1 in 5 deaths and it is estimated that 50% of
lifelong smokers die prematurely of a smoking-related disease; on average,
persistent smokers die 10 years younger than non-smokers.2

More than 50 years after the landmark report of Doll and Hill3 on mortality
among British doctors due to lung cancer from smoking, new evidence of the
harm to health of active smoking continues to accumulate. When first eval-
uated by the International Agency for Research on Cancer (IARC) in 1985,
tobacco smoking was concluded to cause cancers of the lung, bladder, renal
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pelvis, oral cavity (including the lip), oropharynx, hypopharynx, larynx,
oesophagus and pancreas.4 When tobacco smoking was re-evaluated in 2002,
cancers of the ureter, stomach, liver, uterine cervix, tongue, nasal cavity and
paranasal sinuses, nasopharynx and bone marrow (myeloid leukaemia) were
added to the list,5 followed in 2009 by cancers of the colorectum and ovary,
with limited evidence for an association with cancer of the female breast6. In
fact currently the only tumour sites for which there is evidence suggesting a lack
of association between smoking and carcinogenicity are endometrium and
thyroid.6

More recently, attention has turned to the effects of tobacco smoke on non-
smokers. The inhalation of tobacco smoke by non-smokers is referred to by a
number of terms, including exposure to secondhand smoke; exposure to
environmental tobacco smoke (ETS); passive smoking; and involuntary
smoking. These terms are used interchangeably in this chapter.
Many studies have reported that exposure to secondhand smoke is a risk

factor for coronary heart disease.7 For reasons that are not entirely clear, the
risk appears to be disproportionately high relative to the risk from active
smoking, for which the dose–response curve is non-linear, increasingly rapidly
at low doses but showing relatively little further increase at higher doses.8

Recent estimates are that secondhand smoke causes over 35 000 deaths from
coronary heart disease in the United States.9 There are also reports of a higher
risk of stroke among non-smokers exposed to secondhand smoke, relative to
those not exposed.10 Taken together, these characteristics suggest that the
health benefits to the general population from increased restriction on smoking
in public places may be dramatic,8 and there is now considerable evidence that
implementation of comprehensive smoke-free legislation leads to a reduction in
acute coronary events.11

The IARC evaluations first considered the risk of involuntary smoking in
2002, when it was concluded that there was sufficient evidence that secondhand
smoke causes lung cancer.5 This was re-affirmed in 2009, when it was also
concluded that there is now limited evidence for an association with cancer of
the larynx and pharynx.6 In contrast to the risk to non-smokers of acute
myocardial infarction, the excess risk for lung cancer from exposure to sec-
ondhand smoke follows a more linear dose–response relationship. It should be
borne in mind that even though lung cancer is much less common in non-
smokers than in smokers, it is nevertheless still a leading cause of cancer
mortality among non-smokers.12 Primary causative factors include radon and
indoor air pollution, in addition to secondhand tobacco smoke, although the
origin of a large fraction of lung cancer in people who have never smoked
remains poorly understood.13

Exposure of infants and children to ETS, often from parental smoking in the
home, is associated with many adverse health effects, including sudden infant
death syndrome (SIDS),14,15 asthma, middle ear infection (otitis media) and
lower respiratory tract illness.16,17 Prenatal exposure to tobacco smoke also
carries health risks, with adverse effects on fertility, conception and survival of
the conceptus.18 It is well documented that smoking by mothers during
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pregnancy impairs fetal growth. The hypothesis that maternal smoking also
harms the developing fetal brain is supported by an association of increased
psychiatric morbidity and exposure to tobacco smoking in utero and, where
more than 10 cigarettes per day were smoked during pregnancy, there was a
greater risk of mortality in childhood, adolescence and young adulthood.19

Prenatal exposure to tobacco smoke is also a risk factor for SIDS.14,15 There is
also evidence that paternal smoking prior to conception is a risk factor for
hepatoblastoma in children,6,20 and there is more limited evidence for increased
risk of acute lymphocytic leukaemia (ALL).6,21

The overall worldwide burden of disease from exposure to secondhand
smoke has recently been estimated to have been 603 000 deaths in 2004, 47% of
them in women, 28% in children and 26% in men, and accounting for about
1% of worldwide mortality.22 A new report from the US Surgeon General on
tobacco smoke (the 30th such report on the subject) provides a comprehensive
review of the biology of diseases, through mechanisms of DNA damage,
inflammation and oxidative stress, resulting from active and passive smoking.23

5.2 Hazardous Chemicals in Tobacco Smoke

There are several types of tobacco smoke: first, there is that which is inhaled
directly by the smoker drawing on the cigarette (mainstream smoke); second,
there is the stream of smoke released into the air while the smoker is not
inhaling from the lit cigarette (sidestream smoke); and third, there is the smoke
exhaled from the smoker’s lungs (exhaled mainstream smoke). Secondhand
smoke (or ETS) is thus composed of exhaled mainstream smoke and sidestream
smoke, although the relative contribution of the two sources will vary
depending on circumstances.
The chemical composition of tobacco smoke is extremely complex. Around

4000 compounds have been isolated from mainstream smoke.5 These consist of
those derived from the tobacco itself, from tobacco additives, the paper and
filter and those formed as combustion products of them. At least 69 of them are
genotoxic carcinogens, including a number that are classified by the IARC as
Group 1 human carcinogens.5,24 Examples of these are shown in Table 5.1.
In principle, many of the components of tobacco smoke could be used as

biomarkers of active smoking and, potentially, of passive smoking. Structures
of some of the more important ones, and some of their metabolites, are shown
in Figure 5.1. Many of these are also present in other sources, so this needs to
be taken into consideration when assessing their validity as biomarkers of
active or passive smoking. An example of this is nicotine, the alkaloid that is the
cause of tobacco addiction, which can also enter the body from dietary sources,
including the consumption of aubergines and tomatoes.5 However, non-
tobacco sources of nicotine are estimated to make a negligible contribution to
the total intake in smokers, and their contribution to the amount taken up by
non-smokers exposed to secondhand smoke is unlikely to interfere with the use
of nicotine or its major metabolite cotinine as biomarkers of passive smoking.5
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Cotinine in urine, saliva or blood is currently the most widely used biomarker
of exposure to ETS.
Important carcinogenic components of tobacco smoke that do not derive

from any other sources are the tobacco-specific nitrosamines. An example is
4-(methylnitrosamino)-1-(3-pyridinyl)-1-butanone (NNK), which undergoes
metabolism to 4-(methylnitrosamino)-1-(3-pyridinyl)-1-butanol (NNAL) and
its glucuronides (NNAL-Gluc). These compounds have formed the basis of
assays to measure exposure to ETS, described below. Other carcinogenic
compounds found in tobacco smoke, but also found in other sources, may be of
some use for biomonitoring high exposure to tobacco smoke (e.g. from active
smoking). These include the aromatic amines and polycyclic aromatic hydro-
carbons (PAHs). However, as shall be described, their ability to distinguish

Table 5.1 Carcinogens in tobacco smoke.

Class Examples
IARC
Classificationa

Polycyclic aromatic
hydrocarbons

Benzo[a]pyrene
Naphthalene

1
2B

Heterocyclic
hydrocarbons

Furan 2B

N-Nitrosamines 4-(Methylnitrosamino)-1-(3-pyridinyl)-1-
butanone (NNK)

2B

N-Nitrosonornicotine (NNN) 2B
Aromatic amines 2-Naphthylamine 1

2-Toluidine 1
4-Aminobiphenyl 1

N-Heterocyclic amines 2-Amino-1-methyl-6-phenylimidazo[4,5-b]
pyridine (PhIP)

2B

Aldehydes Formaldehyde 1
Acetaldehyde 2B

Phenolic compounds Catechol 2B
Volatile hydrocarbons Benzene 1

1,3-Butadiene 1
Styrene 2B
Isoprene 2B

Miscellaneous organic
compounds

Acrylamide
Hydrazine
Urethane

2A
2B
2B

Metals and metal
compounds

Arsenic
Beryllium
Nickel
Chromium
Cadmium
Cobalt
Lead

1
1
1
1
1
2B
2B

Radioisotope Polonium-210 1b

a The IARC classification on the evaluation of carcinogenic risk to humans has the following
definitions: Group 1, carcinogenic to humans; Group 2A, probably carcinogenic to humans; Group
2B, possibly carcinogenic to humans.
b Polonium-210 emits alpha particles, which are carcinogenic to humans (Group 1).
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exposed non-smokers from exposed ones has not been found adequate in some
cases, making them less reliable biomarkers of exposure to ETS.
A newer concept that has emerged recently is that of thirdhand smoke. This

derives from a process whereby secondhand smoke adsorbed on to surfaces
(e.g. skin, furniture, clothing, automobile interiors) becomes desorbed subse-
quently, resulting in further human exposure. In addition, chemical reactions

OH

O

HO

N

N
CH3

NOO

N

N
CH3

N OO OH

N

N
CH3

N OO

O
HOOC

HO

HO OH

Benzene Naphthalene
BP BPDE

NNK NNAL NNAL-Gluc

N N

N
NH2

NH2

N

N

N O

N

N

CH3

PhIP 4-ABP NNN

N

N

CH3
N

N

CH3

O

OH

O

Nicotine Cotinine trans-3'-hydroxycotinine

N

N N
H

N

CH2CH3

HN

N

H
N

O

H2N N

O

H OH

H H
H H

OH

O

8-oxo-dG
3-Ethyladenine

CH3

NH2

Figure 5.1 Components of tobacco smoke and some of their prominent metabolites
with potential utility for biomonitoring human exposure to active and
passive smoking.
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between atmospheric chemicals, including ozone, nitrous acid and nitric oxides,
and the adsorbed tobacco smoke components can result in additional forma-
tion of hazardous chemicals, including carcinogenic tobacco-specific nitrosa-
mines and other compounds not found in fresh tobacco smoke. For example, in
a study exploring reactions between adsorbed nicotine and ambient nitrous
acid, two nitrosamines found in tobacco smoke, 4-(methylnitrosamino)-1-(3-
pyridinyl)-1-butanone (NNK) and N-nitrosonornicotine (NNN), were detec-
ted, as well as the novel component 1-(N-methyl-N-nitrosamino)-1-(3-pyr-
idinyl)-4-butanal (NNA).25

5.3 Biomarkers of Involuntary Smoking

In order to consider the potential utility of a biomarker of smoking for mon-
itoring exposure to secondhand smoke, it is first necessary to consider whether
the biomarker can differentiate between active smokers and non-smokers. This
can be asked in one of two ways: is the mean/median level observed in smokers
significantly different from the mean level in non-smokers? Or, do the levels
detected in individuals distinguish the smoker from the non-smoker? In the
former case, there may be inter-individual variations such that there is overlap
in values between the two groups, yet it may still be a useful biomarker in
molecular epidemiological studies. However, only if there is no overlap between
exposure groups can the biomarker be diagnostic of the smoking status of
individuals. This needs to be borne in mind when distinguishing non-smokers
exposed to secondhand smoke from those who are unexposed, where quanti-
tative differences should logically be much less than between smokers and
non-smokers.
In the following sections, substances and biological matrices that can be or

have been used to investigate human exposure to secondhand tobacco smoke
are described. In each case the strengths and weaknesses are mentioned,
together with recent examples of their application. The levels at which the
biomarkers have been detected are summarized in Table 5.2.

5.3.1 Urine

There are many studies in the literature in which cotinine or its parent com-
pound nicotine have been measured in urine as a biomarker to distinguish
active smokers, passive smokers and unexposed non-smokers (also cotinine in
blood and saliva, as described later). It represents a relatively short-term
measure of exposure because cotinine is excreted within 2–3 days of exposure.26

Values are routinely corrected for urine volume by normalizing to the creati-
nine content of the urine; alternatively a 24-hour sample is taken and analysed.
Cotinine levels are often higher in urine than in other matrices (e.g. blood and
saliva) which may make it a more sensitive biomarker for exposure to ETS.5

The relative ease with which samples can be obtained makes urine a particularly
attractive matrix for monitoring exposure in children. The urinary half-life of
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Table 5.2 Levels of tobacco chemicals and metabolites detected in human material; selected publications. CI, confidence
intervals; COPD, chronic obstructive pulmonary disease; ETS, environmental tobacco smoke; GM, geometric mean;
IQR, inter-quartile range; n.d., not detected; NNAL, 4-(methylnitrosamino)-1-(3-pyridinyl)-1-butanol; NNAL-Gluc,
glucuronides of NNAL; NNN, N’-nitrosonornicotine; SD, standard deviation; SE, standard error.

Human material Compound Levels and exposure Study population Reference

Urine Nicotine Unexposed non-smokers 0.012� 0.010 (SD) nmol/mL Non-smoking women 30
ETS-exposed non-smokers 0.046� 0.062 (SD) nmol/mL

Nicotine Smokers 13.6� 8.22 (SD) nmol/mL Adults 34
Cotinine 10.93 (IQR 17.29) ng/mL Children under 4

whose mothers
smoked

27

Cotinine Unexposed non-smokers 0.009� 0.008 (SD) nmol/mL Non-smoking women 30
ETS-exposed non-smokers 0.045� 0.051 (SD) nmol/mL

Cotinine Passive smokers 1.82 ng/mg creatinine (IQR 0.45–7.33)
Active smokers 1155 ng/mg creatinine (IQR 703–2715)

Adults from 3
countries

33

Cotinine Smokers 13.1� 6.71 (SD) nmol/mL Adults 34
Cotinine No exposure 0.44 ng/mg creatinine (GM) (95% CI

0.24–0.80)
Children aged 3–27
months admitted to
hospital with lower
respiratory illness

67

Smoke exposure outside home 4.10 ng/mg creatinine
(GM) (95% CI 2.33–7.23)

Smoke exposure inside home 5.30 ng/mg creatinine
(GM) (95% CI 3.25–8.63)

NNAL 0.601� 0.366 (SD) pmol/mL Adults 34
0.857� 0.514 (SD) pmol/mg creatinine

NNAL-Gluc 1.35� 0.738 (SD) pmol/mL Adults 34
1.84� 0.879 (SD) pmol/mg creatinine

NNALþNNAL-Gluc Unexposed non-smokers 0.007� 0.010 (SD) nmol/mL Non-smoking women 30
ETS-exposed non-smokers 0.050� 0.068 (SD) nmol/mL

NNALþNNAL-Gluc Median 0.024 pmol/mg creatinine (range 0.0012–0.28) Patients with COPD
and self-reported
exposure to ETS
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Table 5.2 (Continued )

Human material Compound Levels and exposure Study population Reference

NNALþNNAL-Gluc ETS-exposed non-smokers 5.56 pg/mL (95% CI 4.8–6.4)
5.27 pg/mg creatinine (95% CI 4.5–6.2)

Adults (NHANES
cohort)

32

NNALþNNAL-Gluc Passive smokers 5.19 pg/mg creatinine (IQR 2.04–11.6)
Smokers 183 pg/mg creatinine (IQR 103–393)

Adults from 3
countries

33

NNALþNNAL-Gluc 0.24� 0.26 ng/mL Smokers only 62
Plasma Nicotine 9.56� 7.74 (SD) ng/mL Smokers only 62

Nicotine 0.72–1.03 ng/mL pre-exposure to ETS
1.09–1.51 ng/mL post-exposure to ETS

Non-smoking adults
before and after
visiting pubs

78

Cotinine o2ng/mL non-smokers reporting no or low exposure to
ETS

42ng/mL non-smokers reporting low or high exposure
to ETS

Adults 38

Cotinine Children of non-smoking mothers, no smoker in
household 0.250� 0.124 (SE) ng/mL

Mothers and children 46

Children of non-smoking mothers, smoker in household
0.87� 0.203 (SE) ng/mL

Children of mothers who smoke 4.14� 0.542 (SE) ng/mL
Non-smoking mothers, no smoker in household
0.958� 0.790 (SE) ng/mL

Non-smoking mothers, smoker in household
1.64� 0.967 (SE) ng/mL

Smoking mothers 170� 21.2 (SE) ng/mL
Cotinine No smoker in household 0.264� 0.596 (SD) ng/mL

Smoker in household, non-smoking mother 0.869� 1.13
(SD) ng/mL

Children (pre-school,
aged 1–6 years)

47

Mother smokes 4.61� 7.19 (SD) ng/mL
Cotinine Mean values 1–4.5 ng/mL Non-smoking adults

in 3 different loca-
tions in Greece,
with seasonal
variation
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Cotinine 198� 134 (SD) ng/mL Smokers only 62
Cotinine Non-smokers 0.609� 1.824 (SD) ng/mL

Smokers 54.67� 29.63 (SD) ng/mL
Adults 64

Cotinine 0–2.6 ng/mL pre-exposure to ETS (1/15 subjects þ ve)
1.72–3.92 ng/mL post-exposure to ETS

Non-smoking adults
before and after
visiting pubs

78

trans-3’-
hydroxycotinine

69.5� 53.1 ng/mL Smokers only 62

Myosmine Non-smokers 0.155� 0.183 (SD) ng/mL Adults 64
Smokers 0.296� 0.349 (SD) ng/ml

Serum Cotinine Non-smokers exposed to ETS, up to 14.0 ng/mL Male adults 36
Smokers 138.4 ng/mL (mean)

Saliva Cotinine Non-smokers 1.85� 4.50 (SD) ng/mL Adults 64
Smokers 97.43� 84.54 (SD) ng/ml

Myosmine Non-smokers 0.73� 0.65 (SD) ng/mL Adults 64
Smokers 2.54� 2.68 (SD) ng/mL

Toenails Nicotine No exposure 0.08 ng/mg (mean)
Passive exposure 0.28 ng/mg (mean)
Active smoking 1.71 ng/mg (mean)
Active smoking plus passive exposure 2.18 ng/mg (mean)

Women (Nurses’
Health Study)

58

Nicotine No exposure 0.10 ng/mg (median)
Passive exposure 0.14 ng/mg (median)
Active smoking 1.77 ng/mg (median)

Women (Nurses’
Health Study)

59

Nicotine Non-smokers 0.09 ng/mg (mean) Adults 61
Smokers 5.9� 5.6 (SD) ng/mg

Nicotine 5.44� 6.41 (SD) ng/mg Smokers only 62
Nicotine Non-smokers 132� 82 (SD) ng/g Adults 64

Smokers 1971� 818 (SD) ng/g
Cotinine Non-smokers 0.01 ng/mg (mean) Adults 61

Smokers 1.6� 1.3 (SD) ng/mg
Cotinine 0.67� 0.79 (SD) ng/mg Smokers only 62
Cotinine Non-smokers n.d. Adults 64

Smokers 1237� 853 (SD) ng/g
NNN Non-smokers 0.35� 0.16 (SD) fmol/mg Adults 63

Smokers 4.63� 6.48 (SD) fmol/mg
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Table 5.2 (Continued )

Human material Compound Levels and exposure Study population Reference

NNAL Non-smokers n.d. (o0.02 pg/mg) Adults 61
Smokers 0.41� 0.67 (SD) pg/mg

NNAL 0.18� 0.22 pg/mg Smokers only 62
Myosmine Non-smokers 21.2� 14.9 (SD) ng/g Adults 64

Smokers 65.9� 56.4 (SD) ng/g
Hair Nicotine Range 0.19–47.82 ng/mg

No exposure 0.58 ng/mg (GM) (95% CI 0.49–0.68)
Smoke exposure outside home 2.63 ng/mg (GM)
(95% CI 2.03–3.40)

Smoke exposure inside home 5.62 ng/mg (GM)
(95% CI 4.60–6.85)

Children admitted to
hospital with lower
respiratory illnesses

67

Nicotine Range for non-smokers 0.06–1.82 ng/mg
Range for smokers 0.91–63.5 ng/mg

Article is a review of
14 original studies

68

Nicotine Women 0.44 ng/mg (IQR 0.15–1.13)
Children 0.80 ng/mg (IQR 0.27–2.24)

Women and children
living in households
with smokers

69

Nicotine Non-exposed non-smoking mothers 0.32 ng/mg (mean) Mother–baby pairs 72
ETS-exposed non-smoking mothers 0.99 ng/mg (mean)
Smoking mothers 9.61 ng/mg (mean)
Infants of non-exposed non-smoking mothers
B0.4 ng/mg

Infants of ETS-exposed non-smoking mothers
B0.4 ng/mg

Infants of smoking mothers B1.0 ng/mg
Meconium Nicotine Infants of unexposed mothers 1.74 ng/g (95% CI

1.50–2.01)
Newborn infants 74

Infants of ETS-exposed mothers 2.56 ng/g (95% CI
1.67–3.94)

Infants of smoking mothers 26.8 ng/g (95% CI
2.44–7.73)
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Cotinine Infants of unexposed mothers 0.10 ng/g (95% CI
0.08–0.12)

Newborn infants 74

Infants of ETS-exposed mothers 0.20 ng/g (95% CI
0.09–0.40)

Infants of smoking mothers 15.9 ng/g (95% CI 7.0–36.2)
trans-3’-
hydroxycotinine

Infants of unexposed mothers 0.08 ng/g (95% CI
0.06–0.11)

Newborn infants 74

Infants of ETS-exposed mothers 0.15 ng/g (95% CI
0.07–0.34)

Infants of smoking mothers 23.3 ng/g (95% CI 9.5–56.8)
Teeth Nicotine Children of non-smoking parents 15.0 ng/g (mean)

Children with one smoking parent 24.6 ng/g (mean)
Children with two smoking parents 43.5 ng/g (mean)

Children aged
7.4� 0.6 yrs

76

Nicotine Children of non-smoking parents 14.11 ng/g (mean) Children 77
Children with one smoking parent 22.51 ng/g (mean)
Children with two smoking parents 27.49 ng/g (mean)

Cotinine Children of non-smoking parents 13.9 ng/g (mean)
Children with one smoking parent 18.6 ng/g (mean)
Children with two smoking parents 28.6 ng/g (mean)

Children aged
7.4� 0.6 yrs

76

Cotinine Children of non-smoking parents 8.76 ng/g (mean) Children 77
Children with one smoking parent 11.25 ng/g (mean)
Children with two smoking parents 11.57 ng/g (mean)
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nicotine in newborns is 3–4 times longer in adults, but the half-life of cotinine is
about the same.5

To test whether counselling mothers would be an effective strategy for
reducing children’s exposure to ETS, a double-blind controlled trial was con-
ducted among 108 smoking mothers who exposed their children to tobacco
smoke in the home.27 Both the counselled group and the control group reported
reducing their children’s exposure, but at 12 months the reported exposure in
the counselled group was 41.2% of that reported by the control group. How-
ever, children’s urine cotinine levels reduced only slightly in the counselled
group and increased nearly two-fold in the control group. Thus it could be
concluded that even if counselling did not actually decrease exposure of chil-
dren (as monitored by urinary cotinine levels), it did at least prevent an increase
in exposure in the study population.
The detection in human urine of tobacco carcinogens and their metabolites

has been comprehensively reviewed by Hecht.28 Several of these have utility in
distinguishing smokers from non-smokers, including trans,trans-muconic acid
and S-phenylmercapturic acid (metabolites of benzene), naphthols (metabolites
of naphthalene), 1-hydroxypyrene, thioethers (formed from a variety of con-
jugated electrophiles), 3-ethyladenine (which indicates the presence in tobacco
smoke of an unidentified ethylating agent29), NNAL and NNAL-Gluc (meta-
bolites of tobacco-specific nitrosamines). An advantage of monitoring exposure
to carcinogenic components of tobacco smoke in urine, rather than the non-
carcinogen cotinine, is that it can provide insight into carcinogen uptake and
metabolism, and the potential influence of genetic polymorphisms in modifying
risk.28 However, most of the metabolites listed above have only limited utility
for monitoring exposure to ETS, because they can come from other sources
besides tobacco smoke, and these other sources can mask the possible tobacco
smoke exposure of non-smokers. The exceptions are NNAL and NNAL-Gluc;
these are metabolites of the tobacco-specific nitrosamine NNK. Mass spec-
trometry assays for them are both sensitive and specific.28 The levels of the two
compounds in the urine of non-smokers who live with smokers were found to
be significantly higher than the levels in the urine of non-smokers in households
where no one smoked.30 The levels in the passive smokers were, on average,
5.6% of those of the smoking partners,30 which is reasonably consistent with
the estimated excess risk of lung cancer from passive smoking being about 2%
of that of smokers.31

Although levels of NNAL plus NNAL-Gluc in the urine of non-smokers
correlate well with cotinine levels in urine28 and serum,32 it is important to note
for passive smoking that the ratio of NNAL to cotinine is much higher com-
pared with that for active smokers.33 This suggests that if cotinine is used as a
surrogate for exposure of non-smokers to carcinogens (or, at least, to one of
them, NNK), then exposure will be underestimated. Urinary NNAL is reported
to be a longer-term measure of ETS exposure than urinary cotinine,26 the
former having an elimination half-life of 40–45 days.34

It is well established that the urine of smokers has mutagenic activity in
bacteria, and the urine of non-smokers exposed to ETS has been found to be
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mutagenic in some, but not all, studies investigating its mutagenicity.5 As
expected, increases in mutagenic activity were small relative to those in smo-
kers, and paralleled urinary cotinine levels. Other, confounding, exposures (e.g.
dietary or occupational) could also give rise to mutagenic activity of urine in
some individuals. In view of this, there does not seem to be much advantage in
using bacterial mutagenicity as a biomarker of exposure in preference to the
measurement of cotinine in urine, although it does demonstrate that passive
smoking involves exposure to genotoxicants, which emphasizes the fact that
ETS is hazardous to non-smokers.

5.3.2 Blood

5.3.2.1 Compounds and Metabolites

Plasma (or serum) cotinine is a widely used marker of exposure, albeit short
term, to secondhand smoke.5 Although levels are generally lower in plasma
than in urine, there is a good correlation between the two.35

In a prospective population based study36 of the risk of coronary heart
disease, compared with serum cotinine concentrations in men who said they did
not smoke, relative hazards for heart disease were 1.45 [95% confidence
interval (CI) 1.01–2.08], 1.49 (1.03–2.14) and 1.57 (1.08–2.28) for the second,
third and fourth quartiles of cotinine concentrations, respectively, relative to
the first quartile. Thus higher concentrations of serum cotinine among non-
smokers are associated with an excess risk of coronary heart disease of around
50–60%, and the risk associated with passive smoking appears to be wide-
spread in this population (7735 men aged 40–59 years in 24 towns in England,
Scotland and Wales). There was, however, no consistent association between
cotinine and risk of stroke in this study.
Levels of carboxyhaemoglobin in erythrocytes, and of thiocyanates in serum,

distinguish smokers from non-smokers, but they do not reliably distinguish
non-smokers exposed to ETS from those unexposed; there are other environ-
mental sources of both these compounds, which confound their validity as
biomarkers of exposure to ETS.5

5.3.2.2 Protein Adducts

Many of the genotoxic chemical carcinogens in tobacco smoke undergo
metabolic activation to electrophilic species, through which they exert their
deleterious biological effects. For example, NNK is metabolically activated to
reactive species via intermediate formation of NNAL, and the PAH ben-
zo[a]pyrene (BP) is metabolized to its ultimately reactive species benzo[a]pyrene
diol-epoxide (BPDE) (shown in Figure 5.1). A result of the formation of these
reactive species in cells is the covalent modification of cellular macromolecules,
including protein and DNA. These chemically modified entities are termed
adducts. If they are chemically stable, they can serve as medium-term (i.e.

35Biomarkers of Human Exposure to Environmental Tobacco Smoke (ETS)



weeks to months) biomarkers of exposure to tobacco smoke. When smokers
and non-smokers have been compared for their levels of 4-aminobiphenyl (4-
ABP)-haemoglobin adducts, measured by gas chromatography–mass spectro-
metry (GC-MS), not only were the levels higher in the smokers, but also there
was no overlap in values with those found in non-smokers.37 However, in some
small studies in which non-smokers with self-reported exposure to ETS were
compared with unexposed non-smokers, there was not a significant difference
in 4-ABP-haemoglobin adduct levels except when the exposed subjects had
detectable cotinine levels.38,39 Thus while it is clear that tobacco smoke is the
major source of 4-ABP-haemoglobin adducts in smokers, the sources that are
the major contributors to the presence of the adduct in non-smokers are less
clear.40 Diet and traffic exhaust have been proposed as sources, in addition to
ETS,40 and a recent study concluded that ETS is not a major source of 4-ABP-
haemoglobin adducts in non-smokers.41

Nevertheless, some studies have reported that 4-ABP–haemoglobin adducts
can reflect exposure to ETS. Measurements of maternal–fetal exchange of
4-ABP in smoking (n¼ 14) and non-smoking (n¼ 38) pregnant women found
that levels of the haemoglobin adduct in cord blood were consistently lower
than in maternal blood. A significant correlation was found by linear regression
between maternal and fetal levels; this was true for all subjects (p o0.001) and
for smokers only (p¼ 0.002) but not for non-smokers only (p¼ 0.06).42 A
further report on this same sample explored the relationship between adduct
levels and ETS exposure of the mothers. The level of exposure was determined
by questionnaire, diary and personal air monitor and reported aso0.5, 0.5–1.9
and Z 2.0 mg/m3 weekly average nicotine concentration. Among 40 non-
smoking women there was a significant correlation between 4-ABP–
haemoglobin and exposure category (p¼ 0.009).43 In two other reports, lower
levels of adducts were also found in fetal blood, relative to maternal blood, at
levels that correlated with the smoking status of the mothers.44,45

In another study, exposure of young (pre-school) children to ETS from their
mothers’ smoking was investigated by measuring plasma cotinine levels and
PAH–albumin adducts in peripheral blood, the latter detected by ELISA. The
study involved 87 mother–child pairs; 31 mothers smoked and 56 did not. Not
only did the mothers who smoked have higher levels of adducts but the levels in
the children of the smoking mothers were also significantly higher (p o0.05).
There was also a significant correlation between the adduct levels in the
mothers and the levels in their children (p¼ 0.014).46 In a subsequent study,
PAH–albumin adducts were measured by ELISA and 4-ABP–haemoglobin
adducts were measured by GC-MS. In 109 pre-school children, PAH–albumin
adducts were significantly higher in the children whose mothers smoked
(p¼ 0.001) or who lived with other smokers (p¼ 0.017), compared with those in
non-smoking households; levels of 4-ABP–haemoglobin adducts were also
higher in these children, but not significantly (p¼ 0.073 and 0.066,
respectively).47

In an investigation of the formation of other protein adducts, blood samples
from smoking and non-smoking mothers and cord blood from their newborns
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were analysed for HOEtVal in haemoglobin.48 Adduct levels were significantly
higher in the smoking women than in the non-smokers, and the concentrations
in the newborns were significantly higher (po0.01) in those with smoking
mothers [n¼ 13, 147 � 68 (mean � SD) pmol/g] than in those with non-
smoking mothers (n¼ 10, 42 � 18 pmol/g). There was also a significant cor-
relation (po0.01) between adduct levels in the infants and the levels in their
mothers. The same maternal–fetal samples were subsequently analysed for
CEVal formed by acrylonitrile.49 Adduct levels were significantly higher in the
smoking mothers than in the non-smoking ones and there was a significant
correlation between the adduct levels in the smoking mothers and those in their
newborns (po0.001). The levels were approximately two-fold lower in the
babies than in their smoking mothers and there was a significant correlation
between the levels in the babies and the numbers of cigarettes smoked per day
by the mothers (p¼ 0.009). For the babies of non-smoking mothers, CEVal
levels were below the limit of detection of the assay.
In a study of 69 adults, smokers comprised 27 of the group and of the 42 non-

smokers, 19 were classified as passive smokers by self-reporting and cotinine
levels. Although the levels of BPDE adducts with albumin and haemoglobin
were higher in the smokers (differences in the former were statistically sig-
nificant, but in the latter were not) there was no difference found between non-
smokers exposed to ETS and those not or rarely exposed.50

Levels of HOEtVal in haemoglobin, while higher in smokers than in non-
smokers, were found to be present at the same levels in non-smokers who did
not live or work with a smoker (n¼ 74) as in those who did (n¼ 28).51

Overall, these studies present a mixed picture of the ability of protein adducts
to detect passive exposure to tobacco smoke. Thus their utility as biomarkers of
exposure to ETS is limited.

5.3.2.3 DNA Adducts

In many of the tissues of smokers, the mean levels of DNA adducts are elevated
relative to those in non-smokers;37 this reflects the systemic distribution of
tobacco smoke components and the fact that smoking causes cancer in many
organs.5,6 In such studies, there is considerable inter-individual variation in
adduct levels in both smokers and non-smokers, and considerable overlap in
values between the two groups. In contrast to the number of studies that have
investigated the levels of DNA adducts, or other measures of DNA damage, in
the tissues of smokers, ex-smokers and non-smokers, relatively few studies have
employed these biomarkers to monitor exposure of non-smokers to ETS.
Considering that the magnitude of the difference between smokers and non-
smokers is often quite small (for example, less than two-fold in the case of DNA
adducts in white blood cells), it is probable that in many circumstances this
biomarker may lack the sensitivity to distinguish the effects of exposure to ETS
from exposure to other sources of environmental carcinogens. Studies in which
a distinction has been made between non-smokers exposed to ETS and those
unexposed are described below.
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In a study in which declining DNA adduct levels in the white blood cells of
smokers enrolled in a smoking cessation programme were measured by enzyme-
linked immunosorbent assay (ELISA) using antibodies to BPDE–DNA adducts,
levels of adducts both at baseline and 10 weeks after cessation were significantly
associated with hours of exposure to ETS at home and were also higher if the
subject lived with another smoker (p¼ 0.009, 0.02 and 0.02, respectively). How-
ever, there was no observable influence of exposure to ETS in the workplace.52

Using the prevalence of serum antibodies to BPDE–DNA adducts in an
Italian population as a biomarker of exposure to environmental PAHs,
investigators reported an association between % positivity and smoking status
(25.7% of smokers, 21.5% of ex-smokers and 17.8% of non-smokers) and the
living environment (26.0% urban dwellers and 17.9% suburban dwellers), but
no association with passive smoking was found.53

In a study in which significant differences were observed between the levels of
adducts, determined by a flow cytometric method using BPDE–DNA anti-
bodies, in peripheral lymphocytes of smokers (n¼ 40) and non-smokers
(n¼ 35), the mean value for non-smokers with no or low exposure to ETS
(n¼ 17) was lower than that of non-smokers who were exposed (n¼ 18), but the
difference was not statistically significant.54

A group of five non-smokers was exposed to ETS under controlled condi-
tions (exposure to gas phase only for 8 hours, followed by exposure to whole
ETS for 8 hours, 40 hours later). When their monocyte DNA was analysed by
32P-postlabelling, no changes in the adduct patterns were seen after either
exposure period, compared with the samples obtained before exposure.55

Similarly, the frequency of DNA single-strand breaks in mononuclear cells of
non-smokers was not affected by controlled exposure to ETS for 8 hours.56

In a study of biomarkers of air pollution exposure in two Greek popula-
tions,57 one from an urban location, the other rural, 32P-postlabelling analysis
of lymphocyte DNA revealed the presence of bulky PAH-like DNA adducts
that were more abundant in the rural subjects than in the urban ones. The
variation in adduct levels was found to significantly (po0.001) parallel self-
reported exposure to ETS and plasma cotinine concentrations rather than
exposure to other environmental sources of PAHs.
Overall, as with protein adducts, these studies do not suggest that DNA

adducts levels are sufficiently different between unexposed and ETS-exposed
smokers to make them reliable biomarkers of ETS exposure. While target tissues
for carcinogenicity might be more suitable than blood cells as a source of DNA,37

the opportunities to obtain such tissues from healthy individuals are very limited.

5.3.3 Saliva

Numerous studies have found that cotinine levels in the saliva of non-smokers
exposed to ETS are significantly higher than in that from non-exposed
non-smokers.5 This is a short-term measure of exposure, giving information on
exposure in the preceding hours. Heavily exposed workers, for example bar
workers, may have peak levels more characteristic of smokers.5 For monitoring
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exposure in children, sampling saliva has the clear advantage of being less
invasive than taking blood samples, although obtaining sufficient material from
very young children may be a problem.

5.3.4 Breath

Analysis of breath can provide a non-invasive, but short-term, means of
monitoring secondhand exposure to tobacco smoke. Thus, concentrations of
carbon monoxide (CO) exhaled by non-smokers who have spent the day in a
smoking environment are significantly higher than levels exhaled by unexposed
non-smokers, as are the levels in women exposed during pregnancy and their
newborn infants.5 On the other hand, exhaled concentrations of nitric oxide
(NO) are lower after exposure to secondhand tobacco smoke, both for adults
and for newborns exposed prenatally.5 Exhaled benzene does not appear to be
a reliable indicator of exposure to secondhand tobacco smoke, at least in the
home.5

5.3.5 Toenails and Fingernails

Uptake of tobacco components by nails offers another relatively long-term
biomarker of smoking exposure, and obtaining nail clippings is less invasive
than obtaining blood samples. Toenails are less likely to suffer from surface
contamination than fingernails, or hair (see Section 5.3.6). Toenail clippings
from women participating in the Nurses’ Health Study have been analysed for
their nicotine content in a number of studies. After washing with dichloro-
methane, the samples are digested overnight in 1M NaOH and analysed by
high-performance liquid chromatography (HPLC). In a pilot study, toenails
from 106 women were analysed, and a significant correlation with self-reported
exposure to tobacco smoke (active smoking, passive smoking, no exposure) was
found.58 A subsequent larger study included samples from 2485 subjects.59 The
study found that the median level of nicotine in toenails of non-smokers
without exposure to secondhand smoke was 0.10 ng/mg, for non-smokers with
passive exposure it was 0.14 ng/mg, while for smokers the median level was 1.77
ng/mg. However, there was considerable overlap in levels between the groups,
with 5th–95th percentile ranges of 0.05–0.41, 0.05–0.83 and 0.24–6.34 ng/mg,
respectively. In a nested case–control study of coronary heart disease also
carried out in the Nurses’ Health Study cohort,60 involving 905 cases with two
matched controls for each, toenail nicotine levels were significantly associated
with risk of disease. The authors of these studies58–60 have concluded that the
analysis of nicotine levels in toenails has utility for future epidemiological
studies, in particular where smoking history is not available or could be subject
to biased reporting.
Other investigators,61,62 using GC-MS, showed that cotinine and 4-

(methylnitrosamino)-1-(3-pyridyl)-1-butanol (NNAL) are also detectable in
human toenails. The levels of these, and of nicotine, in toenails correlated with
their levels in plasma. It is not yet clear, however, what the utility of this
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method may be for monitoring exposure to secondhand smoke. The same
investigators63 have also developed a method for detecting N’-nitrosonorni-
cotine (NNN) in toenails. The ratio of levels of NNN to NNAL was 2.8, dis-
tinctly different from the ratio found in analyses of urine (0.1). Whether this
biomarker has utility for monitoring secondhand smoke exposure has yet to be
determined.
Myosmine, another tobacco alkaloid that can undergo nitrosation in vivo, is

detectable in toenails, and also in plasma and saliva.64 Although the mean level
in smokers is significantly higher than in non-smokers, the fold increase is less
than for nicotine, and there was an overlap in the values of the two groups,
which weakens the usefulness of myosmine as a biomarker of exposure to
secondhand smoke.
Nails collected from newborn children of mothers who admitted to smoking

during pregnancy have been found to contain nicotine and cotinine.65 In the
same study, a number of children of self-reported non-smoking mothers also
had detectable levels of one or both compounds present in their nails; however,
it was not clear from the study whether this was due to passive smoking by the
mothers during pregnancy, or failure to admit to active smoking.
The fingernails of heavy smokers are often characteristically stained yellow–

brown from direct exposure to tobacco smoke, and smoking cessation leads to
the so-called harlequin nail, with its distinct line of demarcation between pig-
mented nail and the new growth of unstained nail.66 For toenails, however, the
uptake of nicotine and other tobacco constituents is likely to be principally via
the blood.61 Thus analysis of toenails for one or more of nicotine, cotinine,
NNAL and NNN may be a useful means of monitoring exposure to second-
hand smoke, but further validation studies are required.

5.3.6 Hair

Scalp hair grows at a rate of about 1 cm per month. It can thus provide a
relatively long-term biomarker of exposure to toxicants, of the order of
months, rather than hours or days in the case of urine, blood or saliva. Hair
may be subject to adsorption from the atmosphere of tobacco smoke compo-
nents, but this can generally be dealt with by prior extraction with dichloro-
methane. Although cotinine is present in hair, it is at lower concentrations than
nicotine, which has thus been proposed as an alternative to measuring urinary
cotinine.67 There have been many studies on hair as a biomarker for exposure
to tobacco smoke (reviewed by Al-Delaimy68). Some extreme forms of hair
treatment, such as bleaching, may affect nicotine content, but in general, hair
has good potential for monitoring exposure to secondhand smoke in adults and
children. In an international study of non-smoking women and children
exposed to secondhand smoke at home, involving subjects in 31 countries, it
was estimated that there was an increase of 1% in women and 3% in children of
hair nicotine for every 1 g/m3 increase in air nicotine concentration.69 The hair
of newborn infants may be a source for biomonitoring prenatal exposure
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spanning the third trimester, although it may not always be obtainable in
sufficient quantity.70

In a study of 210 mothers and their babies,71 nicotine analysis of the mothers’
hair distinguished between smokers, passive smokers and non-exposed non-
smokers, and urine cotinine levels correlated with self-reported smoking status.
Nicotine levels in the hair of the infants of women who had smoked during
pregnancy were significantly higher than in infants of non-smokers, but did not
distinguish maternal passive smoking during pregnancy from the non-exposed
mothers. Analysis of preterm birth and neonatal outcomes in this same study
population revealed several effects of prenatal exposure to ETS: infants had a
lower birth weight and there was a greater risk of preterm birth, immediate
newborn complications and respiratory distress syndrome (RDS).72

5.3.7 Fingerprints

Nicotine is detectable in smokers’ fingerprints by GC-MS.73 Smokers can be
reliably distinguished from non-smokers by this technique, provided the finger-
prints are relatively fresh (up to 1 hour old); the short half-life of nicotine in
fingerprints (B11 hours) means that the prints of smokers and non-smokers are
harder to distinguish by about 24 hours. Nevertheless the method has been used
to demonstrate that nicotine can be transferred from smokers to non-smokers by
indirect (e.g. via door handles) and direct (e.g. handshaking)73 contact.However,
its utility as a biomarker of passive smoking would appear to be limited.

5.3.8 Meconium

There is considerable interest in meconium, the first faeces of newborn babies,
as a biological matrix for detecting prenatal exposure to a wide variety of
toxicants. It provides information on exposures during the second and third
trimesters of pregnancy, and its collection in the first 5 days after birth is easy
and non-invasive. In a study in which mothers self-reported their exposure to
tobacco smoke (active, passive, or unexposed) during pregnancy, the levels of
nicotine, cotinine and trans-3’-hydroxycotinine were measured in the infants’
meconium.74 Levels of the compounds were 1–3 orders of magnitude higher in
the meconium of infants born to mothers who smoked during pregnancy, and
slightly higher where the mothers reported exposure to secondhand smoke,
compared with those who were unexposed. These levels were positively asso-
ciated with serum cotinine levels in the mothers and, interestingly, there was an
inverse correlation between meconium concentrations and birth weight.74 Thus
the concentrations of tobacco metabolites in meconium appear to provide a
useful measure of prenatal exposure to tobacco smoke.

5.3.9 Other Tissues and Matrices

In addition to those tissues and other human material already described, a
number of other biological matrices have been proposed for the particular
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purpose of monitoring childhood and prenatal exposure to ETS. These include
amniotic fluid, cord blood, breast milk and deciduous (children’s) teeth.70

Cord blood can be used to measure cotinine levels, but will only give an
indication of exposure to tobacco smoke in the last few days of pregnancy,
although it can distinguish between active smoking, passive smoking and non-
exposure during this short time period (the same is true of neonatal urine,
although the results are less consistent than for cord blood).70 Cotinine mea-
surements of amniotic fluid can also distinguish smoking status of mothers and
demonstrate fetal exposure, but collecting this specimen is an invasive proce-
dure, unless performed at the time of birth, and thus not a suitable matrix for
widespread biomonitoring.70

Placenta is another potential source of DNA for monitoring active and
passive smoking relating to prenatal exposure. However, when placental DNA
was analysed both for bulky DNA adducts by 32P-postlabelling and for 8-oxo-
dG (a DNA lesion indicative of oxidative damage to DNA) by electrochemical
detection, neither method showed a difference between 11 smokers, 10 non-
smokers and 9 non-smokers exposed to passive smoking.75

Among children of smoking mothers, breast feeding is a more important
source of exposure to nicotine than passive smoking (by inhalation). Cotinine
levels in breastmilk have been linked to a number of ill-health effects in breast-fed
infants.70Nevertheless,monitoring levels in breastmilk can be used to encourage
mothers who smoke to refrain from doing so shortly before feeding, in order to
reduce exposure of the nursing infant to tobacco toxicants and carcinogens.70

Children’s teeth could provide a biomarker of cumulative exposure to ETS
from fetal life up to 6–8 years. Analysis of nicotine (by GC-MS) in children’s
teeth has indeed demonstrated such exposure in the children of smoking par-
ents (identified by questionnaire).76 Cotinine was a less sensitive biomarker in
these circumstances, a result confirmed in a more recent study using a more
sensitive tandem MS assay for both nicotine and cotinine.77

There are also a few studies reported in the literature in which other tissues and
biological matrices have been investigated for monitoring exposure to ETS in
adults. In a study of a small group of non-smokers, who provided blood and
sputum samples before, and 1–2 hours after, spending 3 hours exposed to ETS,
their plasma cotinine and nicotine levels were both significantly increased by the
exposure, but the levels of DNA adducts in their peripheral blood lymphocytes
were not.78 Therewere, however, some changes observed in the adduct profiles of
sputum DNA of some individuals, including the formation of an adduct char-
acteristic of the major BPDE–DNA adduct in 3/15 individuals.78

With smoking now recognized as a causative factor for cancer of the ovary,6

it is interesting to note that when immunohistochemical staining using anti-
bodies to BPDE–DNA adducts was used on ovarian granulosa-lutein cells
obtained from women undergoing in vitro fertilization (IVF) treatment, stain-
ing was intermediate in intensity for non-smoking women exposed to passive
smoking (n¼ 7) between the values for smokers (n¼ 14) and those of unex-
posed non-smokers (n¼ 11), and was statistically significantly different from
both these groups (po0.0001).79
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5.4 Concluding Remarks

In the last 50 years it has become abundantly clear that tobacco smoking is not
only harmful to those who smoke, but also to non-smokers who are exposed to
tobacco smoke. This awareness has created a need for accurate and sensitive
means of monitoring such exposure among non-smokers. Some countries have
enacted legislation to limit the exposure of non-smokers to ETS; many others
have yet to do so.
Although many biomarkers have been developed and validated as measures

of tobacco smoke exposure in smokers, the number of studies in which these
have been applied to monitoring exposure to secondhand smoke is relatively
small. Thus there is scope for more research to refine and develop these assays
for this more demanding application.
Cotinine measurement in blood, saliva or urine is currently the most widely

used biomarker for exposure to ETS, but it provides information only on very
recent exposure. There is thus the potential for long-termer biomarkers to be
applied more widely, and the analysis of toenails and hair, for example, needs
to be exploited more fully. Given that many of the carcinogenic chemicals in
tobacco smoke can also be found in other sources, focusing on those that are
not, for example, the tobacco-specific nitrosamines, may be an approach that
offers greater specificity.
In view of the harm that prenatal and early-life exposure to tobacco smoke

can cause, it is particularly important that objective measures of the efficacy of
strategies to eliminate such exposures be developed further and applied. There
are a number of tissues and biological matrices that can be utilized for this.
Currently there is no biomarker that can measure long-term exposure, over

years or decades, to ETS. In the realms of worker compensation, for example
for workers exposed to ETS in the hospitality industry, retrospective exposure
assessment is likely to have to rely, for the foreseeable future, on approxima-
tions of past exposure calculated by mathematical modelling.80

However for future studies, particularly for prospective studies, biomarkers
will be integral to their design. The ease of sample collection, transport and
storage will be matters to consider when setting up such studies. The stability of
the biomarkers during long-term storage will also be a factor to consider.
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CHAPTER 6

Biomarkers of Exposure:
Mycotoxins – Aflatoxin,
Deoxynivalenol and Fumonisins
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6.1 Background

Fungal colonization of dietary staples is common in all regions of the world
and causes a significant financial burden where crops are not suitable for
market. The types of fungal colonization are numerous and diverse and their
presence reflects in part the type of crop, the crop stress, the climate, and the
local harvesting and the storage conditions.1,2 Once fungal contamination has
occurred, specific temperature and humidity conditions promote the produc-
tion of highly toxic secondary metabolites (mycotoxins); and in fact approxi-
mately 25% of the world’s cereal crops are predicted to be contaminated.1,2

There are many families of mycotoxins, but those of particular concern to
animal welfare and human health include the aflatoxins, deoxynivalenol and
the fumonisins. Owing to the frequency and levels of contamination, demon-
strated toxicity, and the differences in the stage of biomarker development for
exposure to mycotoxins, these three were chosen as the focus of this chapter.
Aflatoxin exposure biomarkers were validated approximately 20 years ago, and
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the focus here includes their use in descriptive epidemiology; a urinary deoxy-
nivalenol biomarker was recently validated and the focus here is on descriptive
biomonitoring; while candidates for fumonisin biomarkers are considered in
detail. Readers are also encouraged to examine the literature on exposure
biomarkers to ochratoxin A, an important nephrotoxic Aspergillusmycotoxin.3

The intake of ochratoxin A has been correlated with urinary levels but not with
serum levels of ochratoxin A,4 thus the former should be used for biomoni-
toring. Ochratoxin A is not considered further in this review, and readers
should be aware that there are many additional important mycotoxins1,2 for
which no biomarkers are reported in the literature.

6.2 Aflatoxins

6.2.1 Aflatoxin Structure

The aflatoxins are a family of highly substituted coumarins containing a fused
dihydrofurofuran moiety. Aflatoxin B1 (AFB1) is the most frequently occur-
ring and the most toxic and carcinogenic; whilst other members of the family
include AFB2, AFG1, and AFG2, see Figure 6.1. A number of Aspergillus
strains produce aflatoxins in hot and humid climates though A. flavus (pro-
ducing AFB1 and AFB2) and A. parasiticus (producing AFB1, AFB2, AFG1
and AFG2) dominate the natural production5. A. flavus occurs throughout the
world, whilst A. parasiticus is restricted mainly to Africa, South America,
Central America and North America. Small amounts of aflatoxins are prepared
for research purposes, though no other legal uses occur. The production of
aflatoxins in biological warfare as a terror weapon has also been reported.6
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Figure 6.1 Structures of the four naturally occurring aflatoxins.5 The 8,9 position is
where a reactive epoxide can be readily formed across the double bond.
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6.2.2 Aflatoxins and Diet

While numerous foods items can be contaminated with aflatoxins, maize and
groundnuts (peanuts) are the mostly frequently contaminated food items, often
at high levels in many developing countries; these items are also the most
important dietary staples in many of the poorest regions at risk of producing
contaminated food. Aflatoxins are stable in food preparations and exposure
occurs most frequently through consumption of these contaminated dietary
staples.5,7 Aflatoxin production occurs both in the field during crop growth,
and during storage. Prolonged storage (months) in poor conditions, with hot
and humid environments, favours both Aspergillus infestation and aflatoxin
production; thus rural peasants reliant on subsistence farming in more tropical
world regions, with limited storage capabilities (simple huts), are at particular
risk. Such populations frequently have more restricted diets than many in
wealthier regions, thus critical components of exposure in West Africa, for
example, are:

� frequent mycotoxin contamination of stored food;
� high levels of contamination;
� frequent consumption of contaminated food – their dietary staples;
� limited availability of non-contaminated alternatives.

In addition, in circumstances where peasant farmers produce a moderate
excess of crops such that they are able to sell part of their harvest, the healthier
looking crops are most frequently sold, whilst the poor quality may be retained
in family storage.7 More moderate levels of exposure occur in world regions
with intermediate wealth, such as Egypt and Brazil,8–12 which is in part a
reflection of the availability of greater dietary variety, but also better harvesting
and storage capabilities. Exposure in developed countries is relatively low and
infrequent,13,14 partly owing to dietary variety, but also because of the financial
resources to regulate and restrict any contaminated crops getting into the food
chain. Aflatoxin metabolism gives rise to a variety of metabolites, see Figures.
6.2 and 6.3, including aflatoxin M1, which is the predominant metabolite in
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Figure 6.2 Structure of the aflatoxin B1 epoxides.
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milk of exposed lactating animals, including human breast milk.5 Thus in
regions with highly contaminated food and feed, both animal milk and breast
milk provide additional potential routes of exposure.

6.2.3 Aflatoxin Metabolism and Biomarkers

Aflatoxin B1 is the most frequently occurring of the aflatoxins, and the most
toxic, and thus its metabolism has been studied most thoroughly and is best
understood.5,7,15 Aflatoxins B1 and G1 undergo a number of possible trans-
formations, although the toxicity and carcinogenicity is best understood in
terms of activation to an epoxide at the double bond at the 8,9 position, see
Figures. 6.1 and 6.2. The epoxide is highly reactive and causes damage to cells
and macromolecules by covalently binding to proteins and nucleic acids.
Activation occurs through cytochrome P450 (CYP) 1A2, 3A4, 3A5 (adult
forms) and 3A7 (the fetal form of 3A4) and generates two reactive species: an
exo-8,9-epoxide and an endo-8,9-epoxide. The CYP1A2 metabolism of AFB1
generates the hydroxylated metabolite, aflatoxin M1 (AFM1), in addition to a
mixture of the AFB1 8,9-epoxides, predominantly the AFB1 endo-8,9-epox-
ide.16 CYP3A4 generates some AFB1 exo-8,9-epoxide, though the pre-
dominant metabolite is the less toxic hydroxylation product aflatoxin Q1
(AFQ1).17 CYP3A5 predominantly forms the carcinogenic exo-8,9-epoxide,
and a lesser proportion of AFQ1. CYP3A7 is the fetal form of CYP3A418 and
is observed in the fetus within approximately 2 months of conception.19

CYP3A7 generally declines within the first postnatal year,19 and CYP3A4/5
reach approximately 30% of adult levels about 1 month after birth; although
CYP3A7 has occasionally been detected in adult liver.20 Thus at an early
in utero stage, throughout pregnancy and into infancy, any aflatoxin that is
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Figure 6.3 Structures of additional aflatoxin metabolites from phase 1 metabolism.
Measurement of aflatoxin M1 in urine, but not Q1 or P1, provides a
validated exposure biomarker for aflatoxin B1 ingestion.
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transferred to the fetus (or ingested by the young infant) can be metabolized to
the toxic and carcinogenic endo- and exo-epoxides. It is thought that aflatoxin
B2 and G2 will in part be reduced to aflatoxins B1 and G1, prior to activation
to form reactive epoxides.21

As a result of its lack of mutagenic potential, the importance of the endo-
epoxide appears somewhat neglected in the literature by cancer-driven mole-
cular epidemiologists. Whilst it is not able to covalently modify DNA, it will
cause severe toxicity, necrosis and subsequent increased cell proliferation,
particularly in the intestinal tract and liver. The exo-epoxide causes similar
toxicity, but it is also mutagenic, forming a stable covalent adduct with the N7
moiety of guanine.22 Depurination at this site releases 8,9-dihydro-8-(N7gua-
nyl)-9-hydroxy aflatoxin B1 (AFB1-N7-Gua), see Figure 6.4, which is observed
in the urine of individuals exposed naturally to aflatoxin through their diet.23,24

While DNA adduct formation is clearly important in terms of carcinogenicity,
the relative contribution of generalized non-specific organ toxicity in the
aetiology of aflatoxin-driven cancer remains poorly examined.
Aflatoxin exo- and endo-epoxides are detoxified through conjugation with

glutathione via a family of glutathione S-transferases,25 and are eventually
excreted as the mercapturic acid. Non-enzymic hydrolysis of both epoxides to
aflatoxin B1-8,9-dihydrodiol also occurs, although a putative enzymic role for
epoxide hydrolase in this step remains controversial. The aflatoxin B1-8,9-
dihydrodiol can ring open to form a dialdehyde which is toxic, but not muta-
genic. The dialdehyde can be reduced via aflatoxin aldehyde reductase (AFAR)
to the less toxic dialchohol.26,27 Polymorphisms in aflatoxin metabolizing
enzymes and changes in expression by other environmental influences,
including diet, cause inter-individual variations in aflatoxin metabolism.21,28

Aflatoxin dihydrodiol can undergo a slow base-catalysed ring opening to result
in a resonating dialdehyde phenolate ion, which is capable of forming adducts
with protein amino groups, particularly lysine (Figure 6.5),29 and one such
protein adduct, known as aflatoxin–albumin, is observed in the sera of indi-
viduals exposed to aflatoxin.11–14,29–46

Aflatoxin-N7-guanine in urine, aflatoxin–albumin in sera and aflatoxin M1
have been demonstrated to reflect the level of aflatoxin B1 intake, and these
measures represent validated exposure biomarkers for biomonitoring.23,24,30–33,47
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Figure 6.4 Structure of aflatoxin-N7-guanine formed by the aflatoxin exo-epoxide.
binding to guanine in DNA.
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In studies measuring the natural exposure to the toxin through diet in high risk
settings about 1–3%of the aflatoxin ingested is converted to the aflatoxin–albumin
adduct,31,32 1–2% is found as urinary aflatoxin M1,48 0.1–0.4% as breast-milk
aflatoxin M1,49 and 0.2% as aflatoxin-N7-guanine.32 The aflatoxin M1 breast-
milk survey was limited to only five samples and it should not be regarded as a
validated biomarker, although it is a bio-measure that is of concern with regard to
the feeding infant. Aflatoxins B1, B2, G1, G2, Q1, P1, aflatoxin-mercapturic acid
and aflatoxicol have all been detected in urine, and the above species and aflatoxin
M1 have been detected in breast milk,5 indicative of aflatoxin exposure, although
no dose–response relationship with aflatoxin has been demonstrated; thus none of
these latter bio-measures represents a validated exposure biomarker.

6.2.4 Geographical Variations in Aflatoxin Biomarkers

Owing to the half-life of aflatoxin–albumin being B20 days, it represents an
integrated measure of exposure over a period of several months.5,13,29–31 It has
also been shown to be stable in cryopreserved samples over a period of 25
years,33 a critical attribute for any biomarker that is utilized with bio-bank
repositories. It also the only mycotoxin bio-measure reported for which a set of
samples have undergone analysis in multiple laboratory settings, including the
use of different analytical techniques.37,38 Excellent correlations between
laboratory analyses were reported in both studies. It is probably the biomarker
that has been used to biomonitor aflatoxin exposure in the most diverse geo-
graphical settings, including high, moderate and low risk countries, and a
variety of age groups. Table 6.1 highlights some of these data to demonstrate
the variety of settings, exposure frequencies and exposure levels that are
encountered.11–14,36–46 The table is not exhaustive and predominantly reports
data that used the same methodology for analysis. In general aflatoxin–albumin
adducts are not detected in developed regions of the world,13,14,36 are detected
at moderate levels and frequency in countries such as Thailand,13 Brazil12 and
Egypt,11 and are very frequently detected (and at high levels) in some parts of
Asia and Africa.13,37–46 The frequency of detection and levels of urinary afla-
toxin-N7-guanine and urinary aflatoxin M1, where measured, typically reflect
those of aflatoxin–albumin.47
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Figure 6.5 Structure of the major pronase digest product (aflatoxin–lysine) from the
aflatoxin–albumin adduct.
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6.2.5 Aflatoxin and Liver Cancer

Aflatoxins were first discovered about 50 years ago because of a high frequency
of liver toxicity and subsequent mortality of turkeys, termed Turkey X disease,
in southern England. The causative agent was eventually traced to a naturally
occurring feed contaminant within groundnuts (peanuts),50,51 which was
identified as a novel fungal toxin from Aspergillus flavus and was named afla-
toxin.52 At about the same time the investigation of a high incidence of liver
cancer in farmed trout in the USA revealed the same toxin, albeit from con-
taminated cottonseed rather than groundnuts.53 Turkey X disease affected

Table 6.1 Aflatoxin–albumin (AF–alb) adduct level and frequency (% Pos) in
selected geographical regions.

Continent n
AF–alb (pg/mg)
Mean (range) % Pos Age group Reference

Europe North America

France/Poland 74 0 0 Mixed 13
Canada 200 0 0 Adults 14
USA (Texas) 184 o1 (nd–17) 21 Adults 36

South America

Brazil 50 15a (nd–57) 62 Adult 12

Africa
Benin and Togo 479 33 (nd–1064) 99 Child 37
Beninc 200 37 (nd–688) 98 Child 38

200 39 (nd–744) 99
200 88 (5–1568) 100

Ghana 785 11 (nd–269) 475 Adult 39
Guinea 124 9 (nd–262) 96 Child 40
Egypt 46 6a (nd–33) 67 Adult 11
Kenya 155 43 (nd–580) 65 Mixed 13
Senegal
The Gambia 119 40 (5–261) 100 Preg 41

99 10 (5–190) 49 Cord
118 9 (5–30) 11 16wk

The Gambia 128 60 (nd–391) 92 52wk 42
The Gambia 466 24 (nd–456) 93 Child 43
The Gambia 444 41 (3–459) 100 Child 44
The Gambia 391 57 (nd–720) 83 Child 45

Asia

China-Quangxi 143 39 (nd–437) 69 Adult 13
-Shangdong 69 0 0

Nepal 46 9 (nd–18) 15 Adult 13
Taiwand 264 22 (5–356)b ns Adult 46

264 14 (5–205) ns Adult
Thailand 160 12 (nd–50) 11 Adults 13

aMean of positives only.
bUnits are fmol/mg.
c 200 Children measured at three time points within an 8-month period.
d 264 Adults measured at two time points separated by on average more than 1.5 years.
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4100 000 animals and highlighted the importance of this novel naturally
occurring dietary hazard. At that time the role of aflatoxins in human health
was not established, and following 30 years of intensive toxicological investi-
gation the important role of aflatoxin in cancer was revealed.
Owing to the heterogeneous distribution of aflatoxins in stored dietary sta-

ples and the monotonous diets of populations at risk of frequent and high levels
of exposure, classical epidemiological methods were not ideal to distinguish
variations in aflatoxin exposure levels within populations at risk. The use of
validated exposure biomarkers allowed improved accuracy in such assessments
at the individual level. The combination of animal carcinogenicity data and
epidemiological data, based on exposure assessment using the validated bio-
markers above, provided overwhelming evidence for aflatoxin B1 being a
human liver carcinogen.5 Readers are also directed to an excellent review of the
animal and epidemiological data that established aflatoxins as important
human carcinogens, which discusses genetic susceptibility factors in addition to
synergistic interactions with hepatitis B virus, and further highlights interven-
tion approaches to restrict exposure.15

6.2.6 Patterns of Aflatoxin Exposure in Children and the

Perinatal Period

In countries with a high risk of exposure to aflatoxin the levels of aflatoxin–
albumin in children are similar to those in adults from the same region; typically
495% have detectable aflatoxin–albumin adducts and within those individuals
a wide range of adduct levels is frequently observed (50–200 fold), see
Table 6.1.37,38,40,42–45 Urinary aflatoxin M1 has also been observed frequently in
young children from high risk countries, including Guinea, Sierra Leone and
South Africa.8,54,55 The presence of aflatoxins in cord blood collected at birth
additionally indicates in utero exposure;56–59 and further, the presence of
aflatoxin–albumin41,60 and aflatoxin–DNA adducts61 in cord blood are highly
suggestive of both transplacental aflatoxin transfer and that the fetus has the
requisite metabolism to convert the toxin to its toxic and carcinogenic meta-
bolites, the aflatoxin-epoxides. In one survey aflatoxin–albumin biomarkers were
assessed in mothers during pregnancy, and subsequently in cord blood, and at
week 16 and week 52 in the infant, see Table 6.1.41,42 All maternal samples were
positive, 49% of the cord blood samples, 11% of the week 16 and 92% of the
week 52 samples were positive for aflatoxin–albumin. The ratio of maternal to
cord blood adduct levels appeared to be about 10 : 1,41,60 though not all maternal
blood samples were collected at the time of birth. The frequency of aflatoxin–
albumin detection at week 16 correlates with the initiation of weaning (about
20% at this time point).41 The infant with the highest adduct level (30 pg/mg) at
this time point was that of the earliest initiator of weaning, at 8 weeks, perhaps
reflecting repeat exposures over the longest time frame. At 52 weeks the
vast majority of infants had been started on weaning foods, and 92% of the
infants had detectable aflatoxin–albumin adducts (mean 60.4 pg/mg; range
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non-detectable to 391 pg/mg).42 Thus in countries at high risk for aflatoxin
exposure, there appears to be only modest exposure gap for aflatoxin from the
point of conception, through birth and throughout childhood and into
adulthood.

6.2.7 Childhood Aflatoxin Exposure and Impaired Growth

The data from animals provide convincing evidence that aflatoxin exposure
affects growth.62 Given the early onset of chronic human exposure to aflatoxin
at high levels in some regions, there is considerable concern over the potential
effect of aflatoxin on growth. Studies in children have been suggestive of a link
between aflatoxin and Kwashiorkor and/or malnutrition,63,64 though study
designs were not ideal, in part because validated exposure biomarkers, as
described above, were not utilized and dose–responses were not observed. A
survey of Gambian children aged 6–9 years revealed a modest inverse asso-
ciation between aflatoxin–albumin biomarker levels and both growth and a
marker of immune susceptibility.43 However, a stronger relationship between
aflatoxin exposure and growth was revealed in younger children from Benin
and Togo, who were aged less than 5 years old. Aflatoxin–albumin adducts
were detected in 99% of blood samples (geometric mean 33 pg/mg, range, non-
detectable to 1063 pg/mg), and a strong inverse association was found between
aflatoxin–albumin adduct level and both stunting and being underweight
(p o0.001).37 This study reported some of the highest levels of aflatoxin–
albumin recorded; with 16% of samples exceeding the 100 pg/mg level and 1%
with levels exceeding 500 pg/mg. By contrast, in the previous study of older
Gambian children only 7% of samples were over 100 pg/mg and none was over
500 pg/mg. It is therefore not possible from these separate studies to assess
whether the exposure range and/or the age range predominantly explain the
differences in the observed strength of the relationship between aflatoxin
exposure and growth faltering. A follow-up 8-month longitudinal study of 200
Beninese children aged 16–37 months confirmed this strong relationship
between aflatoxin–albumin adduct levels and growth.38 When the mean adduct
levels within the children were divided into quartiles, the difference in aflatoxin–
albumin adducts between the lowest and the highest group was 160 pg/mg and
the difference in growth was 1.7 cm (p o0.001, data were adjusted for height at
recruitment and nutritional markers). Thus within this age group and within
this exposure range a mean difference in aflatoxin exposure assessed using
aflatoxin–albumin biomarkers of about 100 pg/mg approximates to about a
1 cm reduction in height within an 8-month period.
A more recent survey in Gambian women during pregnancy and their off-

spring in the first year of life revealed that in utero aflatoxin exposure (see Table
6.1 and text above) was associated with growth faltering during the first year of
life.41 There was a reduction in both growth velocity and weight gain in children
associated with the level of the maternal aflatoxin–albumin adduct level
assessed prior to birth. The poor growth velocity was further associated with
the level of aflatoxin–albumin when the infants were 16 weeks old. An
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association between low birth weight and aflatoxin–albumin biomarkers in
maternal blood collected post delivery has also been reported.39 Figure 6.6
provides a summary of the main studies in which associations have been
observed between the biomarker and early childhood growth.37–39,41,43 The
potential mechanisms of growth faltering are not clearly defined at this time,
but they may in part reflect intestinal toxicity and/or immune modulation.65,66

It is likely that continued use of aflatoxin biomarkers will be important in
terms of both liver cancer and growth faltering, in the applications listed below.

1. Understanding the synergistic interaction between aflatoxin and hepatitis
B virus (HBV) in the aetiology of liver cancer. Preliminary data are
suggestive that, in children, aflatoxin metabolism is modified by HBV

Figure 6.6 Summary for six studies of growth faltering data using aflatoxin bio-
markers.37–39,41,43
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infection, favouring the production of the highly reactive epoxide.44

Understanding the differences in metabolite profiles between HBV car-
riers and non-carriers may be critical in this respect.

2. Understanding whether there is a critical period in the perinatal period
for aflatoxin-induced growth faltering.

3. Understanding the mechanism of aflatoxin-induced growth faltering,
including the potential and complex role of immune system modulation.

4. Monitoring intervention procedures to restrict aflatoxin exposure in at-
risk populations.15

6.2.8 Aflatoxin Summary

In tropical parts of the world aflatoxin exposure through the natural con-
tamination of dietary staples is common. The use of validated biomarkers has
revealed that exposure is frequent and occurs at high levels in many of these
populations. The use of validated exposure biomarkers was an essential com-
ponent of the classification of aflatoxin B1 as a class 1A carcinogen.5 In the last
decade the use of these biomarkers is revealing strong associations between
aflatoxin exposure and growth faltering.37–39,41,42 Potential mechanisms of
growth faltering have been reviewed,66 and it is likely that the continued use of
aflatoxin biomarkers will unravel critical mechanisms, and in turn assist sustain-
able, affordable and targeted intervention strategies to restrict exposure. In this
respect it is worth emphasizing that approximately 4 billion individuals live in
regions of the world that are at risk of aflatoxin exposure, through the ‘‘natural’’
contamination of their diet,67 and therefore this undertaking is far from trivial.

6.3 Deoxynivalenol

6.3.1 Deoxynivalenol Structure

Deoxynivalenol (DON), also known as 12,13-epoxy-3,7,15-trihyroxy-
trichothec-9-en-8-one; vomitoxin; dehydronivalenol; 4- deoxynivalenol or RD-
toxin, is a common contaminant of cereals such as wheat, maize and barley.1,2,5

It is part of a family of Fusarium mycotoxins known as the trichothecenes, and
is a group B trichothecene (Figure 6.7).

6.3.2 Occurrence and Epidemiology of Deoxynivalenol

DON is a member of the trichothecene family of mycotoxins, predominantly
associated with crop contamination by Fusarium graminearum (Gibberella zeae)
and F. culmorum fungi, both of which are important plant pathogens that cause
Fusarium head blight in wheat and Gibberella ear rot in maize.68 The geo-
graphical distribution of the two species is related to temperature, and they are
common in most temperate regions.1,2,68–73 In developed countries, levels of
DON are highly regulated and therefore ‘‘presumed’’ not to pose a significant
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risk to human health. In developing countries regulations are absent or poorly
enforced, providing a greater possibility of more frequent exposure at high
levels. To date it is clear that DON exposure is frequent in many countries,
though the potential health effects of such exposures remain poorly investigated
in both developed and developing regions.
During the twentieth century, mycotoxins were implicated in the aetiology of

numerous food poisoning outbreaks, and DON was found frequently and often
at high levels. Such observations were common in India and China,69–71,74–77

and have been reviewed in detail.77 The major and most frequent symptoms
detected were similar to those in DON-exposed animals and included
abdominal cramps, vomiting, diarrhoea, headaches and dizziness. In China,
DON levels in some cases exceeded the Chinese regulatory limit of 1 ppm (or
1 mg/kg body weight/day) by 410 fold. Despite observations linking DON in
foods to incidents of human gastroenteritis, confirmation of the aetiology in
many outbreaks remains unknown. A number of poisoning incidences in US
children are also suggestive of DON in their aetiology,78 though this remains
unconfirmed. In most cases inadequate sampling or analytical methods were
used, inappropriate or no control subjects were included, and exposure bio-
markers were not available. Novel biomarkers (see Section 6.3.3) are now
revealing that DON exposure is frequent even in developed countries.79,80

6.3.3 Deoxynivalenol Toxicology

At a cellular and molecular level, different mechanisms have been proposed to
explain or account for the toxicity of DON. The primary mechanism is its
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Figure 6.7 Generic structure of type B tricothecenes.5
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capacity to bind to eukaryotic ribosomes and inhibit protein synthesis. Indeed,
studies conducted mainly in mice have shown that marked inhibition of protein
synthesis occurs in most tissues,68,77 although DON toxicity may also involve
impaired membrane function, which alters intercellular communication and
deregulates calcium homeostasis. Other studies suggest that early alterations in
cell signalling mediated through mitogen activated protein kinase (MAPK)-
dependent pathways are responsible for toxicity associated with DON exposure
(reviewed by reference 77).
DON toxicity has been evaluated in a variety of different species with evi-

dence of varying sensitivity. As previously documented,81 swine are the most
sensitive whilst ruminants are the least sensitive to DON exposure. With high-
dose, short-term exposure to DON, acute or sub-acute toxicity is detected,
characterized by histopathological effects such as haemorrhage of the intestinal
tract, necrosis in bone marrow and lymphoid tissues, and lesions in the kidney
and heart. In addition, a major feature is gastrointestinal (GI) tract toxicity and
emetic effects, which may include abdominal distress, increased salivation,
malaise, diarrhoea, emesis, and anorexia.82 In contrast, prolonged intermediate
to high dose exposure to DON causes decreased weight gain, anorexia and feed
refusal.83,84 Exposure to DON prior to conception and during pregnancy also
has adverse effects on exposed animals. Symptoms such as reduced food intake
in pregnant animals, weight loss, a decreased number of live fetuses and mal-
formation of fetuses were reported in rat and mouse studies.77

At low levels of exposure DON can be immunostimulatory, influencing
cytokine expression, positively or negatively, whilst at higher levels apoptosis in
lymphoid tissues may lead to immunosuppression, or modify host resistance,
humoral and cell-mediated responses, and serum IgA levels.85–89

6.3.4 Deoxynivalenol Metabolism and Biomarkers

In DON-contaminated crops the monoacetylated forms, 3-acetyl-deoxy-
nivalenol (3AcDON) and 15-acetyl-deoxynivalenol (15AcDON), may addi-
tionally co-occur albeit at lower concentrations than DON; both are rapidly de-
acetylated once ingested. Intestinal or ruminal microorganisms are responsible
for de-acetylation, in addition to a de-epoxidation of DON to form the less
toxic compound DOM-1.90–94 The susceptibility to DON toxicity is in part
related to the ability to de-epoxidate DON prior to uptake; DON-resistant
species have gut or ruminal microbiota that are highly efficient in this step,
while more sensitive species are less able to produce DOM-1.77 A limited study
by Eriksen and Pettersson revealed no de-epoxide metabolites in 10 faecal
incubation mixtures from humans,95 suggestive of a greater susceptibility.
A number of candidate exposure bio-measures have been suggested for

DON, including the suppression of insulin-like growth factor acid labile sub-
unit (IGFALS) and insulin growth factor 1 (IGF1) in mice,87 although these
and other inflammatory markers await further validation for sensitivity and
specificity. The identification of biomarkers of DON exposure such as the
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parent compound itself and/or its metabolites may be more valuable for general
biomonitoring purposes. A study conducted on the urine of exposed Sprague–
Dawley male rats implied that the parent compound, free DON (fD), and the
major metabolite DON–glucuronide (DG) combined (fDþDG) was a poten-
tially useful biomarker for human exposure.96 Further investigation by these
authors allowed for the development of a robust urinary assay to detect indi-
vidual exposure to DON using urinary fDþDG,97,98 for which a strong cor-
relation (adjusted R2 ¼ 0.83, p o0.001) between DON intake (measured by
food sampling over a four day period) and the urinary biomarker was subse-
quently demonstrated.99 Urinary DON was also found to be stable in a cryo-
storage survey, albeit limited to date to only 3 years.100 These are critical
components of the validation process and thus there is now considerable
confidence in the use of the combined measure of urinary fDþDG as an
exposure biomarker for DON in epidemiological studies. To date surveys are
somewhat limited in number and mostly restricted to European countries,
though a survey in Egypt has recently been completed. Table 6.2 summarizes
these observational data.80,96–102

Table 6.2 Urinary DON and DOM-1 biomarker measurements; fD, free DON;
DG, DON–glucuronide (DG); DOM-1, de-epoxydeoxynivalenol.

fDþDG pos/
total (%)

Meana fDþDG
ng/ml (range)

DOM-1
Pos/total

Mean DOM-1
ng/ml (range) Ref.

Normal diet

UK 296/300 (99) 9 (nd–59) not tested / 98
UK 25/25 (100) 7 (1–59) 0/22 (0) 0 97
UKd 35/35 (100) 9 (1–49) 1/34 (3) 1 99

34/35 (97) 8 (nd–59) 0/35 (0) 0
31/35 (86) 9 (nd–78) 1/35 (0) o1
34/35 (97) 12 (nd–49) 0/35 (0) 0
32/35 (91) 10 (nd–58) 0/35 (0) 0
33/35 (94) 9 (nd–62) 0/35 (0) 0

UK 85/86 (99) 10 (nd–117) 0/86 (0) 0 102
France 75/76 (99) 7b (nd–29) 26/76 (34) o1b (nd–3) 100
Egypt 63/93 (68) 3c (nd–60) 2/93 (2) both o1 101
Sweden 28/29 (97) 11 (nd–66) 2/29 (7) o1 and 1.0 80
China 15/15 (100) 30 (4–94) not tested / 96

Restricted diete

UK 9/25 (36) o1 (nd–8) not tested / 97
UKd 6/10 (60) o1 (nd–3) not tested / 99

5/10 (50) o1 (nd–3) not tested /
3/10 (30) o1 (nd–2) not tested /
2/9 (22) o1 (nd–1) not tested /

aGeometric means presented.
bMedian of positives.
cGeometric means of positives.
dLongitudinal data over 6 days (normal diet) and 4 days (restricted diet).
eDietary intervention to restrict major sources of wheat e.g. bread, pasta, cakes, biscuits, breakfast
cereals.
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DG is the major metabolite in human urine, and the limited data to date
indicate that within UK the average ratio of fD to DG was 1 : 9, though it
varied by individual.103 This ratio appears to track within individuals when
comparing samples on different days and at different exposure levels, thus the
ratio may be a useful phenotypic marker of susceptibility to DON toxicity. To
date DOM-1 is either absent or infrequently observed in the urine, and where it
is present it occurs at only modest levels (see Table 6.2). To date urinary DOM-
1 has not been validated as an exposure biomarker for DOM-1 production,
thus some caution in interpretation is required, but the lack or low levels of
urinary DOM-1 in any study is strongly supportive that humans may be a
particularly sensitive species to DON toxicity.80,95,97,99,100,102

On the basis of the concentration of the urinary biomarker and the average
urinary transfer of DON, determined bymeasures of DON intake and the urinary
biomarker atB75%,100 the mean intake of DON for adults was estimated to be
200–250 ng/kg body weight (bw)/day, with between 1 and 5% of participants
predicted to exceed the EuropeanUnion recommended PMTDI of 1000 ngDON/
kg bw/day.104 Higher levels of exposure are predicted outside of the EU.
New ‘‘omics’’ approaches have also been applied to DON biomarker

research. One study reported gene expression profiles that are indicative of
exposure to immunotoxicants, such as DON, by investigating whole-genome
gene expression in peripheral blood mononuclear cells (PBMCs). A set of 48
genes was identified that distinguished the immunotoxic from the non-
immunotoxic compounds, providing a promising transcriptomic profile indica-
tive of immunotoxic exposure.105 Proteomics has also been applied to DON
biomarker research with promising results. First, studies reporting the effects of
low dose DON exposure in human lymphocyte cell lines, utilizing two-dimen-
sional gel electrophoresis coupled to mass spectrometry (MS), identified highly
reproducible quantitative and phosphorylation changes to the proteome. The
candidate protein biomarkers provide insights as to how low dose exposure to
DON may affect human immune function and may provide mechanism-based
biomarkers for DON exposure.106,107 Second, a study on the mouse thymoma
cell line EL4 investigated changes to protein expression, utilizing a one-dimen-
sional sodium dodecylsulfate polyacrylamide gel electrophoresis (SDS-PAGE)
approach, demonstrated that the up-regulation of transcription factor My-
binding protein 1a (a known repressor of transcription factors such as NF-kB)
might play a role in the mechanism of DON toxicity.108 A urinary metabolomics
examination of human urine samples also revealed a 1.5-fold increase in hip-
purate in individuals exposed to high levels of DON compared to low levels,109

though this study awaits additional larger field trials for confirmation.

6.3.5 Deoxynivalenol Summary

DON exposure assessment is of growing interest owing to its possible effects
on human health. Within the European Union it was the most frequent
contaminant of the cereals maize and wheat. The biomarker driven data, pre-
dominantly from the UK at this time, indicate that exposure is frequent,
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occurring in 490% of tested individuals, with some likely to exceed the
recommended tolerable daily intake. Exposures outside of Europe, with perhaps
the exception of Africa, are likely to be higher than in the UK. At a cellular level,
DON has been associated with disrupting cell signalling, differentiation, growth
and macromolecular synthesis. Given that DON influences immune function in
animals, it is also likely to exert immunomodulatory effects in humans. The main
challenges in biomarker discovery are the identification and confirmation of such
candidate biomarkers in vitro and the subsequent validation and application
in vivo. The pursuit of an individual biomarker to justify a specific exposure or
effect may not prove fruitful. Instead, the pursuit of a combination of biomarkers
may be more appropriate and contribute to an understanding of the toxicity
mechanism associated with the exposure and/or effect of a specific stressor.
Novel technologies, such as the ‘‘omics’’, provide an invaluable new approach to
the development of mechanism-based biomarkers for DON exposure, because
they present the opportunity to examine a large number of molecular signatures
in a tissue or cell of interest and thereby contribute to an understanding of the
effects of DON through molecular epidemiology studies. The research arena
eagerly awaits the use of molecular epidemiological derived biomarkers to assess
the potential health effects. The pilot exposure data on DON from a major
mother birth cohort, ‘‘Born in Bradford’’, may be an important resource to
conduct such studies.102

6.4 Fumonisins

6.4.1 Fumonisins Structure

Fumonisins are secondary metabolites produced predominantly by Fusarium
verticillioides (Sacc.) Nirenberg (formerly known as F. moniliforme Sheldon) and
F. proliferatum (Matsushima) Nirenberg.110 At least 28 fumonisin analogues
have been described and categorized into A, B, C, and P series; fumonisin B1, B2

and B3 (FB1, FB2 and FB3) are the most abundant naturally occurring fumo-
nisins, of which FB1 (see Figure 6.8) is the most significant analogue, usually
dominating at 470% of the total fumonisins detected in natural maize samples.

Figure 6.8 Structure of Fumonisin B1.5
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6.4.2 Fumonisin Toxicology

Fumonisins cause various distinct syndromes in different animals, such as
leukoencephalomalacia in horses, pulmonary oedema in pigs and neural tube
defects in mice, reviewed by references.110,111 Although fumonisins are not
mutagenic or genotoxic in primary rat hepatocytes, FB1 exhibits clastogenesis
and epigenetic properties in cell culture. FB1 is hepatocarcinogenic in male BD
IX rats and in B6C3F1 female mice, and nephrocarcinogenic in male Fischer
344 rats.112–114 High levels of fumonisins have been found in naturally con-
taminated maize from areas with a high incidence of oesophageal cancer,
e.g. Centane magisterial district, Eastern Cape Province, South Africa; Cixian
County, Hebei Province, China; Mazandaran Province, Iran; State of Santa
Catarina, Brazil; South Carolina, USA; and Northern Italy.5,113,115 Fumonisins
have also been associated with primary liver cancer in Haimen, Jiangsu Pro-
vince, China.116 Based on current data, the International Agency for Research
on Cancer has classified FB1 to be possibly carcinogenic to humans, group 2B.5

In addition, the consumption of maize contaminated with fumonisins has been
reported as a risk factor for human neural tube defects (NTDs), such as in the
Eastern Cape Province of South Africa; the Northern provinces of China; and
along the Texas–Mexico border in North America.117,118 FB1 inhibits 5-tetra-
methylfolate uptake via complex sphingolipid depletion, thus folate deficiency
is postulated as a mechanism of fumonisin-induced NTDs.119

6.4.3 Predictors and Identification of High Risk Populations

In developed countries maize forms a minor part of the diet. Maize intake is
estimated at less than 10 g/person/day in the European Union and the maize
that is consumed tends to be of good quality.120 Generally in developing
countries, and more specifically in certain rural areas, maize forms a progres-
sively larger part of the diet, almost to the exclusion of all other food com-
modities.113 In rural communities in South America and South Africa average
maize consumption is estimated at 250 and 460 g/person/day, respectively.121–123

Subsistence farming communities that consume maize as a staple diet can
be exposed to total fumonisin levels as high as 12.1 mg/kg bw/day (95% CI:
0.3–4927).123 This is of considerable concern because the FAO/WHO Expert
Committee on Food Additives (JECFA) has determined a group provisional
maximum tolerable daily intake (PMTDI) for fumonisin B1, B2 and B3, alone or
in combination, of 2 mg/kg bw/day.120

6.4.4 Fumonisin Toxicokinetics, Metabolism and Biomarkers

Toxicokinetic studies have shown that fumonisins are poorly absorbed and
have a very low bioavailability.124 FB1 has an elimination half-life of less than
an hour when administered via different routes such as by gavage, intrave-
nously or intraperitoneally in various animal studies.125–131 The toxicokinetics
of FB2 in rats and vervet monkeys are similar to those of FB1.

132,133 The lower
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levels of FB2 detected in the urine of both rats and monkeys dosed by intra-
venous and by interperitoneal injection can be ascribed to the lower polarity of
FB2 compared to FB1. By extrapolating data reported in various animal stu-
dies, it was estimated that the half-life in a 70-kg human would be 128 minutes,
based on the allometric relationship between animal weight and the tox-
icokinetic half-life of the FB1 administered.122 In vervet monkeys and swine
between 0.3 and 2% of the FB1 dose is excreted in urine.129,131,134

Fumonisins exert their main biochemical effect by inhibiting ceramide syn-
thase, a key enzyme in the de novo sphingolipid biosynthetic pathway, pre-
venting the conversion of sphinganine to dihydroceramide and the re-acylation
of sphingosine to ceramide.135,136 The disruption of the sphingolipid biosyn-
thetic pathway elevates the levels of the sphingoid bases and their 1-phosphates
and decreases ceramide and more complex sphingolipids, such as sphingo-
myelin and gangliosides, and their intermediates. Sphingolipids are pre-
dominantly found in cellular membranes and are critical for the maintenance of
the membrane structure, while complex sphingolipids function as precursors
for second messengers and are important in sustaining cellular growth and
differentiation.135 The disruption of sphingolipid metabolism by fumonisins
causes sphinganine, and sphingosine to a lesser extent, to increase, and the
resultant increase in the sphinganine/sphingosine ratio has been proposed as a
biomarker of fumonisin exposure.136 Various animal studies have successfully
demonstrated the potential of the sphinganine/sphingosine ratio as a biomarker
of fumonisin exposure in serum and urine.136–140 Sphinganine and sphingosine,
as well as their ratio, have also been investigated in several human studies in
blood and urine, but despite a range of Sa/So being observed, no consistent
correlation between the bio-measurement and estimated fumonisins ingestion
are reported (Table 6.3a/b).141–147 The use of the ratio may be problematic
because of the potential for adaption to previous fumonisin exposure, the
possible higher and more extended responses to FB2 compared to FB1, and the
possible confounding by co-exposure to aflatoxin, as reviewed previously.141 In
some studies less than ideal study design has also been problematic. Overall,
neither sphinganine, spingosine, nor their ratio, have proved to be successful
biomarkers of human exposure to fumonisins.
In animal studies most fumonisins were excreted almost unchanged in the

faeces and only a small percentage was excreted in urine.125–131 Given the lack
of significant FB metabolism, urinary FB1 was suggested as a putative bio-
marker of exposure in human urine.148 Urinary FB1 (range 19–248 pg/mL, n ¼
75) was associated with consumption of maize-based tortillas by Mexican
women in whom samples were selected from a larger cohort to represent low,
medium and high tortilla consumption groups, 25 women per group.149

Fumonisins have been implicated in the aetiology of oesophageal cancer, and
median urinary FB1 levels were approximately 10 times higher in healthy
individuals in Huaian (a high risk oesophageal cancer area) compared to Fusui
(a high risk hepatocellular cancer area), although no correlation between
estimated intake of fumonisins and the urinary measure was found.116 A
laboratory driven sorting and hand washing intervention to restrict the levels of
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Table 6.3a Exposure assessment data and sphinganine (Sa)/sphingosine (So) ratio in plasma as a putative biomarker of fumo-
nisin exposure.

Plasma/Serum n
Fumonisin exposure
(mg/kg bw/day)

Sphinganine
(nM)

Sphingosine
(nM)

Sphinganine/
Sphingosine References

France, healthy volunteers 17 0.4� 0.2 139
South Africa, healthy volunteers 13 0.2� 0.1 139
South Africa, cancer patients 4 0.2� 0.1 139
Centane, South Africa 154 3.8 20� 28 75� 83 0.3� 0.4 145
KwaZulu-Natal, South Africa 27 0 67� 88 128� 115 0.4� 0.2 145
Bomet, Kenya 29 0.1 59� 31 215� 105 0.3� 0.1 145
Centane, South Africa 152 4.4 18� 25 75� 84 0.3� 0.3 146
Bizana, South Africa 150 5.8 10� 10 56� 35 0.2� 0.2 146
Burkina Faso 62 0.8 (o0.1–2.40) 11� 4.8 19� 18 0.6 (range 0.1–3.0) 141
Centane, South Africa 36 4.1� 7.6 7.0� 6.3 22� 14 0.3� 0.1 147
Bizana, South Africa 30 3.9� 7.3 5.6� 2.5 21� 10 0.3� 0.1 147
Huaian, China 43 7.7 8.2� 3.7 20� 10 0.5� 0.2 116
Fusui, China 34 2.1 15� 5.4 18� 5.5 0.8� 0.1 116
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Table 6.3b Exposure assessment data and Sa/So in urine as a putative biomarker of fumonisin exposure.

Urine n
Fumonisin exposure
(mg/kg bw/day)

Sphinganine
(nM)

Sphingosine
(nM)

Sphinganine/
Sphingosine References

France, Females 17 0.4–7.0 0.9–17 o0.1–0.6 139
Centane, South Africa 153 3.8 5.1� 7.8 21� 29 0.4� 0.7 145
KwaZulu-Natal, South Africa 27 0 1.5� 2.0 6.8� 7.4 0.3� 0.2 145
Henan, China (Pre-harvest) 28 0 0.2 (o0.1–0.2) 142
Henan, China (Post-harvest) 28 184 (0.5–740) 0.2 (o0.1–0.9) 142
Southern Brazil 116 0.6 1.6� 0.5 143
Northern Argentina 74 0.6 0.7� 0.1 143
Central Argentina 20 0.4�o0.1 143
Southern Italy 66 0.4�o0.1 143
Burkina Faso 87 0.8 (o0.1–2.40) 76� 135 263� 327 0.4 (o0.1–7.2) 141
Centane, South Africa 152 4.4 4.6� 7.0 22� 30 0.3� 0.3 146
Bizana, South Africa 150 5.8 4.7� 6.1 15� 20 0.3� 0.1 146
Centane, South Africa 36 4.1� 7.6 3.4� 4.6 15� 20 0.2� 0.1 147
Bizana, South Africa 30 3.9� 7.3 7.1� 14 31� 63 0.2� 0.1 147
Huaian, China 43 7.7 2.9� 2.2 8.5� 4.9 0.4� 0.2 116
Fusui, China 34 2.1 14� 28 4.7� 6.7 0.7� 0.5 116
Portugal (Urban) 6 0.2 1.3� 3.4 3.0� 6.7 0.4� 0.2 144
Portugal (Rural) 9 0.8� 1.5 2.3� 4.3 0.4� 0.2 144
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Table 6.4 Exposure assessment data and free fumonisin measures as putative fumonisin biomarkers in humans.

Urine n
Fumonisin exposure
(mg/kg bw/day) Maize intake (g/day) Urinary FB1 (pg/mg creatinine) References

Centane, South Africa 178 8.7� 0.2 456� 12 137
Bizana, South Africa 229 3.4� 0.2 380� 11 137
Mexico (Highest consumption
group)

134 (95% CI: 79, 228) 149

Centane, South Africa
(Baseline)

6.7 (95% CI: 1.2, 2.3) 340 (95% CI: 280, 400) 470 (95% CI: 295, 750) 152

Centane, South Africa
(Intervention)

2.6 (95% CI: 1.9, 3.4) 380 (95% CI: 310, 470) 279 (95% CI: 202, 386) 152

Huaian, China 43 7.7 Median 200 Median 3900 116
Fusui, China 34 2.1 Median 250 Median 400 116

Faeces n Fumonisins in maize (mg/kg) Feacal FB1 (mg/kg) References

KwaZulu-Natal (Rural),
South Africa

2.2 (range 0.1–22.2) 9.0 (range 0.5–39) 154

KwaZulu-Natal (Urban),
South Africa

0.3 (range 0.2–0.5) 6.8 (range 0.6–16) 154

Buccal Cells
n

Fumonisin exposure
(mg/kg bw/day) Sphinganine (nM)

Sphingosine
(nM)

Sphinganine/
Sphingosine References

Burkina Faso 64 0.8 (range
o0.1–2.40)

12� 16 30� 37 0.5 (range
0.1–1.9)

141

Hair (Composite sample) n FB1 in hair (mg/kg)

Transkei, South Africa 22–33 mg/kg 153
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fumonisins in maize kernels for cooking150 was successfully applied to a field
setting in the Centane magisterial district of South Africa, where a significant
reduction in both the mean maize contamination with fumonisins and the levels
of the bio-measure, urinary FB1, were recorded.

151,152 The transfer of ingested
FB1 to urinary output was estimated to be less than 0.1%. Human hair and
faeces have also been suggested as a possible matrix for use to develop an
exposure biomarker for fumonisins.153,154 FB1 bio-measures are summarized in
Table 6.4.

6.4.5 Fumonisin Summary

Fumonsins are frequent contaminants of maize, and individuals at particular
risk of exposure tend to be poorer farming communities in tropical regions,
whose diet is predominantly maize. Such populations may also be at risk of
aflatoxin exposure, though again this varies by geographical location. Fumo-
nisins are classified as possibly carcinogenic, and implicated in the aetiology of
neural tube defects. Investigations of the disruption of sphingolipid metabolism
have not yielded a useful or viable exposure biomarker; urinary FB1 by con-
trast is a strong candidate, and significant advances have been made in the last
three years in the development of a validated exposure biomarker. Significant
advances in food safety and health in subsistence maize farming communities
exposed to high levels of fumonisin could be possible by further development of
the simple intervention approach described above.

6.5 Mycotoxin Biomarkers Summary

Mycotoxins are frequent contaminants of cereal crops throughout the world.
The heterogeneous contamination and the homogeneous diets in regions at
greatest risk of exposure lead to chronic exposure at high levels in many
developing countries. Moderate chronic exposure to Fusarium mycotoxins in
more temperate regions is also apparent. Mycotoxins can cause gross acute
toxicity affecting hundreds to thousands of individuals on occasions; and they
can be fatal at high levels. Some mycotoxins are classified as carcinogenic or
possibly carcinogenic, thus chronic exposure to aflatoxin for example is a major
contributor to the burden of liver cancer. The use of aflatoxin biomarkers was
critical to confirm this assessment. An even greater burden of morbidity, and
perhaps mortality, is now predicted from studies using aflatoxin biomarkers to
assess immune effects and growth; though these more subtle affects are perhaps
more complex to quantify. Other mycotoxins including those discussed here are
likely to contribute to this disease burden, and biomarkers of exposure and
effect will contribute to our understanding of the molecular epidemiology of
mycotoxins in chronic disease. They will also support our understanding of
approaches to intervene to restrict exposure. Table 6.5 summarizes the bio-
measures and biomarkers now in place, and Table 6.6 provides an approximate
time line for mycotoxin isolation and biomarker development.

71Biomarkers of Exposure: Mycotoxins – Aflatoxin, Deoxynivalenol and Fumonisins



Key Points

� Mycotoxins occur naturally in the diet; avoidance of all types is unlikely to
occur without a highly restrictive diet.

� Geographical, climatic and financial differences in world regions are
important determinants of exposure level and exposure frequency.

� Animal data concerning the toxicity of mycotoxins are overwhelming,
while mycotoxin links to human disease are scarce, with the exception of
the aflatoxins.

� The development and use of validated exposure biomarkers was critical in
understanding the role of aflatoxins in the aetiology of primary liver cancer.

� Aflatoxin biomarkers will be critical in understanding the role and extent
of aflatoxins in growth faltering and immune toxicity. This is a problem
likely to exceed that of liver cancer cases by one or more orders of
magnitude.

� Use of aflatoxin biomarkers will continue to support critical efforts to
restrict dietary exposures to aflatoxin in high risk settings.

� Urinary deoxynivalenol was strongly correlatedwithDON intake, and thus
this exposure biomarker awaits application in epidemiological studies.
Growth faltering and immune effects will probably dominate these studies.

Table 6.5 Summary of exposure bio-measures and biomarkers. AF-alb,
aflatoxin–albumin; AFM1, aflatoxin M1; AF-N7-Gua, aflatoxin
N7-guanine; FB1, fumonisin B1; fDþDG, free DON plus DON-
glucuronide; DOM-1, de-epoxydeoxynivalenol; Sa/So – spinga-
nine/spingosine ratio.

Matrix
Dose
transferred

Relevant time
frame Validated

Aflatoxinb

AFM1 Urine 1–3% 24–48 h Yes
AF-N7-Gua Urine 1% 24–48 h Yes
AFM1 Breast milk 0.1–2% n/e No
AF-alb Serum/plasma 1–3% 2–3 months Yes

Deoxynivalenolc

fDþDG Urine 75% 24–48 h Yes
DOM-1 Urine o5% 24–48 ha No

Fumonisind

Sa/So Urine Not relevant n/e No
Sa/So Serum Not relevant n/e No
FB1 Urine o1% 24–48 ha No (strong

candidate)

a predicted but not demonstrated.
bBased on references 5,7,15,47,66,115.
cBased on references 85,87.
dBased on references 115,137,149,152.
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Table 6.6 Approximate time frame by decade of mycotoxin discovery, biomarker development and health outcomes.

1960s and 70s 1980s 1990s 2000s 2010s

Aflatoxin
reviewed by 5,
7,15,47,66,115

Isolated (1961)
Urinary AFM1
measured
1973

Urinary DNA adduct
(1982) and serum AF–
albumin adduct (1987)
identified

Urinary AFM1, AF-N7-
Gua, and serum AF–
alb validated bio-
markers

AFB1 classified as
human carcinogen,
and, synergistic inter-
action with hepatitis B

AF biomarkers used in
intervention studies

AF biomarkers used in
intervention studies

Use of AF biomarkers
reveals novel associa-
tions with health
(growth and immunity)

Continued use of AF to
understand novel health
outcomes and implement
interventions

Anticipate evaluation of
multi-mycotoxin
synergistic interactions,
and HBV interactions

Deoxynivalenol

reviewed by
5,68,77,79,
80,85,87,99

Isolated (1972) Ecological studies sug-
gests links to
oesophageal cancer

Acute poisoning inci-
dents implicate DON

Early development of
urinary DON
biomarkers

Validation of urinary
DON as an exposure
biomarkera

IGF suggested as bio-
marker of effect

Fumonisin
reviewed by
5,110,115,
137,149,152

Ecological studies sug-
gestive of links
between Fusarium and
oesophageal cancer

FBs isolated (1988)

FB implicated in the
aetiology of
oesophageal cancer

Shinganine & sphingosine
investigated as putative
biomarkers

Urinary FB1 investigated
as putative biomarker

Urinary FB strong candi-
date as an exposure
biomarkera

aAnticipate biomarker use in epidemiological studies.
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� Urinary fumonisins are the strongest candidate for an exposure biomarker
for fumonisin, though given the low transfer rate dose–response effects
and application are likely only in very high risk settings, which in many
ways is ideal.

� Given the probable more subtle effects of deoxynivalenol, fumonisins and
other important fungal toxins, epidemiological studies of exposure bio-
markers are likely to be complemented with effect biomarkers, which will
allow a mechanistic understanding of the process. Such a paradigm is
already in place for aflatoxins and liver cancer, reviewed by Kensler and
colleagues.15
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CHAPTER 7

Biological Measures and the
Psychosocial Working
Environment

ÅSE MARIE HANSEN,* ANNE HELENE GARDE AND
MARIE AARREBO JENSEN

The National Research Centre for the Working Environment,
Lersø Parkallé 105, DK-2100 Copenhagen Ø, Denmark

7.1 Introduction

There is a pressing need for investigations into the biological pathways linking
stress and health.1 Endocrine factors have become increasingly relevant for the
understanding of the adaptation processes and in the pathogenesis of chronic
diseases caused by an adverse psychosocial working environment. An intricate
network of hormones and hormone-like activities is implicated in the stress
response. Exposure to an adverse psychosocial working environment initiates a
number of physiological reactions, regulated by hormones.2 The locus coer-
uleus–noradrenaline/autonomic (sympathetic) nervous system3 and the hypo-
thalamus–pituitary–adrenal (HPA) axis are the major physiological stress
response systems in the body.3–9 Further, the characterization of an individual’s
HPA axis activity, reactivity pattern to psychosocial stress, and inter- and intra-
individual variability appear to be of major interest.10,11

Figure 7.1 presents a model of how the psychosocial working environment
may lead to disease. The Job Demand–Control model identifies two crucial job
aspects: job demand and job control.12 Job demand refers to the workload, and
has been operationalized mainly in terms of time pressure and role conflicts.
Job control refers to the person’s ability to control his or her work activities.
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The job content questionnaire (JCQ) has been used to characterize the psy-
chosocial working environment according to the Job Demand–Control
model.13 The Effort–Reward Imbalance (ERI) model is a model of occupa-
tional stress, focusing on a negative trade-off between experienced ‘‘costs’’ and
‘‘gains’’ at work. In this model, a high ratio of effort spent relative to rewards
received, in terms of money, esteem, job security, and career opportunities,
elicits sustained stress responses and ill health.14 According to the cognitive
activation theory of stress (CATS) a stress response is a general alarm in a
homeostatic system, producing general and non-specific neurophysiological
activation from one level of arousal to more arousal.15 The stress response
occurs whenever there is something missing, for instance a homeostatic
imbalance has occurred, or there is a threat to homeostasis and the life of the
organism. The stress response, therefore, is an essential and necessary phy-
siological response. The unpleasantness of the alarm is no health threat.
However, if sustained, the response may lead to illness and disease through
established pathophysiological processes (allostatic load).16

Stress responses may be identified as changes in physiological indicators,
e.g. endogenous substances measurable in blood, urine or saliva. Physiological
indicators are therefore potential intermediate biomarkers of effect, as defined
by the World Health Organization (WHO):17 ‘‘Biomarker for effect: a mea-
surable biochemical, physiological, behavioural or other alteration within an
organism, that depending upon the magnitude, can be recognized as associated
with an established or possible health impairment or disease’’. All of the phy-
siological indicators presented in the present chapter have established asso-
ciations with health impairment or disease when deviations from ‘‘normality’’
are large. However, the effects observed in relation to the psychosocial working
environment are often smaller than those seen in clinical settings. Therefore, a
relationship to health impairment or disease still remains to be established for
the relevant changes in the physiological indicators.

Psychosocial

working

environment

Stress response(s) Brain

Stimulus

expectation

Consequence 

expectations of 

response

Feedback

Disease

JCQ (Karasek, 1998)
ERI, (Siegrist, 1997)

Allostase (McEwen, 2004)

CATS (Ursin, 2004)

Figure 7.1 A model of the association between the psychosocial working environ-
ment and disease.
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The aim of the present chapter is twofold. One aim is to provide the reader
with insight into the present evidence for how different physiological responses
may be used as potential biomarkers of the psychosocial working environment.
The other aim is to address and thereby bring to awareness potential sources of
variation and confounders.

7.2 Psychosocial Working Environment and

Stress Response

An adverse psychosocial working environment has been associated with dis-
ease. It has been shown that there is a high risk of cardiovascular diseases
(CVD) among employees performing mentally straining work,18–20 mono-
tonous work,21–23 as well as high-paced and shift work.21 Long-term stress has
been shown to influence the immune system and susceptibility to infection.24 A
debilitated immune defence system may lead to cancer, infections and allergy.
A possible mechanism is through stress responses elicited in response to an

adverse psychosocial working environment. One commonly suggested biolo-
gical mechanism behind stress-related poor health is alteration in the activity of
the HPA axis.4 The HPA axis plays a central role in homeostatic processes and
is commonly thought to reflect attempts to adjust to daily pressures and joys.25

Cortisol is also of interest in the mounting documentation in support of the
view that CVDmay be influenced by psychoneuroendocrine mechanisms. Some
of the strongest evidence for the involvement of a psychoneuroendocrine
mechanism in CVD comes from a recent prospective study, which showed an
association between the cortisol-to-testosterone ratio and the incidence of
ischaemic heart disease.26 In this study, a relatively high excretion of cortisol in
relation to testosterone was found to be detrimental, and the authors concluded
that the relationship seemed to be mediated through the insulin resistance
syndrome. Furthermore, obesity and failure to down-regulate the normally
high plasma cortisol levels in the morning were found to be positively asso-
ciated with indicators of poor cardiovascular health in a cross-sectional
population study.27 In another study, low diurnal variability in salivary cortisol
was suggested to be mediating the association between known risk factors and
CVD, type 2 diabetes, and stroke.25

7.3 Physiological Indicators

The physiological indicators presented in this chapter are grouped as indicators
for: (1) catabolic processes, (2) anabolic processes, (3) other metabolic processes,
and indicators of the (4) immune response. In the following we present the
physiological effects and possible associations with disease of the selected
physiological indicators. In addition, possible effects of age, gender and other
important confounders, together with reference intervals for populations in
work, are presented.
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One way of categorizing metabolic processes, whether at the cellular, organ
or organism level is as ‘‘anabolic’’ or as ‘‘catabolic’’, which are opposites.
Catabolism is the set of processes that breaks down molecules into smaller units
and releases energy. In catabolism, large molecules such as polysaccharides,
lipids, nucleic acids and proteins are broken down into smaller units such as
monosaccharides, fatty acids, nucleotides and amino acids, respectively. There
are many signals that control catabolism. Most of the known signals are hor-
mones and the molecules involved in metabolism itself. Anabolism is the set of
metabolic processes that constructs molecules from smaller units. These reac-
tions require energy. Anabolic processes tend toward ‘‘building up’’ organs and
tissues. These processes produce growth and differentiation of cells and
increases in body size, a process that involves synthesis of complex molecules.28

7.3.1 Psyiological Indicators for Catabolic Processes

Adrenaline and noradrenaline: Adrenaline and noradrenaline (catecholamines)
are the traditional ‘‘fight-or-flight’’ hormones released by the adrenal glands in
response to stress. They are part of the sympathetic nervous system. They may
be used as physiological indicators of activation of the central nervous system
(CNS). Chronically increased levels of catecholamines (primarily adrenaline
and noradrenaline) in blood correlate with increased blood pressure and the
risk of ischaemic heart disease.22,29 Concentrations of adrenaline and nora-
drenaline vary with age and gender, with highest levels in middle-aged men.30,31

Reference intervals in urine have previously been established for healthy indi-
viduals (n¼ 119) at work to be from the limit of detection (LOD) to 2.86 mmol
adrenaline/mol creatinine and 3.6–29.1 mmol noradrenaline/mol creatinine in
morning samples (05.45–07.15 h); from LOD to 9.84 mmol adrenaline/mol
creatinine and 11.0–54.1 mmol noradrenalin/mol creatinine in afternoon sam-
ples (15.30–18.30 h); and from LOD to 13.20 mmol adrenaline/mol creatinine
and 7.3–49.2 mmol noradrenaline/mol creatinine in evening samples (21.45–
23.45 h).32

Cortisol: The HPA axis plays a central role in homeostatic processes and is
commonly thought to reflect our attempts to adjust to our daily pressures and
joys.25 The principal marker for activation of the HPA axis in field studies and
much experimental stress research is cortisol, although several hormones are
involved [e.g. corticotropin-releasing hormone (CRH) and adrenocorticotropic
hormone (ACTH)]. The immediate physiological effects of increased cortisol
concentrations, for example increased blood pressure, suppression of inflam-
mation and precipitation of insulin resistance, are well documented.33–35 The
long-term effects of minor deviation in the excretion of cortisol are, however, less
well documented although it is known that prolonged and elevated concentra-
tions of cortisol may lead to the redistribution of body fat, characterized by trunk
obesity, hypertension, and type 2 diabetes, as seen in Cushing’s disease.27,33

Further, neuroendocrine changes such as lower cortisol levels may be associated
with the underlying pathology of post-traumatic stress disorder (PTSD).36 In
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addition, patients with major depression exhibit higher concentrations of cortisol
during the recovery period than non-depressed individuals.37

In humans, perceived stress and other factors activate the CNS, with the
release of cortisol-releasing hormone (CRH) from the hypothalamus, which
stimulates release of adrenocorticotrophic hormone (ACTH) from the anterior
pituitary, and thereby cortisol from the adrenal cortex. In turn, elevations in
cortisol levels typically inhibit the HPA system via negative feedback
mechanisms in the hippocampus. This is part of our naturally occurring reg-
ulation system.
No difference in serum cortisol between age groups has been reported.30

Reference intervals in urine have been established previously for healthy indi-
viduals (n¼ 119) at work to be from 2.3–52.8 mmol cortisol/mol creatinine in
morning samples (05.45–07.15 h); from LOD to 42.4 mmol cortisol/mol crea-
tinine in afternoon samples (15.30–18.30 h); and from LOD to 17.6 mmol
cortisol/mol creatinine in evening samples (21.45–23.45).32

Cholesterol: Cholesterol is a steroid metabolite found in the cell membranes
and transported in the blood plasma of all animals. It is an essential structural
component of mammalian cell membranes, where it is required to establish
proper membrane permeability and fluidity. In addition, cholesterol is an
important component for the manufacture of bile acids, steroid hormones, and
fat-soluble vitamins. It is well known that an increased level of cholesterol over a
long period may lead to arteriosclerosis.21 Levels of cholesterol in serum have
been followed over a period of 20 years for women and 10 years for men in one
study with 8737 persons. Levels of cholesterol decreased 1% with age for both
groups. The decrease could be due to a change in the ratio between saturated and
unsaturated fat or life style changes.38 A recent study among healthy individuals
in a small Danish population, however, showed that the concentration of cho-
lesterol was dependent on age and gender. The reference interval for total cho-
lesterol in serum of men and women between 30 and 60 years was found to be
3.52–7.86 mmol/L.39 This is in line with common knowledge.40

Haemoglobin A1c: Haemoglobin A1c (HbA1c) reflects the serum glucose con-
centration of the past 4 to 5 weeks41 and is useful for the screening of diabetes
mellitus.42 A reference interval was established for healthy subjects at work as
3.4–5.60% HbA1c of total haemoglobin. The amount of HbA1c increases with
age, and smokers exhibit higher concentrations than non-smokers.39

7.3.2 Physiological Indicators for anabolic processes

Testosterone and oestrogens: Testosterone and oestrogens are anabolic hor-
mones that stimulate synthesis of proteins. Testosterone and oestrogen con-
centrations vary with gender and age.28 Among healthy subjects, reference
intervals were established in blood for men to be 31.5–92.0 pmol/L and for
women 0.30–7.70 pmol/L.39 Oestradiol was measured in a random sample
of postmenopausal women drawn from the base population in Denmark in
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1981–1983. Among 832 postmenopausal women without hormone treatment a
95% confidence interval was found for oestradiol to be 7–123 pmol/L and
among 210 hormone-treated postmenopausal women to be 20 2351 pmol/L.43

Dehydroepiandrosterone (DHEA) is a weak anabolic steroid and therefore
expected to be related to physical stress. In the blood more than 99% of DHEA
is bound to sulfate as the more stable DHEA-S. The concentration of DHEA
decrease with age.28 The reference interval of DHEA-S in serum in a working
population was 1.07–11.04 mmol/L. DHEA-S decreases with age and increases
with body mass index (BMI).39

7.3.3 Physiological Indicators for Other Metabolic Processes

Prolactin: Several factors stimulate the secretion of prolactin in serum, e.g.
exercise and stress. The prolactin level is at its highest during sleep.31 The
reference interval in serum for men was 11–329 mIU/L and for women 9–621
mIU/L.39

Melatonin: Melatonin is released from the pineal gland in response to changes
in light perceived through the retina.44,45 The secretion of melatonin is closely
related to light intensity, hence seasonal variation in daylight is an important
confounder.48 A peak concentration of melatonin occurs at about 2 to 3 a.m.
during normal night sleeping conditions.46 The half-life of human melatonin in
blood is about 35–50 min, and it is metabolized mainly in the liver. The major
metabolite in urine, 6-sulfatoxymelatonin, reflects approximately the blood
concentration.44 Exposure to even short periods of visible light of sufficient
intensity during the normal nocturnal circadian phase will immediately
decrease the production and release of melatonin in a dose–response related
manner.45,47 It has been suggested that decreased levels of melatonin, which
may be predicted as a consequence of shift and night work, may increase the
risk of breast cancer.47,48

7.3.4 Physiological Indicators of the Immune Response and

Other Parameters

The immune system is extremely sensitive to a number of hormones, such as
cortisol and testosterone.28 Acute phase proteins are proteins of which the
concentration in plasma increases by more than 25% after activation of the
immune system,38 hence fibrinogen has been included in the present chapter.

7.4 Physiological Indicators and the Psychosocial

Working Environment

Physiological systems activated in response to the psychosocial working
environment may both restore and harm the body.7,49 Measurement of biolo-
gical indicators in blood, urine or saliva may add important information on the
effects of the total work exposure of the individual. Stress responses promote
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adaptation, but prolonged over- or under-activation of physiological systems
leads over time to wear-and-tear on the body (allostatic load). One of the first
studies on the psychosocial working environment and physiological indicators
was on overtime work. It was found that levels of urinary adrenaline measured
during the day and in the evening were consistently elevated during the over-
time period and 4 weeks after the overtime period ended among office work-
ers.50 Stressful and poorly organized working environments as well as
deficiencies in leadership may facilitate work-related bullying either directly or
by creating a work climate in which bullying can flourish.51–55

Physiological indicators have been used to assess the effects of exposure to the
working environment such as job demands, job control, etc.).56–61 See Table 7.1

Table 7.1 Examples of studies on physiological indicators and the psycho-
social working environment. DHEA-S, dehydroepiandrosterone;
HDL, high-density lipoprotein; LDL, low-density lipoprotein.

Physiological
indicator Matrix

Psychosocial working
environment evaluated References

Cortisol Blood, urine and
saliva

Job demands/control, leader-
ship, lack of support, low job
satisfaction, effort-reward
imbalance, shift work,
monotonous work, bullying

(62,62,63,
63–76)

(77–87)

Cholesterol
(HDL, LDL
and total)

Blood Effort–reward imbalance (63,66,88–105)

DHEA-S Blood Job demands, job control,
leadership, and organizational
changes

(63,66,72,75,
83,106,107)

Oestrogen Blood Job demands, job control, social
support, and organizational
changes

(63,67,83)

Fibrinogen Blood Job demands, job control, social
support, organizational
changes and effort–reward

(75,88,92,
108–112)

Glycated
haemoglobin
(HbA1c)

Blood Job demands/control, lack of
support, low job satisfaction,
shift work, occupational
changes

(41,63,66,75,
113–115)

Melatonin Saliva Shift work (116,117)
Noradrenaline
andadrenaline

Urine Monotony/high work pace,
shift work

(66–70,75,77,
118–124)

Prolactin Blood Job demands/control (62,63,66,67,
72–76,78,
83–85,91)

6-Sulfato-
xymelatonin

Urine Shift work (85,125)

Testosterone Blood and saliva Job demands/control (62,66,67,73,
74,76,78,84,
85,116,117,
126,127)
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In the present chapter the psychosocial working environment includes job
strain, which covers job demands (cognitive and quantitative work demands),
and job control, denoted by the demand–control model.12 The effort–reward
imbalance model was developed to include reward, which may be a major
factor in the psychosocial working environment,128 and other psychosocial
factors such as leadership (predictability, reward, role conflicts), social support
(from colleagues and supervisors) and job satisfaction/job dissatisfaction.

Catecholamines: Catecholamines in blood have only been used in a few studies
on the psychosocial working environment. They were positively associated with
monotony/high work pace77,120 and having shift work.121–124 Urinary cate-
cholamines have been used in workplace studies, but not in population-based
studies. A reason for this could be that collecting urine for the measurement of
catecholamines requires a tight sampling procedure, where the samples have to
be frozen within 24 h and the tube to have acid added or be coated with acid129

in order to prevent the catecholamines from degrading. Further, urinary cate-
cholamines exhibit a distinct diurnal variation and have therefore often been
sampled several times a day130 in order to analyse associations with exposure
levels. Altogether, collection of urine for measurement of catecholamines
requires close contact with the participants in order to reduce variability. As a
consequence it is difficult and costly to study the associations with urinary
catecholamines in studies with a high number of participants because very high
demands for sampling logistics must be set. Among studies of the association
between urinary catecholamines and the psychosocial working environment only
one study exceeded 100 participants66 and no significant associations were found.
This may be a result of imprecise sample collection.

Cortisol: Among studies addressing associations between cortisol in serum or
urine and the psychosocial working environment no consistent results were
found: some showed no association,62,63,66–74 others positive association,75–83

and others a negative association.78,84,85 Cortisol was found to be positively
associated with organizational changes,75,76,83 whereas no associations were
observedwithmonotonouswork,70 shift work73 or effort–reward imbalance.71,88

Positive associations have been observed between concentrations of cortisol and
poor leadership,81 lack of support,80–82 and low job satisfaction.82 Salivary
cortisol has been measured among bullied workers and was found to be lower in
this population.131–133 A recent study distinguished between frequent and
occasional bullying and found that only the frequent bullyingwas associatedwith
low salivary cortisol.134

The studies have included both urinary cortisol66,70,75,77,80,82 and serum
cortisol.62,63,65,67,71–74,76,78,79,81,83–85 One reason for the discrepancies between
studies may be that cortisol exhibits a distinct diurnal variation130 and the
sampling schedules in the studies were not comparable. Thus, irrespective of the
medium, the sampling schedule may be critical for the comparison of results
from different studies. Alternatively, biological variation, e.g. in terms of
diurnal variation, seasonal variation and age-related variation, should be
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considered when planning a surveillance programme by identifying specific
sampling schedules and calendar periods.130

Cholesterol: Cholesterol has been used widely in both population-based and
workplace studies as well as longitudinal and cross-sectional studies. One of the
first studies on physiological indicators and an adverse psychosocial working
environment was performed among tax accountants, in whom long-term
exposure to high workload was related to increased levels of cholesterol and an
increased tendency for blood to coagulate.105 Later, cholesterol showed the
most robust results in population-based studies. Among the population-based
studies that showed a positive association, three out of four were longitudinal.
Of the 11 studies that showed no association between cholesterol and the
psychosocial working environment nine were cross-sectional and two long-
itudinal.135 Hence the study design may have an impact on the measurement of
physiological responses to the psychosocial working environment.

HbA1c: Studies on HbA1c in serum consistently show positive associations with
the psychosocial working environment.41,63,66,75,113–115 This is true for both
longitudinal (three studies) and cross-sectional (four studies) designs. A recent
review found that the result was clearest in relation to the job-demand model,
where all studies on HbA1c reported positive associations to both job
demands63,66,113,114 and job control.63,66,92,113 Positive associations of con-
centrations of HbA1c with lack of support63,66,113 and low job satisfaction41

have been observed. Concentrations of HbA1c were also positively associated
with shift work114 and occupational changes.75 Hence HbA1c is regarded as a
robust indicator for the effect of the psychosocial working environment,
independent of the type of study. This is in line with the common under-
standing in models of how the psychosocial working environment may affect
the physiological systems, i.e. to perform in a job it is necessary to mobilize the
catabolic systems.7

Testosterone: Anabolic indicators are expected to decrease with an adverse
psychosocial working environment. Concentrations of testosterone were
negatively associated with job demands136 and job control.66,67,78 With respect
to testosterone, a negative association was observed with shift work,73,85 but
not with organizational changes.76 Serum testosterone decreased66,67,73,78,84,85

when the psychosocial working environment was perceived to be adverse.
These results covered both longitudinal and cross-sectional studies, and this
finding is consistent with common knowledge about the anabolic system.7 The
anabolic system is down-regulated and the catabolic system is up-regulated
when exposed to stress.

DHEA-S: The picture is more blurred with respect to oestrogen and DHEA-S,
which showed both positive and negative associations with the psychosocial
working environment.63,66,67,72,75,83,106,107

Prolactin: Concentrations of prolactin were negatively associated with job
demands62,91,136 and positively associated with job control.62,66,67,72,78,91 Only
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one study was longitudinal and here a positive association with job control was
found.67

Melatonin: Night work is associated with lower concentrations of 6-sulfatoxy-
melatonin in urine125,137–139 in most studies. Altogether, night workers tend to
have less melatonin than day workers, which may be one of the hypothesized
mechanisms associated with the increased risk of breast cancer which has
been found consistently in recent observational studies of night- and shift
workers.140,141

Fibrinogen: All population-based cross-sectional studies using fibrinogen in
blood showed a positive association with an adverse psychosocial working
environment.108–110,112 Concentrations of fibrinogen were positively associated
with demands in all population-based studies,108–110,112 but not in workplace
studies.92,111 Hence fibrinogen appears to be a robust and sensitive physiolo-
gical indicator for the psychosocial working environment.

7.4.1 Summary

A recent review135 stated that concentrations of fibrinogen and catabolic
indicators were increased, and the concentrations of anabolic indicators were
decreased when the psychosocial working environment was perceived to be
poor, such as with high job demands, low job control, etc. The metabolic
indicators and indicators of effects on the immune system were both increased
and decreased in relation to an adverse psychosocial working environment. The
most consistent results in the review by Hansen et al.135 were observed for
HbA1c, testosterone and fibrinogen. Thus, HbA1c, testosterone and fibrinogen
in serum may be relevant as biomarkers for the effect of the psychosocial
working environment.

7.5 How may the Results be Biased from the

Sampling Procedure?

When collecting samples by self-monitoring in field studies there is less control
on adherence to the protocol compared to studies on hospitalized patients. It is
therefore essential to make protocols as simple as possible and to estimate the
consequences of lack of adherence. Several examples are given below.

7.5.1 Biological Variation

In occupational health studies, the study groups most often comprise healthy
subjects performing their work. Sampling is therefore often planned in the most
practical way, e.g. sampling of blood in the morning at the work site just after
the work starts or by self-monitoring over 24 h, e.g. by sampling of saliva.
Changes in concentrations of hormones when performing routine work are a
mixture of responses to physiological and psychosocial exposure and normal
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biological variations, e.g. diurnal variation, seasonal variation, within- and
between-subject variation, etc.142–146 Within- and between-subject variation
may be related to gender, age and life-style factors such as smoking, physical
exercise and alcohol intake.147 To assess effects of exposure to the psychosocial
working environment it is crucial to distinguish between the normal biological
variations and effects related to the working environment.
Reference intervals for clinical purposes are often established for hospita-

lized reference subjects living under the same conditions, but not suffering
from the same disease, as the patients.148 Hence, the published reference
intervals are not necessarily suitable for use in occupational medicine. The
International Federation of Clinical Chemistry and Laboratory Medicine
(IFCC) recommends that the parametric confidence intervals of fractiles of
reference intervals should be based on an approximation to the normal dis-
tribution after transformation of reference intervals.149 For estimating refer-
ence intervals as recommended by the IFCC, samples from more than 120
subjects are recommended.150 If the component in question is influenced by,
for example, age, BMI, gender or smoking it can be costly and difficult to
recruit group sizes of that order of magnitude. Hansen et al. presented a
method to estimate reference intervals for smaller sample sizes.39 This method
also makes it possible to test for other biological variations. Figure 7.2 shows
one example of biological variation, in HbA1c in blood, among the active
working population (37 women and 84 men aged 30–60 years). It shows that
HbA1c increases with both smoking and age.
Serum androgens decrease with age.151–160 Bernini et al. (2001) reported that

the decrease is independent of menopause.154 Hansen et al. found that the age-
related decrease for concentrations of serum DHEA-S was 27% per 10 years,
which corresponds to a 70-year-old subject having a concentration of serum
DHEA-S which is 2.6 times lower than that of a 30-year-old subject.160 In
contrast, concentrations of DHEA-S increase with BMI (body mass index).

30 60

Non-smoker
Smoker

3

4

5

6

Age (years)

HbA1c (%)

Figure 7.2 HbA1c in blood among smoking and non-smoking men and women at
work aged 30 and 60 years.
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The effect of BMI on concentrations of S-DHEA-S is 4% per kg/m2. Blood
HbA1c was shown to increase by 4% per 10 years of age.160,161 Concentrations
of free testosterone were negatively correlated with age and positively corre-
lated with BMI in women, but not in men.162

7.5.2 Seasonal Variations

Seasonal variations are known to influence many aspects of human physiology
and behaviour, for example hormone concentrations, heart rate variability and
mood.130,163–166 As this may affect the interpretation of study results, such
knowledge is important. As an example, seasonal variations have been
described for total cholesterol, DHEA-S, HbA1c, prolactin and free testos-
terone in blood from individuals at work. The concentrations of HbA1c and
DHEA-S exhibited a cyclic variation with a period of 6 months.163 The dif-
ference between the 3 months with the highest and that with the lowest con-
centrations was 12% for total cholesterol, 9% for DHEA-S, 7% for HbA1c,
44% for prolactin, and 31% for free testosterone based on the predicted values.
No seasonal effects were observed for IgA.163

7.5.3 Sampling Saliva for Salivary Cortisol:

Cotton versus Polyester

The Salivettes is a widely used method for collection of saliva. It involves the
use of a tampon, which is placed in the mouth until soaked with saliva. After
the tampon has been replaced in its container the saliva may be extracted by
centrifugation. Tampons based on different materials may be purchased, and
the choice of material has been found to influence the measurement of, for
example, steroid components.167,168 In a recent study it was found that cotton
tampons reduced the measured concentration of cortisol to 62% of that found
when using polyester tampons.168 Further, the cotton tampons retained more
saliva than polyester. Recovery of saliva from polyester tampons was
95.8(� 1.1)% and from cotton tampons 54.7(� 2.3)%. This is most relevant,
because a huge problem in sampling saliva is problems with small volumes of
saliva. The use of additives to raise the production of saliva has been suggested.
A widely used additive is citric acid.169 However, citric acid interferes with
many immunoassays, and it must be stressed not to use the Salivettes with
citric acid in order to increase saliva production when using immunoassays
without testing the effect first.

7.5.4 Compliance with Sample Collection

When using self-monitoring, it is crucial to gain knowledge about compliance
with the sampling procedures. An important factor when sampling saliva is
compliance with the time of sampling.170 Some studies have used electronic
devices to track when participants actually accessed the cotton swab, or
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tampon. In one study it was observed that 74% of the participants accessed the
tampon according to the study protocol, whereas 26% failed to access the
tampon at the proper time for at least one out of six samples. Of this latter
group of non-compliants, 55% failed to take the second morning sample cor-
rectly after 30 minutes. Participants who were not informed that their sampling
was being tracked were significantly less compliant than informed partici-
pants.171 Another study that examined participant adherence found that 71%
of participants, who were unaware that they were being monitored, followed
the protocol correctly. Their self-reported compliance was, however, 93%.
Among the persons who were aware of being monitored, the objective com-
pliance was 90%, consistent with the self-reported compliance of 93%.172 In
both studies, the non-adherent participants had significantly lower morning
cortisol values than the adherent participants.

7.5.5 Creatinine or Volume of Urine?

When measuring biomarkers in urine, total volume (and time), e.g. 24-hour
samples or concentrations of creatinine, are both accepted methods of stan-
dardization for diuresis. Both types of standardization contribute to the
uncertainty in the final result. It has been found that the uncertainty associated
with creatinine standardization (19–35%) was higher than the uncertainty
related to volume standardization (up to 10%, when not correcting for
deviations from 24 h) for 24 h urine samples.173 Even so, standardization
with creatinine is often used owing to a considerable increase in convenience
for the participants when collecting small volumes rather than complete 24 h
samples.

7.5.6 Storage

In research projects, samples are often required to be stored for long periods of
time either because of the protocol of the project or because of lack of funding
for analysis. A study on long-term storage found no effects on cortisol con-
centrations after storage of saliva at 5 1C for up to 3 months or at –20 1C and
–80 1C for up to 1 year. In contrast, concentrations of cortisol were found to
decrease by 9.2% [95% confidence interval (CI): 3.8–14.3%] per month in
samples stored at room temperature.174 Repeated freezing and thawing of
samples up to four times before analysis did not affect the measured con-
centrations of cortisol.174,175 To improve the stability of urine samples for
catecholamine determinations, the samples have to be collected in acidified
tubes. A simple way of doing this may be to precoat 10 mL polystyrene tubes
with 200 mg citric acid.176 The acidified urine samples are stable for approxi-
mately 2 months at –20 1C (see Table 7.2).
Kley et al. examined whether plasma samples may be used for analysis of

steroids after long periods of storage; cortisol, testosterone, oestrone and
oestradiol were re-measured in samples which had been analysed 1.3–10.8 years
earlier.180 The method for the measurement of these steroids was unchanged
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over this period. The results demonstrated that at a temperature of –25 1C
steroids remained stable. Only cortisol and testosterone concentrations showed
a small, insignificant decrease (6–9%) after 3 to 4 years of storage. These dif-
ferences are well within the range of the precision of the method (inter-assay
variation), which over a period of 11 years was 9.4%, 8.0%, 10.0% and 9.5%
for cortisol, testosterone, oestrone and oestradiol, respectively. It was con-
cluded that steroid hormones in human plasma were stable, and that they might
be analysed even after more than 10 years of storage at –25 1C.180

7.5.7 Summary

Based on the present knowledge, a few recommendations have been given to
help ensure a practical protocol and increase the quality of occupational field
studies.184 Governing thoughts behind the recommendations were that they
should: (a) provide as few restraints and as little inconvenience for the parti-
cipants as possible, (b) serve to help reduce unnecessary variability in the study
design, and (c) provide suggestions for dealing with variability in cases where
influences are unavoidable:

(i) To account for the diurnal variation, the time of sampling should be
carefully registered and, if necessary, included in the statistical analysis,
or samples should be obtained at the same time of day.

Table 7.2 Examples of biological indicators in saliva, blood and urine.

Example of biological
indicators in: Collection Duration of storage (Ref)a

Saliva
Cortisol Salivettes (no additive) Approximately 1 year after

centrifugation (178)
Melatonin Salivettes (no additive) No data available
Testosterone Straw or tubes no additive 4 28 days (179)

Blood:
Total cholesterol Serum 2% decrease per year (180)
HDL-cholesterol Serum 2% decrease per year (180)
HbA1c Whole blood (EDTA) 1–2 yearsb

Free testosterone Serum 2 months (manufacturer
of assay)/10 years(181)

Oestradiol Serum 10 years (181)
Fibrinogen Plasma/serum 1.5 years (182)
Prolactin Serum 1.5 years (183)

Urine
Adrenaline Tube coated with citric acid Less than 2 months
Noradrenaline Tube coated with citric acid Less than 2 months
Cortisol Plain tube/ bottle No data
Creatinine Plain tube/bottle 43 months (184)

aThe longer the samples are to be stored the more the variance will increase.
bLaboratory observations, not published.
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(ii) To prevent bias being introduced in longitudinal studies by seasonal
variations, samples should be collected at the same time of year.

(iii) To avoid bias from variation caused by using different laboratory
techniques, it is recommended that the same, or comparable, laboratory
techniques are used.

(iv) To avoid bias from the material in the tampon for collecting saliva
specimens, it is recommended that the same material be used throughout
the study or studies.

(v) To avoid bias from storage, it is recommended that saliva samples for
measurement of cortisol are stored at –20 1C or below, because the
changes in concentrations at this temperature will be negligible for 1
year. If there is a need to store for longer periods, an industrial freezer is
recommended (–80 1C).

(vi) It is recommended to collect and use information regarding smoking,
alcohol consumption, medication, etc.
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168. Å. M. Hansen, A. H. Garde and R. Persson, Measurement of salivary
cortisol – effects of replacing polyester with cotton and switching anti-
body, Scand. J. Clin. Lab. Invest., 2008, 68, 826–829.

169. F. R. Burlage, J. Pijpe, R. P. Coppes, M. E. Hemels, H. Meertens, A.
Canrinus and A. Vissink, Variability of flow rate when collecting stimu-
lated human parotid saliva, Eur. J. Oral. Sci., 2005, 113, 386–390.
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CHAPTER 8

Micronuclei for Human
Biomonitoring

MICHELINE KIRSCH-VOLDERS AND
ILSE DECORDIER*

Vrije Universiteit Brussel, Laboratorium voor Cellulaire Genetica,
Pleinlaan 2, 1050 Brussels, Belgium

8.1 Introduction

Micronuclei (MN) were originally identified and described as Howell–Jolly
bodies in erythrocytes. In the following decades similar structures were
described by a number of cytogeneticists following in vitro irradiation of cells.1,2

In the early 1970s the term micronucleus test was suggested for the first time by
Boller and Schmidt3 and Heddle,4 who showed that this assay provided a
simple method to detect the genotoxic potential of mutagens after in vivo
exposure of animals using bone marrow erythrocytes. A few years later
Countryman and Heddle5 showed that peripheral blood lymphocytes could be
also used for the micronucleus approach and they recommended using
micronuclei as a biomarker in testing schemes. Nowadays the scoring of
micronuclei is widely used in biomonitoring of human populations exposed to
different environmental, occupational or lifestyle factors and in genotoxicity
testing because of its capacity to detect both clastogenic and aneugenic events,
simplicity of scoring, accuracy, multi-potentiality, wide applicability in differ-
ent cell types and amenability to automation. This chapter aims at providing a
brief review of our present understanding of MN as a biomarker of early
genetic effects, including their formation, fate and predictivity for cancer. In
addition the different methodologies, automation of MN scoring and appli-
cations of the MN assay in human biomonitoring are highlighted.
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8.2 MN as a Biomarker for Early Genetic Effects

8.2.1 Origin and Mechanisms of MN Formation

The MN are small, extranuclear bodies that arise in dividing cells from acentric
chromosome/chromatid fragments or whole chromosomes/chromatids that lag
behind in anaphase and are not included in the daughter nuclei at telophase,
but are encapsulated into a separate, smaller nucleus, a micronucleus (MN).6,7

MN can be induced either spontaneously or by mutagens (Figure 8.1A).
Examples of spontaneously formed MN are the chromosome loss found in
normal neural progenitor cells,8 or MN that occurs as a defence mechanism of
the cell to remove extra chromosomal double minutes (dmin). These micro-
nuclei result from gene amplification via breakage–fusion–bridge (BFB) cycles
in which amplified DNA is localized selectively to specific sites at the periphery
of the nucleus and eliminated via nuclear budding (NBUD) during the S-phase
of the cell cycle.6,7 MN originating from lagging acentric chromosomes or
chromatid fragments are caused by misrepair of DNA breaks or unrepaired
DNA breaks and are induced mainly by clastogens. Malsegregation of whole
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Figure 8.1 A. Model of the different routes leading to MN formation (see text for
explanation). B. Some of the possible post-mitotic fates of MN (see text
for explanation), adapted from ref. 11.
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chromosomes at anaphase may lead to MN formation as a result of defects in
kinetochore proteins or assembly, dysfunctional spindle and defective anaphase
checkpoint genes, or hypomethylation of repeat sequences in centromeric and
pericentromeric DNA, and are mainly induced by aneugens. Nucleoplasmic
bridges (NPB) originate from dicentric chromosomes, which may occur as a
result of misrepair of DNA breaks, telomere end fusions, and may also be
observed when defective separation of sister chromatids at anaphase occurs
owing to a failure of decatenation. NBUD represent the process of elimination
of amplified DNA, DNA repair complexes and possibly excess chromosomes
from aneuploid cells (Figure 8.2).6,7

8.2.2 Fate of MN

The post-mitotic fate of MN is poorly understood and different possibilities
have been described:6,9 i) retention within the cell’s cytoplasm as an extra-
nuclear entity, when MN may complete one or more rounds of DNA/chro-
mosome replication; ii) re-incorporation into the main nucleus; iii) elimination
of the micronucleated cells by apoptosis; iv) expulsion from the cell (Figure
8.1B). The ability of micronuclear chromatin to exert proper DNA replication,
transcription and repair is dependent on the specific genetic content of the
micronucleus as well as the functionality of its own envelope.9,10 As far as
apoptosis is concerned, one can consider either that the micronucleated cell as
such is undergoing apoptosis or that the apoptotic process is restricted to the
MN. Decordier et al.11,12 demonstrated that micronucleated cells induced by
aneugens constitute a strong apoptotic signal. In addition, they suggested a role
of caspase-3, besides its function as an effector caspase in the apoptotic path-
way, in MN formation. MN-harbouring cells tend to die during cell progres-
sion with a greater frequency than cells without MN, and malfunctioning
of gene expression in the micronuclei might trigger apoptosis.13 The induction
of apoptosis in the MN itself is considered to be dependent on the presence or
absence of DNA repair and/or DNA replication checkpoint machinery.

8.3 Cancer Predictivity in Adults

Depending on the fate of the MN, the ploidy of the daughter cells may vary,6

therefore micronucleation leads potentially to a large variety of DNA/chro-
mosome contents, with the known consequences of these imbalanced genotypes
in terms of cell transformation and cancer risk. Therefore MN are indicators
for fixed genomic damage in cells.
As far as baseline MN frequencies are concerned, the presence of an asso-

ciation between MN induction and cancer development in untreated cancer
patients has been reported in a large number of studies.14 A prospective study
performed in the framework of the International Human Micronucleus
(HUMN) Project (www.humn.org) demonstrated a significantly higher pro-
spective cancer risk [relative risk (RR) 1.67, p¼ 0.002] in those diagnosed with
MN frequencies in the medium or high tertile as compared to those in the low
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(a)

(b)

(c)

(d)

Figure 8.2 Overview of the possible mechanisms leading to MN formation. MN
mainly arise from: (a) acentric chromosome/chromatid fragments result-
ing from DNA breakage events; (b) whole chromosomes/chromatids that
lag behind in anaphase owing to misattachment of tubulin fibres on
kinetochores or tubulin depolymerization; (c) defects in centromeric DNA,
in kinetochore proteins or in kinetochore assembly; (d) MN can also arise
as a result of NPB formation/breakage. Adapted from refs. 6 and 7.
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MN frequency tertile.15 The evidence that baseline frequencies of MN are
predictive for cancer risk was confirmed by Murgia et al.16 in a nested case–
control study performed 14 years after the original recruitment and based on
different cancer sites. As far as induced MN frequencies are concerned, con-
vincing evidence that elevated levels of MN in peripheral lymphocytes are
associated with cancer has been demonstrated in lung cancer17,18 and in pan-
creatic cancer.19

Besides cancer, the MN frequency in lymphocytes measured using the
CBMN assay has been associated prospectively with increased pregnancy
complications20 and cardiovascular disease mortality.21,22

8.4 Methodologies

8.4.1 In Human Lymphocytes

Micronuclei can be assessed or scored easily in erythrocytes, lymphocytes and
exfoliated epithelial cells (e.g. oral, urothelial, nasal) to obtain a measure of
genome damage induced in vivo. The standard ex vivo/in vitro MN test is
usually performed in lymphocytes. Given that the formation of a MN requires
a nuclear division, it is necessary to be able to distinguish dividing cells from
resting cells. The cytokinesis-block micronucleus (CBMN) methodology
developed by Fenech and Morley23 uses cytochalasin B to identify cells that
have divided in culture. Cytochalasin B is an inhibitor of actin polymerization
which is required for the formation of the microfilament ring that constricts the
cytoplasm between the daughter nuclei during cytokinesis. The CBMN meth-
odology allows distinction between binucleated cells (BN; cells that have
divided once in culture) and mononucleated cells (MONO; cells that did not
divide or escaped the cytokinesis-block). A schematic representation of the
classical ex vivo/in vitro CBMN test is given in Figure 8.3. It has been suggested
that MN present in binucleated cells (MNBN) as well as in mononucleated cells
(MNMONO) should be taken into account when performing the CBMN
assay.24 MNMONO indicate chromosome damage that was present in vivo
before the start of culture and give an estimation of chromosome/genome
mutations accumulated over many years, while MNBN contain pre-existing
MN plus lesions that are expressed as MN during in vitro culture.
A major advantage of the CBMN assay lies in its ability to detect both

clastogenic and aneugenic events. The use of FISH with probes labeling the pan
(peri)centromeric region of chromosomes allows distinction between micro-
nuclei that contain a whole chromosome (centromere positive micronucleus)
and an acentric chromosome fragment (centromere negative micronucleus).25

In addition, the CBMN assay can provide a measure of genotoxicity and
cytotoxicity: nucleoplasmic bridges (NPB, a marker of chromosome rearran-
gement), nuclear buds (NBUD, a marker of gene amplification), cell division
inhibition (by estimation of the nuclear division index), necrosis and apoptosis.
For this reason, the CBMN test can be considered as a ‘‘cytome’’ assay
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covering chromosome instability, mitotic dysfunction, cell proliferation and
cell death.26 Major steps in the validation of the CBMN assay for human
biomonitoring were achieved by the HUMN project, which examined the
major confounding factors (culture conditions, scoring criteria, age, smoking,
genotype, exposure) that influence MN induction. The CBMN protocol and
scoring criteria are now standardized; the effects of age, gender and smoking
status have been defined.27

8.4.2 In Buccal Cells

In addition to the MN assay in lymphocytes, the MN assay in exfoliated buccal
cells provides a complementary method for measuring MN in a tissue that is
easily accessible and does not require tissue culture. Buccal cells are the first
barrier for the inhalation or ingestion route and are capable of metabolizing
proximate carcinogens to reactive products.28 The MN assay in exfoliated
buccal cells has been used since the 1980s to demonstrate cytogenetic effects of
environmental and occupational exposures, lifestyle patterns and diseases.
However, important issues remain about the characteristics of MN and other
nuclear abnormalities, the basic biology explaining the appearance of various
cell types in samples of buccal mucosa, and the effects of diverse staining
procedures and scoring criteria in different laboratories and their relationship

In vitro cytokinesis-block micronucleus assay

Whole blood

Addition of cytochalasin-B

(allows nuclear division but prevents cytokinesis)

0 44 72 hours

+PHA

Harvest cells

MNMONO

MNCB

MN in mononucleated cells (MNMONO) : chromosome/genome mutations

accumulated in vivo

MN in binucleated cells (MNCB):  chromosome/genome mutations accumulated

in vivo + mutations expressed during the first in vitro mitosis

Figure 8.3 In vitro cytochalasin-B micronucleus assay: methodology. In a classical
test, human lymphocytes are cultured in the presence of phytohae-
magglutinin to stimulate mitosis. After 44 hours, cytochalasin-B is added
to the culture. The use of this inhibitor of actin polymerization will block
cytokinesis, allowing distinction between binucleated cells (cells that have
divided once in culture) and mononucleated cells (cells that did not divide
or escaped the cytokinesis-block). At 72 hours the cells are harvested onto
microscope slides, fixed and stained. Adapted from ref. 6.
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to disease states and outcomes.28 Therefore, the HUMN coordinating group
started a new international validation project for the buccal cellMN assay that is
similar to the project previously performed using human lymphocytes:
HUMNxL, i.e. humanMN assay in exfoliated buccal cells. The planned research
will explore sources of variability in the assay (e.g. between laboratories and
scorers, as well as inter- and intra-individual differences among subjects) and
resolve key technical issues, such as the method of buccal cell collection and
staining, and optimal criteria for classification of normal and degenerated cells
and for scoring MN and other abnormalities. Recently, the protocol for the
buccalmicronucleus cytome (BMCyt) assay used for studyingDNAdamage and
chromosomal instability has been described in detail (Figure 8.4). It includes
buccal cell collection, generation of a single-cell suspension, slide preparation
using cytocentrifugation, fixation and staining, and the scoring criteria for
micronuclei and other nuclear anomalies.29

8.5 Automation of MN Scoring for Biomonitoring

Automation of MN analysis allows a quicker and more reliable detection,
minimizing subjective judgement and individual scoring skills, and allowing

Figure 8.4 Diagrammatic representation of various cell types scored in the BMCyt
assay, adapted from ref. 29.
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applicability on a large scale for human biomonitoring. An automated image
analysis system for the CBMNassay providing robust, reliable and reproducible
results should fulfil a set of essential prerequisites including a well defined
detection algorithm, applicable to human lymphocytes, that discriminates
among mono-, bi- and polynucleated cells, MN scoring according to HUMN
scoring criteria, it should be thoroughly validated, the false positive and false
negative rates shouldbe as lowaspossible, anddeterminationof cell proliferation
should be available.30 Currently, there are two systems for routine automated
analysis of MN on the market: Metafer MNScore (by MetaSystems GmbH
Altlussheim, Germany)31–33 and PathFinderTMCellscanTM (by IMSTAR, Paris,
France). The latter was developed and validated by the authors in collaboration
with IMSTAR,34 in the framework of the EU Integrated Project NewGeneris
(www.newgeneris.org), and fulfils the above criteria. The main difference
between the two systems lies in the detection algorithms. The algorithms applied
for the Metafer MNScore only detect binucleated entities consisting of two
similar nuclei close to each other but completely separated, with or without
MN.31,32 The specific algorithms described for the IMSTAR system start from
the cell as a detection unit: first, the cells and nuclei are detected, then theMNare
searched for in the detected cells.34 This allows identifications of mono-, bi- and
polynucleated cells, andMNin these different sub-populations of cells, andhence
the assessment of cell proliferation through the nuclearity index, which is
important for an efficient assessment of the genetic damage in human biomoni-
toring because these criteria are indicative of immune function and cytotoxi-
city.26 Scoring of mononucleated cells also allows the detection of micronuclei in
these cells (MNMONO).24 Although the automated image analysis system of
MetaSystems has already been applied in research related to mutagen sensitivity
phenotypes in cancer risk, radiation biodosimetry and biomonitoring studies of
air pollution, large differences in lymphocyte culture conditions and processing
of samples are observed.33Whendeveloping the IMSTARautomatedMN image
analysis system, we established a well-standardized slide preparation protocol,34

which ensures high reproducibility and can be used to perform an unambiguous
and consistent image analysis.

8.6 Applications of the MN Assay for Human

Biomonitoring

8.6.1 Occupational and Environmental Exposure

The use of MN as a measure of early genotoxic effects can greatly improve risk
assessment and surveillance of populations exposed to mutagens/carcinogens.
MN are biomarkers that have been widely used for studying the most impor-
tant occupational and environmental hazards to public health that have
occurred in the past few decades.
The exposures studied most frequently include pesticides, radiation exposure

of occupational, medical and accidentally exposed individuals, styrene, poly-
cyclic aromatic hydrocarbons (PAHs), benzene, ethylene oxide, formaldehyde,
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welding fumes, arsenic, metals, environmental pollution, and cytostatics.35–38

Most studies evaluated MN in peripheral blood lymphocytes (PBL), although
an increasing number of studies are performed on exfoliated epithelial cells.
Application of MN as cytogenetic endpoints in human biomonitoring has been
extensively performed through single studies,39 which are usually small in size.
To increase the statistical power of such single study approaches several
pooled/meta-analyses have been undertaken over recent years, allowing a
better assessment of the questions raised by the preliminary single biomoni-
toring studies (e.g. the association with cancer risk, and the impact of potential
confounders on the induction of cellular phenotypes).39 Application of the MN
assay in population biomonitoring studies requires a deep understanding of
how age, gender, diet and lifestyle factors (e.g. exercise, alcohol, smoking and
recreational drugs) may influence the MN frequency in PBL. It is clear that
these factors can influence MN frequency significantly. Proper control for these
factors is required to enable better measurement of the impact of other con-
ditions, such as environmental exposure to genotoxins or a susceptible genetic
background, on MN frequency.40

8.6.2 Micronuclei in Newborns and Children

The MN assay is increasingly used in children because of its public health
significance: responses of children to environmental toxicants and carcinogens
can differ from those observed in adults, both in the severity and in the nature
of the effect, owing to their unique exposures and special vulnerability to
environmental toxicants and carcinogens.41 The MN assay has been applied for
monitoring environmental exposures such as pollution, radiation, industrial
toxicants and various medical treatments of children and to assess genotoxicity
associated with diseases such as leukaemia.42 The frequencies of MN in new-
borns are quite low when compared to those in adults. Given that MN for-
mation is dependent on cell division, and that MN can accumulate in a given
cell up to the death of this cell, it is expected that frequencies of micronuclei in
T-lymphocytes in non-exposed newborns and infants (until the age of
approximately 5 years) will increase to a plateau level defined by the turn-over
time of the T-lymphocytes. As far as newborns are concerned, MN in lym-
phocytes of umbilical blood reflect the average fetal genome instability plus
in utero exposure to clastogens/aneugens. Therefore, four major facts need to be
considered: (i) the T-lymphocytes to be analysed by the MN assay are circu-
lating in peripheral blood for only 6 months; (ii) the response of T-lymphocytes
to phytohaemagglutinin stimulation in umbilical cord blood is less efficient
than in peripheral blood from adults; (iii) genome stability may be different
during fetal life; and (iv) the baseline MN frequency is relatively low in newborns
and its assessment requires large cohorts and cell sample counts.42 For MN
studies in children, lymphocytes are most commonly used but recently more
investigators have become interested in using exfoliated cells that can be collected
non-invasively. Most studies are consistent in concluding that environmental
pollutants and radiation exposures lead to an increase in the MN frequency in

123Micronuclei for Human Biomonitoring



children; effects of medical treatments are less clear. Various factors of impor-
tance to MN variability in children include tissue specificity, age, sex, health
status and environmental and dietary factors. Despite the recent progress in MN
assay in children, more studies are needed to explain sex, age and genotype
differences in baseline MN levels and the changes in response to genotoxicants.
Moreover, owing to physiological differences and the age of circulating T-
lymphocytes, it is not yet assessed whether MN frequencies can be interpreted in
the same way as for adults and whether they are predictive for cancer.

8.7 Conclusion and Future Perspectives

The in vitro MN test detects micronuclei (MN) as small, extranuclear bodies
that arise in dividing cells from acentric chromosome/chromatid fragments or
whole chromosomes/chromatids that lag behind in anaphase and are not
included in the daughter nuclei at telophase. The different mechanisms leading
to the formation of MN are well understood; their possible post-mitotic fate is
less evident. MN have become an important cytogenetic biomarker in the
biomonitoring of human populations for in vivo genotoxic exposure. The MN
assay has the capacity to detect both aneugens and clastogens, shows simplicity
of scoring, is widely applicable in different cell types, is internationally vali-
dated, is predictive for cancer, and its statistical power is increased by the recent
high throughput methodologies. Despite all these achievements, there are still
several challenges to be met: an important issue is the comprehensive micro-
nucleus cytome approach, which is increasingly being adopted because it
enables all major nuclear anomalies and cytotoxicity events to be captured
simultaneously. However, validation for other biomarkers, in addition to MN,
in the cytome system and their automated scoring is still needed. Furthermore
larger and/or longer studies are required to verify the results of previous studies
concerning the association of MN frequency with cancer and other diseases.
In addition, future studies should explore the relationships between MN
expression and transcriptome, metabolome and proteome profiles to unravel
the underlying molecular mechanisms that correlate with this biomarker of
DNA damage. These ‘‘omics’’ data could provide valuable information on the
likely origin of MN when the exposure profile is unknown or difficult to
ascertain.
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CHAPTER 9

Biomarkers of Individual
Susceptibility: Genetic
Polymorphisms and their
Interplay with Micronucleus
Frequencies

ILSE DECORDIER,* KIM VANDE LOOCK AND
MICHELINE KIRSCH-VOLDERS

Vrije Universiteit Brussel, Laboratorium voor Cellulaire Genetica,
Pleinlaan 2, 1050 Brussels, Belgium

9.1 Introduction

Understanding the genetic bases of individual susceptibility to environmental/
occupational genotoxins can lead to a more precise prediction of human health
problems and to more effective prevention of disease.1 Therefore, intensive
research has been focused on the study of genetic polymorphisms as an
important component of the individual susceptibility phenomenon. At the most
basic level, genetic polymorphisms represent differences in the base pair
sequence of deoxyribonucleic acid (DNA). These differences in the base pair
sequence of DNA can result from a variety of physical events and include
transitions, transversions, missense mutations, or nonsense mutations.2 Inves-
tigation of the human genome has revealed that the most common type of
sequence variation consists of single nucleotide polymorphisms (SNPs).3,4

SNPs are genomic loci at which two alternative bases are present with appre-
ciable frequency (greater than 1%).1 More than 10 million SNPs have been
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identified across the genome. Most (99%) of these polymorphisms are biolo-
gically silent, while the effects and biological significance of the remainder vary
according to their position within the genome.5 Moreover, it is well know that
genotypic polymorphism of DNA repair genes is associated with the risk of
cancer, but the functional role of genetic variants contributing to diseases such
as cancer is poorly known.6 An important step in understanding the role that
SNPs play in disease is to consider the complexity of the relationships involved
and their impact on the genome. Micronuclei (MN) have been widely used to
assess genotype–phenotype associations. The advantages of the MN assay as a
valuable tool for this approach lie in its wide application in human biomoni-
toring studies, the wide range of events detected by this assay,7 its extensive
validation and reliability for human biomonitoring, its cancer risk predictivity
and the recent implementation of automated methods for MN detection.8 The
formation of MN in dividing cells is the result of chromosome breakage
associated with unrepaired or misrepaired DNA lesions, or chromosome
malsegregation due to mitotic malfunction, and it can be induced by exposure
to clastogens or aneugens.9 Recently, association studies have been published
that link genotypes, which take into account inter-individual differences in
response to genotoxic exposure, to the occurrence of MN, which quantify the
extent of genetic damage. In this chapter we aimed to review briefly the link
between the frequencies of MN arising from clastogenic and aneugenic effects
and polymorphisms of genes implicated DNA repair, chromosome segregation,
xenobiotic metabolism (activation/detoxification), and folate metabolism.

9.2 MN Derived from Clastogenic Effects and

Genetic Polymorphisms

MN that harbour acentric chromosome/chromatid fragments are induced
mainly by clastogens and result from double-strand DNA breaks (DSBs)
induced either directly or indirectly by the conversion of single-strand DNA
breaks (SSBs) into DSBs after cell replication. Therefore, genetic polymorph-
isms leading to misrepair of SSBs and DSBs may influence MN frequencies.9

Base excision repair (BER) and double strand break repair (DSBR) are the
main DNA repair pathways involved in the repair of SSBs and DSBs,
respectively (Figure 9.1). Two examples of polymorphic genes that have been
extensively studied in association with MN frequencies are XRCC1 and
XRCC3, which are involved in the repair of oxidized bases, SSBs and DSBs,
respectively.10 Moreover, despite some controversial results, genetic variants in
these genes have been associated with cancer risk.10

XRCC1 plays an essential role in the repair of SSB and damaged bases
through BER, via its ability to act as a scaffold upon which other proteins of
the repair pathway can bind.11 Three common polymorphisms in XRCC1,
Arg194Trp (XRCC1194), Arg280His (XRCC1280) and Arg399Gln (XRCC1399),
have the potential to alter the ability of XRCC1 to interact with some of its
BER partners.12 This may result in a decreased protein affinity or decreased
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binding to damaged DNA and ineffective DNA repair and can, therefore,
influence genotoxic responses to clastogenic compounds, leading to the for-
mation of MN (Figure 9.1). Several biomonitoring studies focusing on occu-
pation/environmental exposure have demonstrated a significant influence of
XRCC1 polymorphisms on MNBN (MN in binucleated cells) induction and
demonstrated that subjects occupationally or environmentally exposed and
with XRCC1 variant genotypes showed higher MN frequencies.13–16 Mateuca
et al.10 observed, in a pooled analysis, elevated MN levels in smokers co-
exposed to occupational genotoxins and carrying the heterozygous XRCC1399

genotype, when compared to their non-smoking counterparts. Dhillon et al.17

reviewed the evidence from human population studies linking genotype and
MN frequency in PBLs, taking into consideration interactions with nutrient
status and/or exposure to genotoxins. Many of the included studies reported an

DSB SSB

Clastogens

Base Excision

Repair (BER): XRCC1
Double Strand Break Repair

Repair (DSBR): XRCC3

If genetic polymorphisms leading to altered protein function:

notrepaired or misrepaired 

MN formation

Metabolic activation – detoxification

If genetic polymorphisms lead to altered protein function:

active clastogenic compound

CYP1A1 GSTM1, GSTT1

Figure 9.1 Model of how genetic polymorphisms in genes involved in xenobiotic
metabolism and DNA repair can lead to MN containing chromatid/
chromosome fragments after exposure to clastogens. The genes mentioned
are examples discussed in the text.
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interaction between MN frequencies and certain genetic polymorphisms in
DNA repair genes. However, this evidence was only strong enough for poly-
morphisms in XRCC1 (Arg280His), which appeared to be consistently asso-
ciated with the MN formation. A study by Cheng et al.18 evaluating DNA
repair capacity and chromosomal damage measured as MN in coke-oven
workers demonstrated that an association between DNA repair capacity and
MN frequencies varied with respect to the genotype of XRCC1399 poly-
morphism. This suggests that the variant genotype may be related to an
impaired DNA repair capacity and thus may lead to increased MN frequencies
that arise by chromosomal damage.
XRCC3 encodes a member of the RAD51-like proteins that participates in

the homologous recombination (HR) repair of DSBs,19 induced either directly
or indirectly following replication of closely spaced SSBs.20 The most thor-
oughly investigated polymorphism in XRCC3 is Thr241Met (XRCC241).
Although the actual functional effect of this polymorphism is unknown, it has
been reported that carriers of the variant XRCC3 allele have high levels of
DNA adducts in lymphocyte DNA, indicating that the polymorphism is
associated with low DNA repair capacity.21 Moreover, the variant XRCC3
allele has been reported to be functionally deficient in the repair of chromosome
aberrations induced by X-rays but not ultraviolet (UV) light, indicating that the
variant genotype is defective in homologous recombination but not in
nucleotide excision repair.22 As for XRCC1, the influence of XRCC3 poly-
morphism on MN frequencies has been evaluated and demonstrated in several
studies; the results show that individuals carrying an XRCC3 Met241 allele had
higher MN levels when compared with homozygous XRCC3 Thr241.23–25 It
was also demonstrated that newborns carrying the variant XRCC3241 genotype
might be at higher risk for the induction of MN, when exposed to oxidative
stress.26

Elevated frequencies of mononucleated cells bearing MN (MNMONO) have
been observed in carriers of XRCC3241 variant genotypes in occupationally
exposed populations.13,27 Given that MNMONO provide an estimate of the
genomic instability accumulated in vivo before the start of the cell culture,28

modulation of MNMONO levels by genetic polymorphisms reflects an in vivo
exposure–genotype interaction. Unfortunately, most biomonitoring studies
that address genotype–MN correlations restrict the MN scoring to binucleated
cells (MNBN), and therefore data concerning the interplay among exposure,
genotypes and MNMMONO induction is generally missing.
A major advantage of the cytokinesis-block micronucleus (CBMN) assay lies

in its ability to distinguish between clastogenic and aneugenic effects when
combined with fluorescence in situ hybridization using a pancentromeric DNA
probe. This methodology discriminates between negatively labelled MN con-
taining acentric chromosome fragments (centromere-negative MN, C–MN)
and positively labelled MN (centromere-positive MN, CþMN) containing
whole chromosomes.29 Combination of the approach with genotype analysis in
DNA repair genes would improve the sensitivity of human biomonitoring in
individuals occupationally or environmentally exposed. Only few studies have
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applied this combined approach. Cho et al.30 demonstrated elevated C–MN
frequencies in industrial radiographers carrying the variant XRCC3241 geno-
type. Iarmarcovai et al.31 evaluated the involvement of XRCC1199 and
XRCC3241 polymorphisms on the centromere content of MN in welders, but
did not find a significant different in CþMN or C–MN between the different
genotypes.
For many studied polymorphisms,17 often only a slight increase or margin-

ally significant association of MN with SNPs is found in relation to occupa-
tional exposure and/or disease, owing to insufficient power to draw reliable
conclusions. If the frequency of a variant allele in the general population is too
low, there is always a greater need to increase the size of the study groups. An
appropriate tool to summarize information from individual studies is pooled
analysis, which increases the statistical power. Mateuca et al.10 performed such
a pooled analysis of five biomonitoring studies to investigated the influence of
hOGG1326, XRCC1399 and XRCC3241 gene polymorphisms on MN frequencies
in human PBL, as measured by the CBMN assay. The findings indicated that
single DNA repair gene polymorphisms are not likely to have a major impact
on MN frequencies, but that the complex interplay between hOGG1326,
XRCC1399 and XRCC3241 genotypes and environmental factors modulates MN
levels.10

9.3 MN derived from Aneugenic Effects and

Genetic Polymorphisms

The association between MN derived from acentric chromosome/chromatid
fragments and genetic polymorphisms in the DNA repair pathway has been
extensively studied, and individual susceptibility to DNA damaging agents that
cause structural chromosome aberrations has been linked to polymorphic
variants of DNA repair genes. Similarly, the presence of MN harbouring whole
chromosomes is likely to be influenced by genetic polymorphisms that control
the maintenance of the correct centrosome number, the reactivity of aneugens,
topoisomerases and cyclins, or the activity of cell cycle check points. However,
very little information is available on the link between MN arising from
chromosome loss, leading to aneuploidy, and genetic polymorphisms of genes
involved in processes that ensure correct chromosome segregation, such as
mitotic checkpoint, proper mitotic spindle function, centrosome function, all
mechanisms that can give rise to MN.9 Aneuploidy is the most common
characteristic of human solid tumours and occurs early during tumorigenesis.
Given that aberrant mitosis is a critical step in cancer development, and given
the ubiquity of aneuploidy in human cancers,32–34 it is reasonable to propose a
hypothesis that links genes participating in chromosomal segregation with
tumorigenesis. However, there is very little evidence linking common cancers
and polymorphic genes involved in accurate chromosome segregation. More-
over, the association between these polymorphisms and the induction of MN
has not yet been evaluated. Only recently have scientists investigated the
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association between genetic polymorphisms and cancer susceptibilty. Lo et al.35

identified two SNPs in Aurora-A that were significantly associated with breast
cancer risk. Aurora-A is a mitotic kinase-encoding gene of the serine/threonine
kinase family. It is involved in the regulation of centrosomal duplication, which
is considered to be a critical regulatory component of chromosomal segrega-
tion. Later, the same group found other SNPs in genes involved in the mitotic
checkpoint to be associated with breast cancer risk: in TTK and PTTG1.36

Olson et al.37 performed the first epidemiological study that addressed the
association between SNPs in genes related to the structure and function of
chromosomes and breast cancer risk. Several genes were found to be associated
with the risk of breast cancer. Additional functional analysis of these genes is
necessary to explore the mechanisms by which they affect cancer risk.
As far as the genetic polymorphisms and MN arising from chromosome loss

are concerned, some studies have addressed the possibility of an additional
contribution of XRCC3241 variants to the induction of MN arising from
chromosome loss via malsegregation events. The variant XRCC3241 protein has
been associated with an increase in endoreduplication,38 an increase in cen-
trosome number,39 and with higher levels of binucleated/multinucleated cells,39

suggesting a possible involvement of this variant in chromosome loss, detect-
able as MN, and centrosome aberrations. Moreover, individual susceptibility
to DNA damaging agents that induce structural chromosome aberrations, and
thus MN resulting from clastogenic events, have been linked to polymorphic
variants of DNA repair genes. Similar susceptibility variants have been
reported only rarely for environmental/occupational agents that induce aneu-
ploidy, such as spindle inhibitors.40 Figure 9.2 presents a hypothetical model of
how genetic polymorphisms in genes involved in accurate chromosome segre-
gation can lead to the formation of MN.

9.4 MN and Genetic Polymorphisms in Metabolic

Activation, Detoxification of Genotoxicants and

Folate Metabolism

Additional genetic polymorphisms (or mutations) that can influence MN fre-
quencies are those in genes responsible for the metabolic activation and
detoxification of clastogens, and in folate metabolism.

9.4.1 Metabolic Activation and Detoxification of Genotoxicants

The polymorphic P450 (CYP) enzyme superfamily is the most important sys-
tem involved in the biotransformation of many endogenous and exogenous
substances including drugs, toxins and carcinogens. Genes coding for CYP1A1,
CYP1A2, CYP1B1 and CYP2E1 are among those responsible for the bio-
transformation of chemicals, especially for the metabolic activation of pre-
carcinogens to genotoxic intermediates. There is evidence of association
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between polymorphisms in these genes and cancer susceptibility.41 The influ-
ence of genetic polymorphisms in these genes on MN frequencies has been
studied in association with various environmental/occupational exposures.42 In
particular, polymorphisms in CYP2E1 (c1/c2) showed a strong association with
MN induction.17

As far as detoxificartion of genotoxicants is concerned, human glutathione
S-transferases (GSTs) belong to a multi-gene family of four different classes of
detoxification isozymes (a, m, p and y), which are involved in detoxification of
xenobiotics by conjugating a wide range of different chemicals with reduced
glutathione (GSH).43 GSTM1, T1 and A1 are known to be polymorphic. The
so-called ‘‘null’’ GSTM1 and GSTT1 genotypes have demonstrated well-
established functional relevance, i.e. reduced enzyme activity, which in turn
seems to denote impaired ability to detoxify carcinogens, a state possibly
conferring increased cancer risk.44 In general, genetic polymorphisms leading

Aneugens

Metabolic activation – detoxification

Centrosomes

(Aurora-A)

Chromosome

cohesion

Centromeres

Kinetochores

Microtubules
Chromatin - associated

proteins

Mitotic checkpoint

(TTK and PTTG1) 

If genetic polymorphisms lead to altered protein function:

Incorrect chromosome segregation (chromosome loss) 

MN formation

XRCC3

If genetic polymorphisms lead to altered protein function:

active aneugenic compound

CYP1A1 GSTM1, GSTT1

Figure 9.2 Model of how genetic polymorphisms in genes involved in xenobiotic
metabolism and accurate chromosome segregation can lead to the for-
mation of MN arising by chromosome loss after exposure to aneugens.
The genes mentioned are examples discussed in the text.
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to a decreased GST activity have been reported to increase cancer risk,
although a protective effect of these polymorphisms for different kinds of
cancer has also been described.45Some studies on GSTM1 found higher MN
frequencies in positive individuals compared to their null counterparts, while
others found the opposite effect and within exposed individuals, controls, or the
total population. In a number of studies GSTT1-null subjects had higher MN
frequencies than their positive counterparts, while in other studies higher MN
frequencies were reported for GSTT1-positive individuals.17,42 A pooled ana-
lysis by Kirsch-Volders et al.46 of data from seven laboratories performing
biomonitoring studies using the CBMN assay revealed that GSTT1 genotype
influenced MN frequencies in an age-dependent way. Lower MN frequencies
were found in GSTT1-null subjects aged 20, and higher MN frequencies in
GSTT1-null subjects aged 60, when compared with GSTT1-positive genotypes.
As far as aneugenicity is concerned, few data are available. Kim et al.47

demonstrated that specific genotypes of CYP and GST were associated with
increased frequencies of aneuploidy in benzene-exposed individuals, suggesting
that specific combinations of polymorphic genes might confer a predisposition
to aneuploidy.
In general one can expect that individuals with variant genotypes in meta-

bolic activation genes, leading to an increased activity of the proteins and thus
activation of genotoxicants, are at higher risk of cancer and of MN induction.
For individuals carrying variant genotypes in detoxifying enzymes, on the other
hand, a decreased activity of the proteins would be associated with an increased
risk of cancer and MN induction. However, controversial data can often be
found, and this can be explained partly by the overlapping substrate specifi-
cities of different iso-enzymes. Moreover, it should be emphasized that several
pathways often act together in the metabolism of mutagens. Furthermore, the
induction of enzyme activities in various tissues may not be identical, sug-
gesting that caution is required in reaching conclusions.

9.4.2 Folate Metabolism

Folate deficiency causes chromosome breaks and chromosome loss, and MN
formation, via: (i) excessive uracil incorporation into DNA due to insufficient
methylation of deoxyuridine monophosphate to thymidine-5-monophosphate
and (ii) hypomethylation of cytosine due to inadequate methionine and
S-adenosyl methionine synthesis.48 Many studies have shown an association
between folate deficiency and increased DNA damage or MN formation. Two
key enzymes in folate metabolism are 5,10-methylenetetrahydrofolate reduc-
tase (MTHFR) and methionine synthase (MS).48 Considering the importance
of folate metabolism for the maintenance of genome stability, several epide-
miological studies have been undertaken to assess the association between
genetic polymorphisms in folate-related genes and cancer risk. The variant
MTHFR222 and MS919 alleles have been associated with an increased risk of
various cancers, although a lack of association with cancer risk or a decreased
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cancer risk have also been described. Many SNPs have been reported in these
genes that are capable of influencing MN frequencies.48 Dhillon et al.49

reported that individuals from a South Australian cohort who carried at least
one copy of the rarer G allele for MTR (A2756G), or were homozygous for the
more common G allele for RFC (G80A), had lower MN frequency compared
with those with the alternative genotypes for each SNP respectively. Genotype
combination analyses showed that MN frequencies were highest in those with
the combinedMTR (2756) AA and RFC (80) GA or AA genotype and lowest in
those with the combined MTR (2756) AG or GG and RFC (80) GG genotypes.
Polymorphisms in the reduced folate carrier gene (RFC; G80A) were sig-
nificantly associated with the higher MN in Australians.17 Similarly, MN fre-
quency is increased in ‘A’ allele carriers of the MTR gene (A2756G)
polymorphism in non-smokers and smokers in Australian and Japanese
populations, respectively.17 There are two functional polymorphisms in the
MTHFR gene (C677T and A1298C). The TT genotype in the C677T MTHFR
polymorphism is significantly associated with the higher MN in coronary artery
disease patients.17 In addition, some studies on MTHFR677 found higher MN
frequencies in individuals carrying the TT variant as compared with the CC or
CT genotypes, or the CC genotype alone.42 However to suggest definitive
associations more studies are needed.17,42

9.5 Conclusion and Future Perspectives

It is clear that MN induction can be affected by genetic polymorphisms in
various genes involved in DNA repair pathways, xenobiotic metabolism and
folate metabolism and this is most often the case for MN induced by clasto-
genic compounds. The association between genetic polymorphisms of genes
playing a role in the different mechanisms of correct chromosome segregation,
however, is poorly known, and the link with MN formation has not yet been
evaluated. Future studies are required to increase understanding of MN for-
mation driven by genetic polymorphisms, especially for aneuploidy-related
genetic polymorphisms. Therefore studies should also include additional end-
points, such as MN-FISH (micronucleus assay combined with fluorescence in
situ hydridisation) with pancentromeric probes, nucleoplasmic bridges and
nuclear buds. In addition, large-scale studies including age, gender and lifestyle
factors should be considered in future studies. Moreover, the combination of
genetic variants is an important issue, and therefore an understanding of gene–
gene interactions is required.
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bined analysis of XRCC1, XRCC3, GSTM1 and GSTT1 polymorphisms
and centromere content of micronuclei in welders, Mutagenesis, 2006, 2,
159–165.

32. E. L. Goode, C. M. Ulrich and J. D. Potter, Polymorphisms in DNA repair
genes and associations with cancer risk, Cancer Epidemiol. Biomarkers
Prev., 2002, 11, 1513–1530.

33. S. Sen, Aneuploidy and cancer, Curr. Opin. Oncol., 2000, 12, 82–88.
34. V. M. Draviam, S. Xie and P. K. Sorger, Chromosome segregation and

genomic stability, Curr. Opin. Genet. Dev., 2004, 14, 120–125.
35. Y. L. Lo, J. C. Yu, S. T. Chen, H. C. Yang, C. S. Fann, Y. C. Mau and C.

Y. Shen, Breast cancer risk associated with genotypic polymorphism of the
mitosis-regulating gene Aurora-A/STK15/BTAK, Int. J. Cancer, 2005,
115, 276–283.

36. Y. L. Lo, J. C. Yu, S. T. Chen, G. C. Hsu, Y. C. Mau, S. L. Yang, P. E. Wu
and C. Y. Shen, Breast cancer risk associated with genotypic polymorph-
ism of the mitotic checkpoint genes: a multigenic study on cancer sus-
ceptibility, Carcinogenesis, 2007, 28, 1079–1086.

37. J. E. Olson, X. Wang, V. S. Pankratz, Z. S. Fredericksen, C. M. Vachon, R.
A. Vierkant, J. R. Cerhan and F. J. Couch, Centrosome-related genes,

140 Chapter 9



genetic variation, and risk of breast cancer, Breast Cancer Res. Treat.,
2011, 125, 221–228.

38. T. Yoshihara, M. Ishida, A. Kinomura, M. Katsura, T. Tsuruga, S.
Tashiro, T. Asahara and K. Miyagawa, XRCC3 deficiency results in a
defect in recombination and increased endoreduplication in human cells,
EMBO J., 2004, 23, 670–680.

39. A. R. Lindh, S. Rafii, N. Schultz, A. Cox and T. Helleday, Mitotic defects
in XRCC3 variants T241M and D213N and their relation to cancer sus-
ceptibility, Hum. Mol. Genet., 2006, 15, 1217–1224.

40. D. Cimini and F. Degrassi, Aneuploidy: a matter of bad connections,
Trends Cell Biol., 2005, 15, 442–451.

41. N. Bozina, V. Bradamante and M. Lovrić, Genetic polymorphism of
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CHAPTER 10

Biomarkers of Effects on
Hormone Functions
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10.1 Introduction

Endocrine-disrupting chemicals (EDCs) are compounds that either mimic or
block endogenous hormones and can disrupt the normal function of the
body. The European Commission has defined an EDC as ‘‘an exogenous
substance or mixture, that alters the function(s) of the endocrine system,
and consequently causes adverse health effects in an intact organism or its
progeny or (sub)-population’’. Growing evidence shows that EDCs may
also modulate the activity and/or expression of steroidogenic enzymes. These
are expressed not only in the adrenal glands and gonads, but also in many
tissues that have the ability to convert circulating precursors into active
hormones.
Many EDCs are known to act as agonist/antagonists of estrogen (ER),

androgen (AR) and aryl hydrocarbon (AhR) receptors, to interfere with
thyroid hormone (TH) function and to inhibit the aromatase enzyme that
converts testosterone to estradiol (E2; reviewed in ref. 1). This is of particular
concern for the developing organism, because it is highly sensitive to hormonal
changes and EDC exposure, which can result in changes that are permanent.2
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The broad categories of human health effects that may be linked to exposure to
environmental contaminants include: cancer, birth defects, decreased fertility,
altered sex hormone balance, immune system defects, neurological effects such
as reduced IQ and behavioral abnormalities, altered metabolism, and specific
organ dysfunctions.3

The EDCs may occur naturally, for example phytoestrogens, or may be
industrial chemicals such as bisphenol A (BPA) and other phenols and plasti-
cizers such as the phthalates and adipates commonly used in the plastic
industry. The EDCs also include the persistent organic pollutants (POPs) such
as polychlorinated biphenyls (PCBs), polychlorinated dibenzo-p-dioxins/furans
(PCDDs/PCDFs), organochlorine pesticides (OCPs), brominated flame retar-
dents (BFRs) and perfluorinated compounds.
We are exposed concurrently to a complex mixture of chemicals from various

sources and the toxicological assessment of EDCs in human is complicated.
Toxicological studies have shown that individual POPs have very different
biological effects and potentials; many of the bioaccumulated POPs are
estrogenic while others are antiestrogenic and antiandrogenic and some have
dioxin-like potentials.3–9 As a result of these different and often opposed bio-
logical effects and potentials of the POPs, it is very difficult, if not impossible, to
predict a given biological effect of the very complex mixtures of POPs that
actually exist in the human body. Furthermore, additive enhancement of
hormone actions has been reported in vitro for xenoestrogen mixtures10,11 and
recently in vivo for antiandrogens.12 Therefore, the assessment of the integrated
biological effect of the actual chemical mixture in human blood is important
and cell systems have been introduced recently to enable the assessment ex vivo
of the integrated effect of xenobiotic compounds in human adipose tissue13–15

or in human serum.16–20

Biomonitoring is the assessment of internal doses of EDCs and has been used
for decades to provide information about exposures to chemicals, giving
information about a person’s ‘‘body burden’’ of EDCs.
Human biomonitoring (HBM) exploits the development and characteriza-

tion of biomarkers, i.e., ‘‘cellular, biochemical or molecular alterations that
are measurable in biological media such as human tissues, cells, or fluids’’, to
measure direct and indirect human exposure to EDCs. In fact, biomonitoring
can integrate environmental exposure, effects, individual sensitivity and
health risks, making it a useful instrument for risk assessment. In particular,
biomonitoring can identify trends and changes in current exposure patterns
as well as establishing the distribution of exposure among the general
population, identifying sub-groups and/or populations with higher exposure
levels.
In this chapter, we will give an overview of our in vitro work performed on

single EDCs and their mixtures in five key bioassays for effects on ER, AR, and
AhR transactivation, TH action and aromatase activity. Furthermore, ex vivo
results for the integrated potential of extracted serum POPs to affect the
function of ER and AR, as well as AhR-mediated dioxin-like transactivity, as
biomarkers for effects will be reviewed.
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10.2 Methods

10.2.1 In vitro

10.2.1.1 Transactivation Assays

The transactivation assays are based on genetically modified cell lines in which
specific receptor responsive DNA elements are linked to a firefly luciferase
reporter gene that transcribes to the easily measurable luciferase protein (see
Figure 10.1). Basically, these transactivation assays measure receptor-induced
gene expression, which gives information about the expected biological response
to chemicals in humans. For example, measurement of elevated or reduced
gene expression indicates whether specific chemicals would exert agonistic or
antagonistic effects on the receptor function. Several transactivation assays have
been utilizedwith respect to endocrine disruption of estrogen, androgen, and aryl
hydrocarbon receptors: the ER transactivation assay, AR transactivation
assay and AhR transactivation assay for detection of dioxin-like com-
pounds. These assays have been used to study receptor-mediated transactivities

Light

+ substrate

DNA Response element Luciferase gene

Cytoplasm

Nucleus

mRNA

Luciferase

Natural ligand/ EDC 

Receptor

Figure 10.1 The principle of the transactivation assays. When a compound eliciting
estrogenic/androgenic/dioxin-like transactivity interacts with the receptor,
the ligand–receptor complex will be activated and translocate to the nucleus.
Subsequently, the ligand–receptor complex will bind to specific response
elementsof theDNA, thusactivating luciferasegene expression.The resulting
mRNA translates into luciferase enzyme, which catalyzes a bioluminescent
reaction, using luciferin as a substrate. The amount of light is proportional
to the estrogenic/androgenic dioxin-like transactivity of the compounds.
The luciferase data are given as relative light units (RLU), and subsequently
this is corrected to the protein concentration of the exposed cells.
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of individual chemicals and mixtures4,5,8,21,22 as well as for epidemiological
purposes.16–18,23,24

ER transactivation assay: The ability of the xenobiotics to affect ER function
was assessed using the ER transactivation assay. For this assay the MVLN cell
line, derived from the human breast carcinoma MCF-7 cell line, was used.
MVLN cells express both ER subtypes, ERa and ERb, and furthermore they
are stably transfected with an ERE-luciferase reporter vector.16,21 The
samples were tested alone or by co-treatment with the high affinity ligand E2 to
assess the direct interference with the receptor (agonism) or the competition
(antagonism) with the natural hormone, respectively.

AR transactivation assay: The ability of the xenobiotics to affect AR function
was assessed by the AR transactivation assay. This assay uses the Chinese
hamster ovary cell line CHO-K1 transiently co-transfected with a MMTV-
luciferase reporter vector and the AR expression plasmid pSVAR0.17 The
effects of the xenobiotics were determined alone or in the presence of the
synthetic AR agonist R1881 to assess antagonistic transactivities.

AhR transactivation assay: The effects of xenobiotics on the transactivation of
the AhR were analyzed in the mouse hepatoma Hepa1.12cR cell line, stably
transfected with the PAH/HAH-inducible luciferase expression vector
containing dioxin responsive elements, and induction of luciferase occurs in a
time-, dose- and AhR-dependent manner.18 The samples were tested alone or in
co-treatment with TCDD.

10.2.1.2 T-screen

The interference of xenobiotics with the action of TH was studied using the T-
screen assay, which is based on the TH-dependent cell growth of a rat pituitary
tumor cell line, GH3. The GH3 cells express both endogenous TRs and ERs
and can synthesize and secrete prolactin and growth hormone, in response to
estrogen and TH, respectively. GH3 cells respond to physiological levels of
triiodothyronine (T3), resulting in increased GH production and cell pro-
liferation25 and have been used for in vitro detection of agonistic and antag-
onistic properties of compounds at the level of the TR.26,27 The T-screen was
carried out using rat essentially as described previously.27 To assess the ago-
nistic and antagonistic effects the xenobiotics were tested in the absence or
presence of T3.

10.2.1.3 Aromatase assay

Aromatase cytochrome P450 is the key enzyme in the biosynthesis of estrogens
from cholesterol, because it catalyzes the final, rate-limiting step in which
androgens are converted to estrogens. The conversion proceeds via three suc-
cessive oxidation steps, and this is utilized in the aromatase assay measuring the
release of tritium-labeled water (Figure 10.2).
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The effects on aromatase enzyme activity were assessed using the human
choriocarcinoma JEG-3 cell line, derived from malignant placental tissues.
JEG-3 cells endogenously express aromatase activity at detectable levels. The
catalytic aromatase activity was determined by the release of tritium as
described previously,28 with minor modifications. The aromatase activity was
determined after 18 hours of cell growth followed by 2 hours of co-exposure to
0.2 mCi [3H]-4-androstene-3,17-dione (4-AD) and 10 nM unlabeled 4-AD and
test compounds. The final results were normalized to cell protein content.22

10.2.1.4 Principle and Practice in Mixture Analyses

Humans are exposed to a complex mixture of chemicals. Therefore, assessment
of the combined effect of mixtures is very important. A method based on the
principle of concentration addition (CA) has been shown to be a valid tool for
assessing mixture effects of similarly and dissimilarly acting EDCs in vitro.7,10,29

The CA model assumes that one chemical can be replaced totally or partly by
another in the mixture, without changing the overall combined effect, and that
they act through a similar mechanism.30 By applying the principle of con-
centration addition, the concentration of the compounds in a mixture, at an
observed mixture effect, can be predicted using the concentration–response
data for each compound alone.8,31 Knowledge of the ratio of the compounds in
the mixture is a prerequisite for using this method.

10.2.2 Ex Vivo

To obtain the serum fraction containing the actual mixture of bio-accumulated
lipophilic POPs for determination of ER and AR transactivity measurement, a
solid phase extraction (SPE) and high performance liquid chromatography
(HPLC) fractionation was performed on 3.6 ml serum19 (Figure 10.3). The first
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Figure 10.2 Conversion of androstenedione to estrone by the aromatase enzyme.
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fraction (F1: 0.00–5.30 min.) was defined to include most lipophilic POPs and
was free of endogenous hormones.19

The extraction of the serum samples to obtain the fraction containing lipo-
philic POPs for AhR transactivity measurements was performed at a certified
laboratory, Le Centre de Toxicologie, Sainte Foy, Quebec, Canada.32

The serum extracts were stored at –801C and on the day of analysis the
extracts were thawed, processed and analyzed as described for the ER, AR and
AhR transactivation assays.16–18

10.3 Results

10.3.1 In vitro

In the following we will summarize the relative endocrine disrupting (ED)
potencies of a range of EDCs that were analyzed in five key in vitro bioassays
for ED effects including ER, AR, and AhR transactivation, TH action and
aromatase activity.

10.3.1.1 PCBs

Research suggests that mechanisms of PCB toxicity are multifactorial, and they
appear to involve both AhR and other hormone receptor mechanisms.

Sample

Mixture of
endogenous
hormones and
POPs

POPsEstradiol

Separation of
endogenous hormones
from POPs

Figure 10.3 The principle of high performance liquid chromatography (HPLC)
fractionation. The serum sample, illustrated here by a mixture of a
hormones and POPs, is loaded on the HPLC column. Interactions
between the column filling and different compounds in the sample are not
equally strong, resulting in some compounds moving faster than others.
The fastest moving compounds, such as the POPs, will elute early and
can be collected by a fraction collector, before any of the endogenous
hormones are eluted.
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The most frequently detected di-ortho and higher substituted PCBs in
humans are CB138, CB153, and CB180,33 which have been shown to contribute
about 50–80% of the total PCB body burden in for example the Swedish
general population.34 These three PCBs, individually and in a mixture, as well
as other non- and di-ortho substituted PCBs, were shown in vitro to interfere
with cell proliferation as well as the function of the ER and AR.4,19,35 Similarly,
some hydroxylated PCBs (OH-PCBs), major metabolites of PCBs, exert low
estrogenic and/or antiestrogenic effects.20,36

Non- or mono-ortho PCBs are ligands to the AhR, whereas ortho-substituted
PCBs are either very weak ligands or do not bind to the AhR.37 However, the
higher chlorinated PCBs have the potential to inhibit the function of the AhR.38

The OH-PCBs have a high degree of structural resemblance to THs and the
three OH-PCBs (OH-CB 121, OH-CB 69, OH-CB 106) were shown to be TH-
like by stimulating the proliferation of GH3 cells in the T-screen assay.27 These
OH-PCBs were reported previously to bind to the TR and TH transport pro-
tein TTR.39

10.3.1.2 Pesticides

Pesticides comprise a large number of different substances with dissimilar
structures and diverse toxicity. Several pesticides exert ED activities through
interaction with e.g. the hormone receptors. The OCP o,p0-DDT possess
estrogenic activities and its metabolite p,p0-DDE has antiandrogenic activ-
ities,40 whereas toxaphene is reported to be antiestrogenic.5 Andersen et al.6

have reported that several currently used pesticides, such as dieldrin, endo-
sulfan, methiocarb, fenarimol, chlorpyrifos, deltamethrin, and tolclofos-
methyl, possess estrogenic activity on the basis of the cell proliferation assay
and ER transactivation assay using MCF-7 human breast cancer cells. In the
same study, dieldrin, endosulfan, methiocarb, prochloraz and fenarimol pos-
sessed antiandrogenic activity on the basis of the AR transactivation assay
using CHO-K1 cells. Furthermore, fenarimol and prochloraz were potent
aromatase inhibitors while endosulfan was a weak inhibitor.6 In a subsequent
study, prochloraz, iprodion and chlorpyrifos were shown to exert dioxin-like
AhR agonistic effects.9 In the T-screen assay, chlorpyrifos weakly stimulated
the proliferation of GH3 cells, whereas prochloraz and iprodion inhibited the
T3-induced proliferation.27

Our results show the diversity of the endocrine effects and the potential of
pesticides to affect several endocrine and cellular pathways.

10.3.1.3 Phthalates and Phenols

As part of the EU-sponsored research project ENDOMET, the potential of
several plasticizers widely used in industry and present in the environment were
assessed in vitro for effects on the following receptors, ER, AR, AhR, and on
T3-dependent growth of rat pituitary GH3 cells. The plasticizers investigated
were: BPA and bisphenol-A dimethacrylate (BPA-DM), alkyl phenols
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[n-octyl (OP), n-nonyl (nNP), tert-octyl (tOP)], bis-ethylhexyladipate (DEHA),
phthalates [dibutyl (DBP), bis-ethylhexyl (DEHP), di-isononyl (DINP),
di-isodecyl (DIDP), dioctyl (DOP), benzylbutyl (BBP)] and 2-phenylphenol
(2-PP), 4-chloro-3-methyl phenol (CMP), resorcinol and 2,4-dichlorophenol
(2,4-DCP). The combined effect of an equipotent mixture of BPA, nNP, BBP,
CMP, resorcinol and tOP was also assessed in these assays.
The BPA, BPA-DM, tOP, OP, nNP, BBP and DBP elicited ER-mediated

luciferase activity as determined by the ER transactivation assay.22,31 Using the
concentration-addition model, the observed effect concentrations of the mix-
ture were equal to the predicted concentrations, suggesting additivity.
None of the tested plasticizers showed agonistic activities in the AR trans-

activation assay, whereas, in the presence of the synthetic androgen R1881,
several compounds elicited AR antagonistic effects (BPA, BPA-DM, nNP,
CMP, Res, tOP, 2-PP, DCP and BBP).8 The observed mixture effects antag-
onized the R1881-induced AR response. The predicted effect concentration was
equal to the observed effect, again suggesting additivity.
The plasticizers nNP, DBP, DEHP and DIDP elicited weak agonistic AhR

transactivity, whereas BPA and CMP inhibited the TCDD-induced AhR
transactivity.8 The mixture composed of six compounds, of which only nNP
had a weak agonistic AhR potential, weakly induced the AhR transactivity
when compared with the individual compounds. This suggests that the non-
AhR active compounds can act together with a weak AhR agonist to increase
the AhR transactivity. In the presence of TCDD, the mixture inhibited the
TCDD-induced AhR transactivity in a dose-dependent manner.
Generally, the plasticizers tested elicited TH-like potential inducing GH3 cell

proliferation, except for nNP, DINP and 2-PP. The nNP inhibited T3-induced
GH3 cell growth,31 and were also reported to antagonize T3-induced luciferase
activity.41

The TH-like effects of the mixture were less than additive in the absence of
T3, indicating an antagonistic effect (interaction of compounds) in GH3 cells.
This deviation from additivity might be due to antagonizing effects of NP in the
mixture, which potentially can obscure the overall additive effect of the other
mixture components.
Of the tested compounds, BPA, nNP, OP, BBP, DEHA, CMP, DBP, DOP

and 2,4-DCP were inhibitors of aromatase activity.22,42

In summary, based on our studies,8,22,31 the plasticizers tested have the
ability to act via more than one mechanism and this might enhance the bio-
logical effect in the intact organism, because the final response is likely to be
determined by the interaction of all pathways implicated.

10.3.2 Ex Vivo

Laboratory studies on the effects of single chemicals or chemical mixtures in
cell cultures and laboratory animals cannot fully elucidate the human health
risks. Integration of epidemiological and biomarker studies on humans from
exposed populations is needed in order to obtain information about the real
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health risks resulting from exposure of the body to accumulated mixtures of
contaminants. The burden of POPs in Arctic people has been monitored since
1991, and a program for measuring the potential biological effects of these
contaminants has been established (Arctic Monitoring and Assessment
Programme, AMAP). As part of the AMAP program, the levels of 14 different
PCBs, 10 pesticides, selenium, lead and mercury were determined for different
Greenlandic districts. Furthermore, to assess the potential biological effects of
these contaminants the integrated mixture effects on the function of ER and
AR, as well as AhR mediated dioxin-like transactivity, were measured.

10.3.2.1 Biomarkers for POP and Metal Exposures

Figure 10.4 shows Greenland with geographically located columns showing the
relative total sum of POP exposure biomarkers, and within each column is
shown the relative profile of each POP group determined in human serum,
typically including 50 men and 50 women from each district.43,44

Both the sum of PCBs and the sum of OCPs are highest in the East
Greenlandic districts (EG) (Scoresbysund followed by Tasiilaq), the Thule
district in Northern Greenland (NG) and Narsaq in South Greenland (SG).
For Qeqertarsuaq (Godhavn, Disco Bay) and Nuuk (West Greenland, WG) the
sum of PCBs and the sum of OCPs are very similar. However, it should be
noted that the data for Nuuk men are atypical because they were older and had
a higher dietary intake of seabirds and, therefore, higher serum POP con-
centrations. In general the POP levels in Nuuk and Sisimiut, the two most
Westernized cities in terms of diet, are at the same level and lower than POP
levels in the other Greenlandic districts. What also should be noted is that
selenium and mercury serum concentrations were found at the highest level in
the Thule area. With respect to serum lead, the highest levels were found in
Scoresbysund.

10.3.2.2 Biomarkers for Receptor Effects

As a biomarker for effect, we determined the integrated potential of the serum
POP mixture (serum extracts) to affect the function of ER and AR, as well as
AhR-mediated dioxin-like transactivity. Currently, the serum POP-related
effects on receptor transactivities have been determined for Greenlandic Inuit in
Nuuk, Sisimiut, Tasiilaq and Qaanaaq,23,24 whereas measurement of the effect
biomarkers for Scoresbysund (EG), Godhavn (WG) and Narsaq (SG) are in
progress.

Figure 10.5 shows the serum POP-related receptor transactivities for Nuuk
(WG), Sisimiut (WG), Tasiilaq (EG) and Qaanaaq (NG). For ER transactivity
the serum POPs elicited in general an antagonistic effect (21–81% of the
samples), with antagonistic activity in the order: Tasiilaq 4 Sisimiut 4 Qaa-
naaq 4 Nuuk. Few of the serum POP extracts elicited agonistic ER
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transactivity (o6%, Qaanaaq 414%). There were observed differences both
among districts and between sexes, which in turn was district dependent.23

Preliminary data for serum POP-related ER transactivity for Scoresbysund,
Godhavn and Narsaq show a trend of higher frequency of serum samples
from East Greenland (Scorebysund) eliciting antiestrogenic activity compared
with West Greenland (Godhavn and Narsaq) (EC Bonefeld-Jørgensen;
unpublished data, 2011). The trend was similar for men and women. These
data support observations on the antiestrogenic potentials of POPs because
the highest

P
POP concentrations were found in Scorebysund and Tasiilaq.

In addition, for the AR transactivity a district-dependent difference in the
serum POP effect was observed with the following order of medians: Nuuk 4
Sisimiut 4 Qaanaaq. In general the AR transactivity was higher for men than
for women. For men from Nuuk and Sisimiut agonistic AR transactivity was

Figure 10.4 Human POP biomarkers for exposure in Greenland. The columns
illustrate the relative

P
POPs and the different POP profiles and metal

concentrations within the columns in the different Greenlandic districts
for the period 2000–2006.
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observed.23 In contrast, a higher frequency of serum extracts elicited anti-
androgenic activity for women in Nuuk, Sisimiut, and for both men and
women in Qaanaaq.23 Preliminary data for serum POP related AR transactivity
for Scoresbysund, Godhavn and Narsaq shows predominantly antiandrogenic
activity (EC Bonefeld-Jørgensen; unpubl.data, 2011), supporting the anti-
androgenic potentials of most POPs.
The POP related dioxin-like serum activities are given by TCDD tox-

icological equivalence (AhR-TEQ). The following order of AhR-TEQ medians
was observed: Tasiilaq Z Sisimiut Z Nuuk 4 Qaanaaq. The frequency of
serum extracts with agonistic AhR transactivity was 71–100% and similar
levels were found in women and men.24 Preliminary data for Scoresbysund,
Godhavn and Narsaq also show a high frequency of serum extracts with
agonistics AhR transactivity (EC Bonefeld-Jørgensen; unpublished data, 2011).
Comparing the effects of the serum POP mixtures on the three receptor

transactivities (see Figure 10.5) there is a trend towards a relationship between
higher AhR-TEQ (dioxin activity) level and lower ER transactivity, which
supports the reported antiestrogen activity of dioxins.
The study was also intended to evaluate whether the transactivity was

associated with serum POP concentrations (14 PCBs and 10 OCPs) and/or

Figure 10.5 Diagram for serum POP-related receptor transactivities in Greenlandic
Inuit. ER, estrogen receptor; AR, androgen receptor; AhR, aryl hydro-
carbon receptor; RLU/mg prt; relative light units per microgram cell
protein. From ref. 44.
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lifestyle factors. The ER serum transactivities correlated negatively with the
POPs for the combined female data, while the AR and AhR transactivity were
negatively correlated with the levels of POPs for the combined male data.
Associations between the ER, AR and AhR transactivities and lifestyle

factors such as age, intake of marine food and smoker years were observed,
indicating that comparison of different study populations requires the inclusion
of age, diet and lifestyle factors. Also, for Scoresbysund, Godhavn and Narsaq
preliminary data show correlations between ER and AhR transactivities and
POP levels as well as lifestyle factors (EC Bonefeld-Jørgensen; unpublished
data, 2011).
Using another clean-up method for serum samples it was reported recently

that high levels of PCBs in serum samples from male Slovakians were asso-
ciated with a decreased ER-mediated transactivity and increased AhR-medi-
ated transactivity.45

A few studies using a different setup for measurement of xenoestrogenic
activities in adipose tissue from Spanish women and serum samples from
pregnant Danish and Faroese women have been reported, although, in contrast
to our studies, no correlation between POPs and MCF-7 proliferation were
found.13–15,20 However, recent data showed, for non-pregnant female green-
house workers in Denmark, that the E2-induced MCF-7 proliferation response
was reduced, indicating an antiestrogenic effect of the serum extract containing
major xenoestrogens but without pharmaceutical and endogenously produced
estrogens.46

The project Inuendo, supported by the European Union, aimed to examine
whether there is a correlation between human fertility and exposure to POPs,
using the POP exposure biomarkers PCB-153 and p,p0-DDE. The project
involved population groups of fertile men from Europe (Kharkive, Ukraine;
Warsaw, Poland; fishermen of the Swedish East Coast) and various Green-
landic districts.47 A significantly higher serum concentration of the two
POP exposure markers was found for Inuit (Figure 10.6). Concerning serum
POP-related receptor effect biomarkers, we found a significantly lower
ER and AhR transactivity level and a trend towards higher AR transactivity
for Greenlandic serum samples in relation to the European samples
(Figure 10.6).16–18

The POP related serum xenoestrogenic activity of the three European
study groups did not differ.16 The highest frequency of antiandrogenic
activity was observed for Ukraine, which also had the highest level of p,p0-
DDE, a well-known AR antagonist, and a significant negative association
between the xenoandrogenic receptor transactivity and p,p0-DDE across the
combined European study groups was observed.17 A higher median AhR
transactivity level was observed for samples from Poland and Sweden
compared to Ukraine.18

Unexpectedly, a significantly lower level of DNA damage was found in
sperm DNA from Inuit compared with European samples.48 Further studies
are required to identify possible factors involved in the correlations found
between POP-related receptor effects and sperm DNA damage.49,50
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10.4 Summary, Conclusion and Perspectives

The in vitro results showed that EDCs have the ability to act via more than one
mechanism and this might enhance the biological effect in the intact organism,
because the final response is likely to be determined by the interaction of all
pathways implicated. Furthermore, the mixture analyses suggested that the
combined effect of all the compounds present in the human body must be taken
into consideration for risk assessment.
Biomonitoring studies for exposure biomarkers have shown that there are

geographical differences in the levels of bioaccumulated POP in the blood of
Europeans and Inuit from different districts. These differences are primarily
attributable to diet and lifestyle factors such as smoking, as well as higher levels
of traditional Greenlandic diet (e.g. seal, whale, polar bear, seabirds) reflected

Figure 10.6 Biomarkers for exposure and biomarkers for effects in Inuit andEuropean
males. The POP proxy markers (PCB-153 and p,p0-DDE) are given in
nanograms per gram lipid. Dioxin-like activity is given as aryl hydro-
carbon receptor–TCDD toxicological equivalents (AhR-TEQ). ER and
AR transactivities are given as relative light units per milliliter serum;
*p o0.05, Inuit vs. Europeans. From ref. 44.
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by a higher concentration of POPs in the blood of Inuit compared with Eur-
opeans and Inuit with a more westernized diet. The highest POP values were
found on the east coast of Greenland, where the inhabitants still rely primarily
on traditional Greenlandic foodstuffs.
Biomonitoring studies for receptor effects showed a general correlation

between high serum POP concentrations and inhibited ER and AhR transac-
tivity; however, for men in the two West Greenlandic cities Nuuk and Sisimiut
a trend towards increased AR transactivity was observed. An inverse trend
between dioxin-like AhR transactivity and ER transactivity supports the per-
ception that dioxins exert an antiestrogenic effect. In conclusion, the actual
cocktail of serum POPs has endocrine-disrupting potential.
In summary, the xenohormone receptor transactivities can be used as an

integrated biomarker of POP exposure and lifestyle characteristics. The data
suggest that geographical and sex differences might be caused by the variation
in POP profiles in concert with lifestyle and genetic factors.
Biomarkers for POP exposure showed that men from Greenland (Inuit) had

significantly higher serum POP levels compared with European men from
Sweden, Ukraine and Poland. Unexpectedly, in the same study groups it was
observed that Inuit had a lower level of DNA damage in sperm in relation to
the Europeans. Further studies are needed to elucidate whether there is a
relationship between the impact of serum POPs on the activity of hormone and/
or dioxin receptors and the level of sperm DNA damage. However, it is known
that selenium and n-3 unsaturated fatty acids are important factors in pro-
duction of semen.
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CHAPTER 11

Biomarkers of Exposure:
Oxidative Stress to DNA and
Lipids – Relation to Air
Pollution

STEFFEN LOFT* AND PETER MØLLER

University of Copenhagen, Department of Public Health, Section of
Environmental Health, Øster Farimagsgade 5A, Postbox 2099, DK-1014,
Copenhagen K, Denmark

11.1 Introduction: Oxidative Stress and Disease

11.1.1 Oxidative Stress

The term oxidative stress has 480 000 entries in PUBMED and it has tradi-
tionally been defined as an imbalance between the level of oxidants and the
antioxidant system in the cell.1 Reactive oxygen species (ROS) are generated
continuously as byproducts of the normal cellular energy production, by daily
activities such as exhaustive exercise or in conditions such as obesity, stress,
ischaemia/reperfusion, infection and inflammation, which also generate reac-
tive nitrogen species (RNS) (Figure 11.1). Multiple environmental exposures,
such as air pollution, radiation, many metals and multiple foreign chemicals,
through their metabolism, as well as lifestyle factors including smoking, alcohol
consumption and a poor diet, are important external sources of ROS.2 The
antioxidant system defence against ROS encompasses antioxidant enzymes,
including superoxide dismutases (SOD), catalase and gluthathione peroxidases
(GPx), as well as radical scavengers, such as glutathione (GSH), urate, vitamin C,
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vitamin E, etc., many of which are micronutrients or nutrient dependent.3

Elevated levels of oxidative stress are associated with damage to DNA, protein
and lipids as well as activation and perturbation of multiple signalling path-
ways that inflict upon the normal physiological function of the cell. These
pathways have been roughly divided into three levels related to the level of
oxidative stress: cellular defence activation, inflammatory activation, and
activation of cell death pathways.4

11.1.2 Involvement of Oxidative Stress in Disease Pathogenesis

Oxidative stress appears to be involved in the pathogenesis, complications or
both of a surprisingly wide variety of diseases, including almost all major public
health-related conditions, with a few central examples briefly described
herein.5–7 Thus, oxidative stress leads to mutagenic DNA damage, micro-
satellite instability and promotion relevant for many cancers. Oxidative stress
causes oxidation of lipids and proteins, inflammation and endothelial dys-
function which are all central in the atherosclerotic and thrombogenic processes
of vascular diseases. Even the ischaemia–reperfusion injury to the tissues in
myocardial infarction and stroke is partly related to oxidative stress. The killing
of pancreatic beta cells in diabetes is mediated by oxidative and nitrosative
stress, whereas many of the diabetic complications are mediated by oxidative
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Figure 11.1 Sources of reactive oxygen species (ROS), defence mechanisms and
effects in cells. eNOS, endothelial nitric oxide synthase; GPx, glutathione
peroxidase; GSH, glutathione; iNOS, inducible nitric oxide synthase;
SOD, superoxide dismutase.
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stress, as demonstrated by related damage to DNA, RNA, proteins and lipids,
in particular in patients with poor glycaemic control. Oxidative changes are
found in the brain tissue of the major neurodegenerative diseases such as
Alzheimer and Parkinson diseases, and this is thought to play a pathogenic
role. Many of the processes of ageing involve oxidative stress; oxidative damage
to mitochondrial DNA leads to excess mitochondrial generation of ROS in a
vicious circle, and many mitochondrial (dys)functions are related to ageing.
Similarly, oxidative stress can cause telomere shortening and apoptosis. Lastly,
reproduction is highly susceptible to oxidative stress; oxidation of sperm DNA
reduces fertility and can result in germ-line mutations, whereas fetal exposure
to oxidative stress is likely to be a wide ranging mechanism of minor and major
congenital malfunctions.
However, it should also be recognized that many relevant cell processes,

including cell growth, migration and differentiation, are regulated by fine-tuned
redox balances and that a central part of our innate immune system relies on
oxidative stress agents to kill invading microorganisms.

11.2 Biomarkers of Oxidative Stress to DNA and

Lipids

11.2.1 Matrix of Biomarkers of Oxidative Stress

Oxidation products of lipids and DNA can be considered as biomarkers of the
biologically effective dose of oxidative stress (Figure 11.2).8 The DNA in any
available cell can be assessed for oxidative damage, but surrogate cells such as
peripheral blood mononuclear cells (PBMC) are usually studied, whereas water
soluble repair products can in principle be measured in any biological fluid.
Lipid peroxidation products can be assessed in any biological fluid, in exhaled
breath or in tissues/cells. The specificity and validity of the biomarker reflects
both methodological properties and the biomarker’s ability to detect events in
biological or toxicological mechanisms. Therefore, the specificity and validity
refer to the ability of these biomarkers to assess the magnitude of oxidative
stress adequately in the relevant context.
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Figure 11.2 Biomarkers of exposure and effects of oxidative stress.
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11.2.2 Biomarkers of DNA Damage from Oxidative Stress

ROS generate a large number of oxidative modifications in DNA, including
strand breaks (SB) and base oxidations.9–12 Among such DNA damage pro-
ducts, 8-oxo-7,8-dihydro-20-deoxyguanosine (8-oxodG) is probably the most
studied oxidation product, owing to its relative ease of measurement and pre-
mutagenic potential.13,14 Biomarkers of oxidative damage to DNA encompass
methods that measure breaks in the DNA strand and base oxidation products.
Although exposure to oxidizing agents generates SB, the assessment of SB in

tissues and PBMC is usually carried out by methods that measure overall
genotoxicity rather than SB. The single cell electrophoresis (comet) assay has
become a very popular and sensitive assay for the detection of SB in PBMC of
humans exposed to different occupational and environmental agents, but it is
not a specific endpoint of oxidatively damaged DNA.15 The comet assay pro-
vides a more reliable measurement of oxidative stress by quantitative assess-
ment of the excess SB induced by enzymatic digestion of DNA with
endonuclease III (ENDOIII) or formamidopyrimidine DNA glycosylase (FPG)
from Escherichia coli that mainly detects ring-opened purine and pyrimidine
lesions, respectively. In theory, even higher specificity of the detected lesion
should be achieved if human oxoguanine glycosylase (hOGG1) is used for
DNA incision, although this has not been validated systematically. A European
multicentre validation exercise has recently demonstrated that variation in the
comet assay scoring can be reduced by using calibration curves based on
ionizing radiation, which also allows translation of any score into lesions per
cell or, for example, base pair.16,17 The comet assay shows limited problems
related to spurious oxidation with proper sample handling and storage of cells
in medium.18,19

The DNA base oxidation products in cells, tissues and urine can be measured
by chromatographic methods with electrochemical or mass spectrometry based
detection. The latter allows highly specific determination of multiple lesions,
particularly by the use of heavy isotope labelled internal standards.11,20,21 In
cells and tissues the chromatographic techniques require extraction of DNA
before hydrolysis, usually by enzymatic digestion to nucleoside level, whereas
gas chromatography requires both acid hydrolysis and derivatization. The
major problem found in measuring oxidized bases in DNA is the occurrence of
spurious oxidation during these sample preparation steps.18 DNA extraction is
a critical issue and derivatization is particularly problematic, as described by
the European Standards Committee on Oxidative DNA Damage (ESCODD),
which also concluded that the true levels of 8-oxodG in cellular DNA are
between 0.5 and 5 lesions per 106 dG.18,19

The urinary excretion of products of damaged nucleotides from cellular
pools or DNAmay also be important. In a steady state, the urinary excretion of
8-oxodG and similar products should, in principle, reflect the average rate of
oxidative damage in the whole body, whereas the level of lesions in DNA from
target cells or surrogate cells, such as PBMC, should reflect the balance between
damage and repair only in these cell types.22 Of the many oxidative damage
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products, 8-oxodG is also the most studied in urine, with chromatographic
assays and specific detection based on electrochemical or advanced tandem
mass spectrometry, whereas enzyme-linked immunosorbent assay (ELISA) is
widely used because of the simple requirement for equipment.22 The methods
have recently been compared systematically, with the chromatographic assays
showing consistency, whereas ELISA-based assays showed more variation and
systematically higher values.23

11.2.3 Biomarkers of Lipid Peroxidation

ROS can attack any lipid in, for example, membranes or plasma, generating a
variety of relatively stable end-products, such as malondialdehyde (MDA), 4-
hydroxynonenal (HNE), acrolein and a range of isoprostanes.24 There is a
range of biomarkers of lipid peroxidation products. Some of the biomarkers
have been severely criticized and should be avoided for in vivo detection of lipid
peroxidation.3 These include the simple thiobarbituric acid reactive substances
(TBARS) assay that should be dismissed because most TBARS are not related
to lipid peroxidation, whereas improved methods using high performance
liquid chromatography (HPLC) purification steps are more reliable assays.25

The specificity of in vivo measurements has also been questioned for the con-
jugated diene assay and the simple assays for determination of lipid hydro-
peroxides (LH), including the ferrous oxidation–xylenol orange (FOX) assay
and similar assays that are based on measurements of absorbance of oxidation
products, because they are non-specific measures of lipid peroxidation.26 The
isoprostanes are probably the best available biomarker of lipid peroxidation
when measured by mass spectrometry with stable isotope dilution. However,
detection of isoprostanes by immunoassays is the most widely used method
because such assays are technically simple and cheap.25,27 An alternative to the
measurement of lipid peroxidation products in body fluids is the assessment of
hydrocarbons (pentane and ethane) in exhaled air, although the validity and
use of this biomarker is hampered because the hydrocarbon gases are minor
end products of lipid peroxidation, there is no consensus on the background
level, and they are difficult to measure.25,26,28

11.2.4 Validation Status of Biomarkers of Oxidative Stress and

Potential Bias

The validation status of biomarkers implies a broadly accepted notion among
researchers that the method provides reliable measurements that are repro-
ducible and have a predictive value in terms of the health effect. Although a
biomarker may be specific, there may not be consensus about normal levels in
healthy humans. Currently, it is commonly accepted that the true level of
oxidized guanines in DNA is in the range of 0.3–4.2 lesions/106 dG and there
exist reference values for comet assay endpoints,29–32 whereas it remains
challenging to compare results of urinary excretion of 8-oxodG because the
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data are reported in different units such as the concentration and total excretion
over a period of time. Typical levels of plasma or serum LH and isoprostanes
are known.27,33

Biomarkers are used as intermediate endpoints that measure events in the
mechanism of the disease from exposure to actual outcome. Therefore, the
predictive value is an important feature of the validity of biomarkers. Oxidative
stress is commonly regarded to be associated with various diseases such as
cancer, coronary artery disease and diabetes, but the biomarkers of oxidative
stress may be elevated in patients as a consequence of the disease.34 The pre-
dictive value of biomarkers should be evaluated in prospective studies that may
involve a biobank-based type of cohort design.35 Using this type of approach, it
has been shown that urinary excretion of 8-oxodG is a risk marker of lung
cancer in non-smokers.36 A number of studies have found elevated or decreased
levels of comet assay endpoints, DNA oxidation or repair capacity in various
cancer patients in case–control settings, but such findings are highly susceptible
to reverse causality.31,35,37 The predictive value of lipid peroxidation markers
has been investigated in a few longitudinal studies. Patients with stable cor-
onary artery disease and haemodialysis patients with high serum levels of
TBARS had increased risk of developing cardiovascular events.38,39 In addi-
tion, the predictive value of plasma lipid peroxidation products (denoted as
malondialdehyde measured by a commercially available kit) was associated
with increased mortality in elderly institutionalized persons.40 To the best of
our knowledge, the predictive value of isoprostanes has not been investigated in
prospective studies, although there is growing belief that it is the most valuable
measurement of the currently available biomarkers of lipid peroxidation.33

11.3 Air Pollution and Biomarkers of Oxidative Stress

11.3.1 Air Pollution and Oxidative Stress

Exposure to air pollution, especially particulate matter (PM), is probably one
of the areas with the most widely used and systematic validation of biomarkers
of exposure to oxidative stress in DNA and lipids. This is particularly relevant
because exposure to PM from combustion processes contributes substantially
to, in particular, cardiovascular and pulmonary ill health, lung cancer and
premature mortality globally.41,42 Moreover, oxidative stress is mechanistically
important in cardiovascular disease through lipid oxidation, inflammation,
endothelial dysfunction and a wide variety of related mechanisms. Similarly,
oxidative stress is central in airway disease and lung cancer.4,43,44

PM can cause oxidative stress through multiple mechanisms depicted in
Figure 11.3, including: (i) direct generation of ROS by physico-chemical
surface properties of particles, (ii) effects of soluble compounds such as
transition metals or organic compounds, (iii) effects of particles on mito-
chondria, NADPH-oxidases or cellular calcium homeostasis, and (iv) activa-
tion of inflammatory cells capable of generating ROS and RNS. Oxidative

165Biomarkers of Exposure



stress is an important trigger of PM-induced inflammation through activation
of redox sensitive signalling pathways, including AP-1, MAPkinases and
NF-kB activation with subsequent proinflammatory gene expression, although
direct activation of MAPkinases through EGRF also occurs.45 Ultrafine
particles of less than 100 nm in aerodynamic diameter are particularly prone to
induce oxidative stress through these pathways because of high alveolar
deposition, more cellular uptake and large surface area for chemical reactions.
PM not only represents highly complex mixtures with large variation in size,
chemical composition, shape, surface, reactivity and charge in both time and
space due to variable sources, atmospheric chemical reactions and meteor-
ological conditions,46 there is usually accompanying exposure to other direct and
indirect oxidants such as ozone and NO2 or benzene from which metabolism
generates ROS.8

There is vast experimental evidence for the role of oxidative stress and
damage to DNA and lipids in relation to effects of PM in cancer and vascular
diseases.43,47,48

11.3.2 Systematic Review of Biomarkers of Oxidative Stress in

Relation to Air Pollution

A number of studies of PM exposure in humans have applied biomarkers of
oxidative damage to DNA and lipids in the blood compartment or in terms of
products excreted in urine or exhaled breath condensate (EBC).8 The bio-
markers of oxidatively damaged DNA include 8-oxodG or the corresponding
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base, 8-oxo-7,8-dihydroguanine (8-oxoGua) measured in DNA and urine, the
exocyclic M1 adduct to guanine (M1dG), a result of adduction of lipid
peroxidation products to DNA, and lesions detected as FPG and ENDOIII
sensitive sites in DNA. The biomarkers of lipid peroxidation (LPO) products
include conjugated dienes (CD), lipid hydroperoxides (MDA; TBARS) and F2-
isoprostanes measured in EBC, plasma, serum or urine. An exhaustive set 46 of
these studies has recently been assessed systematically by meta-analysis tools in
order to evaluate the validity of the use of these biomarkers of biological
effective dose in relation to air pollution.8

The qualitative assessment indicated that most of the published reports show
associations between air pollution exposure and oxidatively damaged DNA,
nucleobases and lipids.8 The majority of the studies have measured the bio-
markers in surrogate tissue cells such as white blood cells (WBC) or non-
cellular body fluids such as plasma, urine and EBC. The data on biomarkers of
the airways mainly encompass measurements of LPO products in EBC,
whereas there is only one study on 8-oxodG in nasal cells.49

The effect of exposure to air pollution assessed as the standardized mean
difference of all available studies for the oxidized DNA and LPO products in
the blood was 0.53 (95% confidence interval, CI: 0.29–0.76) and 0.73 (95% CI:
0.18–1.28), respectively. These numbers indicate that the mean level of the
biomarker increased by 53% and 73% for DNA and LPO products upon
exposure to air pollution on average across the studies. In the urine the effect
size for PM exposure was 0.49 (95% CI: 0.01–0.97) and 0.57 (95% CI: 0.22–
0.82) as standardized mean differences for the LPO products and oxidatively
damaged DNA and nucleobases, respectively. This implies that exposure to PM
generates the same effect size in oxidized DNA and lipids, whereas the effect
appears larger in the blood than the urine. This pattern correlates with the level
of exposure because it must be expected that WBC and plasma circulate
through the lungs and intestine where they may come into contact with par-
ticles through inhalation and ingestion of PM, respectively. The effect on DNA
damage in the airways is currently difficult to assess because there is only one
study of oxidized DNA.49 The effect on LPO products in EBC was 0.64 (95%
CI: 0.07–1.21), which is not different from the results obtained in the blood and
urine. This could indicate that LPO products in plasma and urine are suitable
biomarkers of biological effective dose, reflecting oxidative stress in the
airways.
The systematic assessment also included assessment of potential bias from

poor exposure assessment or control by design and the use of biomarkers with
low specificity.8 The associations and effect estimates were seen across studies
with optimum design, including controlled or personal exposure assessment
and biomarkers with low risk of artefacts, to studies with risk of bias due to
indirect exposure assessment and/or use of biomarkers prone to artefacts. Still,
it should be emphasized that the studies identified were inhomogeneous in
design and quality of biomarkers, which weakens the conclusion about specific
exposure–effect relationships in regard to particulate air pollution.
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11.4 Biomarkers of Oxidative Stress and Exposures

through Occupation, Drinking Water and Diet

Many occupational exposures result in oxidative stress with damage to DNA
and lipids, as reviewed by others.50,51 Similarly, health-threatening exposure to
arsenic through drinking water occurs in many parts of the world. Part of the
mechanism of action of arsenic involves oxidative stress, as recently outlined in
a review with a focus on biomarkers.52 The role of oxidative stress in the health
effects of environmental exposure in diet can also be addressed by biomarkers.2

It is also important to control environmental exposure studies for the pos-
sible protective effects against oxidative damage to DNA and lipids of diets rich
in or supplements of antioxidants, which has been addressed in a large number
of studies as outlined in several reviews.53–57 The biomarkers of DNA damage
have included oxidized bases in leukocytes or urinary excretion of 8-oxodG.55

Of 145 intervention studies identified, 45 were of good design quality with
control of confounding from other time-dependent factors. Typically, parallel
group or cross-over designs in random orders were used. More than one third
of the intervention studies showed reduced levels of damage during interven-
tion. This is significantly more than expected by chance, and similar effect size
and power in studies with and without report of significant effects suggest that
this is not likely to be due to publication bias.55,56 Although not statistically
significant there are trends that suggest that antioxidant foods are more efficient
than supplements, especially with respect to urinary excretion of 8-oxodG, and
that the effects are more likely to be demonstrated in subjects with oxidative
stress.56 Nevertheless, the real problem may be that very few studies have
statistical power to detect effects that are of realistic size, i.e. reductions of 10%
or less, and the large differences in protocols preclude use of meta-analysis.
Smokers have consistently elevated urinary excretion of 8-oxodG, whereas

the levels in lymphocytes appears to be more variable.35 This could be due
to different regulation of the repair mechanisms among smokers and non-
smokers, although such studies of repair activity have shown mixed results and
there might be interactions with nutritional status and antioxidant intake.58–60

11.5 Conclusion

Oxidative stress can be caused by many different environmental exposures and
it is involved in the pathogenesis of multiple important diseases, in the causative
pathways and/or in the progression or complications. Thus, biomarkers of
exposure to relevant biologically effective oxidative stress are important. So far,
most focus has been on biomarkers of oxidative damage to DNA and lipids
measured in cells, tissues or a range of biological fluids. Exposures such as air
pollution have been well validated to cause increases in such biomarkers, which
are relevant to outcomes attributed to this exposure, especially cancer and
airway and cardiovascular diseases. However, it should also be recognized that
biomarkers of oxidative stress to DNA and lipids are not specific for any
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exposure or for any disease outcome. Moreover, diet, physiological processes
and repair mechanisms and kinetics can influence the levels of biomarkers,
which needs to be taken into account in the interpretation of data.
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12.1 General Introduction

Biomarkers in germ cells have the same function as in somatic cells; that is, to
give an indication of immediate changes at the genomic, transcriptional and
translational level in the cell itself and the potential transmission of some of
these alterations to the offspring.
There are various types of genetic change which can be detected in germ cells.

These include aberrations at the chromosomal as well as the nucleotide level.
The cytogenetic aberrations in male and female germ cells in all the stages of
spermatogenesis and oogenesis include numerical abnormalities such as aneu-
ploidy and structural aberrations.
Spermatogenesis continues from youth to old age, while oogenesis occurs

from youth to the menopause, hence there is more chance for accumulation of
DNA damage before conception through mutagenic/carcinogenic exposures in
male than in female gametes.1 In the female, damage is detected predominantly
during meiosis in the oocyte stage and in the male, the spermatocytes are also
used to evaluate chromosomal damage, as reviewed previously.2 The presence
of chromosomal aberrations, however, indicates a potential to induce more
subtle and possibly transmissible chromosomal damage which survives cell
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division, producing heritable cytogenetic changes. Cytogenetic damage is
usually accompanied by other genotoxic damage such as gene mutation.
Structural and numerical chromosomal aberrations in somatic cells are involved

in the aetiology of neoplasia;3 while in germ cells they can lead to perinatal mor-
tality, dominant lethality or congenitalmalformations in the offspring4–6 and some
congenital tumours.6,7 Ina large investigation in two laboratories,wheredominant
lethal animal data were combined, involving around 7000 animals, in 1981,
Anderson et al.4 showed that early deaths per total implants in CD1-mice did not
increase in a linear fashionaswas anticipated. Instead, itwas found that for control
animals values increased between one and four implants and then plateaued to 15
implants, after which there was a further increase. This pattern was also echoed by
the treatment groups. This suggests that the female exerts some physiological
protective effect on the developing fetus (Figure 12.1).
Conventional mating methods in reproductive toxicology demand large

animal numbers and are very expensive, and there has been a move away from
such studies to use alternative methods which need significantly fewer animals
or in vitro studies. These include the use of various biomarkers, such as highly
sensitive polymerase chain reaction (PCR) methods using only a few animals or
the Comet assay in vitro.

12.2 Spermatogenesis and Oogenesis

Spermatogenesis refers to a highly complex system of differentiation regulated
via hormones, as well as cell to cell communication between germ and Sertoli

Figure 12.1 The numbers of early deaths per pregnancy (E) as a function of implants (I).
J, cyclophosphamide (CTX) 200 mg/kg bodyweight; D, ethyl methane
sulfonate (EMS) 100 mg/kg bodyweight;’ , EMS 150 mg/kg bodyweight;
K, negative control.4
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cells, to create mature sperm cells. Spermatogenesis is highly conserved in all
mammalian species and occurs in three phases in the seminiferous tubules of
the testis. During the proliferative phase (9 weeks in humans), primordial germ
cells undergo first multiple mitotic divisions to form gonocytes, the stem cell for
spermatogenesis. During human pre-puberty, these gonocytes differentiate to
spermatogonia, which proliferate in many mitotic divisions. With the beginning
of puberty, some spermatogonia differentiate to meiotic, primary spermato-
cytes (2n;2c). Note that the ploidy status is not doubled. These are 2n cells with
doubled chromatids (2c). The number of centromeres defines the ploidy status
and there are still 46 centromeres. Other cells continue to proliferate in mitotic
divisions, representing a lifelong reservoir of stem cells for spermatogenesis.
During the meiotic phase (e.g. 2 weeks in humans), the primary spermatocytes
(2n;2c), which contain twice the DNA amount of a somatic cell, first divide
during meiosis to form secondary spermatocytes (1n;2c) and then again during
meiosis to form haploid spermatids (1n;1c). During spermiogenesis (e.g. 5
weeks in humans), the haploid spermatids undergo a fundamental biochemical
and structural metamorphosis finally to form mature spermatozoa, which are
then released from their connection to the Sertoli cells into the seminiferous
tubules and are consequently pushed by hydrostatic pressure into the rete
testis.2

The metamorphosis during the post-meiotic window involves the extrusion
of a sperm tail, capture of the sperm head with an acrosome, creation of an
energy transducing neck consisting of highly ordered mitochondria and finally
the repackaging of the chromatin, to form a head-like structure. This
repackaging of spermatid chromatin into six-fold condensed mature sperm
chromatin represents a highly orchestrated remodelling process, in which
spontaneous or induced mistakes can easily occur that result in tran-
scriptionally inactive and consequently disabled (for the transcription of repair
proteins) DNA sequences.8,9

The differentiation of the ovum, oogenesis, is different from spermatogenesis
in many ways. The male germ cell, which originates in spermatogenesis, is
essentially a motile nucleus, whereas the female germ cell formed during
oogenesis has all that is necessary to initiate development and maintain
metabolism. Beside the formation of a haploid nucleus during oogenesis,
cytoplasmic enzymes, RNA, cellular structures and metabolic substrates are
built up, making a complex cytoplasm, which is not the case in spermatozoa.
However, the transcriptionally and translationally silent male germ cells are
differentiated for motility.1,10,11

In addition, the mechanisms of oogenesis vary significantly in different spe-
cies, in contrast to spermatogenesis. This is because oogenesis in many species,
such as urchins and frogs, produces between hundreds and thousands of eggs,
while most mammals produce far fewer eggs and humans generally only one or
two. Where many ova are produced the oogonia represent self-renewing stem
cells. In species producing fewer eggs a limited number of egg-precursor cells
are formed. As an example, in the human up to the seventh month of
embryonic development many millions of germ cells are produced. After that
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time the number of germ cells falls dramatically and many oogonia die, while
the remaining oogonia proceed to the first meiotic division, and are termed
primary oocytes. They progress through the first meiotic prophase and remain
in this state until the diplotene stage when the female reaches puberty. After
adolescence some of the eggs may continue to divide meiotically. Menstruation
usually occurs around 11 years later and oocytes can be maintained in meiotic
prophase for up to 54 years, when menopause occurs.12,13

In addition, the position of the metaphase plate during oogenic meiosis
differs significantly from meiosis during spermatogenesis. During the division
of the primary oocyte (2n;2c), the germinal vesicle (oocyte nucleus) collapses,
allowing the metaphase spindle to migrate to the nuclear periphery. This
results at telophase in one cell which contains minimal cytoplasm (termed the
first polar body), whereas the other daughter cell has almost the total volume
of normal cellular components and is termed the secondary oocyte (1n;2c).
After meiosis I the chromosome set is reduced to n (1n) but with duplicated
chromosomes (2c). Thus, one 1n1c ootide and 3 polar bodies are formed after
meiosis II. The number of centromeres defines the ploidy status. A similar
cytokinesis occurs during the second meiotic division, when most of the
cytoplasm remains within the mature ovum (1n;1c) while a second polar body
contains only very little more than the haploid nucleus. Therefore, only one of
the progeny retains the full oocyte cytoplasm, whereas the other three do not
(Figure 12.2).12

12.3 Biomarkers for Spermatozoa and Spermatocytes

A biomarker is an attribute or criterion that is objectively measured and
evaluated as an indicator of certain processes, such as DNA damage or the
aneuploidy status of cells. Here we describe the most common methodologies
used as biomarkers of exposure, susceptibility or effect.

12.3.1 Introduction

Over 80% of all structural aberrations in animal studies have been shown to be
of paternal origin,14,15 whereas numerical aberrations are predominantly
maternal in origin. Assays for spermatozoa, such as the use of fluorescence in-
situ hybridization (FISH) assays, commonly detect possible heritable genetic
diseases in predisposed individuals. Changes in morphology as well as changes
in DNA integrity, measured in the Comet assay, have been shown to be corre-
lated with infertility in many clinical studies. Assays for spermatozoa were also
used to show significant differences in smokers and non-smokers when detecting
DNA integrity, mRNA levels and DNA adduct formation.14,16–18

A diagrammatic representation of methodologies to detect biomarkers in
spermatozoa is shown in Figure 12.3.
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Figure 12.2 Comparison between spermatogenesis and oogenesis.
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12.3.2 Morphological Biomarkers for Spermatozoa

Animals can be treated in vivo with various chemicals to produce changes in
sperm morphology; these changes without further treatment can be transmitted
to the next generation.19 In humans such changes have also been observed
alongside chromosomal damage and DNA integrity changes following che-
mical exposure at the workplace or due to lifestyle habits.20,21

12.3.3 In vivo Comet Assay for Spermatozoa

The Comet assay is one of the most well-established biomarker systems for
in vivo biomonotoring of occupational exposures and can be used in germ cells
as well as somatic cells. Thus the assay will be considered in some detail. It is
able rapidly and sensitively to test DNA-damaging genotoxins and con-
founding factors that influence responses.22 The alkaline version of the Comet
assay, with a pH Z 13, has become a reliable and an accepted assay for in vivo
genotoxicological evaluations and has been approved by the UK Committee on
Mutagenicity of Chemicals in Food, Consumer Products and Environment and
the US Food and Drug Administration,23 owing to the development of stan-
dardized protocols.24–27 However, these guidelines are not entirely applicable
when investigating reproductive cells such as spermatozoa in the Comet assay,
unless several adjustments are made, particularly to relax the highly compacted
sperm chromatin structure. In the regulatory setting, the Comet assay is pri-
marily employed as a very useful follow-up or supplementary in vivo test for
mutagenic compounds, which have been shown to produce a positive response
in mutagenicity tests in vitro and a negative response in the bone marrow assay,
because it demonstrates several advantages over other in vivo indicator tests
that are generally accepted. The Comet assay can be applied to virtually any
organ and differentiated cell type (local genotoxicity), provided an acceptable

Figure 12.3 Common methodologies used as biomarkers in spermatozoa. Abbre-
viations: reverse transcriptase PCR (RT-PCR); fluorescence in situ
hydridisation (FISH); sperm chromatin structure assay (SCSA); expan-
ded single tandem repeat (ESTR).
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and suitable cell preparation method exists, and it covers a broader spectrum of
primary DNA lesions by evaluating single cells.28 It has been recommended25

that 100 to 150 cells per individual have to be evaluated in the in vivo Comet
assay applications, depending on the number of individuals per group. At least
two dose levels are required to be tested: a high dose, which produces signs of
toxicity, and a low dose (25–50% of the high dose). Owing to undergoing rapid
DNA repair in cells other than mature sperm, e.g. spermatocytes, single strand
breaks of primary lesions may only be short-lived. Therefore this kind of DNA
damage could be missed by inadequate sampling times.28

Various studies facilitating the in vivo Comet assay on sperm or testicular
cells have been done to toxicologically evaluate reprotoxins and genotoxins [see
Table 12.1 in Baumgartner et al. for a complete overview].29 A variety
of toxicants has been investigated in vivo in mice including vanadium,30,31

herbicides such as bentazon,32 and X-rays.33–36 In rats, chemotherapeutic drugs
such as cyclophosphamide37,38 and bleomycin either on its own37 or in com-
bination with etoposide and cis-platin39 have been tested with the Comet assay
on testicular cells and sperm. Also, chemicals such as ethyl methanesulfonate
and the testicular toxin ethylene glycol monomethyl ether37 have been exam-
ined. The in vivo Comet assay has also been used with human sperm for
evaluating DNA sperm damage in occupational exposure of workers to tox-
icants such as acrylonitrile,40 phthalates41 and pesticides such as fenvalerate,42

and in monitoring populations for environmental exposure to carbaryl and
chlorpyrifos, both pesticides, which appear to be associated with increased
DNA damage in human sperm.43 When monitoring populations it became
evident that a positive correlation between age, as well as caffeine intake, and
DNA damage could be observed in sperm.44 Regression analysis showed that
DNA damage was positively associated with age (29–44 years), abnormal
sperm and motility, and negatively associated with sperm concentration.45

It has been long known that the baseline DNA damage in human and mouse
sperm in the Comet assay is high when compared to somatic cells, owing to the
presence of alkali-labile sites.46 Also, ejaculated sperm DNA is significantly
more damaged than testicular sperm DNA.47 Studies comparing baseline DNA
damage in sperm from normozoospermic fertile, normozoospermic infertile
and asthenozoospermic infertile groups did not show significant differences
among the three groups. However, after challenge with X-rays and hydrogen
peroxide it was concluded that the asthenozoospermic infertile group was more

Table 12.1 The cumulus–oocyte complex grading system, adapted from Wolf
et al.100

Grade Morphological description

Grade 1 (A) Absent to sparse cumulus cells and 1–3 layers of corona cells
Grade 2 (B) Dense cumulus cells and tightly packed corona cells
Grade 3 (C) Expanded, fluffy cumulus cells and expanded corona cells
Grade 4 (D) Expanded, scanty cumulus cells and expanded, often partially lost

corona cells
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susceptible to damage than the normozoospermic infertile group, which in turn
was more susceptible than the fertile group. The fertile group contained a
resistant subpopulation of spermatozoa with relatively intact DNA.48,49 Irvine
et al.50 stated that a significant proportion of infertile men have elevated levels
of DNA damage in their ejaculated spermatozoa. Highly significant negative
correlations were observed between DNA fragmentation and semen quality,
particularly sperm concentration. In addition, multiple regression analysis
indicated that other attributes of semen quality, such as sperm movement and
ROS generation, were also related to DNA damage.50 Verit et al. did not find
any relationship between sperm DNA damage and oxidative stress in normo-
zoospermic infertile men and considered that the pathophysiology of idiopathic
infertility cannot be explained by sperm DNA damage or seminal oxidative
stress.51 Trisini et al.52 attempted to find associations between semen para-
meters and sperm DNA damage with the neutral Comet assay (Comet extent
and tail moment). Although there were associations between semen and Comet
assay parameters, their magnitudes were weak, suggesting that the Comet assay
provides additional independent information on sperm function.52

12.3.4 In vitro Comet Assay for Spermatozoa

Studies with the in vitro Comet assay on sperm (see Table 12.2 below for a
complete overview) have mainly been focused on the investigation of the
potential genotoxic damage caused by compounds such as flavonoids (sily-
marin, myricetin, quercetin, kaempferol, rutin and kaempferol-3-rutinoside)
and food mutagens [3-amino-1-methyl-5H-pyrido (4,3-b)indole (Trp) and
2-amino-3-methylimidazo-(4,5-f)quinoline (IQ)] either on their own or in

Table 12.2 The oocyte maturity grading system, adapted from Lin et al.99

Grade Morphological description

Grade 1 (mature or
pre-ovulatory)

Expanded cumulus, very radiant corona, distinct zona
pellucida, clear ooplasm, expanded well aggregated
membrana granulosa cells

Grade 2 (approxi-
mately mature)

Expanded cumulus mass, slightly compact corona radiata,
expanded well aggregated membrane granulosa cells

Grade 3 (immature) Dense compact cumulus if present, very adherent compact
layer of corona cells, ooplasm if visible with the presence of
the germinal vesicle, compact and non-aggregated
membrana granulosa cells

Grade 4 (post-mature) Much expanded cumulus with clumps, radiant corona radiata
yet often clumped, irregular or incomplete, very visible zona,
slightly granular or dark ooplasm, small and relatively
non-aggregated membrana granulosa cells

Grade 5 (atretic) Rarely with associated cumulus mass, clumped and very
irregular corona radiata if present, very visible zona, dark
and frequently misshapen ooplasm, membrana granulosa
cells with very small clumps of cells
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combination.53 Further research has been carried out on oestrogens (diethyl-
stilboestrol, beta-oestradiol, daidzein, genestein, equol and nonylphenyl) either
on their own,54 combined with antioxidants [catalase, vitamin C, superoxide
dismutase (SOD)]55 or combined with flavonoids (quercetin, kaempferol).56

Other toxicants investigated included X-rays,57 gamma-radiation,58 doxor-
ubicin,59 lead sulfate, nitrate and acetate, dibromochloropropane, ethylene
glycol monoethyl ether, 1,2-epoxybutene, and 1,2,3,4-diepoxybutane.54 All
compounds produced positive responses, but ethylene glycol monoethyl ether
only produced positive responses in sperm and not in peripheral lymphocytes,
and similarly the phytoestrogens, genistein and daidzein, were less responsive in
the peripheral lymphocytes in the male than in the sperm. This may be due to
greater sensitivity of mature spermatozoa because of their lack of repair
mechanisms.54

However, given that damage was generally seen over a similar dose range, a
one-to-one or a one-to-two ratio of somatic and germ cell damage was observed
and this has implications in humans for risk assessment purposes.53,54 It was
later concluded that human testicular cells have limited capacity to repair
important oxidative DNA lesions, which could lead to impaired reproduction
and de novo mutations.60 By contrast, the usefulness of in vitro cultures of rat
spermatocytes and Sertoli cells in conjunction with the Comet assay has been
reported. This revealed the presence of DNA strand-breaks in non-treated cells,
whose numbers decreased with the duration of the culture, suggesting the
involvement of DNA repair mechanisms related to meiotic recombination.61

Besides repair capacity, it should also be taken into account that when using
cells from testes for in vitro studies, various testicular cell types show differences
in metabolic activation of chemical compounds.62 Anderson et al. believe that
there are low levels of metabolic activity even in sperm because the heterocyclic
amines that normally require metabolic activation have shown positive
responses.53

12.3.5 Flow Cytometric Biomarkers for Spermatozoa

Flow cytometric analyses of specific and partly heterogeneous cell populations
allow the quantitative evaluation of large numbers of cells in a very short
time. Various cytometric assays that have been developed for somatic cells can
also be employed in spermatoza to determine germ cell DNA damage
accurately.
Flow cytometric analysis is based on the optical detection of single cells

within a capillary passing though a focused laser beam. Parameters such as
side-scattered and forward-scattered light describe the granularity and the size
of each cell, respectively.63 The sperm chromatin structure assay (SCSA) was
the first cytometric assay using flow cytometry to evaluate the ratio of single-
and double-strand breaks within individual spermatozoa.64 Using the meta-
chromatic dye acridine orange and the susceptibility of the sperm DNA to
denaturation under acidic conditions, the SCSA assay has been shown to be
highly dose-responsive in reproductive toxicology, while generating meaningful
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biological information on sperm DNA integrity.65 Besides the SCSA assay, as
one of the most frequently used flow-cytometric systems to assess sperm DNA
fragmentation, the terminal deoxynucleotidyl transferase-mediated dUTP nick
end-labelling (TUNEL) assay also has been widely employed.66 As a biomarker
for DNA integrity in somatic cells, the TUNEL assay allows, on the basis of the
activation of endogenous nuclear endonucleases, the detection of the origin, the
mechanism and the clinical meaning of sperm DNA fragmentation/damage in
male germ cells.67,68 By using fluorescein-labelled antibodies against the oxi-
dative base adduct, 8-hydroxy-20-deoxyguanosine (8OHdG) within sperm, De
Iuliis and colleagues were able to correlate sperm DNA damage, evaluated by
flow cytometry, with chromatin remodelling and the formation of 8OHdG, a
biomarker of oxidative stress.69

Despite the analysis of various parameters on a single cell level and the useful
possibility of cell sorting with subsequent assessment of different cell popula-
tions, flow cytometry cannot image a specific cell in situ. To overcome this
problem, image cytometry such as laser-scanning cytometry (LSC) has been
introduced.70 This technique allows the rapid automated quantitative analysis
of fluorescent signals of cells spread out on microscopic slides. As a biomarker
of sperm DNA damage caused by exposure to an aneugenic toxicant, the
induction of missegregated chromosomes can be reliably determined using
LSC. After cytometric evaluation, image analysis allows the successful retrieval
of abnormal cells, e.g. disomic sperm, directly on the slide, combining the
virtues of fast image cytometry and microscopic FISH analysis.71

The plethora of possibilities is huge when increasing the number of lasers
with different excitation wavelengths and, in succession, the number of fluor-
escent dyes. This allows for the fast simultaneous evaluation of more than one
parameter, even further increasing the advantage of rapid delineation of var-
ious biomarkers of DNA damage in germ cells when compared to manual
microscopic analysis.

12.3.6 Fluorescence in situ Hybridization (FISH) for

Spermatozoa

Fluorescence in situ hybridization (FISH) was first developed for the visualiza-
tion of nucleic acid sequences with radio-labelled probes in 1969,72 and in 198073

it was replaced by the first in situ detection of sequences with fluorochrome-
labelled probes, which is today’s commonly used procedure for localization of
specific nucleic acid sequences inside cells or tissues. In a typical FISH procedure,
non-isotopically labelled DNA molecules (‘probes’) are incubated with cells or
tissue sections which have been denatured to allow binding of probes to their
cellular targets. Following overnight hybridization, excess probe molecules are
removed by repeated wash steps so that only specifically bound probes can be
seen in the fluorescence microscope. The efficiency of FISH, and thus the ability
to detect a specific target inside a cell nucleus, depends on the penetration of
probes and detection reagents as well as the accessibility of the hybridization
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target. FISH analysis of spermatozoa (termed ‘sperm-FISH’) can provide
important information about structural or numerical chromosomal abnormalities
of individuals suffering from infertility or possible severe genetic diseases.74–77

In recent years, FISH on spermatozoa as well as on cells of pre-implantation
embryos has been frequently used in countries with the appropriate legislation
(such as the UK and USA) to determine possible genetic diseases in the offspring
before fertilization/pre-implantation.78–81

12.3.7 Immunodetection or
32
P Labelling for DNA-adduct

Detection as a Biomarker

Monoclonal antibodies raised against DNA adducts were used successfully to
detect benzo(a)pyrene diol-epoxide DNA adducts and diol-epoxide DNA
adducts of different polyaromatic hydrocarbons in a cross reaction in sper-
matozoa,18,82 showing that these adducts are able to cross the blood–testis
barrier. There are many other monoclonal antibodies against toxin induced
DNA adducts which have been applied to somatic cells and might also work
on spermatozoa, such as 2-amino-1-methyl-6-phenylimidazo[4,5–b]pyridine
(PhIP) DNA adducts83 or aflatoxin DNA adducts.84 Similar results were
obtained in spermatozoa using 32P-postlabelling technology.

12.3.8 mRNA Profiles as Biomarkers for Spermatozoa

Because the testis can only be used in animal studies as a routine source for
mRNA biomonitoring, human spermatozoa were shown to be a suitable
alternative, which reflects a testicular response to gentotoxic exposures. This is
because spermiogenesis and sperm maturation in the epididymis last for
approximately 45–50 days in men. Linschooten et al. also showed, using reverse
transcriptase-PCR (RT-PCR) and microarray gene expression, differences in
the spermatozoa of smokers and non-smokers.17

12.3.9 Mutation Detection at ESTR and Minisatellite Loci for

Spermatozoa

Detection of induced mutations at expanded tandem repeats (ESTR) or min-
isatellite loci via highly sensitive PCR methods showed significant increases in
germ-line mutations of animals and humans exposed to radiation as well as
various toxins [reviewed by Verhofstad et al. and Yauk].85,86 These types of
mutation are shown as the gain or loss of certain repetitive sequences detected
by either amplified spermatozoa DNA or via screening of the offspring through
pedigree analysis.85,86 Dubrova et al. were able to show for the first time with
this PCR methodology that the rate of germline mutations at repetitive
sequences responded significantly to gamma-radiation exposure.87
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12.3.10 Heritable Chromosome Assays for Spermatocytes

Damage may be analysed in the heritable translocation test, which involves the
examination in male F1 animals of diakinesis metaphase I spermatocytes for
multivalent association.88–90 Fertilized ova can also be analysed by cytogenetic
analysis,91 or early embryos can be examined by metaphase analysis.92 Such
techniques are technically demanding, and the heritable translocation assay
requires large numbers of animals to attain appropriate sample sizes. Chro-
mosome damage in fertilized ova or early embryos may not be compatible with
survival after birth, so it is only the heritable translocation assay that provides
absolute evidence of induced heritable effects. In fetal mice which have been
exposed transplacentally after exposure of the mother, tissues can be assessed
for micronuclei or metaphase analysis. Cole and colleagues scored micronuclei
in polychromatic erythrocytes in the liver or peripheral blood of fetal mice.93

Such methods have been reviewed and are used to investigate factors which
might affect embryos.94

12.4 Biomarkers for Oocytes

12.4.1 Introduction

As opposed to spermatozoa, high numbers of oocytes (44000) carry a
numerical aberration as detected by conventional karyotyping techniques.95 It
was determined from these data that 13.5% were hypoploid and 8.6% hyper-
ploid. Therefore, it was estimated that up to 17.2% of all oocytes carry a
numerical aberration and it was suggested that these numbers come mostly
from older women and account for the majority of in vitro fertilization (IVF)
failures.96 While some studies from assisted reproduction provided evidence for
this maternal age effect, others did not support this finding, which contrasts
with the findings from trisomy data.97 The overall estimates from studies of
oocytes in IVF may be rather high and may not reflect the overall rate of
chromosomal aberrations in oocytes of healthy, fertile young women. This is
because the number of oocytes investigated in conventional cytogenetic studies
is very low and oocytes are extremely heterogeneous cells with respect to their
origin, age of the female, clinical history and hormonal stimulation before
oocyte retrieval.95 There are many biomarkers used for studies on oocytes; the
most important are summarized in the text and in Figure 12.4.

12.4.2 Morphological Biomarkers for Oocytes

Before intracytoplasmatic sperm injection the removal of cumulus cells is
necessary, after which oocyte abnormality rates have been found to be between
60 and 70%.98 These authors have also suggested that certain morphological
features could provide useful indicators of oocyte qualities, based on the grading
systems of Lin et al. and Wolf (see Tables 12.1 and 12.2).99,100 Cytoplasmic
defects involving density variations, texture and viscosity can affect the likelihood
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of a positive outcome following IVF treatment.101 Vacuoles in the cytoplasm
reduce fertility,102 and blastocyst formation and pregnancy rates are affected by
smooth endoplasmic reticulum aggregations.103 The absence of metaphase 11
spindles is associated with reduced fertilization and blastocyst formation as well
as a shift in the relative position of the spindle to the first polar body.104

12.4.3 Fluorescence in situ Hybridization (FISH) for Oocytes

For over a decade the identification of viable oocytes via screening for chro-
mosomal anomalies with FISH assays has been recognized.105 High rates of
numerical aberrations are reported in the FISH assay using centromere and
chromosomal-paint probes on human oocytes, including those from younger
females,106 in biopsies from first and second polar bodies105,107–110 or in pre-
implantation embryos analysed for IVF.111 For example FISH on oocyte
biomarkers has detected in several studies a correlation between increases in
aneuploidy and advanced maternal age.109,112 Given that aneuploidy in meta-
phase II oocytes only reflects the extent of first meiotic errors, total aneuploidy
levels appear to be very high in aged females. Hence, using conventional
chromosomal analysis as well as FISH assays on preimplantation embryos it
was shown that the aneuploidy levels in embryos of aged women reach up to
20% and that chromosomal malsegregation also increases significantly with
maternal age.113 It was also revealed that certain chromosomes can have dif-
ferential aneuploidy levels, such as chromosome 16, which shows very high

Figure 12.4 Common methodologies used as biomarkers in oocytes. Abbreviations:
reverse transcriptase-PCR (RT-PCR); fluorescence in situ hybridisation
(FISH); comparative genomic hybridisation (CGH); spectral karyotyp-
ing (SKY).
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levels in aged women compared to other chromosomes.114,115 It is well known
that aneuploidy of chromosome 21 is involved in age-related non-disjunction of
female meiosis, while X chromosomal errors, such as XO (Turner’s syndrome)
and XXY (Klinefelter’s syndrome) are less frequent. It does appear that the
high rates of numerical chromosomal aberrations in human oocytes, compared
to the lower rates of aneuploidy in human spermatozoa, imply that maternal
age and female meiosis contribute to failures in IVF schemes as well as to
preimplantation losses, fertility reduction and aneuploidy in the human.95

12.4.4 Comparative Genomic Hybridization (CGH) for Oocytes

The use of CGH in order to quantify the relative copy number of chromosomes
in polar bodies and oocytes has been only used in research studies, not in the
clinic so far. It has the great advantage that all chromosomes are examined in
one experiment, rather than a limited number of chromosomes as used with the
FISH assay (conventionally up to three chromosomes).116,117

The obvious disadvantage of the CGH technology is its time-consuming
analysis of the hybridization results, although recent advances in oocyte
cryopreservation have accelerated the process. However, the introduction of
microarray technologies, such as single nucleotide polymorphism (SNP) arrays
or array CGH may overcome this limitation.118,119

12.4.5 Comet Assay for Oocytes

Given that oocytes do not have a protaminated chromatin structure, unlike
spermatozoa, the conventional protocol for somatic cells as first developed by
Ostling and Johanson can be used.120 When they applied an electrophoretic
field with pH below 10, ‘tails’ were observed where some DNA from the
nucleus migrated faster than the rest of the nuclear DNA. Alkaline denatura-
tion at a higher pH and DNA unwinding were incorporated later,121 and
seemed to be an important step in detecting DNA damage. This allowed, at a
pH of Z 13, the detection of double-strand breaks (DSB), single-strand breaks
(SSB) and alkali-labile sites (ALS). Under neutral conditions (pH 7–9) almost
exclusively DSB can be detected by merely subjecting lysed cell nuclei to an
electrophoretic field at neutral pH.27,57,58 This highly reliable method was
adopted by several groups to detect DNA integrity in oocytes, e.g. non-
depellucidated and depellucidated examples among human, porcine, bovine or
mouse oocytes.122–125

12.4.6 Gene Expression as a Biomarker for Oocytes

Using RT-PCR, various studies could show expression changes for specific
genes related to quality of the oocyte or cumulus cells.126–128 These findings
suggested causative relationships between mRNA expression alterations, age of
the female and aneuploidy,129 as well as causative relationships between
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alterations in gene expression and abnormal preimplantation embryos.128,130

However, this methodology is limited by the number of genes that can be
assessed for each oocyte (o10 genes). Following RNA amplification high
throughput technologies, such as microarrays, can overcome this limitation
and many thousands of genes can be assessed in a single experiment using
relatively less RNA by comparison with RT-PCR.131

Given that cumulus cells have the same follicular environment as the oocyte
with which they are associated, analysis of gene expression in these cells may
provide an indication of oocyte competence.132,133

12.4.7 Protein Expression as a Biomarker for Oocytes

There are only very few data addressing the protein expression patterns in the
oocyte and so far there is no study that has found proteomic markers associated
with viability, while being unrelated to morphology. However, analysis of the
by-products of metabolism found in the oocyte media revealed data concerning
oocyte viability and maturation; for example Roberts et al. (2004)134 showed,
via proteomic analysis, a dialogue between cumulus cells and the maturing
oocyte that influences the follicle-stimulating hormone responsiveness and
substrate metabolism of the whole cumulus–oocyte complex.134 Also, there are
few protein expression changes in the developing blastocysts by comparison
with degenerating embryos.135,136

12.5 Conclusion

As has been reported above, there are many biomarkers currently available in
male and female germ cells. Some are better established than others and some
are newly developing. They show great promise for future research and have
relevance for clinical use.
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CHAPTER 13

Biomarkers of Exposure and
Effect: Ionizing Radiation

A. FUCIC*,a AND A. SOROKINb

a Institute for Medical Research and Occupational Health, Zagreb, Croatia;
b School of Informatics, University of Edinburgh, United Kingdom; Institute
of Cell Biophysics RAS, Pushchino, Moscow region, 142290, Russia

13.1 Introduction

There are two basic types of ionizing radiation: fast moving particles originating
from radionuclides, and high energy photons. In a natural environment they
usually occur together. The distribution of ionizing and excitation events along
the particle track is called linear energy transfer (LET), which is defined as the
energy in electron volts delivered per micron of particle track in the irradiated
molecular system. The demarcation value between low and high LET is at
10 keV/mm. Types and LET of ionizing radiation are presented in Table 13.1.
In addition to the particular type of ionizing radiation, the biological effect

depends on the quantity of transferred energy, i.e. the LET. The effect of
ionizing radiation on cells differs for alpha, beta, gamma, and X-rays and
depends on the route of exposure (external and/or internal). Some elements
such as uranium produce a dual biological effect, as a source of radiation and
xenoestrogen. The effects of radiation on living systems are very complex.
Accidental irradiation with high doses causes acute radiation syndrome and is
difficult to treat. Overexposure to low doses and low dose rates may cause
tumors and cardiovascular diseases. In human occupational and living envir-
onments, there exists a broad range of ionizing radiation sources such as
clinical diagnostic methods, tobacco (polonium), nuclear plants, nuclear
weapons, surface mines (uranium), the nuclear weapons industry, terrorist
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attacks using dirty bombs, etc. These exposures are usually accompanied by
other chemical xenobiotics, possibly acting either independently, synergistically
or antagonistically with respect to the ionizing radiation.
The mechanisms involved in the interaction between ionizing radiation and a

living organism include direct DNA molecule breakage, lipid peroxidation
disturbances, production of free radical species, methylation disturbances,
RNA signal disturbances, genome instability, and bystander effects. The
response of a living organism to ionizing radiation varies significantly and
depends on age and sex, although such data are seldom incorporated in bio-
dosometry calculations.
Exposure to ionizing radiation can be monitored successfully by personal

dosimeters. An occupationally exposed population is continuously monitored
with adherence to strict limits of annual dose. However, this is not the case with
the general population. A received dose resulting from overexposure in nuclear
accidents is usually estimated by the use of biomarkers. The advantage of
biomarkers is that they provide information on both the dose received and the
magnitude of the biological effect. Nonetheless, information on long-term
effects, the bystander effect or genome instability is rarely available for the
population in general.
Most biomarkers of ionizing radiation are used to assess external exposure.

On the contrary, in tissues that accumulate radioisotopes such as the lung,
thyroid, breast, or bones, the most frequently used cytogenetical biomarkers
may produce false negative results while dose–response curves are particularly
difficult to obtain.
Although it is possible to use certain hematological biomarkers, hair follicles

or biochemical biomarkers to assess the effects of ionizing radiation on health,
the most frequently used methods are cytogenetic assays. Cytogenetic assays

Table 13.1 Types of ionizing radiation according
to linear energy transfer (LET)

Photons

low LET (keV/mm)

X-rays 250 kV 2
gamma 60Co 1.2 MeV 0.3

Particles

low LET (keV/mm)

electrons 1 MeV 0.25

high LET (keV/mm)

Neutron 14 MeV 12
Alpha 5 MeV 166
Fe ions 2 GeV 1000
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provide information on dose using dose–response curves and serve to assess the
health risk. However, these methods do not distinguish between exposure to
ionizing radiation and that to chemicals. In addition, most cytogenetic bio-
markers are short-lived and cannot be used to measure lifetime exposure.
New genome- and proteome-wide tools show cell changes within minutes to

hours after exposure to ionizing radiation. Large-scale changes occur in gen-
ome profiles, involving a broad variety of cellular pathways following exposure
to a wide range of low-dose (o10 cGy) and high-dose (410 cGy) ionizing
radiation.
Biodosimetry of the fetus and the child is the most demanding procedure and

is usually based on mathematical models of phantoms. The major problem with
the application of biomarkers in children is sampling. Methods providing
reliable results and requiring samples as small as 100 mL are mostly suitable for
newborns and children.
For decades the reference values used in biomonitoring did not distinguish

between sexes and age groups, and instead were based on the typical Caucasian
adult male. Today, efforts are being made to shift risk assessment from a group
to an individual level.

13.2 Cytogenetic Biomarkers of Ionizing Radiation

Somatic mutations have been used over the last few decades as biomarkers of
various early biological effects after exposure to ionizing radiation. They
include glycophorin A (GPA) variants in erythrocytes and mutations in human
leukocyte antigen (HLA) or hypoxanthine-guanine phosphoribosyl transferase
(HPRT) loci in T lymphocytes. The GPA assay is a reliable biomarker of
accidental overexposure and is stable over time, because it is based on bone
marrow hematopoietic progenitor cells. The disadvantage of this method is that
it is not reliable for low-dose exposures. The HPRT assay shows significant
increases in mutant cell frequencies in a dose-dependent manner, but the pro-
tocol of the method, such as time of sampling, may affect the final results.
Ionizing radiation induces chromosomal aberrations such as mutations,

breaks, deletions, and translocations. These cytogenetic biomarkers are used to
predict an increased health risk, in particular cancer.1 Genome damage caused
by ionizing radiation is most often measured in lymphocytes, which are con-
sidered natural dosimeters, because they circulate through the body and
are easily cultivated in the laboratory. The basic form of genome damage
used in biodosimetry and dose–response curves is the dicentric chromosome
(Figure 13.1).
The dicentric chromosome is formed when two chromosome segments from

two different chromosomes (chromatids) join. The new aberrant chromosome
has two centromeres with acentric fragments which are lost in the micronuclei
after the first cell division. However, when the chromosome breaks, acentric
fragments not attached to any chromosome can be detected without dicentric
formation. The chromosomes may, in the case of two chromosome breaks
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within the same chromosome, join its own broken ends and form a ring
chromosome. Exposure to high doses of ionizing radiation can produce a
number of dicentric or even tricentric chromosomes in a cell, and the cell is
therefore called multiaberrant. Multiaberrant cells are more often identified
following internal exposure to radioisotopes. Furthermore, ionizing radiation
can cause deletions, that is, the loss of part of the DNA in a chromosome,
leading sometimes to the loss of tumor suppressor genes. Even though dicen-
trics, acentric fragments, chromosome and chromatid breaks are reliable pre-
dictors of an increased cancer risk, they can only detect recent exposure, say
within a year of sampling, and cannot detect the cumulative effects of long-term
exposure.
A crucial improvement in biodosimetry has come from fluorescent in situ

hybridization (FISH), which possesses the ability to detect permanent chro-
mosome rearrangements, translocations, and inversions. A translocation is
formed if an acentric fragment joins a broken chromatid. If a broken chromatid
reattaches to the same chromosome, it becomes inverted and may activate
oncogenes and fuse genes. In most biodosimetry studies based on FISH, the
genome equivalent2 is calculated on a selected set of chromosomes. Most often,
FISH is performed on chomosomes 1, 2 and 4 and genome damage is recal-
culated for the rest, assuming random genome damage on all chromosomes
(Figure 13.2). A more accurate but less commonly available version is multi-
color FISH, which enables analysis of all chromosomes.
FISH of metaphase chromosomes in suspension has resolved issues relating

to scorer bias, slide quality and low sample cell number.3,4 It allows rapid
counting of painted human chromosomes and fast detection of chromosomal
exchanges and rearrangements in hundreds of people a week.
Reliable dose–effect curves based on chromosome rearrangements have been

developed and may be used in cases of mass radiation overexposure.5 While a

Figure 13.1 Chromosome aberration assay. Metaphase with dicentric chromosome.
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dicentric chromosome is lethal for the cell, translocations can persist for decades.
Cells with translocations are involved in carcinogenesis and genetic disorders.
These methods can be used in the dose range between 0.2 and 4.0 Gy of low LET
radiation. Future application of FISH will include prediction of the elimination
of genome damage and estimating health risks on an individual basis.
Recent studies have shown that an increased risk of breast cancer in women

occupationally exposed to ionizing radiation may be related to polymorphisms
in chromosome 5p12 in the mitochondrial ribosomal protein S30.6 It is inter-
esting to note that in the Black Women’s Health Study, the same chromosome
5p12 significantly increased breast cancer risk.7 This example shows that
chromosome rearrangements can be used in combination with proteomics and
may contribute significantly to individual biomonitoring and risk assessment.
The second most common cytogenetic method is the micronuclues assay,

which enables estimation of genome damage caused by both clastogenic and
aneugenicmechanisms (Figure 13.3). Themicronucleus assaymay also be used in
measuring proliferation and apoptosis and is a reliable predictor of increased
cancer risk.8Amicronucleus can contain apart of or awhole chromosome,which
is excluded from the cell nucleus in the form of acentric fragment, dicentric
chromosome, ring chromosome, or undamaged chromosome (as a result of a
disturbance of the mitotic spindle). Although the aneugenic effect of ionizing
radiation on the structure of the mitotic spindle is weak, it is not negligible.
Recently developed automated systems can be used to measure the micro-

nucleus frequency and gamma-H2AX (phosphorylation of histone is an
indicator of DNA double-strand breaks) in the interphase nucleus. This is a
promising method that allows analysis of a large number of subjects in cases of
nuclear accident.9 An additional advantage of the method is that only a small
blood sample is required, enabling analyses to be carried out in small children.

Figure 13.2 Binucleated lymphocyte with micronuclei.
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Observation of micronuclei in peripheral reticulocytes is a relatively new
method, and with the introduction of an automated system becomes a pro-
mising method in providing an estimation of genome damage within only a few
hours of sampling and requiring only small samples of peripheral blood (Figure
13.4). The method is simple, does not require cell culture and has been proven
to be accurate in estimating genome damage following exposure to ionizing

Figure 13.3 Metaphase with chromosomes 1, 2 and 4 painted by FISH. Transloca-
tion of chromosome 1 is highlighted.

Figure 13.4 Reticulocyte with micronucleus.
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radiation. As such this method is currently under investigation for human
radiation biodosimetry.10

An evaluation of genome damage can also be performed in interphase cells
where premature condensation of chromosomes (PCC) is induced. The advan-
tage of this method is that cell culture is avoided and the dose can be deter-
mined immediately following exposure. This method can also be accompanied
by FISH and could be applied after uniform and whole body exposure.11

During the last two decades, the Comet assay has been used as a biomarker
of genome damage in biomonitoring following exposure to ionizing radiation.
The disadvantage of this method is that it is exceptionally sensitive, possibly
suggesting higher interindividual differences among the subjects within the
control group than between the exposed and referent group. On the other hand,
the method’s sensitivity may be used in estimating individual radiosensitivity
and repair capacity. The advantage of the method is that genome damage can
be estimated within a few hours of sampling and it requires only a small blood
sample.12

Minisatellite mutations induced by accidental exposure to ionizing
radiation have been used in several studies as biomarkers of transgerenational
effects. It was shown that minisatellite mutations may be used in detecting gen-
ome damage in germline cells and lymphocytes. However, although a significant
increase in minisatellite mutations was detected, it was also shown that excep-
tional care should be taken in interpreting this type of biomarker because other
genome–environment interactions affect the results of the biomarker.13

It is a well-known fact that the effects of ionizing radiation may be present
and measured in remote cells, organs and tissues distant from the irradiated
location. This mechanism, called the bystander effect, can be induced by both
high and low LET radiations. It seems that multiple pathways are involved
in this mechanism and different cell types respond differently to bystander
signaling. Bystander cells express genetic and epigenetic changes, disturbed
gene expression, activation of signal transduction pathways and delayed effects
in their progeny.14 The signal molecules that possibly play a role in intercellular
communication are short RNAs, interleukins and the mitogen-activated
protein kinase (MAPK) signaling cascade. In contrast to the bystander effect,
ionizing radiation can also induce an adaptive response, which has been proven
to be effective in reducing genome damage and bystander mutagenesis.
Despite the clear impact of bystander and adaptive mechanisms on the

final biological effects of ionizing radiation, owing to their complex nature they
have not as yet been included in the interpretation of results obtained by
biomarkers.
Additionally, radiation may induce genome instability, which is a hallmark of

cancer cells. Genome instability can be seen in persistent enhancement in
the mutation rates and chromosomal aberrations caused in the progeny
of the irradiated cells after many generations of replication. This pheno-
menon represents a serious problem in interpreting dose–response curves
based on biomarkers because it causes the response profile to deviate from
linearity.15

205Biomarkers of Exposure and Effect: Ionizing Radiation



13.2.1 Protein and Amino Acid Biomarkers of Ionizing

Radiation Exposure

Using high-resolution surface-enhanced laser desorption and mass spectro-
metry it is possible to determine the composition of proteins in serum, including
the interleukin-6 precursor protein which changes following exposure to
ionizing radiation in a dose-dependent manner. Twenty-three protein frag-
ments/peptides can be determined in subjects exposed to ionizing radiation.
This type of personalized proteomic analysis is a step forward towards high-
throughput personalized biodosimetry.16

The difference between total body and organ irradiation can be measured by
identifying different proteins (fetuin-B, tissue kallikrein, beta-glucuronidase
chondroitin sulfate proteoglycan NG2, RNA binding protein 19, neuron
navigator, Dapper homolog 3) in urine. Similarly, amino acids such as glycine
and hydroxyproline reach 10 times their normal levels 1 week following
ionizing radiation exposure. The advantage of these biomarkers for biomoni-
toring is their use in screening large populations, because urine analysis is a fast
and non-invasive method.

13.2.2 Gene Expression after Exposure to Ionizing Radiation

During the last few years, significant efforts have been made in developing
rapid and high-throughput radiation biodosimetry methods. Genes have been
selected that respond to ionizing radiation and it is possible to apply about 50
of them as biomarkers.17 Measuring mRNA is a very sensitive process and
shows a linear dose–response relationship. The disadvantage of these bio-
markers is that they can be measured for only a few days after exposure.

13.2.3 Tooth Enamel as a Biomarker of Exposure to

Ionizing Radiation

Tooth enamel analysis is a method based on the measurement of free radicals
produced and entrapped in the crystalline structure of the tooth after exposure
to ionizing radiation. This elegant method detects this effect years after expo-
sure. A linear dose relationship is available for this method. The method
continues to be applied to teeth in subjects exposed during the bombing of
Hiroshima and Nagasaki, providing reliable information on the type of
exposure and the distance of the subject from the radiation source.18

Measurements of strontium-90 in teeth have been used over several decades
in reconstructing internal and external doses. This biomarker is particularly
interesting because it is non-invasive and can be used in measuring environ-
mental and accidental exposure in children by utilizing baby teeth.19 This same
biomarker is particularly reliable in showing fluctuations of strontium-90 in the
environment and indicating possible health risks even at low doses. Given that
odontogenesis does cause tooth eruption, the method is very useful in esti-
mating exposure during the post-pubertal period.
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13.3 Biomonitoring of Tranplacental Exposure and

Exposure of Children to Ionizing Radiation

Children are usually exposed to natural sources of ionizing radiation in their
living environment. However, during wars or nuclear accidents, children may
be exposed to various types and doses of ionizing radiation.
The principle effects of radiation on the developing embryo and fetus are

growth retardation, embryonic, neonatal, or fetal death, congenital mal-
formations and functional impairment, such as mental retardation.
Indoor radon, a natural source of ionizing radiation, is the most widespread

type of exposure. Indoor exposure to radon at an annual dose of 7–11 mSv has
been reported to be associated with a significant increase in the frequency of
chromosome aberrations and micronuclei in children.
The largest amount of data available on genome damage in children fol-

lowing exposure to ionizing radiation has been from accidental overexposure
incidents such as the Chernobyl, Techa River and Guaiana nuclear accidents,
as well as medical therapy that include sources of ionizing radiation.
After the bombing of Hiroshima and Nagasaki, thousands of children were

exposed to heavy radiation. Additionally, a large number of children were
exposed in utero or born of parents exposed to heavy radiation. However,
because cytogenetic methods were not available at the time, we have no
information on the extent of genome damage. Studies measuring the exposed
population began with the introduction of FISH. Conclusions cannot be made
as to whether genome damage was more severe in children than in adults.
Although these studies could not be performed in Japan, it has been shown in
other cases that exposure during childhood causes greater permanent genome
damage than in persons exposed during adulthood.
The largest body of data on genome damage in children exposed to ionizing

radiation was collected after the nuclear plant accident in Chernobyl in 1986.
Thousands of children were exposed to a large spectrum of doses (131I, 137Cs,
134Cs, 90Sr, a wide spectrum of short-lived isotopes). The studies were con-
ducted on evacuated children and those born of evacuated mothers. National
and international studies have confirmed that children are more radiosensitive.
Given that the majority of the scientific papers on this topic were published in
the Russian language, data transfer from knowledge gained progress slowly. A
review of most of the relevant papers written in the English, Russian and
Ukrainian languages on children exposed to ionizing radiation was published
by Fucic et al. in 2008.20 The conclusions of this paper are the following: (a)
cytogentical biomarkers were applied in a majority of the studies; (b) children
showed a higher radiosensitivity than adults; (c) genome instability and
bystander effects were reported; (d) the presence of multiaberrant and rogue
cells suggest internal contamination; (e) children exposed in utero showed
increase genome damage; (f) genome damage after intrauterine exposure was
observed mostly as chromosome inversions and deletions.
During the period 1948–1967, in the Southern Urals of the Soviet Union,

industrial nuclear accidents took place in a facility known as the ‘‘Mayak
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Complex’’. During this period, radioisotopes were released into the Techa
River. Increased genome damage was observed in children of men who
underwent exposure. There was a 1.7-fold increase in the minisatellite mutation
rate in the germline of exposed fathers compared to referents from the rural
area.
In the period 1949–1963 when nuclear tests took place at Semipalatinsk

(Kazakhstan, in the former Soviet Union just south of the Altai region of
Siberia), children were exposed to short-lived radionuclides present in food,
water and air. Even 20 years following the cessation of nuclear testing, unstable
chromosome aberrations such as rings and dicentrics were still detected in
newborn infants, confirming the presence of genome instability in these
subjects.
As a result of a Brazilian radiological accident in Goiania, an increased

frequency of micronuclei was detected in children accidentally exposed to
caesium-137.
Tooth enamel analysis has been used as a biomarker on several occasions.

Significant interindividual differences were identified but the method was often
successfully applied in practice to exposed children.
Intrauterine exposure of the fetus may occur if a mother is occupationally

exposed to radioisotopes. Although pregnant women are usually isolated from
hazardous jobs that may have a deleterious effect on the normal development
of a fetus, some mothers are unaware of their first-trimester pregnancy and
end up working during this sensitive period of fetal development in such
environments. In hospitals where women are occupationally exposed to
radioisotopes (iodine, thallium, technetium, thorium), the incidence of
miscarriage increases significantly when compared with women exposed
occupationally to X-rays, in which the miscarriage rate is the same as in the
general population. Nonetheless, cytogenetic biomarkers show no significant
difference in genome damage in women exposed to X-rays and radioisotopes.
This provides evidence that in certain exposure settings, the induced health
risk can be underestimated and other biomarkers should be applied or
introduced.21

13.4 Biomonitoring after Occupational Exposure to

Ionizing Radiation

A follow-up investigation using biomarkers in populations occupationally
exposed to ionizing radiation is rarely incorporated in national legislations
because it is assumed that physical dosimeters give reliable information on
levels of exposure and health risk. The major health risk biomonitored in
occupational exposure to ionizing radiation is cancer. Although it is true that
groups of professionals such as physicians, nuclear plant workers and the
police are usually exposed within recommended doses, still there are some
occupations that require application of radioisotopes or mixed sources of
ionizing radiation (industrial radiography, uranium mines, nuclear medicine
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departments, research units, the nuclear weapon industry, the radioisotope
industry), where possible internal contamination needs to be additionally
biomonitored. These subpopulations are shown to have increased genome
damage despite the fact that physical measurements of ionizing radiation were
within recommended dose levels. The reason for the detection of genome
damage could be in fact that personal dosimeters only measure X- and gamma
radiation, and these workplaces frequently reach permissible annual dose
limits of 50 mSv (the average dose over a 5-year period should not exceed 20
mSv per year). Additionally, in some cases, subjects at workplaces are exposed
to ionizing radiation, ultrasound and chemical agents for which personal
dosimeters do not exist, and biomonitoring represents the only option in
assessing the health risk.
Additionally, radiosensitivity in some persons may lead to more severe

genome damage after exposure to ionizing radiation. It has been shown
recently that increased genome damage following occupational exposure to
ionizing radiation is detected in subjects with polymorphisms of the DNA
repair gene XRCC3(241).22 Before starting work in places exposed to ionizing
radiation (with the exception of astronauts), testing of DNA repair capacity is
usually not performed. These current results show the need for a professional
consultation that includes the use of these and similar biomarkers to estimate
an individual’s radiosensitivity.
It has also been shown that the accumulated dose and the duration of

employment are significantly correlated with genome damage. The application
of a chromosome aberration assay for long-term low-dose exposure may
underestimate the cumulative genome burden if FISH and translocation fre-
quency analysis are not applied.
The importance of biomarkers in reporting a possible health risk prior to the

appearance of clinical symptoms is evident when considering the case of healthy
former nuclear-weapons workers who were exposed to plutonium many years
ago and in whom increased frequencies of intrachromosomal rearrangements
correlate with the plutonium dose in bone marrow. As intrachromosomal
rearrangements are rare in a control population, a quantification of chromo-
somal damage in subjects exposed many years earlier could give new insights
into the mechanisms and risks of cytogenetic damage.23

Aircrews are occupationally exposed to ionizing radiation, principally from
galactic cosmic radiation. A significant increase of dicentric chromosomes and
micronucleus frequency in pilots of the Concorde group has been detected,
which seems to be a consequence of exposure to high LET cosmic radiation.
Similarly, in astronauts exposed to low and high LET ionizing radiation over a
period of 2 weeks to several months, increased levels of genome damage were
detected, including translocations.
In summary, the application of biomarkers in estimating the health risk due

to occupational exposure to ionizing radiation contributes significantly to
better radiation protection policies and will in the future be the leading method
in making particular decisions on the duration of employment in radiation
zones.
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13.5 Biomonitoring after Environmental and Accidental

Exposure to Ionizing Radiation

In nature, organisms are exposed to terrestrial and cosmic forms of radiation.
The major isotopes of concern for terrestrial radiation are uranium and its
decay products such as thorium, radium, and radon. Low levels of uranium,
thorium, and their associated decay products, potassium-40, carbon-14, and
lead-210, are found everywhere. Some of these materials are ingested with food
and water, while others, such as radon, are inhaled. The dose from terrestrial
sources varies in different parts of the world.
Outside the Earth’s atmosphere, galactic cosmic radiation consists mostly

of fast-moving protons and alpha particles. After entering the atmosphere,
these particles collide with the nuclei of nitrogen, oxygen, and other air
atoms, generating additional ionizing radiation particles. The particles that
enter the atmosphere and those generated are collectively referred to as
galactic cosmic radiation. Doses from cosmic and terrestrial sources vary
significantly.
During the last 100 years, humanmade radioactive sources, surface mines of

radioactive radioisotopes, nuclear weapons testing and wars have significantly
increased and changed the radioactive environment to which organisms on
Earth have adapted during evolution.
Naturally occurring indoor radon-222 is associated with an increased risk of

lung cancer. The accumulation of radon in homes, therefore, has led to a large
program determining the effects of the densely ionizing alpha particles that are
produced when radon decays. Increased levels of radon in indoor air (4200
Bq/m3) were found to be linked to an increased level of DNA damage in
peripheral lymphocytes.
The general population is exposed to ionizing radiation during diagnostic

procedures such as X-ray imaging, computer tomography (CT), scintigraphy,
etc. It has been shown that certain procedures such as cardiovascular inter-
ventions can induce increased the frequency of micronuclei in patients.
There are a large number of people exposed to ionizing radiation as a result

of nuclear accidents in industry, and in nuclear test sites and wars. Although
the consequences of nuclear accidents are also reflected by an increase in car-
diovascular diseases, especially in the young population, because vascular
endothelium has a very low repair capacity, biomonitoring of exposed popu-
lations is focused basically on identifying increased cancer risk.
Cytogenetic studies have shown increased genome damage in populations

from the Chernobyl accident and other nuclear accidents in industry, or those
exposed to isotopes handled accidentally by the general public or after exposure
to radioactive cobalt incorporated by mistake into building structures. FISH
has been shown to be the most informative method with regard to retrospective
biodosimetry.
Biomonitoring of populations and soldiers exposed to depleted uranium

during war activities are usually not performed, or are conducted on very small
groups, but they indicate increased levels of chromosome aberrations.
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13.6 Systems Biology as a Tool in Interpreting Present

and Future Biomarkers

Health risk estimation based on an analysis of a single biomarker provides limited
information on pathways and does not offer a complex picture of the network and
interconnectivtyof cells and tissuesaffectedby ionizing radiation.Biomarkersused
for identifying disturbances of the extracellular matrix do not exist, although the
impact of mechanisms such as the bystander effect and adaptive response, which
involve the extracellular matrix, are significantly related to the health risk.
Recently, it has been shown that a multi-parameter biological approach to

estimating the health risk on the basis of the cytogenetic biomarkers Flt3ligand
(hematopoietic biomarker), citrulline (digestive tract biomarker), and oxy-
sterols (biomarkers of lipid metabolism and the vascular system) is of great
importance in assessing radiation damage.24

Furthermore, the impact of other pathways, such as those directed by
estrogen, should be included in the interpretation of biological effects after
exposure to ionizing radtiation. It has been shown that the estrogen levels have
a significant influence on carcinogenicity following exposure to ionizing
radiation, and that such information is critical in the interpretation of bio-
marker results and health risk assessment.
The use of measurements of DNA methylation disturbance (epigenetics)

after exposure to ionizing radiation are not included in biomonitoring studies,
although this is one of the mechanisms associated with the bystander effect.
Radiation causes DNA methylation changes which are dose dependent, and
gender and tissue specific. It has been shown that organs not exposed directly to
ionizing radiation also reveal different DNA methylation changes.
Gender difference in the response to ionizing radaitaion is a matter of future

research. It has been shown recently that ionizing radiation causes various
gender-related changes in the expression of microRNA (miRNA) in exposed
brain tissue, which can be relevant in estimating cancer risk because clinical
practice has shown that therapeutic use of ionizing radiation in males suggests a
higher risk of developing brain tumors. Expectations are that in near future the
so called miRNAome will become a new biomarker as a result of its sensitivity
to low doses, and its dose-dependent expression pattern.
The systems biology approach utilizes genome-wide gene expression tech-

nologies and bioinformatics, which are especially important in estimating the
health risk associated with low doses of radiation. Application of systems
biology requires the introduction of a standardized language, enabling a better
understanding of the processes involved on a graphical basis. This manner of
combining graphics and symbols analysis of biomarkers is now moving closer
to mathematics, the universal language. This allows scientists from different
backgrounds to understand a common issue, and provides them subsequently
with conditions for the optimal use of their knowledge.
As an example of this new approach for future biomonitorong of the effects

of exposure to ionizing radiation, we provide a graphical presentation of the
effects of uranium exposure (Figure 13.5).
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Uranium is a source of ionizing radiation and is also a heavy metal. Its
xenoestrogenic activity is evident in estrogen disturbances, increases in lipid
peroxidation and levels radical oxygen species, methylation disturbances, etc.
The graphical presentation was prepared using the Activity Flow language of
Systems Biology Graphical Notation (SBGN-AF).25 The application of glyphs
provides a picture of living system pathway complexity with regard to uranium
exposure and the radioactive decay of lead, its daughter element. It also opens
the possibility of revealing missing pathways that may hypothetically open up
future research topics.

13.7 Conclusion

The final biological effects induced by ionizing radiation depend on the inter-
play between the DNA damage process and the signaling platform.
No matter where and which type of exposure to ionizing radiation is taking

place in an environmental or occupational setting, the application of bio-
markers has an advantage when compared to other physical measurements and
calculations of health risk. However, each biomarker has its dose detection
limits that should be followed in order to avoid false negative results (Table
13.2). Owing to interindividual differences in radiosensitivity, as well as specific
age and gender related responses, biomarkers give the best insight into the
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Figure 13.5 Graphical presentation of the biological effects after uranium exposure,
using the Activity Flow language of Systems Biology Graphical Notation
(SBGN-AF).
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resulting biological effect. It is clearly important that several biomarkers are
used in order to gain the most objective parameters in evaluating exposure
effects or in preparing radiation protection legislation.
With regard to environmental exposure to ionizing radiation, there is a sig-

nificant gap in biomonitoring of populations living close to nuclear plants.
Although some studies have revealed an increased risk for childhood leukemia
if the place of residence is closer than 5 km to a nuclear plant, up until now no
full scale biomonotirng has been performed.
Terrorist attacks using low dose radiation sources represent a serious risk to

the general population because such doses produce health deteriorations over a
relatively long time period following exposure. Such exposure is identified only
after the appearance of the first clinical symptoms. If such a terrorist attack
were to be notified or announced by a terrorist organization, the mobilization
of all available resources should, within a relatively short time, provide the
possibility of performing biodosimetry on a large number of subjects. An
effective protocol for this particular scenario does not exist.
The expectation is that the application of ionizing radiation for diagnostics

will be reduced in time and, furthermore, there are future technological issues in
avoiding the utilization of nuclear energy in electricity production.
The application of systems biology as a tool should in the future enable

better interpretation of biomonitoring results and estimation of the health
consequences of exposure to ionizing radiation on an individual basis.
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CHAPTER 14

Ethics and Data Protection in
Human Biomarker Studies

B. DUMEZ,* K. VAN DAMME AND L. CASTELEYN

Katholieke Universiteit Leuven, Center for Human Genetics, Herestraat 49,
3000 Leuven, Belgium

14.1 Introduction

The use of biomarkers in environmental and health studies involves donation
of tissues or fluids by volunteers and leads to sensitive ethical questions. To
ensure the protection of the rights and dignity of study participants, the col-
lection of human samples and data is subject to regulations and rules of dif-
ferent kinds, from deontological codes to data protection laws, from the local
to the international level. Together with the decreased cost of analytical tech-
niques and the increased possibilities for application of human biomarkers, the
attention for, and interest in, the ethical and legal aspects has increased.1–6

Within a European Union (EU) context, probably the most important
international references in this respect are the Data Protection Directive (95/46/
EC),7 the Oviedo Convention,8 more in particular its Additional Protocol
concerning biomedical research,9 and Rec(2006)4 on research on biological
material of human origin.10

The Data Protection Directive, which is subject to transposition in all EU
Member States, concerns the processing of personal data and imposes, for
example, the practice of informed consent, including the right to know one’s
own individual results, and notification of the research to the national super-
visory authority. The Oviedo Convention and its Additional Protocol are
documents open for signature and ratification by all Countries of the Council
of Europe. They also emphasize the necessity of obtaining informed consent
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and require that a research project is submitted to an ethics committee for
independent examination in every country where any research activity is to take
place. Rec(2006)4 builds on the principles embodied in the Oviedo Convention
and its Additional Protocol, but where the Additional Protocol covers inter-
ventions to remove biological materials for specific research projects and other
interventions on human beings for specific biomedical research projects, or data
collected for and resulting from these research projects, Rec(2006)4 focuses on
the study of biological materials that have been stored after originally being
collected in a diagnostic or therapeutic setting, during research projects with
human subjects or during autopsy.
A key question is whether the rights and human dignity of study participants

are adequately and equally protected throughout Europe and whether at the
same time progress in environmental health-related studies is safeguarded. In
other words, does the current ethical and legal framework protect what ulti-
mately should be protected, and if so, to what extent may it need rethinking to
achieve its dual goal: protecting both participants and scientific progress?
From a study of the general conditions in the current EU regulative and ethical

framework, together with a critical analysis of research experiences in various
EU countries,5 it is shown that difficulties, ambiguities or even inconsistencies
exist in the way ethical and juridical challenges are framed and being dealt with
within and across countries. The diverse implementations of EU regulations or
international guidelines in domestic law may in particular affect or hinder
transnational research and bring about inequalities in the level of protection.
Even though many improvements regarding the legal and ethical challenges

in human studies have already been implemented in the EU in recent years,
these issues are not well known among the actors involved and efforts should be
devoted to better education and dissemination of information and enhanced
transparency targeting researchers but also the general public, the media and
the policymakers.
In this chapter some of the challenges as well as steps to possible solutions are

presented. More extensive information can be found in the ECNIS Volume on
Ethics and data protection in human biomarker studies.11

14.2 Challenges

14.2.1 Inconsistencies and Fragmentation

Differences across countries in the transposition and implementation of EU
regulations or guidelines in domestic law have consequences for transnational
research.
Inconsistencies and difficulties in the current regulatory context are drawn as

a result of the different interpretations which can be given – within and across
countries – to key terms or concepts used in the privacy regulations such as
‘‘research’’, ‘‘anonymization’’, ‘‘controller’’, ‘‘substantial public interest’’,
‘‘disproportionate efforts’’, ‘‘compatibility of purposes’’,12,13 and to the role
attributed to ethics committees in the Oviedo Convention.
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A reason for the sometimes not easily applicable concepts of the Data Pro-
tection Directive in the field of human biomarker practices in environmental
health could be the fact that this Directive adopted a horizontal approach and
applies to a very broad range of societal domains. Given that not every domain
and its specificities can be covered, certain societal concerns can unwillingly
become hindered such as the progress in research fields which contribute to
people’s health protection. It was of course impossible to foresee or to antici-
pate the implications of the Directive for each domain of society, and certainly
for a particular domain such as human biomarker studies.
According to the Oviedo Convention, when data and/or samples are

exchanged between countries in Europe for laboratory analysis, approval from
a local ethics committee is required in some but not in all of the countries, often
causing confusion for the researcher.
The creation of clarity and consistency in the interpretation of legal documents

and in the implementation of an ethical and legal framework is not straight-
forward in the EU. Conflicting opinions exist regarding the need for more
consistency. On the one hand, a call is launched for a more harmonized
approach, including the use of standardized procedures, which increase com-
parability of results, but also tend to overlook local characteristics – while on the
other hand the principle of subsidiarity is strongly recognized, thus promoting
the development of procedures at a more local level, resulting in differences in
approaches between Member States or research centers. Advancement of con-
sistency is justified, but is not an easy endeavor. It should not necessarily entail a
full or even partial standardization of methods or procedures. On the contrary,
national traditions should be respected, though the level of protection of the
participants should be equal throughout the Member States and the procedures
transparent and unambiguous. If not, a shopping phenomenon may easily
emerge: seeking to conduct research in the country with the least ‘‘resistance’’.

14.2.2 Individual and Public Concerns

A major issue for the specific field of human biomarker studies is the balancing
of two different – and sometimes perceived as opposite – concerns: the need for
the protection of the individual’s privacy and the societal need for scientific
progress. The tension between these two concerns should however not be
overemphasized, because several studies highlight the willingness of study
participants and populations to participate in studies with a view to promoting
scientific knowledge in the interest of all. This is particularly so if participants
are not merely considered as sample donators, but as full morally active par-
ticipants in a research project. This consideration is of particular importance
when addressing the challenges related to secondary use of data.

14.2.3 Secondary Use of Data

The secondary use of data or samples that were collected in previous research
projects for other purposes sometimes remains very difficult or almost
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impossible. However, there are strong and recognized arguments for facil-
itation of such further use in the context of environmental health research
where risks for improper use of data or samples are minimal, where public
interest comes to the forefront and where adequate collective protection and
control can be installed, so that breach of confidentiality or any use of data
which would not be in line with the participant’s moral stakes can be
excluded.14,15

According to the Data Protection Directive, data may be re-used for a new
(historical, statistical or scientific) purpose without renewed consent if ‘‘dis-
proportionate efforts’’ are required to obtain such consent. The Additional
Protocol to the Oviedo Convention specifies conditions for a research project
designed for a specific purpose and does not foresee guidelines for the re-use
of data and/or material. The Rec(2006)4 clarifies that if the original consent
does not include the specified purpose for the re-use of data, all reasonable
efforts should be made, both in terms of means and time, to re-contact the
participant to request new consent. If re-contacting the participant is not
possible despite reasonable efforts, Rec(2006)4 formulates specific conditions
to comply with for the re-use of data. In practice, the decision whether a study
objective is to be considered in line with the original purpose and whether the
call for a new consent would require disproportionate efforts remains at first
instance with the individual researcher. Such a decision-making process
obviously adds to differences in practices within and across countries and may
hinder consistency, and ultimately may delay and impede important research
beneficial to all.
Between the two extremes of application of the current regulation, either

following it in its strictest possible sense – making it sometimes impossible to
process further valuable study material and thus hindering scientific progress –
or adopting opportunistic strategies – perhaps ignoring the view of study
participants – a more formal facilitation may increase the strength of EU reg-
ulations. However, caution should also be taken not to over-formalize research
conditions because scientific progressmight ultimately be hampered,without any
real gain regarding the protection of the (potential) study participant.
When risks for the individual study participant are minimal and study

results are expected to be profitable for the whole community, facilitation of
secondary use can be implemented better, though based on firm conditions
guaranteeing a full respect for human dignity through measures related to
data confidentiality and regarding compliance with what can reasonably be
assumed the motives of the participant for his or her original consent and his
or her moral stake.16–19

14.2.4 Communication

Whilst human biomarker research may entail less or no risk for the study
participant as compared to other applications that were at the origin of the
establishment of the regulatory context of concern, and whilst it has its biggest
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merits in a common interest perspective, it requires an adapted approach to
communication. More attention is needed – at the initiation of a study, during
the study, as well as at the time of dissemination of results – for instance to the
explanation of the meaning of the results at both individual level and collective
level. At individual level this is important, for example to exploit the full
potential of the tool in education and awareness raising, to deal with concerns
and guilt feelings, to communicate findings which may have an impact on the
health risks of the participant or indirectly for his or her relatives. At the
collective level, it is important to express that the researchers are not sampling
individual participants just for their own research interest, but with a view to
contributing to the wellbeing of the population under study, thus encouraging
their involvement also as a collective endeavor in eventual subsequent decision
making on preventive action and policy measures.

14.3 Steps to Solutions

14.3.1 Information and Education

Even though many improvements regarding the legal and ethical challenges in
human biomarker research have already been implemented in Europe in recent
years, and possibilities have been created for allowing exemptions to the law for
reasons of ‘‘substantial public interest’’ (art. 8 Data Protection Directive),
thereby overruling the primacy of the individual in certain circumstances, the
general need for a right balance between respect for the privacy of the indivi-
dual and the need for scientific progress in the field of environmental health
protection remains, and improvements in the field are needed. As stated above,
in some cases there is a lack of clarity on the interpretation to be given to some
key terms in the regulations. However, knowing that an all-embracing defini-
tion of terms such as ‘‘research’’, ‘‘disproportionate efforts’’, etc. does not exist,
the fact that improved definitions could lead to a substantial facilitation of
human biomarker studies may be seriously questioned. For example, the
creation of a clear and all-encompassing definition of ‘‘substantial public
interest’’ (mentioned in the Data Protection Directive) in the context of
research is a difficult, if not an impossible, task. Nevertheless, it should also be
mentioned that degrees of specification or definition may exist. For example,
regarding the definition – or rather description – of ‘‘reasonable efforts’’, it can
be said that whilst the Data Protection Directive and the Oviedo Convention
and its Additional Protocol do not elaborate at all on what is to be understood
under this term, Rec(2006)4 initiates a first attempt at a more specific
description. Also, bodies such as the Article 29 Working Party, the independent
advisory body on data protection and privacy, set up under Article 29 of the
Data Protection Directive, try to examine questions covering the application of
the national measures adopted under the EU directives in order to contribute to
their uniform application. The Article 29 Working Party carries out this task by
issuing recommendations, opinions and working documents. However these
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issues and instances are not well known among the actors involved, and efforts
should be devoted to better education and dissemination of information and
improved transparency targeting researchers but also the general public, the
media and the policymakers. One way will obviously be the improvement of the
communication processes related to human biomarker studies.

14.3.2 Communication and Raising Trust

The main endeavor is the reconciliation between respect for individual privacy
and the progress of science. Whilst respect for data protection regulations could
wrongfully be reduced toa simple administrative ritual, limiting oneself to a formal
informed consent that may lack ‘‘authenticity’’, the key to making both privacy
concerns and the concern for scientific progress not contradictory is building
trust amongst (potential) participants and the general public in science, and thus in
scientists, in their goals and in the context they are working in. Confidence can first
of all be established by correct and respectful communication.
Respectful communication requires professionalism in many aspects,

including the understanding by the recruiter how the confrontation of parti-
cular personalities may affect the (degree of authenticity of) the outcome of an
informed consent procedure. Striving for an authentic informed consent, even
knowing one can never reach 100% authenticity, is an ethical duty and highly
valuable as such.20

It is important to realize that it is the way the study participant perceives the
situation that will determine their attitude, their trust in science and thus their
decision to participate or not. Correct communication presupposes both the
willingness and ability or competence to communicate by those involved in
executing a research project. Commitment and involvement of recruiters are
preconditions for good communication, which should in turn be a prerequisite
and an integral part of an ethically sound decision-making process. The vital role
of communication is obvious: each communicative act of a researcher or any
other person otherwise involved in human biomarker research may induce trust
or distrust in a study participant. These experiences will be shared by the par-
ticipant with others and eventually affect the perceptions of future potential
participants. Involvement of communication experts in human biomarker studies
is strongly advised. Researchers should organize and promote, and be actively
involved in, democratic participation processes. These must be inseparable key
principles in human biomarker research. Communication at a collective level
with the population to which the study participants belong may be another key
requirement in most biomarker studies. Informed consent of individual partici-
pants can never substitute for, and should be thus complemented by, this ele-
mentary step in a democratic participatory decision-making process.

14.3.3 The Role of Research Ethics Committees

Good communication in combination with confidentiality agreements alone
will not be sufficient to make a research project ethically acceptable. Here is
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where the ethics committees should come in. While the rules from the Data
Protection Directive guarantee notification and transparency, ethics commit-
tees should play a key role in assessing any problem which may arise regarding
what might be called the reconciliation of privacy regulations and scientific
needs. Ethics committees can fill in the regulatory gap regarding the assessment
of the collective ‘‘societal’’ interest. They can provide clarification on what, for
example, are ‘‘disproportionate efforts’’ or what should not be subject to the
requirement of informed consent. Such decisions should indeed not be totally
left to the researchers alone.
Ethics committees should have the authority and moral imperative to act for

the good of study participants and their communities. They are in a crucial
position to advocate thorough communication to diverse stakeholders,
including the process of translation of research results into policy, thereby
helping the concrete implementation by other social science expert groups.
And, while focusing on different aspects, ethics committees should closely relate
to and be in contact with national data protection authorities in order to benefit
from each other’s knowledge and competence. Ethics committees could sub-
stitute for individual informed consent in specific cases of secondary use of data
and/or samples. This role could for example be made dependent upon the
inclusion of a clause in the initial individual informed consent document in
which the participant delegates the agreement for secondary use to an ethics
committee. Questions like: ‘‘Do participants want to be re-contacted for re-
use?’’ ‘‘Would an approval of an ethics committee suffice while the participant
is notified through an information letter?’’ should then be included in the
informed consent form.

14.3.4 A Research Ethics Committee at the European level

Ethics committees will weigh ethical principles against their reference regula-
tions, which in most cases will be national regulations. Specifically for trans-
national research projects, to achieve a better consistency in the research
conditions, the establishment of an ethics committee at the level of the ‘‘Eur-
opean research area’’ could be envisaged. Its main mission would be to give
advice and/or decide on the interface between individual privacy regulations
and concerns on the one hand and public health research needs on the other.
Such a committee should have a permanent staff and ethical subcommittees or
groups consisting of experts familiar with specific research domains. One
expertise subgroup may for example involve human biomarker research in
environmental health. The overall committee should survey consistency in the
advising or decision-making processes of the subcommittees. The overall
committee should report periodically to international institutions such as the
European Parliament and the Council of Europe. Investment in such an effort
could prevent loss of time, energy and research money. The analysis and eva-
luation of different cases in different situations will lead to a build-up of
extensive knowledge and experience that may serve as an inspiring starting
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point for a well informed societal debate. This way, gradually, consistency in
the handling of proposals and transparent decision making will be reached at
the EU level, lifting the daily practices to a higher level. Formulated advice is
deepened advice, possibly criticized or sharpened by national advice, and
should be considered as a well thought out utterance of distilled jurisdiction
and ethics. The European ethics committee would mainly be in place for
transnational research, though it should be open for advice or opinion on
national research projects as well. At the same time, the decision-making
process should occur in a manner that provides access and participation to any
person involved.
Through the implementation of such an EU research ethics committee, the

inconsistencies in regulations across EU Member States regarding ethical
acceptability of practices could be overcome. The very same initiative may also
create opportunities for the elimination of the unnecessary bureaucratic burden
for international research projects, and may aid considerably in avoiding
irregular practices, while creating precedents that scientists can take into
account when planning future research projects.

14.3.5 Participatory Approaches

A way of increasing the possibilities for the inclusion of arguments from the
societal perspective lies in the current movement of participatory approaches.6

Participatory processes make the public a partner in the communication process
and are needed to combine technical expertise, rational decision making and
public values and preferences. Mutual understanding among all actors involved
and participation are necessary to create trust in order to solve problems that are
both scientifically and socially complex. Striving for public participation in
decision-making processes may promote research that is relevant to public health
policy and the related translation of study results into action.21,22

14.3.6 Political Decision Making

Solutions must be framed through a political decision-making process. Politics
should aim at the identification of societal problems and take the necessary
measures to guarantee societal development, among which public health and
scientific progress. Although elaboration on and the adoption of laws may seem
the way forward, reality is very complex and no law or regulation will ever fully
cover this complexity. Laws should therefore never be regarded as dogmas and
should be evaluated continuously with respect to the basic societal and ethical
concerns and principles that guided the legislator in the first place. Indeed,
blind application of the law in cases of conflicting societal interest may lead to
undesirable situations. Respect for legal provisions is necessary, but a critical
attitude towards current legislation and the identification of drawbacks are
equally important. This should lead to a societal debate and adaptation of the
framework in place if appropriate.
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14.4 Conclusion

Research ethics committees play a pivotal role in assessing to what extent deci-
sion-making processes fit with both individual and societal interest. Respect for
human dignity and equality of moral status of all individuals, social justice,
solidarity and democratic participation may thereby be appealing reflections of
European values and useful complements to the four conventional bioethical
principles (autonomy, beneficence, non-maleficence, and justice) which were
initially conceived for a clinical context, but are widely referred to for evaluating
policies, programs or activities that may entail risk to human health in general.
To achieve more consistency in the research conditions nationally and

internationally an ethics committee at the level of the ‘‘European research area’’
could be envisaged, mainly focusing on transnational research. Moreover, the
analysis and evaluation of different cases in different situations would build up
extensive knowledge and experience that may serve as an inspiring starting
point for a well informed societal debate. This way, gradually, more consistency
in the handling of study proposals and increased transparency in decision
making might be reached, lifting the daily practices and the protection of both
individual and community interest to a higher level of meeting up with ethical
concerns in transnational research.
An increasing demand exists for adapted communication strategies at all

stages of a study, not only at the individual level, but also at the collective level,
including the time of translation of results in preventive actions and policy
making. The vital role of communication is obvious. Each communicative act
may affect trust in the study at hand and in science in general. Expertise in the
field of social sciences is therefore demanded.
Researchers have the duty to support the translation of research results into

preventive actions at individual and at collective level whenever relevant.
Participatory processes will facilitate the inclusion of arguments from the
societal perspective and increase trust and mutual understanding among all
parties involved, adding to the legitimacy of the final outcome and the public
support for the decision-making policies.
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