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Preface

Radio and microwave compound field-effect transistors (FETS), such as
metal semiconductor field effect transistors (MESFETSs), and hetero-
junction field effect transistors (HFETSs), which include high electron
mobility transistors (HEMTs) and pseudomorphic high electron mobil-
ity transistors (PHEMTS), extend the advantages of silicon counter-
parts to significantly higher frequencies. This advanced performance of
FETs is attractive for high-frequency circuit design in view of a system-
on-a-chip realization, where digital, mixed-signal baseband, and radio
frequency (RF) transceiver blocks would be integrated on a single chip.

Accurate microwave and RF measurement techniques are the basis
of characterization of the microwave and RF devices along with the cor-
responding model parameter extraction. Existing books on microwave
and RF devices traditionally lack a thorough treatment of the high-fre-
quency measurement techniques. The primary objective of the present
book is to bridge the gap between device modeling and state-of-the-art
microwave measurement technique.

This book combines both measurement technique and its application
in an example of compound semiconductor FETs. The book shows an
approach on how to do the measurement and based on the measure-
ment data, to start the small signal, nonlinear modeling, and parame-
ter extraction for the devices. The book includes all detailed
information for FETs, which seldom appears in other books like this, so
this should be helpful for new researchers to make their way in their
career. Even for those without a good microwave background, the con-
tents of this book can be easily understood. The presentation of this
book assumes only a basic course in electronic circuits as a prerequisite.
Instead of using electromagnetic fields as most of the microwave engi-
neering books do, the subject is introduced via circuit concepts.

This book is intended to serve as a reference book for practicing engi-
neers and technicians working in the areas of RF, microwave and solid-
state device, optoelectronic integrated circuit design. The book should

X
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also be useful as a text-book for RF and microwave courses designed for
senior undergraduate and first-year graduate students. Especially in
student design projects, we foresee that this book will be a valuable
handbook as well as a reference, both on basic modeling issues and on
specific FET models encountered in circuit simulators. For a senior
course, chapters 4-7 are complementary to active microwave courses.

It is hoped that this book will offer the type of practical information
necessary for use in today's complex and rapidly changing RF and
microwave circuit design.
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Chapter 1

Introduction

1.1 Overview of III-V Compound Semiconductor Devices

There are a wide variety of solid-state device technologies available for
implementing microwave and radio frequency (RF) integrated circuits
(ICs). The common used semiconductors are as follows [1-11]:

1. Silicon-based bipolar junction transistors (BJTs)

2. Silicon-based mental-oxide semiconductor field effect transistors
(MOSFETS)

3. Silicon-based laterally diffused metal-oxide field-effect transistors
(LDMOSFETS)

4. Silicon germanium heterojunction bipolar transistors (SiGe HBTs)

(o)

. Gallium arsenide based metal semiconductor field-effect transistors
(GaAs MESFETSs)

. Gallium arsenide high electron mobility transistors (GaAs HEMTs)
. Gallium arsenide heterojunction bipolar transistors (GaAs HBTs)

. Indium phosphide high electron mobility transistors (InP HEMTs)

© 00 3 O

. Indium phosphide heterojunction bipolar transistors (InP HBTSs)

Semiconductor material systems can be categorized into silicon-
based and III-V-compound-semiconductor-based devices. Silicon-based
semiconductor devices, with their low-cost, high-volume production,
have improved frequency response significantly as the channel length is
made smaller and up to 45 nm. In contrast, compound semiconductor-
based devices take advantages of their intrinsic material properties and
offer superior device performance in high-frequency applications such
as monolithic microwave integrated circuits (MMICs). The III-V semi-
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conductor industries have also increased their production yield and
integration scale in response to the increasing demand of RF circuits in
terrestrial and mobile wireless communications.

Alternatively, in terms of the operation mechanism, microwave and
RF semiconductors can be categorized into field-effect transistors and
bipolar transistors.

Table 1.1 Comparison of FET and Bipolar Transistor

Parameters FET/HEMT BJT/HBT
Physical dimension limi- Gate length Base and collector thick-
tation ness
Turn-on characteristics Gate threshold voltage Base-emitter voltage
Output current density Medium High
Input impedance control- Gate voltage Base current
ler
Noise-source Gate-induced noise. Chan-  Shot noise.

nel current noise. Low-frequency noise.
Low frequency noise.
Gate leakage current
noise.
Processing complexity Medium High

Table 1.1 shows the comparison of some device parameters for both
FET and bipolar transistor devices [1]. First, the physical dimension
limitation sets the ultimate device speed performance. Fundamentally,
a shorter gate length in an FET can reduce the carrier transport time
and a narrower base as well as thinner collector in a bipolar device can
decrease the carrier transit time. Device turn-on characteristics of an
HBT are controlled by a material band gap or the turn-on voltage in the
base-emitter junction. In contrast, the pinchoff voltage of an FET
depends on the doping and thickness of active channel. Typically, the
noise sources in FET devices include gate-induced noise, channel cur-
rent noise, low-frequency noise, gate leakage current noise, and ther-
mal noise sources generated from the extrinsic resistances. For bipolar
transistors, the noise figures are determined by shot noise, which is
related to the operating currents.

Depending on applications, it is preferable that device have some of
the following features [1]:

1. Maximum power gain bandwidth
2. Minimum noise figure

3. Maximum power-added efficiency (PAE)
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. Low thermal resistance

. High temperature of operation and reliability
. High linearity

. Low leakage current under cutoff operation

. Low-frequency noise

© 0 I o Ot

. Multi functionality, low single-power supply
10. Semi-insulating substrate, mature technology, low cost

Different RF/microwave circuits require different transistor parame-
ters. For example, power amplifiers (PAs) use transistors with higher
power densities; low-noise amplifiers (LNAs) employ transistors with
low-noise characteristics. A qualitative performance summary of each
device technology is listed in Table 1.2 [9]. In most designs, the mini-
mum noise figure, maximum power gain, and stability factor voltage
standing wave ratio (VSWR) usually do not occur at the same input/out-
put impedance in the Smith chart. Therefore, the selection of bias point
and input/output impedance is determined by the spec requirements of

each component.

Table 1.2 A Comparison Chart for Different Device Technologies in Wireless Communi-
cation RF Transceiver Applications

Parameters GaAs GaAs GaAs Si RF SiGe InP
MESFET  HBT HEMT CMOS HBT HBT
Device speed Good Good Good Fair Good Excellent
Chip density Low High Low Low High High
Transconductance ~ Medium  High High Low High High
Device matching Poor Good Poor Poor Good Good
PAE Medium  High High Medium Medium  High
Linearity High High High Low Medium  High
Low-frequency noise Poor Good Poor Poor Good Good
Breakdown voltage High High High Medium Medium  High

Integration level MSI, LSI MSLLSI MSLLSI VLSI LSLVLSI MSILLSI

1.2 RF/Microwave Device and Circuit CAD

The application of modern computer-aided design (CAD) tools offers an
improved approach. As the sophistication and accuracy of these tools
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improve, significant reductions in design cycle time can be realized. The
goal is to develop CAD tools with sufficient accuracy that can achieve
first pass design. The CAD tools need to be improved until the simu-
lated and measured RF performance of the component being designed
are in good agreement. This will permit the design to be completed,
simulated, and fully tested by an engineer working at a computer work-
station before fabrication is implemented. To achieve this goal,
improved accuracy CAD tools are required.

There are two kinds of commercial RF and microwave CAD software:
physical-based and equivalent circuit based CAD software. The physi-
cal-based CAD software as a starting point of analysis, considers funda-
mental equations of transport in semiconductors. The equivalent
circuit-based CAD software addresses the issue of what needs to be
known about the device in addition to its equivalent circuit to predict
the noise performance. State-of-the-art CAD methods for active micro-
wave circuits rely heavily on models of real devices. The model permits
the RF performance of a device or integrated circuit to be determined as
a function of process and device design information or of bias and RF
operating conditions. Table 1.3 summarizes the semiconductor device
models in the commercial RF/microwave CAD software, in most cases,
BJT, MOSFET, and MESFET models are available. This book focuses
on the III-V compound FET device modeling and measurement tech-
nique.

Table 1.3 Semiconductor Device Models in Commercial RF/Microwave CAD Software

Software BJT MOSFET MESFET HEMT HBT
ADS ] ™ | | |
Cadence ] ™ | | |
MDS | ™ | |
EESOF 4} 4} ] M |
PSPICE 4} ™ ]

HSPICE 4} ™ ]

1.3 Organization of This Book

We will spend the rest of this book trying to convey the microwave and
RF modeling and measurement techniques for FET devices. This book
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focuses on how to measure the microwave performance and to build the
linear, nonlinear, and noise models for FET devices.

In Chapter 2, the concept of two-port networks is discussed. The
reader 1s introduced to the characterization of two-port networks and
its representation in terms of a set of parameters (impedance, admit-
tance, hybrid, transmission, scattering, and chain-scattering parame-
ters) that can be cast into a matrix format. The relationship between
two-port and three-port networks is then illustrated.

Chapter 3 presents basic concepts of the commonly used microwave
and RF measurement techniques, which include S parameters and
noise and power measurements. The corresponding calibration methods
for each measurement are also summarized. The signal and noise de-
embedding methods for microwave components and circuits in on-wafer
and coaxial measurement systems are discussed in more detail.

In Chapter 4, we introduce the physical structure and operation con-
cept of FET devices. The small signal modeling and parameter extrac-
tion method are described, especially determination methods for pad
capacitances, feedline inductances, extrinsic resistances, and intrinsic
elements. The scaling rules for intrinsic elements are given also.

The nonlinear models for FETs, which include the physics-based
nonlinear model, table-based nonlinear model, and empirical equiva-
lent-circuit-based model are introduced in Chapter 5, as well as com-
pact modeling techniques.

Chapter 6 first deals with the noise modeling and parameter extrac-
tion methods for FETS, and then turns to the determination of noise
parameters, including tuner-based and noise-figure-based methods.

Artificial neural network (ANN) is very useful for neural-based
microwave computer-aided design, and for analytically unified dc, small
signal, and nonlinear device modeling. In Chapter 7, the microwave
nonlinear device modeling technique based on a combination of the con-
ventional equivalent circuit model and ANN is presented.
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Chapter 2

Representation of Microwave Two-
Port Network

The microwave signal and noise matrix analysis techniques are the
basis of representation of the microwave network, and are the impor-
tant tools of the radio frequency (RF) and microwave semiconductor
modeling and parameter extraction. RF and microwave device, circuit
and components can be classified as one-, two-, three-, and N-port net-
works. A majority of circuits under analysis are two-port networks.
Therefore we focus in this chapter primarily on two-port characteriza-
tion and study its representation in terms of a set of parameters that
can be cast into a matrix format. The definition of a two-port network is
that a network that has only two access ports: one for input or excita-
tion and one for output or response. This chapter introduces the impor-
tant linear parameters (including signal and noise parameters) that are
currently used to characterize two-port networks. These parameters
enable manipulation and optimization.

2.1 Signal Parameters

There are several ways to characterize the two-port network. The most
commonly used parameters are the impedance Z, admittance Y, hybrid
H, transmission ABCD, scattering S, and chain scattering 7" parame-
ters. These parameters are used to describe linear networks fully and
are interchangeable. Conversion between them is often used as an aid
to circuit design when, for example, conversion enables easy deconvolu-
tion of certain parts of an equivalent circuit. This is because the termi-
nating impedance’s and driving sources vary. Further, if components
are added in parallel the admittance parameters can be directly added;
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similarly, if they are added in series impedance parameters can be
used. Matrix manipulation also enables easy conversion among for
example, common base (gate), common emitter (source), and common
collector (drain) configurations. The impedance Z, admittance Y, hybrid
H, and transmission ABCD normally are called the low-frequency sig-
nal parameters, and are based on the voltages and currents at each
port. The scattering S and chain scattering 7 parameters normally are
called the high-frequency signal parameters, and are based on traveling
waves applied to a network. Each of them can be used to characterize
linear networks fully, and all show a generic form. This chapter concen-
trates on two-port networks, though all the rules described can be
extended to N-port devices. A two-port network based on the Z-, Y-, H-,
and ABCD parameters is shown in Figure 2.1. It can be seen that the
two-port network has four port variables: Vy, Vy, I, and Iy. We can use
two of variables as excitation variables and the other two as response
variables.

2.1.1 Impedance Parameters

The open-circuit impedance parameters (i.e., Z parameters) character-
ization of two-port networks are based on the exciting the network by
the voltage V; at input port and the voltage Vy at output port. In this
case I; and I, are the independent variables, and V; and V;, are the
dependent variables. The network operation can be described by the fol-
lowing two equations:

Vi=Z,-1,+2,-1,

2.1
Vi=2Zy I +Z2y-1, (2.2)
I; I;
_’ ‘_
o—— —0
Two-Port
Vi l Network l V2
O —————0O

Figure 2.1 Ablock diagram of a two-port network
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Using the matrix representation, we can write:
[‘/1 ] le le [11 ]
v,| I
2 Z, Z, 2

[V1=I[Z1l1]

2.3

or

(2.4)

where the [Z] is called the impedance matrix of a two-port network.
Since voltages V7 and V, are in volts, and I; and I, are in amperes, the
four parameters Z;;, Z19, Z91, and Zyg must be in ohms. Therefore,
these are called impedance parameters, and their values completely
characterize the linear two-port network. The definition equations and
physical meaning of Z parameters are summarized in Table 2.1, and
Figure 2.2 shows the corresponding equivalent circuit model of Z
parameters. It is noted that the units of all Z parameters are in ohms
(€).

The open circuits are not very easy to implement at a higher fre-
quency range because of fringing capacitances; therefore, these param-
eters were measured only at low-frequency range. When measuring an
active device or circuit, a bias network (or Bias-Tee) is required. This
should still present an open-circuit at the signal frequency but of course
should be a short circuit to the bias voltage. This would usually consist
of a large inductor with a low series resistance.

2.1.2 Admittance Parameters

Now let us look at the short-circuit Y parameters where the voltages
are the independent variables. These are called the short-circuit admit-

o—— 1} T} —-—o0
I Zy Z3 I,

12 <> v

: Zyo1, Zy1 1 ?

O O

Figure 2.2 Equivalent circuit model for Z parameters
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Table 2.1 Definition of Z Parameters

Parameters  Definition Equation Physical Meaning
i
Z11 I_ Input impedance with output port open-circuited
L, =0
7 K Reverse transmission impedance with input port
12 I open-circuited
21L=0
7 & Forward transmission impedance with output
21 I port open-circuited
U, =0
VA _2 Output impedance with input port open-cir-
22 I cuited
215=0

tance parameters and describe the input, output, forward, and reverse
admittances with the opposite port terminated in a short circuit. The
short-circuit admittance parameters (i.e., Y parameters) characteriza-
tion of two-port networks based on the exciting the network by the cur-
rent I; at input port and I, at output port. In this case voltage V; and
voltage V5 are the independent variables, and I; and Iy are the depen-
dent variables. The network operation can be described by the following
two equations:

=Y, Vi+Y, -V, (2.5)

I,=Y,-Vi+Y,V, (2.6)

Using the matrix representation, we can write:

I, Y, Y, Vi

I, Y, v, |V
(2.7)
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or

(=Y 1] @9

where the [Y] is called the admittance matrix of a two-port network.
Since currents I; and Iy are in amperes, and V; and V, are in volts, the
four parameters Yq;, Y19, Y91, andYyy must be in siemens. Therefore,
these are called admittance parameters, and their values completely
characterize the linear two-port network. The definition equations and
physical meaning of Y parameters are summarized in Table 2.2, and
Figure 2.3 shows the corresponding equivalent circuit model of Y
parameters. It is noted that the units of all Y parameters are in sie-
mens (S = 1/Q).

Table 2.2 Definition of Y Parameters

Parameters Definition Equation Physical Meaning

I 1

Y11 i Input admittance with output port short-circuited
Vily,-o

2
y. i Reverse transmission admittance with input port
12 short-circuited
V.
2 V=0
Y. 1_2 Forward transmission admittance with output
21 port short-circuited
V
Ly, =0

I 2

Yoq i Output admittance with input port short-circuited
V2 V;=0

O > « O
I 1 I 2
Yl ZVZ b 21V1
o O

Figure 2.3 Equivalent circuit model for Y parameters
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2.1.3 Hybrid Parameters

The hybrid parameters characterization of two-port networks based on
the exciting the network by the current I; at input port and the voltage
V, at output port. In this case I; and V, are the independent variables,
and V; and I, are the dependent variables. The network operation can
be described by the two equations:

Vi=H,-I,+H,"V,

(2.9)
I,=H, 1,+H,-V, (2.10)
Using the matrix representation, we can write:
|:V1:| H, H, |:I1 :|
I, H, H, v,
(2.11)

or

)

where the [H] is called the hybrid matrix of a two-port network. Since
the currents I; and I, are in amperes, and V; and V5 are in volts,
parameter Hy; must be in ohms, Hy5 and Hy; must be dimensionless,
and Hyy must be in siemens. The parameters Hy; and Hy; represent the
input impedance and forward current gain, respectively, when the out-
put port is shorted. Similarly, the parameters Hyy and Hgy represent
the reverse voltage gain and output admittance, when the input port is
opened. Because of this mix, therefore these are called hybrid parame-
ters, and their values completely characterize the linear two-port net-
work. The definition equations and physical meaning of H parameters
are summarized in Table 2.3, and Figure 2.4 shows the corresponding
equivalent circuit model of H parameters.
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o—— 1] “ <
S N

% >Q %

: Hy,V, H, I, Ha ¢

O o]

Figure 2.4 Equivalent circuit model for H parameters

Table 2.3 Definition of H Parameters

Parameters Definition Equation Physical Meaning
i
H 11 — Input impedance with output port short-circuited
Iy, =0
Vv S .
H s Reverse voltage gain with input port open-cir-
12 V2 cuited
1,=0
H 1_2 Forward current gain with output port short-cir-
21 I, cuited
V,=0
I 2
H. 29 7 Output admittance with input port open-circuited
21ln=0

2.1.4 Transmission Parameters

The transmission parameters characterization of two-port networks are
on the exciting the network by the voltage and current at input port. In
this case V7 and I are the independent variables, and V5 and I5 are the
dependent variables. The network operation can be described by the fol-
lowing two equations:

Vi=A-V,-B-1, (2.13)

1,=C-V,-D-I, 214
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Using the matrix representation, we can write:

I, C D -1,

(2.15)

[E]: [A][YZIJ (2.16)

where [A] is called the chain matrix of a two-port network. Since cur-
rents I; and I, are in amperes, and V; and Vj are in volts, parameter A
and D must be dimensionless, B must be in ohms, and C must be in sie-
mens. These are called ABCD parameters. The chain matrix is very
convenient for the calculation of the cascade connections. Note that
they related the input voltage to the output voltage and the input cur-
rent to the negative of the output current. This means that they are just
multiplied for cascade connections as the output parameters become
the input parameters for the next stage. The definition equations and
physical meaning of ABCD parameters are summarized in Table 2.4,
and Figure 2.5 shows the corresponding equivalent circuit model of
ABCD parameters.

or

2.1.5 Conversion of Impedance, Admittance, Chain, and
Hybrid Parameters

One type of the network parameters can be converted into another via
the respective defining equation. For convenience, Table 2.5 summa-
rizes the formulas for the previously defined four parameter sets.

a; a;
—_— D ——
O E—— O
S EE—
b; S/T b:

O —— 0

Figure 2.5 A two-port network with incident and reflected waves at each port
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Table 2.4 Definition of ABCD Parameters

Parameters Definition Equation Physical Meaning
A K Reverse voltage gain with output port open-cir-
V. cuited
215,=0
B V] Negative reverse transmission impedance with
- input port short-circuited
2ly,=0
C i Reverse transmission admittance with output port
V. open-circuited
215,=0
D 1 1 Negative reverse current gain with input port
-1 5 short-circuited
Vv, =0

2.2 S- and T-parameters

The Z, Y, H, and ABCD parameters cannot be accurately measured at
higher frequencies because the required short- and open-circuit tests
are difficult to achieve over a broad range of frequencies. The scattering
(S) parameters are currently the easiest parameters to measure at fre-
quencies above a few tens of MHz as they are measured with 50 or 75 Q
network analyzers. The network analyzer is the basic measurement
tool required for most RF and microwave circuit design, and the mod-
ern instrument offers rapid measurement and high accuracy through a
set of basic calibrations. The high-frequency S- and 7T-parameters are
used to characterize high RF/microwave two-port networks. These
parameters are based on the concept of traveling wave and provide a
complete characterization of any two-port network under analysis or
test at high RF/microwave frequencies.

Figure 2.5 shows a network along with the incident and reflected
waves at its two ports, where ¢;(i = 1,2) are the incident normalized
power waves, and b;(i = 1,2) are the reflected normalized power waves.
Hence, a; is an incident wave while b, is reflected wave at input port.
Similarly, ag and by represent incident and reflected waves at the out-
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Table 2.5 Conversion between Different Network Representations

REPRESENTATION OF MICROWAVE TWO-PORT NETWORK

Parameter Z Y
Zy _Zy
Z, %, AZ AZ
Z
Zy Iy _Zn Z,
AZ AZ
Y, _Y,
AY AY Y, Y,
Y
b Yo Yy
AY AY |
AH H, | 1 H,
H,, H, H, H,
H
H,, 1 H, AH
H, H, ] H, H,
[ A A D A
c C B B
ABCD
1 D 1 A
| cC C ] B B

put port. It can be seen that the two-port network has four port vari-
ables: aq, ag, by, and by. Normally, the two incident waves are used as

excitation variables, and other two are used as response variables.

The incident and reflected normalized power waves can be expressed

as follows:

7

Vv, +Z

1)

o n
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Table 2.5 (continued)

Parameter H ABCD
Az 7z, | 7, A7
ZZ2 ZZ2 ZZ] ZZI
A
Ly 1 7z,
| ZZZ Z22 i | Z21 Z21 i
1y, | v, 1
Yll Yll Y21 Y21
Y
ﬁ A_ ﬂ 11
| Yll Yll ] L YZ] YZI ]
A H
Hll H12 H2] H2l
H
H, H, ) _L
| H21 H21 ]
S
D D A B
ABCD
1 c ¢ D
- D D —
p =L V. -2Z1)
N2, (n=1,2) (2.18)

where the index n refers either to port number 1 or 2, and impedance Z,
is the characteristic impedance of the connecting lines on the input and
output side of the network.

Inverting (2.17) and (2.18) leads to the following voltage and current
expressions:
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V,=Z,@a,+b,) (n=1,2) (2.19)
1
I =—(a —b
n \/27(51,1 n)
’ (n=1,2) (2.20)

with

0=V [z 1
n_\/io_ o'n

“ (n=1,2) (2.21)
b, == =—JZ,I;
‘/7” (n=1,2) (2.22)

2.2.1 S Parameters

The S parameters characterization of two-port networks based on the
exciting the network by the incident waves at input port and output
port. In this case a; and a, are the independent variables, and b; and by
are the dependent variables. The network operation can be described by
the following two equations:

by=8,-a+S,a

(2.23)
by, =8, -a,+ Sy a, (2.24)
Using the matrix representation, we can write:
|:b1:| S S, |:a1 :|
b, S, S, a,
(2.25)

or

[b]1=[S][a] (2.26)
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where [S] is called the scattering matrix of two-port network, and S;;(i.j
= 1,2) are known as the scattering parameters of the two-port network.
Since the units of the incident and reflected waves are same, scattering
parameters must be dimensionless. As already mentioned, the S-
parameters can be determined only under conditions of perfect match-
ing on the input or output side. For instance, to record S;; and Sy we
have to ensure that on the output side the line impedance Z, is matched
for ay = 0 to be enforced.

Now we will discuss the relationship between the S-parameters and
the voltages at input and output ports. Figure 2.6 shows the block dia-
gram for calculation of S1; and S9;. When the output port is terminated
in a matched load (Z; = Z,), the input reflection coefficient can be
expressed as follows:

8 V1+ a;
“ (2.27)

It can be found that the physical meaning of Sy is the input reflec-
tion coefficient. Sq; also can be expressed in terms of the input port
impedance and characteristic impedance:

_ Zin B Zo
1n=
Z +7Z
n o (2.28)
where Z;, is the input impedance:
Z» :K: VS_Z()II
mn I I
! ! (2.29)
Substituting (2.29) into (2.28), we have
)
Parameters

Figure 2.6 Block diagram for calculation of S;; and Sg;
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_Vi=ZJ, V-V _2V,

= 1
Vi+Z,1 Vs Vs

11

(2.30)

From (2.30), it can be found that S;; can be directly determined from
input port node voltage and source voltage.

Moreover, with output port properly terminated, Sg; can be
expressed as follows:

S :bZ — VZ_/\/Z—O |
Toal, L, +z1)/2z,

I3 =V =0

(2.31)

Since a9 = 0, we can set to zero the positive traveling voltage and cur-
rent waves at output port. Replacing V; by the source voltage V, minus
the voltage drop over the source impedance Z, (V - Z I,), we have:

(2.32)

Here, it can be observed that the voltage recorded at output port is
directly related to the source voltage and thus specifies the forward
voltage gain of the network.

Figure 2.7 shows the block diagram for calculation of S5 and Sys.
When the input port is terminated in a matched load (Z;, = Z), the
output reflection coefficient can be expressed as follows:

VZ_ bZ

== = S
out V2+ a2 L 22
L (2.33)
a; Zo
- o ———— o]
S b
Parameters Zo Vs

Figure 2.7 Block diagram for calculation of S;9 and Sy
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It can be found that the physical meaning of Sy5 is the output reflec-
tion coefficient. S99 also can be expressed in terms of the output port
impedance and characteristic impedance:

—_— Z()M[ - Z()
2 =
Z{mt +Zo (234)
where Z,,, is the output impedance:
— v, Vs' ~-Z,1
ow — 3 — 5
L Il (2.35)
Substituting (2.35) into (2.34), we have:
_ V,-2,1, _ Vz_(vs_vz)_ 2V, -1
2= = ' S
V,+2,1, Vi Vi (2.36)

From (2.36), it can be found that S;; can be directly determined from
output port node voltage and source voltage.

Moreover, with output port properly terminated, S;5 can be
expressed as follows:

S _b] _ ‘/1_/\/Z—o |
1

, =

W, ., V+Z,1)/2z,

fF=y=0 (2.37)

Since a; = 0, we can set to zero the positive traveling voltage and cur-
rent waves at input port. Replacing V; by the source voltage V. minus
the voltage drop over the source impedance Z, (V.- Z I,), we have

(2.38)

Here, it can be observed that the voltage recorded at output port is
directly related to the source voltage and thus specifies the forward
voltage gain of the network.
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The definition equations and physical meaning of S parameters are
summarized in Table 2.6.

Table 2.6 Definition of S Parameters

Parameters  Definition Equation Physical Meaning
S ﬁ — 2Vl -1 Input reflection coefficient when output port is
11 a V. terminated in a matched load
1 a,=0 S
S. b_2 — 2V2 Forward transmission coefficient when output
21 a V. port is terminated in a matched load
lla,=0 N
S ﬁ — 2 Vl Reverse transmission coefficient when input
12 a, V port is terminated in a matched load
=0 s
b, 2w, | | . |
S. 22 — : utput reflection coefficient when input port is
22 a, VS terminated in a matched load
a, =0

When the characteristic impedances at each port are complex, the
corresponding incident and reflected normalized power waves can be
expressed as follows:

1
an = ﬁ(‘/n + Zonln)
Con ¥ Z0n) (n=1,2) (2.39)
1 R
bn = —*(‘/n - Zonln)
22, +2,)
‘ (n=1,2) (2.40)

Table 2.7 summarizes conversion between S parameters and Z, Y, H,
and ABCD parameters [1].
2.2.2 T parameters

The chain scattering parameters are also known as the scattering
transfer parameters or T-parameters and are useful for network in cas-
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Table 2.7 Conversion between S parameters and Z, Y, H, and ABCD

S 7

— (le B Zjl )(Zzz + Zaz) - 212221
(Zn + Zol )(Zzz + Z{)Z) - lezz1

11

— (Sllzol + 2:1 )(1 - Szz) + SIZSZIZ()I
(1'S11)(1'S22)_ S12521

11

_ 2Z12 RolROZ _ 2’SIZ RolR()Z
(Zn + Zol)(Z22 + Zoz) - ZIZZZI N (l'Sn)(l'Szz) - S12521

SIZ

_ 2Z21 R{)1R02 _ 2’SZI RolR()Z
(Zn + Zol)(Z22 + Zoz) - ZIZZZI B (l'Sn)(l'Szz) - S12521

21

— (le + Zol )(Zzz B Z:2) B lezzl
(Zn + Zol )(Zzz + Zoz) - Z12221

22

— (Szzzoz + Z:2 )(1 — Sn) + S12S21Zoz
2 (I‘Sn)(l'Szz)_ SIZS21

S&Y

*

— (I_Yl IZ()I )(1 + Yzzzoz) + Y12Y212:1Z02
(1 + Yllzal)(l + YZZZDZ) - YIZYZIZOIZOZ

11

_ (-S)NZ,, +5,Z,,)+ 8,8,Z,,
(Z:l + Sllzol)(ZZZ + S22202) - SIZSZIZDIZOZ

11

_ _2Y12 ROIROZ
(1 + YIIZOI)(I + Y22ZOZ) - Y12Y21201202

12
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Table 2.7 Conversion between S parameters and Z, Y, H, and ABCD (Continued)

_ _2512 R01R02
v (Z:1 + Sllzol)(ZZZ + SZZZDZ) - SIZSZIZOIZOZ
S = ‘2Y21 RolROZ
. (1+Yllzo1)(1+yzzzoz)_leyzlzalzuz
_2521 R01R02
21

(Z:1 + Sllzol)(ZZZ + SZZZDZ) - SIZSZIZOIZOZ

_ (1 + Yl lZol )(1 - YQQZZQ) + Y]2YZIZUIZ:;2
2 (1 + Y11Z(,1 )(1 + YZZZ()Z) - YIZYZIZOIZ()Z

_ (1-S22 )(Z; + SIIZOI) + SlZSZIZol
2 ( s S”Z(,l )(Z;kz + Szzz(,z) =8,8,Z

ol ol

Zo2

S H

— (Hn — Z:l)(l + HZZZO2)_ H12H21Z02
(H11 +Zol)(1+ szzoz)_ leHzlzoz

11

— (Z:1 + SllZol )(Z:jz + SZZZ()Z) - 512521201202
(1 - Sll)(Z:2 + Szzzoz) + S12521Zoz

11

_ 2H12 RalRUZ
(Hll + Zol )(1 + H22Z02) - leHzlzoz

12

_ 2512 R()IROZ
(1 - Sn)(Z:z + Szzzoz) + S12521Z¢)2

12
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Table 2.7 Conversion between S parameters and Z, Y, H, and ABCD (Continued)

_ '2H21 RolRoz
(Hn + Zol)(l + HZZZOZ) - HIZHZIZOZ

21

_ _2521 R,R,,
(1 - Sll )(Zzz + Szzzaz) + S]2S21202

21

— (Hn + Zol )(1 B szzjz) + H12H212:2
(Hn + Zol)(l + szzoz) - H12H21Zoz

22

— (1‘S11)(1‘Szz) — 512521
(1 - S11 )(Zsz + SZ2ZOZ) + SIZSZIZOZ

22

S A

_AZ,+B-CZ,Z,—-DZ,
"' AZ ,+B+CZ,Z,,+DZ,

— (Z:1 + Sllzol )(I’Szz) + 512521201
2S21 R01R02

A

_ 2(AD-BC)R,R,,
 AZ,+B+CZ,Z,+DZ,

12

— (Z;l + Sllzol)(Z:Z + S22ZO2 )_SIZSZIZOIZOZ
2S21 R01R02

B

2 \' R01R02

 AZ,+B+CZ,Z,+DZ,

21
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Table 2.7 Conversion between S parameters and Z, Y, H, and ABCD (Continued)

C= (1'511 )(I'Szz) - S12S21
2S21 \/RUIRUZ

g - -AZ ,+B-CZ,Z,,+ DZ,,
*?  AZ,+B+CZ,Z,+DZ,

— (I'Sl 1 )(Z(; + 522202) + SlZSZ]ZO2
28,

D

cade. These are defined on the basis of waves a; and b at input port as
dependent variables and waves a9 and by at output port as independent
variables. The network operation can be described by the following two

equations:

a=T1,b,+T, a,

(2.41)

(2.42)

(2.43)

b=T,-b,+T, -a,
Using the matrix representation, we can write:
a, | I, T, b,
|:b1:|_ T, T, |: 2:|
or
[b]=IT1la] 2.4

where the [7] is called the chain scattering matrix of a two-port network,
and Tij(i, j=1,2) are known as the chain scattering parameters of the
two-port network. Since the units of the incident and reflected waves are

the same, chain scattering parameters must be dimensionless.

The relationship between S- and T-parameters can be derived using

the previous basic definition as follows:
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724l -4 1
11
P S S (2.45)
T, a4 = _S»
a, by =0 Sz1 2.46)
21
byl,..o S o
r b SuSn =5, AS

22 - =

a1, o S, S, 01

The reverse relationship expressing S-parameters in terms of 7-
parameters can also be derived with the following result:

T
S = T_ZI
1 (2.49)
S = 1T, -T,T, — A_T
. ’Tll Tll (2 50)
1
Sy = T_
= (2.51)
T
Sy = #
i (2.52)

Table 2.8 summarizes conversion between T-parameters and Z, Y, H,
and ABCD parameters [1].
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Table 2.8 Conversion between T- parameters and Z, Y, H, and ABCD

T Z

— (le + Zol )(Zzz + Zaz)_ Z]ZZ2I

T, —
2221 R01R02
7 = Z:1(Tn +T12)+Z<11(T21 +T22)
1=
Tu +le _T21 _Tzz
T. = (le + Zal)(Z:Z B Z22)+ lezzl
12—

2ZZ] \/RolRuZ

7 = 2\/ RolR()Z (TllT22 - T12T21)
Tu +T12 _T21 _Tzz

12

T = (le — Z:l )(Z()Z + Zzz) — lezzl 7 = 2\/ R()IR()Z
21 — =
2221\/R01R02 “ T11 + T12 - T21 - Tzz
(Z* B Zl 1 )(Zzz B ij) + ZIZZZI

— ol
T22 -

2221 \/RolROZ

Z:Z(Tll B T21)_ Zoz(le - Tzz)
T11 +T12 _T21 _Tzz

Z, =

T<Y

— ('1‘Y11Zo1 )(1 + Yzzzaz) + Y12YZIZUIZ¢72

2Y21 V R01R02

ij (T11 — T21)_ Za2 (T12 — Tzz)

TIIZ:lez - lez;klzoz + Tzlz Z:2 - Tzzzol

ol

T,

Y, =

Z02
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Table 2.8 Conversion between T- parameters and Z, Y, H, and ABCD (Continued)

— (1 + Ynzm)(l — Y22Z:2) + Y12Y21Zolz:2

T,
. 2Y21 \/RolRoZ
_ RolRuZ (TuTzz B T12T21)
12 — % * * *
TllZmZoz - leZmZoz + Tzlzolzoz - TZZZ()1Z02
T = (YnZ:fl)(l + YZZZOZ) — Y12Y212;k1202
21 —
2Y21 01R02
Y _ _2 V R01R02
“ THZ;Z:z - leZZIZoz + TZIZ()IZ:Z - Tzzzolzoz
T = (1'Ynz:1)(1 — Yzzz:2) — Y12Y212:1Zoz
2 =

2Y21 R01R02

_ Z:1 (T11+T12)+Zm(T21 +T22)
22 * * ® *
Tnzmzoz - Tuzolzoz + TZIZDIZOZ - T22ZOIZDZ

T —H

— ('H11 — Zol)(l + szzoz)+ H12H21202

2H21 V R01R02

_ 222 (TnZ:l + TZIZol ) — Zoz (T12Z:1 + TZZZOI)

: ZZZ(TII _Tzl)_Zoz(Tu +T22)

T,

— (Hll + Zol)(l B szz;kz) + H12H212:2

T,
2H21 \/R()IR()Z
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Table 2.8 Conversion between T- parameters and Z, Y, H, and ABCD (Continued)

_ RolR()Z (T11T22 - T12T21)
N ZZz(Tn - T21) - Zoz(T12 + Tzz)

— (Z; 'Hll)(l + szzoz) + H12H21Zaz

Tzl 2PIZI \Y R01R02
_2 V Ran()Z

H, =—
B Zoz(Tn - T21)_ Zoz(T12 + Tzz)

— (Hll B Zjl )(1 - szz:2)+ H12H2IZ:2
2H21 R01R02

T22

H. = T11+T12_T21_T22
z Zoz(Tn - TZI)_ Zoz(le + Tzz)

T— A

_AZ(72+B+CZOIZO2+DZO1

T'H 2 \Y RolR()Z

— Z:l (T'll + ]-'12)+ Zol(TZI + T22)
2\/R01R02

A

ol

_AZ,-B+CZ,Z,,—DZ

’le 2 \' RolROZ

— Z:2 (Tl 1231 + Tzlzol )'Zaz (lezgl + TZZZOI)
2\/R01R02

B
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Table 2.8 Conversion between T- parameters and Z, Y, H, and ABCD (Continued)

— Azoz +B - CZ;1202 — DZ; C= T11 + T12 — T21 — T22

2 V R01R02 2 \Y R01R02

AZ,-B-CZ,Z,, +DZ,
2\/R01R02

T21

T, =

— Z;kz (Tn — T21)'Zoz (le — Tzz)

2 V R()IR()Z

D

2.3 Representation of Noisy Two-Port Network

The circuit theory of linear noisy networks shows that any noisy two-
port can be replaced by a noise equivalent circuit, which consists of
original two-port (now assumed to be noiseless) and two additional cor-
related noise sources. Spectral representation of noise plays a very
important role in the analysis of narrow band circuits with center fre-
quency f,. By assuming the power noise spectral density is constant
around f,, two noise sources can be described completely by their noise
power spectral densities (Snl(}‘) and Snz(}‘)) and correlated spectral
density (Snlnz(}‘) ).

The cross-correlation term of two correlation noise sources can be
expressed as:

Sy (F) = C2[S,, ()5, () 253

where Cj, is the so-called cross-correlation coefficient.

Arranging these noise spectral densities in matrix form leads to the
so-called noise correlation matrix as follows:

11

s s

" akTAf S, () S, (f)
i (2.54)
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From (2.54), it can be found that the noise correlation matrices are
Hermitian matrices:

(2.55)

where the plus sign (+) is use to denote the Hermitian conjugation. The
properties of the noise correlation matrices are as follows:

Im(C,,) = Im(C,,) = 0

(2.56)
¢, 20 , €, 20 (2.57)
C, = C; (2.58)
2
AC=C,C,—|C,[ 20 (2.59)

Therefore, the properties of the noisy linear two-port networks are fully
described by four real numbers: Cy1, C99, real part of Cq9, and imagi-
nary part of Cy,.

In general, six different forms of noise equivalent circuits exist
depending upon the type of the two additional noise sources and their
arrangement relative to the noiseless two-port. Each is called a noise
representation. The two additional noise sources do not actually exist in
the position marked as already mentioned; they are merely concen-
trated equivalent representation of the effect of all noise sources inside
the two-port network.

For common applications only three of these representations are
required. In this section, we discuss five different forms of noise equiva-
lent circuits and their corresponding correlation matrices: impedance,
admittance, chain, S-parameter, and 7T-parameter noise representa-
tions.

2.3.1 Impedance Noise Correlation Matrix

The impedance noise representation of a noisy two-port network can be
described by the following two equations [2—-3]:
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Vi=Z,-1,+Z,-1,+Vy,

(2.60)
Vi=2y I, +Zy I, +Vy, (2.61)
Using the matrix representation, we can write:
= +
v, Z, Z, 1, 4%
(2.62)

Equation (2.62) expresses the fact that a noisy two-port develops
noise voltages Vi, and Vi across both of its ports if they are simulta-
neously open-circuited:

Vi = Vl|11:0,12=0 (2.63)

Vo = V2|11=o,12=0 (2.64)

The corresponding equivalent circuit model of the impedance noise
representation of a noisy two-port network is shown in Figure 2.8.
The impedance noise representation normalization with respect to

the thermal noise available power RTAf is used:

(2.65)
I I
—_— -
O Noiseless O
Vi Vin two-port Vi v,
— | [Z] L &

Figure 2.8 Impedance noise representation of a noisy two-port network
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where & is the Boltzmann constant, T is the absolute temperature, Af is
the bandwidth, and * the conjugate of complex. The noise parameters
according to the impedance noise matrix representation of the two-port
network are as follows:

. <VN1 'VJ:1>
=
4kT Af (2.66)
R. = <VN2 'V;2>
, =
4kT Af 2.67)
p, = <V1:;1 'VN2>
’ \/<VN1 ’VN*1><VN2 'V1:2> (2.68)

where R; and Ry are the equivalent noise resistances, and p,, is the cor-
relation coefficient:

— A¢1)
pv_|pu|e] (2.69)
Equation (2.65) can be rewritten as follows:
R o | JRE:
C,=
|pv | e’ VRIR, R,
(2.70)

2.3.2 Admittance Noise Correlation Matrix

The admittance noise representation of a noisy a two-port network can
be described by the following two equations [2—3]:

[,=Y,-,+Y, -V, +1,, (2.71)
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L=Y, - Vi+Y, -V, +1,, (2.72)

Using the matrix representation, we can write:

= +
1 Y, Y, v, Iy,

Equation (2.73) expresses the fact that a noisy two-port develops
noise currents Iy and Ipy across both of its ports if they are simulta-
neously short-circuited:

(2.73)

(2.74)

Iy, = 12|v, =0,V,=0 (2.75)

The corresponding equivalent circuit model of the admittance noise
representation of a noisy two-port network is shown in Figure 2.9.

The admittance noise representation normalization with respect to
the thermal noise available power RTAf is used:

(2.76)

The noise parameters according to the impedance noise matrix rep-
resentation of the two-port network are as follows:

I, I
J— P S—
® Noiseless %
Vi @ Lw two-port I @) v,
" [Y] o

Figure 2.9 Admittance noise representation of noisy two-port network
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_ ()
Y 4kTAf 2.77)
L=
4kT Af (2.78)
b = <I;1 'IN2>
1~ * *
\/<1N1 -IN1><1N2 ‘1N2> (2.79)

where GG; and Gg are the equivalent noise conductances, and p; is the
correlation coefficient:

p[ = |p1|el¢l (2.80)
Equation (2.76) can be rewritten as follows:
G, |P1| e GG,
C, =
|P, | ¢ GG, G,
(2.81)

2.3.3 Chain Noise Correlation Matrix

The chain noise representation of a noisy two-port network can be
described by the following two equations [2—3]:

V.=A-V,-B-L,+V, 2.5%)

L,=C-V,-D-1,+1, 2.8

Using the matrix representation, we can write:
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e o L]

The corresponding equivalent circuit model of the chain noise repre-
sentation of a noisy two-port network is shown in Figure 2.10.

(2.84)

It is noted that two input noise voltage V) and current Iy are used to
represent the noise property of the noisy two-port, and can be deter-
mined as follows:

Vi=(G-AVy)|, .55

Iy=(I,+DL), , .56

The chain noise representation normalization with respect to the
thermal noise available power kTAf is used:

L e (ven)

oL
4kT Af Vo-v) (I 14) (2.87)

The noise parameters according to the chain noise matrix represen-
tation of the two-port network are as follows:

)
=AM N/
4kT Af (2.88)
I, I
C_hq:\ O
- Noiseless

Vi W @ v two-port \Z

& [ABCD] L 5

Figure 2.10 Chain noise representation of noisy two-port network
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RURN

8 = akT A
(2.89)

_ )
Jv vy 1) o0

where Ry and gy are the equivalent noise resistance and conductance,
and p is the correlation coefficient:

_ jo
p=lple’ (2.91)

Equation (2.87) can be rewritten as follows:

R

N |P| e_j¢\/RNGN
|P| em\/RNGN 8n

(2.92)

2.3.4 S-parameter Noise Correlation Matrix
Assuming Bp; is the reflected noise power wave at input port, and Bpy

1s the reflected noise power wave at output port, the noise wave com-
plex amplitudes at the ports are related by a linear matrix equation:

by=S8,-a,+S, a,+by, (2.93)

by =S8, -a,+8y-a, +by, (2.94)

Using the matrix representation, we can write:

|:b1:|_ Sy S, |:a1:|+|:bm:|
b, S, S, |Laal L[bw

(2.95)
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The noise reflected waves by and by can be determined when input

and output ports are simultaneously terminated in the matched load
(Zg=2; =Z,):

le = b1

4=0.4,=0 (2.96)

by, =,

@=0.4,=0 (2.97)

The corresponding equivalent circuit model of the S-parameter noise
representation of a noisy two-port network is shown in Figure 2.11.

The S-parameter noise representation normalization with respect to
the thermal noise available power RTAf is used:

ST T ar _
kT8 <b:/1 'bN2> <sz 'b;vz> ( )
2.98

The noise parameters according to the S-parameter noise matrix rep-
resentation of the two-port network are

_ <b1v1 'b:/1>
" kAf (2.99)
T = <bN2 'b;2>
" kaf (2.100)
by bz
ai az
O Q
-'b— Noiseless &
S two-port .
o— | [S] S

Figure 2.11 S-parameter noise representation of noisy two-port network
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_ <b:11 'bN2>
Pp= = .
\/<le 'bN1><bN2 'bN2>

(2.101)

where T'g; and T'gg are the equivalent noise temperatures, and ppis the
correlation coefficient:

9,

Py =Psle (2.102)

Equation (2.98) can be rewritten as follows:

1 Ty, |pB | e \ T, Ty,
|p3 | e’ NI Ty, Ty,

(2.103)

2.3.5 T-parameter Noise Correlation Matrix

Figure 2.12 shows the corresponding equivalent circuit model of the 7T+
parameter noise representation of a noisy two-port network. Assuming
ay and by and are the incident and reflected normalized power waves
at input port, the noise wave complex amplitudes at the ports are
related by a linear matrix equation:

by
ai a
o : I S—,
- Noiseless —
by b2
— two-port
o—F—*> [T] .
ay

Figure 2.12 T-parameter noise representation of noisy two-port network
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b, T, T, 4z by

(2.104)

ay and by can be determined as follows:
W@ hb (2.105)

by, =(b +T,0b,)
A |“2=° (2.106)

The T-parameter noise representation normalization with respect to
the thermal noise available power kTAf is used:

Cr =T la

> %
S
=
~—
T
S
=
S
= %
~—

(2.107)

The noise parameters according to the T-parameter noise matrix rep-
resentation of the two-port network are

e
b kS (2.108)
s
B

kAf (2.109)
a, b
Pas = \/<a <aN*><Z>b*>
NN T (2.110)

where Ty and T are the equivalent noise temperatures, and p4p is the
correlation coefficient:

Pas = |Pasl € 2.111)
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Equation (2.107) can be rewritten as follows:

T, |pAB | e VI, Ty
|pAB | e’ VT Ty

(2.112)

2.3.6 Relationship between Correlation Noise Matrices

One type of the correlation noise matrices can be converted into another
via the respective defining equation. For convenience, the formulas for
the previously defined five parameter sets are summarizes as follows.

1 C,->C

Substituting (2.62) into (2.73), we have

(2.113)

Substituting (2.113) into (2.76), we have
Gy, = |Y11 |2 Cy + |le|2 Crp+ YnleCznz + YlZYleZZI (2.114)
Cym = Vo] Cpy +[Vos|” Cry + ¥, Y0 C oy + Y0, Y5, Cp, @115
Cyp, = C211Y11Y2*1 + CZZZYHYZ*Z + YnY;zCzn + Y12Y2*1C221 (2.116)

CY21 = CleYZIYl*l + CZZ2Y1>;Y22 + YIZYZICZIZ + YITYZZCZZI (2117)
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2 C,—=C,

Substituting (2.73) into (2.62), we have

|:VN1:|_ Z11 le |:IN1:|
Via Z, Z, Ly,

Substituting (2.118) into (2.65), we have

Co = Con|Zi| + Co |20 + 20,20,Cy + 20,Z,,Cy
Cyr = Cynt|Zos|” + Cys |Zos|" + 2,23, C 1o + 2, Z3,Cy
C,, =Cy\ ZZy +Cyr 20y 2y + Z,,Z1,Cy1y + Z,,Z,5,Cy s,
C,py =Cy\ Z1\ Zy + Cy, 20,72, + Z,,7,,Cyy + Z,,Z,,C,

@3 C,—C,

Substituting (2.62) into (2.84), we have

Vi =Vy—1,Z,

Vo =—1yZ,,
Substituting (2.123) and (2.124) into (2.65), we have

2 5
Czu = CAll + CA22 |Zu| - ZUCA12 - Z11CA21

CZIZ = CAZZZ;IZII - CAIZZ;I

43

(2.118)

(2.119)

(2.120)

(2.121)

(2.122)

(2.123)

(2.124)

(2.125)

(2.126)



44 REPRESENTATION OF MICROWAVE TWO-PORT NETWORK

*

Cyo=Cup2,Z) — Cyy\Z,,
|2

Cr0n=Cyp |Z21

@4 C,—>C,

When (2.124) and (2.123) are combined, we have

Z,V,

V :Vl_ 11" N2
N N Zzl
]N:_m
ZZI

Substituting (2.129) and (2.130) into (2.87), we have

2 *
1z z z
Cin=Cy,+Cyyy |Z11|2 - Zl*l Cui _Z_“sz
21 21 21
V4 1
Cyn =Cyypy 42 —Cunom
|Z21| ZZI
Z 1
Cin=Cyy ﬁ —Cyy Z_
21 21
1
Cyn =Csp |Z21|2

G C,—>C

(2.127)

(2.128)

(2.129)

(2.130)

(2.131)

(2.132)

(2.133)

(2.134)
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When (2.73) and (2.84) are combined, we have

Ly =1y-Y\Vy

Ly, =-V,Y,,

Substituting (2.135) and (2.136) into (2.76), we have

CYll = CA22 + CAll |Y11|2 - YleAZI - Y11CA12
Gy = CAIIYZ*IYII - CA21Y2*1
Cyy = CAnYSYzl —CuYy
Cyp= A11|Y21|2

® C,—C,

Equations (2.135) and (2.136) can be rewritten as follows:

Y
Iy =1y _AIN2
21
VN :_IN_Z
Y,

Substituting (2.141) and (2.142) into (2.87), we have

C _ CY22
All — Y. |2
21

*

_ Yl]CY22 - Y;]CY21

A12 T 2
1Y, |
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(2.135)

(2.136)

(2.137)

(2.138)

(2.139)

(2.140)

(2.141)

(2.142)

(2.143)

(2.144)
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Coan = Cor) (2.145)
ly IFC Y,
Chp=Cy, + ﬁ_ ZRG(Y_HCYH)
21 21 (2.146)

(M Cy—=C,

When (2.95) and (2.104) are combined, we have

a, = [;Lz

21 (2.147)

S

by =by, - S_”sz
21 (2.148)
Substituting (2.147) and (2.148) into (2.107), we have
C
Criy = |SS2|22
21 (2.149)
=2
2 21 (2.150)
Cry = (Cm)* (2.151)
1S, P C S
Crp=Cy + ﬁ - 2Re(S—“ Cso1)

2 2l (2.152)

® C,—=C

From (2.147) and (2.148), we have:

by, =by +S,,ay (2.153)
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by, = Syay (2.154)
Substituting (2.153) and (2.154) into (2.98), we have
2 £
Cy = |S11| Crin + Cryp +81Crpy +5,,Cry (2.155)
Cspp = SllS;lCTll + CTZIS; (2.156)
Csy = (Cyyr) (2.157)
2
Cspp = |521| Criy (2.158)

A set of matrices covering all possible transformations among imped-
ance, admittance, chain, S-parameter noise and T-parameter noise rep-
resentations is presented in Table 2.9 and Table 2.10 [6-7], where C
and C’ denote the correlation matrix of the original and resulting rep-
resentation, respectively, and T is the transformation matrix. The rela-
tionship between the correlation matrix of the original and resulting
representation is as follows:

C =TCT* (2.159)

2.3.7 Conversion between the Noise Parameters

Based on the different noise representations for a two-port network, the
corresponding types of noise parameters are different. The most com-
monly used types of noise parameters are the impedance, admittance,
and reflection coefficient.

1. Admittance

When the two-port network is driven by a signal source with the inter-
nal admittance, the noise figure is written in the following form:

2

F:Fmin+gn Ys_Yopt

s (2.160)
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Table 2.9 Conversion between Different Network Noise Representa-
tions Cy; Cyz, and Cy

Original Matrix C
Cy Cy, Ca
10 Y11 Y12 [ _Yll 1 ]
D
o
\Qx 01 Y21 Yzz | _Y21 0 |
o Z, Z, 10 1 -z,
Sl N
= | O
§ Zzl Zzz 01 0 _221
m - .
0 A, 1 -A, 10
<
@)
1 A, 0 -A, 0 1

Table 2.10 Conversion between Different Network
Noise Representation Cg and Cp

Original Matrix C
Cg Crp
@)
y 1 0 Sy 1
g 0
s @)
= 0 1 S, 0
o0
g
E
Q
~ - 0 +T), 1 0
@)
1 -T, 0 1

2. Impedance

When the two-port network is driven by a signal source with the inter-
nal impedance, the noise figure is written in the following form:
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F=F, +%

min

Z.—Z

opt

s (2.161)

3. Reflection coefficient

By using definition of source reflection coefficient, (2.160) and (2.161)
can be rewritten as follows:

\r -, |
F:Fmin+N 2
(1= o) (2.162)
_ 4Rn ‘F r"l’l
" Z, a=|r PHl1+T
a- | )‘ o (2.163)

where Y, is the source admittance, Z; is the source impedance, and Iy is
the source reflection coefficient:

Y =G, + jB,

ZS = RS +jXS

Table 2.11 summarizes the noise parameters of impedance, admit-
tance, and reflection coefficient types for a two-port network, and Table

2.12 gives the conversion between the different noise parameter types.

Table 2.11 Noise Parameters for Two-Port Network

Impedance Admittance Reflection Coefficient

Optimum noise figure | Optimum noise figure

Optimum noise figure F,
F min F min min

% . .
b . . . Magnitude of optimum source
I | Optimum source resis- | Optimum source con-
[«] . .
tance R, ductance G, reflection coefficient |I”
= D P opt
o
&
0 Optimum source reac- | Optimum source sus- Phase of optimum source reflec-
‘3 | tance X, ceptance B, tion coefficient él—‘()pt
Z
Equivalent noise Equivalent noise

admittance g, resistance R, Equivalent noise factor N
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Table 2.12 Conversion between Impedance, Admittance, and Reflection Coefficient

Impedance <> Admittance
Fmin :Fmin Fmin :Fmin
R =g R +X2) =R (G> +B)
n = 8 opt opt 8, = K, opt opt
G — Ropt R — Gopt
opt 2 2 opt 2 2
Ropl + Xopt Gopt +B opt
B - _ Xopt X - _ B opt
opt 2 2 opt 2 2
Ropt + Xopt Gopt + Bapt
Reflection coefficient <> Admittance
Fmin = Fmin Fmin :Fmin
N = 4RnGopt R — L
" 4G0p,
2 2
‘ _ (Yo - Gopt) + Bopt
opt| — 2 2 1-T
(Y0+Gopt) +Bopt Gopt:Re YO—OPt
1+r,,
B
®,, = arctan Y;’" I-T
o opt Bopt =Im Yo ot
1+T,,
—arctan i
Y,+G,,

The most commonly used type of noise parameters is admittance;
the corresponding noise parameters are the optimum noise figure
Fpin, optimum source conductance G,,;,, optimum source admittance
B,pt; and equivalent noise resistance R,. The relationship among
admittance, chain, S-parameter, and T-parameter noise correlation
matrices and admittance noise parameters are discussed in the follow-
ing section.

1. Relationship between admittance correlation matrix and admit-
tance noise parameters:
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*

c.Y, C
F. =1+ 2[Re(ﬁ - %) +G,,R,]
21 21 (2.164)
_ Cyzz
n 2
IYZ' ! (2.165)
- CY|22Y|I?2] § —ZRC(Y”CYm)
_ 21 2
Gopt - = R - I Bopt |
" (2.166)
1 c,Y, C
By =g m G
n 21 21 (2.167)

2. Relationship between chain correlation matrix and admittance
noise parameters:

R =C,, (2.169)
G = CA22 _(Im(CAIZ))Z
opt C C
All All (2.169)
opt
Cai (2.170)
Fmin =1+ 2[ Re (CAIZ) + GoptCAll] (2 171)

3. Relationship between T-parameter correlation matrix and admit-
tance noise parameters:

1
F.=1+—(C;,—Cpy, +N)
2 (2.172)
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1_, — 2CT12
” Crn+Crpn+N (2.173)
2
N=\/(Cm +Cryp)* = 4|Cp (2.174)

4. Relationship between S-parameter correlation matrix and admit-
tance noise parameters:

I S,
F=1+= C322|—121|—C511+2Re Cop i (+N
2 |Sz1| SZ]
(2.175)
| ’
2(Cspp o = Csm Sllz )
— S |Szl|
opt — 2 *
,, LS| Csi,—2Re{Cy, L1+ N
522 2 si1 €1 Csi2 g +
1Sa 2! (2.176)
2 1T
I1+(S S
Csn | 12l| Csi —2Req Cyp, =
|S21| S21
N = ‘2
| S
4 CSlz__Cszz 112
SZI |SZI|
(2.177)

2.4 Interconnections of Two-Port Network

For application in noise analysis, interconnections of two two-port net-
works either in parallel, in series, or in cascade are of particular inter-
est. The signal and noise matrix of interconnections of two two-port
network are discussed next.
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2.4.1 Series Connection of Networks

Figure 2.13 shows a series connection consisting of two two-port net-
works, and the individual networks are shown in impedance matrix
representation, where I,”, I,”, V,’, and I,” are the currents and volt-
ages of the sub-network N,, V|”, I,”, V,”, and I,” are the currents
and voltages of the sub-network Ny, Vq, I;, Vy, and I, are the currents
and voltages of the resulting network at input and output ports.

The currents and voltages of the resulting network at input and out-
put ports can be expressed as follows:

V=V +V, (2.178)
V,=V,+V, (2.179)
L=1=1, (2.180)
L=1=I, (2.181)

Therefore, the Z matrix of the resulting network in series network can
be expressed the sum of each Z matrix of the sub-network:

Z=2,+2, (2.182)
L I,
. -
® . Noiseless two-port a
PV Vg network
E {2 Nl
vl i III VZ
Y et
v O e Noiseless two-port
Y bov) Vi network \
o ; N2 o

Figure 2.13 Series connection of two two-port networks



54 REPRESENTATION OF MICROWAVE TWO-PORT NETWORK

The noise voltages Vy; and Vg can be expressed as follows:

Vi = VI;'I + V,:, (2.183)

Vo = VI;IZ + V]:/ (2.184)

where V,, and V,,, V,

vi> Vy,»and V,, arethe independent noise sources,

respectively:

V- ) )=(Vaa (V) ) =0 (2.185)

Based on the definition of the impedance noise matrix, we have

C = <VN1 'V1:;1> = <(V1;/1 + V]:/l) ) (VI;II + VNI)*>

= <V1;/1 '(V1;/1)*>+<V1:’1 '(Vl;l)*>

= Clel + C;u (2.186)
Similarly, we have
Con = C'zzz + Cézz (2.187)
Cpio=Cpy +Cpp (2.188)
Cp = Clzzl + C;21 (2.189)

Therefore, the resulting impedance noise matrix for series connec-
tion is the sum of respective the noise matrix in impedance of the origi-
nal two-ports:

C,=C,+C, (2.190)
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2.4.2 Parallel Connection of Networks

Figure 2.14 shows a parallel connection consisting of two two-port net-
works, and the individual networks are shown in admittance matrix
representation where I,”, I,”, V,’, and I,” are the currents and volt-
ages of the sub-network N, V|”, I,”, V,”, and I,” are the currents
and voltages of the sub-network Ny, Vi, I}, Vs, and I are the currents
and Vqltages of the resulting network at input and output ports. [ v
and [ y2 are the short-circuit noise sources of network N, and I,
and [, are the short-circuit noise sources of network Nj.

The currents and voltages of the resulting network at input and out-
put ports can be expressed as follows:

L=5h+1 (2.191)
L=1+1, (2.192)
Vi=V, =V, (2.193)
V,=V,=V, (2.194)

Therefore, the Y matrix of the resulting network in series network
can be expressed the sum of each Y matrix of the sub-network:

L I I, |1,
il Pl il
© T _ Noiseless two-port v <
| A\ G It network iz 0 vz |1
oo N, i i
A i al I EVZ
Ll I :
| - |
1 Noiseless two-port : 9
Vol G Ini network Iz ‘D ¥z %
e i N3 i o

Figure 2.14 Parallel connection of two two-port networks
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Y=Y +Y,

(2.195)

The noise currents I, and I,, can be expressed:
Iy =1y + 1y, (2.196)
Iy, =1y, + 1, (2.197)

where I, and I,,, Iy, and I, are independent noise sources,
respectively:

(L @) )= (I, U}, ) =0 (2.198)

Based on the definition of the admittance noise matrix, we have

Gy = <IN1 'I:/l> = <(11Iv1 +I;;71)'(I}v1 +11"\11)*>

:<I;v1 '(1&1)*>+<11”v1 (Im)*>

= C)"ll + C;u (2.199)
Similarly,
Gy = C;/zz + C;zz (2.200)
G = C;nz + C;n (2.201)
Gy = C)'/Zl + C;21 (2.202)

Therefore, the resulting impedance noise matrix for parallel connec-
tion of networks is the sum of respective the noise matrix in impedance
of the original two-ports:

C,=C,+Cy (2.203)
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2.4.3 Cascading Networks

As mentioned already, the chain matrix is most suitable when cascad-
ing networks, as depicted in Figure 2.15. In this case the current on the
output of the first network is equal in value, but opposite in sign to the
input current of the second network. The voltage drop across the output
port of the first network is equal to the voltage across the input port of
the second network. The resulting chain matrix can be written with the
following relations:

L |

L] I -1, I,
(2.204)

Therefore over all system chain matrix is equal to the product of the
chain matrices of the individual networks:

[A]=[A]-[A,] (2.205)

By using incident and reflection wave instead of the current and volt-
age:

a a, b, a “
H= =[] =] | =mH]
b | |b a, b, b, (2.206)

Similarly, over all system chain matrix is equal to the product of the
chain scattering matrices of the individual networks:

I 1 L2 L il
° > T t network - Two-port network — ©
l v v wo-port network | V! I v J
e b Ny o N3 o

Figure 2.15 Cascading connection of two two-port networks
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The S-parameters of the resulting network are as follows:

ST _ SA + S]BISIAZSQI
1= M 1_ SBSA
11~22
ST S;ISZBI
21 —
1- SSS?Z
12
1- S5,
22 22 1_ SﬁszAz

where A and B denote each of two sub-networks in cascade.

(2.208)

(2.209)

(2.210)

(2.211)

The corresponding noise equivalent circuit is shown in Figure 2.16;:
V' and Iy’ are the input noise sources of sub-network N, and Vy”
and I are the input noise sources of sub-network N, .

To calculate the noise correlation matrix for cascading connection of
two two-port networks,it is necessary to transform the noise sources of
sub-network N, to the input port of the first sub-network N, [8]. The
detail procedure is shown in Figure 2.17. The noise sources u” and i”

can be expressed as follows:

u = A11V1:1 +A121;;J

i = A21V1I\II + Azzlzuv

I
(e} @ . Noiseless two-port @ m
Vi Vi GD Iy network Vi GD In
o N

Noiseless two-port
network
Nz

(2.212)

(2.213)

Figure 2.16 Noise circuit of cascading connection of two two-port networks
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C— Noiseless two-port —®——0
network Vi GD In
o— N O

Noiseless two-port C)

Vit network Viz
o N; —0
O‘@ Noiseless two-port/©
u" GD y network
o Nj —0

Figure 2.17 Transformation of noise sources of sub-network N2 to N1

The resulting impedance noise matrix for cascading connection of
networks can be expressed as follows:

C,=C, +ACLA (2.214)

It is noted that a more complicated relation is obtained for cascading
connection of networks, which additionally contains the electrical
matrix A, of the first two-port network.

2.5 Relationship between Three-Port and Two-Port

It is well known that, the microwave active devices such as MESFET
and HEMT normally are called two-port network, the reason is that
source are perfectly grounded. Actually, MESFET and HEMT are three-
port networks. It is necessary to obtained the three-port S-parameters
when designing the complex microwave circuit, especially serried and
parallel feedback exist. This section focuses on the relationship between
three-port and two-port networks.
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2.5.1 Conversion S parameters from Three-Port to Two-
port

The two-port S-parameters of a three-terminal device, like a transistor,
which one terminal grounded can be converted to three-port S-parame-
ters when the grounded terminal is used as a third terminal.
Figure 2.18 shows the three-port network and corresponding three two-
port networks. For the three-port network, we have [9-10]:

b, Sy S S a
by =] S S» Su a,
b, Sy Syu Sy, a;

(2.215)

For indefinite networks, the three-port S parameters are found by
using the following principle:

i=l (2.216)
A S,.j =1
J=1 (2.217)
a1 a7
= Three-port R
Y network bz |
— S
3_3] le
S Il
Ii=-1 I3=-1 ry=-1
a: a; a a
ap 3 o . al 2 . o 1 3
T Two-port T 4h— Two-port T T Two-port TB'
network 3 1 network network
o | 0 o | o O —=<

Figure 2.18 Three-port network and corresponding three two-port networks
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When terminal three is perfectly ground, we have:

(2.218)

With (2.218) substitute into (2.215), the new two-port circuit is char-
acterized by the following linear equation:

b, SIT1 SIT2 a
b2 | Szrl Ssz a,
S” _ SI3S31 S12 _ SlSS32 a
1+8S;, 1+8S;, 1
- 531523 522 _ 523532 a,
1+S,, 1+S,,

. (2.219)

If S parameters of the arbitrary two-port network are known, the

corresponding three-port S-parameters can be directly obtained from
equation (2.219):

(2.220)
1+S
S32 = Tﬁ(l - S1T2 - Ssz)
(2.221)
1+8
st = T”(l - Sle - Szrz)
(2.222)
Sy = Ssz + AL
1+S;,

(2.223)
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S = 1_523 — 83

(2.224)
Sy =1-58, -5, (2.225)
Si = 1=5: =55 (2.226)
S =1=58, -5, (2.227)
Sy =1=5,=5; (2.228)

If terminal three is not perfectly grounded, an arbitrary impedance
at port three occurs, the matrix (2.219) becomes

l—‘3S13SSI S + 1—‘3Sl3532

S, +
bl ! 1- 1—‘3533 ” 1- 1—‘3S33 &

1_‘3S31SZ3 S+ l_‘3SZSS32

b S
’ | " 1- 1—‘3S33 z 1- 1—‘3533 ) (2.229)

The corresponding three-port S-parameters are as follows:

=1 =1 (2.230)

2
s, l"S33 1205 z
=L ((=1,2) (2.231)

2
1 l“S32 Ll ELP Z
i=1 (G=1,2 (2.232)
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S =sr_ M
P 1-T,S
B (j=1,2) (2.233)

When terminal two is perfectly ground, we have:

% (2.234)

Substituting (2.234) into (2.215), the new two-port circuit is charac-
terized by the following linear equation:

S _ SIZSZI S S]2S23
b, T T a, T 1rs 13 _1+S a,
1 P 2 2
b, S3T] Ss a, S, - S35 - S35% a,
I+S,, 7 1+S,
(2.235)
When terminal one is perfectly grounded, we have
b
I'= —L=-1
“ (2.236)

Substituting (2.236) into (2.215), the new two-port circuit is charac-
terized by the following linear equation:

S.— 531513 S _ S31812
b stosT | |4 BULes, O 1+s, ||
b Sn Sh | |a S8 o _SiSe ||,
2 2 23 22 2
1+5,, 1+5,,

(2.237)
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From (2.229), (2.235), and (2.237), it can be observed that all S-
parameters of the two-port network can be expressed as follows:

SkiSjk

ji Sji -
I+ Sy (2.238)

where k represents the number of the grounded port.

2.5.2 Conversion Noise Waves from Three-Port to Two-
Port

Much like S-parameters, the noise properties of the three-port network
can be characterized by the three noise waves at each port [4-5].
Assuming by, is the reflected noise power wave at the first port, by, is
the reflected noise power wave at the second port, and by, is the
reflected noise power wave at the third port, the noise wave complex
amplitudes at the ports are related by a linear matrix equation for a
three-port network:

b, Sy S S a; by,
by |=| S» Sn Sy a, |+| by,
b, Sy Sn Sy a, by,
(2.239)
b bz
ai az
o = Noiseless o)
by three-port network b2

bz — -

34 lb3

o] [1

Figure 2.19 A noisy three-port with three outgoing noise waves
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65

Let us consider the general case when terminal three is terminated
with an arbitrary impedance as shown in Figure 2.20. The new two-port

circuit is then characterized by the following linear equation:

FSSISSSI

S, +
bl 11 1—F3S33 12

b2 S21 + 1_‘3S31S23 i
1- 1—‘3533

That 1s

+ 1ﬂ3513532
a
1- 1—‘3533 !
+ F3523532 a,
1- 1—‘3S33

r.s.S I.S,.S
by =a (S, +—2820y 4 g (S, 402y e

1- 1—‘3S33 1- 1—‘3533
I.S,.S I.5,.S
b, = a,(S,, + —22)+a,(S,, + 22 )+ ¢
2 1( 21 1—F3S33) 2( 22 1_1_,3533) N2

where Cp; and Cp, are the noise waves and are given by:

T.S S
c — b 3~13 13 + b

N1 N31_F3S33 N31—F3S33 N1

b bz
ai - az

o s Noiseless
by three-port network b2
. 4
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Figure 2.20 A general three-port network with a termination of I'5

bz —
] o
_Z3-2,
ZytZ,

Z3

(2.240)

(2.241)

(2.242)

(2.243)
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.S S
¢y, =b 3923 23

+a +b
e 1- 1—‘3533 " 1- l—‘3533 e

where ap; is the additional noise wave generated by Z;:

yy = KTAf |1 = [T

(2.244)

(2.245)

Since the noise waves will eventually be time averaged, we can say

that:

by, +by,+by,;=0

(2.246)

Based on the equations (2.243) through (2.246), the three-port noise

waves are found from the two-port noise wave:

.S r,s S
b = 14328y, ¢ P13 4 13
N1 i 1—F3) N21_r3 N3r3_1

| IR .S S.
by,=Cy—=+C,,(1+ =2 )+a,——
N2 Nll r3 NZ( 1_r3) N3 r3_1

1-T.S 1-S
by, =(Cy, + CNz)?_}fS_ aAns T, _Si

2.6 PI- and T-type Networks

(2.247)

(2.248)

(2.249)

PI- and T-type networks are the most commonly used two-port net-
works for semiconductor modeling [11-12], and the corresponding dia-
gram of typical PI- and T-type networks are shown as in Figure 2.21,
where Z4, Zp, and Z are the impedances in the PI-type network, and

Z1, Zy, and Z5 the impedances in the T-type network.
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For the T-type network, the corresponding Z-parameters can be writ-
ten directly as:

Z,=2,+Z7Z,
Z,=2, =24 (2.250)
Z,=2,+Z,

For the PI-type network (the name of the network comes from the
resemblance with the Greek letter m), the corresponding Y-parameters
can be written directly as:

1
Y11 -t
Z Z,
1
Y12:Y21:_Z_
2 (2.251)
1 1
Yy=—"+—
Z, Z,

Table 2.13 gives the expressions of the microwave network parame-
ters (such as Y, Z, chain, and S-parameters) for T- and Pl-type net-
works. The relationship between T- and PI-type networks can be
derived from the Table 2.13:

— ZIZZ
A Z+Z,+ Z, 2.25)
o} 1 Q
Zy
(b) Z Zs
& O < >

Figure 2.21 T- and Pl-type networks
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_ ZIZ3
L=
Z+72,+7, (2.253)
Z _ ZZZS
P e —
Z+7Z,+7Z, (2.254)
7 - 2,Z,+2,72.+7Z,Z,.
=
Ze (2.255)
Z_A@+@4+44
L=
Zy (2.256)
7 - 2,2,+72,72.+7Z,Z.
L=
Z, (2.257)

For passive two-port networks, impedance and admittance noise cor-
relation matrix can be expressed as follows:

C, =4kTRe{Z} 2.258)

C, = 4kTRe{Y'} (©.259)

They are completely determined by the temperature T and the real
part of their electrical matrices in impedance and admittance represen-
tation, respectively. For passive T-type networks, the impedance noise
correlation matrix is as follows:

Z,+Z, Z,
C, = 4kT Re
Z, Z,+7Z,
R,+R, R,
= 4kT
R, R,+R.

(2.260)
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where R,, Rp, and R, are the real parts of the Z,, Zp, and Z,
respectively.
The corresponding admittance noise correlation matrix is as follows:

_4kr| PRy
N
IN['| R, D

Y

(2.261)

where
D=z R, +R)+|Z,] R, +R)+Re{Z,Z,Z;} +Re{Z,Z.Z,}

N=Z,7,+Z,Z.+7Z,7,

For passive Pl-type networks, the admittance noise correlation
matrix is as follows:

Y1+Y2 _Yz

C, =4kT Re
—Y, Y,+Y,
G +G, -G,

= 4kT
-G, G,+G,

(2.262)

where G1, Gg, and Gy are the real parts of admittances Y7, Yy, and Yj.

2.7 Summary

Having defined the signal and noise parameters of two-port networks in
this chapter, and the relationship between various signal parameters,
relationship between various noise parameters (i.e., Z, Y, ABCDS- and
T-parameters) are presented.
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Table 2.13 Microwave Network Parameters for T- and PI-Type Networks

T-Type Network PI-Type Network

_2(Z,+2)
Y Z+7,+7,
Z,=2,+Z,
ZZ
Z Zo=Zu=2y %ZEFZﬁiia
Z,=Z,+7
22 B C _ Z3(ZI+ZZ)
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Y, =Y, Y, =Y, Y,
Y —— Zy Yy,=Y;+Y,
Z,Z,+ 22 +Z, 7, | | X
Yi=— Y,=— Y,=—
: Z,+Z, Z, Z, Z,

2,2, 42,2, +Z,7,

Z z
A=1+-—¢ A=1+22 B=7,
B Z,
B=ZC+ZA(Z—C+1) C=i(1+é)+i
B 1 Z, 3
Z
C=L D:1+£ D=1+=%
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_Z§+(ZA_ZC)ZO+T _ Yoz_(Yl_Y3)Yo_T
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= S =
22+ (Z,+Zo+22,)Z,+T Y4 Y, +2Y,)Y, +T

Sy =9, Sy =9,
22,7,

_ 2YUY2
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Table 2.13 Microwave Network Parameters for T- and PI-Type Networks (Continued)

S
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Chapter 3

Microwave and RF Measurement
Techniques

Microwave and RF measurement techniques are the basis of character-
ization of the microwave and RF devices and circuits, especially for
semiconductor devices such as BJT and FET etc. The microwave and
RF integrated circuits (ICs) also need verification by using microwave
and RF measurements. It is noted that unlike the coarse measurement,
the microwave and RF measurements techniques are the highly accu-
rate measurements; for example, a small error will cause a large dis-
crepancy for the semiconductor device modeling and parameter
extraction, and the corresponding RF ICs designed by using the device
model. Therefore, before introducing the FET modeling and parameter
extraction techniques, first the basis of the microwave and RF measure-
ment techniques are provided.

Microwave and RF measurements can be classified in two distinct
but often overlapping categories [1-2]: signal measurements and net-
work measurements. Signal measurements include observation and
determination of the characteristics of waves and waveforms. These
parameters can be obtained in time, frequency, or modulation domain.
Network measurement determines the terminal and signal transfer
characteristics of device and systems with any number of ports.
Because of this book focuses on the semiconductor modeling and
parameter extraction, this chapter strongly emphasizes on the three
detail measurements in the frequency domain as follows:

1. S-parameters measurement technique (belong to network measure-
ment)

2. Noise measurement technique (belong to signal measurement)

3. Nonlinear measurement technique (belong to signal measurement)

73
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3.1 S-parameters Measurement

As mentioned in Chapter 2, when moving to higher and higher frequen-
cies, it is difficult to directly measure the impedance Z-, admittance Y-,
and ABCD- parameters, which based on the voltages and currents at
the input and output ports. The reasons are as follows:

1. Equipment is not readily available to measure total voltage and
total current at the ports of the network.

2. Short and open circuits are difficult to achieve over a broad band of
frequencies.

3. Active devices, such as transistors and tunnel diodes, very often
will not be short- or open-circuit stable.

To overcome these problems, the logical variables to use at these fre-
quencies are traveling waves rather than total voltages and currents.
The scattering (S) parameters are currently the easiest parameters to
measure at frequencies above a few tens of MHz as they are measured
with 50 or 75 Q network analyzers. In actuality, the 50 Q reference
impedance was selected from a trade-off between the lowest loss (77 Q)
and maximum power-handling dimension (30 Q) for an air line coaxial
cable.

3.1.1 S-parameters Measurement System

Figure 3.1 shows the basic diagram for S-parameters measurement sys-
tem; the major components consists of the vector network analyzer
(VNA), device under test (DUT), power supply, bias tee, and RF cables,
and bias cables connect between them.

RF cables are used to connect the VNA and DUT. The insertion loss
and voltage standing wave ratio (VSWR) are required as low as possible
for qualified RF cables. To achieve this, the cable’s dielectric core has a
low dielectric constant and loss tangent. The outer diameter of the cen-
ter conductor provides plenty of conductive surface, diminishing its
inductance. There are two types of the RF cables: semi-rigid and flexi-
ble. The commonly used dimensions are as follows:

1. 3.5 mm Operating frequency up to 26.5 GHz
2. 2.9 mm Operating frequency up to 40 GHz
3. 2.5 mm Operating frequency up to 50 GHz
4. 1.0 mm Operating frequency up to 110 GHz
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o Vector network
RF cable analyzer RF cable
Bias tee Bias tee
Device under test

—© Power supply €+
Bias cable Bias cable

Figure 3.1 S-parameters measurement system diagram

Bias cables connect the bias tee and power supply source; the com-
monly used bias cables are triaxial cable which includes three concen-
tric conductors: force/sense, guard, and common. Voltage and current
are applied on the force and measured with sense. With low resistance
and negligible current, the triaxial sense line precisely reads the force
voltage or current, thereby capturing any voltage drop along the fore
line. At the power supply end of the sense line, a high impedance pre-
vents current from flowing into the power supply. The structure of the
bias cables is shown as Figure 3.2(a).

The bias network provides a means of supplying DC bias to the cen-
ter conductor of a coaxial line of a component or device while blocking
the dc bias to the RF input port. The bias tee includes two RF ports and
another two ports for DC power supply; the RF signal is fed into the
input port of the bias tee, and RF signal and DC depart from the output
port as shown in Figure 3.2(b). Figure 3.3 shows a schematic diagram of
the bias network. The circuit is a “tee” in which the capacitor in the left
arm acts as a DC block / high-pass filter. The vertical arm, with its
series inductance and shunt capacitance, acts as a low-pass filter. The
high-pass filter keeps DC from flowing into the VNA, while the low-pass
filter keeps the applied RF from disturbing the power supply.

3.1.2 Vector Network Analyzer

Network analyzers are traditionally used to measure the transmission
and reflection characteristics of components, circuits, and devices. The
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Figure 3.2 Diagram of bias tee and bias cable

c
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Input O | O Output

CI—{h
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Figure 3.3 Equivalent circuit model of bias tee

network analyzer measures the magnitude, phase, and group delay of
two-port networks to characterize their linear behavior. Optionally, the
some of network analyzers are also capable of displaying a network’s
time domain response to an impulse or a step waveform by computing
the inverse Fourier. With unmatched accuracy and convenience, the
vector network analyzer normally makes broadband measurements
from 45 MHz to 50 GHz in 2.4 mm coax, from 45 MHz to 110 GHz in
1.0 mm coax and from 33 GHz to 110 GHz in waveguide bands.
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The commonly used network analyzers are the scalar network ana-
lyzer and vector network analyzer. Figure 3.4(a) shows the basic net-
work analyzer diagram of the scalar network analyzer system, which
normally consists of a source for stimulus, signal-separation devices,
receivers for signal detection, and display/processing circuitry for
reviewing results [1]. The source is usually a built-in phase-locked (syn-
thesized) voltage-controlled oscillator. The RF signal from the swept
oscillator is fed into the signal-separation device. Signal-separation
hardware allows measurements of a portion of the incident signal to
provide a reference for ratio measurements, and it separates the inci-

Incident Transmitted
@—2 >m DUT |m :>

SOURCE Reflected

SIGNAL bq
—/ [ SEPARATION é——

INCIDENT REFLECTED TRANSMITTED

— | ]
(R) (A) (B)

RECEIVER DETECTOR

|S44] "‘_r\r S21]

between

(a)
Harmonic § Fundamental
i e mixers fir2
Ve %X %
Port B [V Ny
fin Bandpass Ma‘gnitude Phaiss
filters i detector
~x, detector
V,
PortA — - | |
Angle
Reference

channel

20log (Vg/Vy) VAandV
B

VTO @ To display
figs - f and/or computer

IF2

ik 1ReR

3

It

f
(b) IF1

Figure 3.4 Basic network analyzer diagram: (a) scalar (b) vector
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dent (forward) and reflected (reverse) signals present at the input of the
DUT. Hardware for this purpose includes power dividers (which are
resistive and broadband, but have high insertion loss), directional cou-
plers (which have low loss but are usually limited in bandwidth), and
directional bridges (which are useful for measuring reflected signals
over a broad bandwidth, but may also have significant loss). The dc
voltage Vg detected by detector R is proportional to the actual power
input to the DUT. A portion of the signal power fed to the DUT is
reflected by the DUT to the separation device. The corresponding dc
voltage V), detected by detector A is proportional to the reflected power.
The dc voltage Vp detected by detector B is proportional to the output
power of the DUT.

Therefore the magnitude of input reflection coefficient S;; can be
expressed by the ratio of V; and V!

<

A

|Sn|= V_R

(3.1a)

The magnitude of transmission coefficient ration Sg; can be
expressed by the ratio of Vg and Vg:

| <

B

|S21| =
k (3.1b)

Similarly, by exchanging the input and output port, the magnitudes
of output reflection coefficient S99 and feedback coefficient Si5 can be
obtained.

Note that scalar network analyzer can only establish the magnitude
of the reflection coefficient so that an absolute impedance cannot be
measured. To establish the impedance of a device, the phase angle of
the reflected wave relative to the incident wave must be known. To
measure the phase difference between the forward and reflected wave,
a phase meter or vector network analyzer is used.

The simplified block diagram of a typical multi-channel VNA is
shown in Figure 3.4(b). There are two channels fed from the test set.
The inputs are converted first to a low intermediate frequency such as
20 MHz and then to 100 kHz before being routed to phase detectors.
The first conversion oscillator is followed by a comb generator, and the
oscillator is phase locked to the mixer output so the unit will frequency
track the test source. The mixers convert the test and reference signals
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to a low frequency (at intermediate frequency, IF) where comparison of
phase and magnitude between signals from the two channel are made.

Therefore the phase of input reflection coefficient S;; can be
expressed by the phase difference between V, and Vp:

48, = 2LV, - LV, (3.2)

The phase of transmission coefficient ration Sy; can be expressed by
the phase difference between Vg and Vp:

48, = LV, - LV, o

3.1.3 VNA Calibration

A considerable challenge in S-parameter VNA measurements is to
define exactly where the measurement system ends and the DUT
begins. This location is called reference plane. However, any measure-
ment includes not only that of the DUT, but also from the fixture and
cables. Note that with increasing frequency, the electrical contribution
of the fixture and cables becomes increasingly significant. In addition,
practical limitations of the VNA in the form of limited dynamic range,
isolation, imperfect source/load match, and other imperfections contrib-
ute systematic error to the measurement. This means that all error con-
tributions, inside the VNA and in the cables up to this reference plane,
have to be calibrated out.

There are three sources of network analyzer measurement errors [3]:

1. Systematic errors: These include impedance mismatch and leakage
terms in the test setup, isolation characteristics between the refer-
ence and test signal paths, and system frequency response. These
are the repeatable, predictable errors that the system can measure
and significantly reduce; thus, the accuracy of measurement can be
enhanced. Vector accuracy enhancement applies to these errors.

2. Instrumentation errors: These errors are due to frequency inaccu-
racy, frequency instability, dynamic instability, resolution, and sen-
sitivity. For high-quality equipment, these error contributions are a
very small part of total measurement uncertainly.

3. Random errors: These errors are non-repeatable measurement vari-
ations that occur due to noise, environmental changes, frequency
drift, and other physical changes in the test setup between calibra-
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tion and measurement. These are any errors that the system itself
cannot measure or cannot model with an acceptable degree of cer-
tainty. Uncertainty of repeatable measurement in test cables and
connectors contribute greatly to these errors.

Network analyzer treats everything between the measurement refer-
ence planes as a single device. Therefore, our task is reduced to finding
a way to calibrate the network analyzer in such a way that it becomes
possible to eliminate the effect of all undesired influences or parasitics.
The main goal of a calibration procedure is to characterize the error
boxes prior to measuring the DUT.

Calibration must be performed within the operating temperature
specified for the calibration kit. For all calibration kits the operating
temperature is 23°C +3°C. For a calibration to remain fully verifiable,
the temperature of the network analyzer must remain within +1°C
around the initial measurement calibration temperature.

VNAs allow calibration with the following standards:

(T)hrough (direct connection of both measurement planes),

(M)atch (perfect termination in the system-impedance, typically
50 Q),

* (S)hort (perfect short connected to the reference planes),
* (O)pen (perfect, eventually modelled open at the reference planes).

The calibration of a VNA is performed by rather complex procedures.
Such are Short-Open-Load-Through (SOLT), Through-Reflection-Load
(TRL), or Load-Reflection-Match (LRM) (to be presented shortly) and
the associated error correction model [4-9].

3.1.3.1 Error Model

The network analyzer and text fixture calibration is usually based on
the error models. The common used basic error model with automatic
network analyzer is the 12-term error model [4-9]. Each error model
term is defined by a complex scattering parameter separately at every
frequency. Figure 3.5 shows the typical two-port VNA error model: (a) is
the forward model, and (b) is the reverse model. The subscript F
denotes a forward direction, and the subscript R denotes a reverse
direction according to the source/load switch.
In Figure 3.5, we have

Epp: the error associate with forward directivity of the bridge

Egy: the error associate with forward reflection measurement



S-PARAMETERS MEASUREMENT

Port 1 Exr Port 2
a 1 1] |
RFIN - T - T
I S21A |
Esk
Eor : S1ia S22a :
Siim - : ~ '
bo Egpar | S12a '
[ |
(a) |\ Reference Plane /l
Port 1 Port 2
b\ | | a> ERr b}
] . T »
| Saia |
Eir Stia Sa2a | Egr EOR
5l |
S1om ETR | S‘ng | B _-i al
| Exr |
I I
(b) |\ Reference Plane / |

81

S2om

RF IN

Figure 3.5 Typical two-port VNA error models: (a) forward model; (b) reverse

model

Exp: the error associate with forward crosstalk
Egp: the error associate with forward source mismatch
Ep p: the error associate with forward load mismatch

Epp: the error associate with forward transmission measurement
Similarly,

Epg: the error associate with reverse directivity of the bridge
ERg: the error associate with reverse reflection measurement
Exg: the error associate with reverse crosstalk

Egg: the error associate with reverse source mismatch

Er: the error associate with reverse load mismatch

Erg: the error associate with reverse transmission measurement
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Based on the signal flow chart, for a forward six-term error model the
following can be seen:

by = Eppay + Egpa

bl =a, + Egq,

(3.3a)
b,=E, a,
by =E,.a,+Ea,
where

a, =8, b +8,, b,

a, =8y, b +8,, b,

Similarly, based on the signal flow chart, for a reverse six-term error
model the following can be seen:

b, = EXRa3 +E

TRal

b = Ezay (3.3b)

b, = a; + Ega,

by = Eppas + Egea,

where

a, =8, b +8,,b,
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The relationship between actual and measured S-parameters can be
expressed as follows:

S.,.—E, .AS
Siim = Epp + Egp - —
1= EgS 4 — EpSps + EgE AS, (3.4)
S
S, =Ey +E 214
M XF TF 1_ ESFSHA — ELFS22A + ESFELFASA (35)
S
Sy =Ew+E 2
M X T I- ELRSHA - EsRSZZA + ESRELRASA (3.6)
S, —E, .AS
Soom = Epp + Egg = )
1- ELRSllA - ESRSZZA + ESRELRASA 3.7

Two-port error correction yields the most accurate results because it
accounts for all of the major sources of systematic error. The error
model for a two-port device reveals the four S-parameters measured in
the forward and reverse directions.

Once the system error terms have been characterized, the network
analyzer utilizes four equations to derive the actual device S-parame-
ters from the measured S-parameters. Because each S-parameter is a
function of all four measured S-parameters, a network analyzer must
make a forward and reverse test sweep before updating any one S-
parameter.

3.1.3.2 SOLT Calibration Method

One of the most commonly used calibration methods for a 12-term error
model is that SOLT (Short-Open-Load-Thru) [6]. By using a short,
open, and load on each port together with a thru line between ports 1
and 2. The load may be fixed or sliding (used to improve the ultimate
residual directivity). This is the most common calibration selection and
usually works well for coaxial systems. The algorithm uses models for
the standards (particularly the open), requiring characterization of
those standards (usually by the manufacturer). The sequence of connec-
tion events in a typical SOLT calibration is shown in Figure 3.6.
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PORT 1— OPEN; | OPEN{— pORT 2
PORT 1 SHORTQ SHORT— PORT 2
g
PORT 1 LOAD@ LOAD—PORT 2
PORT 1 THRU LINE PORT 2

Figure 3.6 Sequence of connection events for SOLT

Determination of the error coefficients requires the use of several
standards, although the choice of which standards to use is not neces-
sarily unique. Traditionally, short, open, load, and through standards
have been applied, especially in a coaxial medium that facilitates their
accurate and repeatable fabrication. The actual device is replaced with
known calibration standards, and the S-parameters of the four stan-

dards are as follows:

_e—2(a+j[3)l
Ssh(m‘ =

0

6—2(a+jﬁ)l
Sopen: 0

¢ = 0

load — O

0
_e—Z(OH—j,B)l
(3.8)
0
e—2(a+j[3)l
(3.9)
0
0
(3.10)

o (@i
0

(3.11)
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The corresponding the transmission line model for short, open, load,
and through standards are shown as in Figure 3.7(a), (b), (c), and (d),
respectively, where

o = attenuation constant of propagation constant
B = phase constant of propagation constant
[ = length of transmission line
j= /-1 imaginary unit
Copen = Open-circuit capacitance
L, = short-circuit inductance
Lo, = load inductance

After determination of the 12-term error model parameters, the DUT
parameters Sy14 and Sgq4 can be describe as functions of the measured
four S-parameters Si1p5 So1an S12a6 Soops and the six forward error
terms. Likewise, S114 and Sy 4 can be describe as functions of the mea-
sured four S-parameters and the six reverse error terms:

¢ A(l+ BEy,)- CDE,,
11A
(1+ AEy,)(1+ BE,,)— CDE, .E, ,

(3.12)
S _ C[1+B(ESR _ELF)]
214
(1+AEg.)(1+ BEg)— CDE, . E,, (3.13)
124
(1+AEy )1+ BEy)—-CDE,.E,, (3.14)
¢ - B(1+AE,,)-CDE,,
24 (1 + AESF )(1 + BESR) - CDELFELR (315)
with
S. . —-F
A= = Eor g

ERF
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Figure 3.7 Short, open, load, and through standards transmission line model
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3.1.3.3 TRL Calibration Method

The simplest calibration method (e.g., SOLT) involves three or more
known standards (open, short, and load). The problem with this
approach is that such standards are usually imperfect and are likely
to introduce errors into the measurement procedures. These errors
become especially significant at higher frequencies. To avoid the
dependency on the accuracy of calibration standards, several meth-
ods (e.g., TRL and LRM) have been developed. The transmission are
simple to understand and easy to fabricate. Their physical dimension
and the board material decide their characteristic impedance.
Because it is based on a transmission standard, TRL is a powerful
method.

The sequence of connection events in a typical TRL calibration is
shown in Figure 3.8. The through connection is made by directly con-
necting ports 1 and 2 of the DUT. Next, the reflect (open or short) con-
nection uses as a load with high reflectivity. The reflection coefficient
does not have to be known because it will be determined during the
calibration process. The line connection is made by connecting ports 1
and 2 via a transmission line matched to the impedance of the error
boxes. The TRL technique is potentially very accurate as the quality
of the impedance standard is determined primarily by dimensional
precision.

3.1.3.4 LRM Calibration Method

In the LRM method, the line and reflect standards are analogous to the
through and reflect standards in TRL. The method uses a reflect stan-
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PORT 1 THRU LINE PORT 2
PORT I—REFLECT REFLECT—PORT 2
PORT 1 TRANSMISSION LINE — PORT 2

Figure 3.8 Sequence of connection events for TRL

dard (open or short) and a fixed load at each port together with a line
between ports 1 and 2. LRM can also be used for on-wafer calibration.
The match must be an excellent broadband termination. The LRM tech-
nique also permits calibration with fixed probe-probe spacing. The
sequence of connection events in a typical TRL calibration is shown in
Figure. 3.9.

PORT 1 THRU LINE PORT 2
g
PORT 1—REFLECT| REFLECT—PORT 2
4
PORT 1 LOAD LAOD — PORT 2
8
PORT 1 DUT PORT 2

Figure 3.9 Sequence of connection events for LRM
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3.1.4 De-embedding Method

As we know, placing the coplanar probes (or PIN) directly on the device
to measure it is not possible. Indeed, measurement requires probe pads
and interconnection lines leading to the DUT. The disadvantage is that
the parasitics of the pads and interconnects can be larger than the
device measure it self.

As mentioned already, the contributions from the fixture and cables
as well can be calibrated by using SOLT, TRL, and LRM methods. How-
ever, the reference plan has been set only at the probe tips, and there-
fore de-embedding methods are used to move the electrical reference
plan from the probe tips to the DUT (as shown in Figure 3.10).

Actually, the purpose of de-embedding is that removing the parasit-
ics caused by pad pattern and feedline (or bond-wire), and de-embed-
ding is the reverse calculation of the interconnections of two-port
network [10]. There are three de-embedding techniques for application:
parallel, series, and cascade de-embedding. The detailed procedures are
discussed next.

3.1.4.1 Parallel De-embedding

Figure 3.11 shows the “OPEN” test structure for parallel de-embedding,
and the corresponding equivalent circuit of OPEN test structure with
DUT is shown in Figure 3.12.

The Y-parameters of DUT can be expressed by subtracting the effect
of pad from measured data:

DUT _ yM _ y PAD
LT T

(3.16)
DUT __ M PAD
Y, =Y, =Y, (3.17)
Probe Tip | DUT : Probe Tip §
| | :|
S pur !

! Reference Plane
i Calibration Reference Plane =

Figure 3.10 Diagram of de-embedding methods



90 MICROWAVE AND RF MEASUREMENT TECHNIQUES

Signal Signal

Isolating Layer Isolating Layer

Backside Ground Backside Ground

Figure 3.11 OPEN test structure for parallel de-embedding

_ T ey W —
Yz

L DUT *

Figure 3.12 Equivalent circuit of OPEN test structure with DUT

DUT _ yM _ y PAD
Y21 _Y21 Y21

(3.18)
Yzlz)UT =Y. 21;4 - Y2}2)AD (3.19)
where Y-parameters of the pad can be expressed as follows:
Y=Y, +Y, (3.20)
vY ==Y, (3.21)
v =Y, (3.22)
Y, =Y, +Y, (3.23)

Superscript M denotes the measurement data, PAD denotes the OPEN
test structure, and DUT denotes the device under test.
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3.1.4.2 Series De-embedding

The series de-embedding technique means removing the parasitics in
series with the DUT, such as the contact resistances between the probe
pad and probe tip, as well as series loss of the interconnect. Normally,
“SHORT” test structure is used to characterize the series parasitics.
Figure 3.13 shows the “SHORT” test structure, and the corresponding
equivalent circuit with DUT is shown in Figure 3.14.

The Z-parameters of DUT can be expressed by subtracting the effect
of series elements from measured data:

Zy" =2y -, (3.24)
Zn" =2y =2y (3.25)
Z\" =2} -7Z)), (3.26)
2" =27y 75, (3.27)

Isolating Layver

Backside Ground

Figure 3.13 SHORT test structure for series de-embedding

— 1 DUT [ }—=

Figure 3.14 Equivalent circuit of SHORT test structure with DUT
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where Z-parameters of the series network can be expressed as follows:

Z=7,+7, 3.29)
Z, =2, (3.29)
20 =2, (3.30)

75, =72,+7, (3.31)

Superscript M denotes the measurement data, S denotes the series net-
work, and DUT denotes the device under test.

3.1.4.3 Cascading De-embedding

Assuming two parasitic networks with DUT network in cascade, the
corresponding circuit is shown in Figure 3.15. The chain parameters
can be expressed as follow:

Apyr = Al_]AMAZ_] (3.32)

where

Apyr = chain parameter of DUT
A = chain parameter of parasitic network I

A, = chain parameter of parasitic network II

3.1.5 Commercial Measurement System

In terms of the interface between DUT and the test system, there are
two kinds of commercial microwave RF measurement systems: coaxial
system and on-wafer system.

*— A Apur A2 S

Figure 3.15 Equivalent circuit for cascading de-embedding
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3.1.5.1 Coaxial Measurement System

Normally, the final microwave and RF components are not bare wafers
but have been wire-bonded and packaged. For packaged wafers the best
RF interface to the test system is a test fixture [2—8]. Figure 3.16 shows
the coaxial measurement system diagram for measuring the DUT as
follows:

1. Packaged semiconductor device (Figure 3.17)
2. Packaged integrated circuit (Figure 3.18)
3. Microwave hybrid integrated circuit (Figure 3.19)

RF Cable

Figure 3.17 Packaged semiconductor devices
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Figure 3.18 Packaged integrated circuits

Bondwire Bondwire
e = 1 —
RF IN E —:j: Hybrid IC [E % RF OUT
SHA I_P _______________ FI SHA

Bondwire Bondwire

Figure 3.19 Microwave hybrid integrated circuit

3.1.5.2 On Wafer Measurement System

The ever-increasing demand for millimeter-wave circuits and systems
has brought about the need to measure components directly on-wafer,
that is, at the chip level, to avoid measurement uncertainties associated
with packages, connectors, and cables. Access to the devices is normally
made through coplanar waveguide probes.

The typical microwave and RF measurement system is composed of a
VNA, probe-station, RF cables, bias cables, and the interface to the
DUT (see Figure 3.20). The difference between a coaxial system and an
on-wafer system is that the interface is the wafer probes, but not test
fixture.

The commercial probes may cover a wide range of frequencies (DC-
110 GHz), with probes available in single or multi-tip configurations [9].
By maintaining a transmission line impedance all the way to the
probe’s tips and using a ground-signal-ground coplanar waveguide
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RF Cable

Probe Station

y L

Figure 3.20 On-wafer measurement system diagram

(GSG CPW) launch (Figure 3.22), RF signals are delivered to the wafer
with minimal attenuation and excellent impedance control. Wider
probe pitch (center-to-center spacing of probe contacts) and single-
ground connections can be used at lower frequencies with reduced per-
formance. Variable pitch configurations with flexible signal or ground
contacts are not useful for network analyzer measurements since
repeatable transition behavior is required for calibration.

In on-wafer measurements, the known calibration standards are pro-
vided on Impedance Standard Substrate (ISS). Normal ISS structures
include shorting bars, precisely trimmed loads, thru lines, and longer
transmission lines. Open standards are most conveniently and reliably
created by simply lifting the probe in the air above the ISS.

3.2 Noise Measurement Technique

Noise figure is a figure of merit in many RF systems. A low-noise figure
provides improved signal-noise ratio for analog receivers, and reduces
bit error rate (BER) in digital receivers. In a development laboratory,
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Figure 3.21 Chip diagram: (a) wafer; (b) chip layout

PAD

noise figure measurements are essential to verify new designs and sup-
port existing equipment. Noise figure is unique in that it is suitable for
characterizing the entire system not only, but also the system compo-
nents such as the pre-amplifier, mixer, and IF amplifier that make up
the system. By controlling the noise figure and gain of system compo-
nents, the designer directly controls the noise figure of the overall sys-
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Figure 3.22 GSG Coplanar Probe

tem. Once the noise figure is known, system sensitivity can be easily
estimated from system bandwidth [10-15].
There are two kinds of noise sources:

1. Frequency independent noise sources, which include thermal noise
and shot noise.

2. Frequency independent noise sources, which include 1/f low-fre-
quency noise and high-frequency noise.

3.2.1 Thermal Noise

Thermal noise is called also Johnson or Nyquist noise, and is generated
by thermal energy causing random electron motion. Thermal noise can
be found in the most of passive and active devices.

For example, the root mean square (rms) thermal noise voltage and
current in resistor over a frequency range Af can be expressed as fol-
lows:

2
V2 = AKTRAf 359
i_2 B 4kT Af

! R (3.34)

where 7' = Kelvin temperature of the resistor (in Kelvins)
K = Boltzmann’s constant (=1.38 x 1022 J/K)
Af = bandwidth (Hz)
R = resistor (QQ)
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A noisy resistor at a temperature can be modeled by an ideal noise-
less resistor at 0 K in series with a noise voltage source (or modeled by
an 1deal noiseless resistor at 0 K in parallel with a noise current
source), as shown Figure 3.23.

It is noted that the available noise power (i.e., maximum power
available under matched condition) from any arbitrary resistor has
been shown by Nyquist to be:

Fo = kTB (3.35)

It can be found that available noise power increases with increase of

the bandwidth, and with increase of the temperature. Therefore, nar-

rower bandwidth amplifiers are less noisy, and cooler devices or amplifi-
ers generate less noise power.

Figure 3.24 shows the available noise power with respect to band-
width; it can be found that with 1 Hz bandwidth, noise floor is —174 dBm.
Thermal noise is also called white noise, meaning it has a constant power
spectral density with respect to frequency.

Thermal noise sources are very important for semiconductor device
modeling; for example, Figure 3.25 (a), (b), and (c) show the thermal
noise sources in the BJT, FET, and Hetero-junction bipolar transistor
(HBT), respectively.

In Figure 3.25 (a), Rp, R., and R, are the base, collector, and emitter
2

nc ?

extrinsic resistances of BJT, and ij , Vo »and vrzle are the corresponding
thermal noise voltage sources generated by resistances. In Figure 3.25 (b),
Rg, Ry, and R are the gate, drain, and source extrinsic resistances of FET,
and V,,, Vf g
sources generated by extrinsic resistances. In Figure 3.25 (c), Rp,, R., and

and vi are the corresponding thermal noise voltage

—w—0 = o—(—w— o

@ K@ y:  R(T=0K)
i
0 O C—> 0— —O
R (T) WA
(b) R (T=0K)

Figure 3.23 Equivalent model of a noisy resistor
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Figure 3.24 Available noise power with respect to bandwidth

R, are the base, collector, and emitter extrinsic resistances of HBT, and
2 2
vnbx ’ vnc ’

2 . .

and v, are the corresponding thermal noise voltage sources

generated by extrinsic resistances. Another thermal noise voltage source
2 . . .. .

v, 1s generated by intrinsic base resistance R, .

3.2.2 Shot Noise

The fluctuations in the number of electrons emitted from the source
constitute the shot noise. Shot noise occur tubes or solid-state devices
while crossing a junction or other discontinuities. It is commonly found
in a semiconductor device (e.g., in a PN junction or a transistor) and is
proportional to square root of dc current. There are two important fea-
tures:

+ It is always associated with a dc current flow in diodes and BJTs.
+ It is frequency independent (white noise)

The noise amplitude is represented by the rms value:

i, =2al5f (3.36)

where I is the dc current and q is the electron charge; it can be found
that if / Af is proportional to the current I with slope 2q.
Figure 3.26 shows the equivalent circuit with shot noise source for

diode; Ip is the current crossed the pn junction, and the corresponding

. 2
shot noise i; can be expressed as follows:



100 MICROWAVE AND RF MEASUREMENT TECHNIQUES

0—5\?\—@— BJT _@—4\13\:—0
5 Intrinsic Part =
Vab Ve
2
vl;@
Re
(a)
Ra

o Re O FET @

2 Imtrinsic Part .2
vl;g Via
2
vll.S
Rs
(b)
11
1T
C?X
Roux Rui R
O—MA—@— _.M/\_@_ HBT e_w_o
n & Intrinsic Part by
.I:b.\' nbi nc

Re
(c)

Figure 3.25 Thermal noise sources in semiconductor devices: (a) BJT; (b)
FET; (¢) HBT
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Figure 3.26 Shot noise source in semiconductor diode
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2
i, =2ql,Af (3.37)

Figure 3.27 shows the equivalent circuit with shot noise sources for

BJT and HBT; there are two shot noise sources, l'bz and icz , which are
characterized by their mean quadratic value in a bandwidth Af centered

on the frequency f, and can be given by the following expressions:

2 _
i, =2ql ,Af (3.38)

ic = 2q1Af (3.39)

where I and I are the base and collector dc currents, respectively,

3.2.3 1/f Low-Frequency Noise

1/f noise is found in many natural phenomena such as nuclear radia-
tion, electron flow through a conductor, or even in the environment. In
electrical engineering, it is called also flicker noise. Flicker noise is
associated with crystal surface defects in semiconductors and is also
found in vacuum tubes. Flicker noise current ilzl s can be expressed as
follows:

11
1
C"_
O NA- O
Ru.

z’jG- R:3 Cr | gmvhe@ s8 @i2

Figure 3.27 Shot noise sources in BJT
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o 1Y
ll/f = kf _Af
f (3.40)
or
201log(i,,,) = 101log(k, I Af) - 10log(f) (3.41)

where krand oy are the fitting factors.

Figure 3.28 shows the 1/f noise current versus frequency. It can be
found that the noise power increases with an increase of the bias cur-
rent; and, unlike thermal and shot noise, flicker noise decreases with
frequency, and inverse proportionality with frequency is almost exactly
1/f for low frequencies. Flicker noise is essentially random, but because
its frequency spectrum is not flat; it is not a white noise. It is often
referred to as pink noise because most of the power is concentrated at
the lower end of the frequency spectrum.

Figure 3.29 shows 1/f noise versus frequency for bipolar and field-
effect semiconductor devices, and it can be observed that the Flicker
noise is more prominent in FETs but not BJT, and that the corner fre-
quency of FETs is higher than BJT’s. This means BJT/HBT devices are
better than FET/HEMT for designing low-phase noise components.

Bandwidth=1Hz
%]
‘2
e
2 K,
A
Ty
Frequency

Figure 3.28 1/f noise versus frequency
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Figure 3.29 1/f noise versus frequency for different semiconductor device

3.2.4 High-Frequency Noise

Unlike the thermal and shot noise sources, high-frequency noise just
depends on the frequency, and is independent of the DC current. For
example, in FET devices, the gate-induced noise is one kind of high-fre-
quency noise and is expressed as follows (see also Chapter 5):

= (wC S)ZR
15 = 4kT —E—Af

Em (3.42)
It can be found that high-frequency noise power increases with fre-
quency.

3.2.5 Noise Figure of Two-Port Network

Noise figure (or noise factor) is a figure of merit quantitatively specify-
ing how noisy a component or system is. The most basic definition of
noise factor came into popular use in the 1940’s when Harold Friis [11]
defined the noise figure F of a network to be the ratio of the signal-to-
noise power ratio at the input to the signal-to-noise power ratio at the
output as shown in Figure 3.30:
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Input
pu Two-port Output
Si/N; Network S0 I
(G, F, Na)
O pr——

Figure 3.30 Noise figure of two-port network

Fe SNR,,  S,/N,
SNR,, S,/N, (3.43)
The noise figure refers to the noise factor in decibel:
NF =10log F (3.44)

where SNR;,, and SNR,,,; are the available signal-to-noise ratio at the
input and output ports, respectively, S; and N; are the available signal
and noise power at the input port, respectively, and S, and N, are the
available signal and noise power at the output port, respectively.

Thus, the noise figure of a network is the decrease or degradation in
the signal-to-noise ratio (SNR) as the signal goes through the network.
A perfect amplifier would amplify the noise at its input along with the
signal, maintaining the same signal-to-noise ratio at its input and out-
put; therefore the noise factor is 1 or noise figure is 0 dB.

For example, Figure 3.31(a) shows the situation at the input of a
noisy two-port network, and Figure 3.31(b) shows the situation at the
output of a noisy two-port network. It can be observed that the avail-
able signal-to-noise ratio at the input port is 40 dB, and is 30 dB for the
available signal-to-noise ratio at the output port; therefore, the two-
port has a 10 dB noise figure.

Assuming the available signal and noise power of the two-port net-
work are G and N, thus the available noise power at the output port
can be expressed as follows:

N,=N,+GN, (3.45)

where N, =KT,B . Friis [12] suggested a reference source temperature
of 290 K (denoted by 7), which is equivalent to 16.8°C and 62.3°F. This
temperature is close to the average temperature seen by receiving
antennas directed across the atmosphere at the transmitting antenna.
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Figure 3.31 Signal and noise levels versus frequency: (a) input; (b) output

Substituting (3.45) into (3.43), we have

_S,/N, N, S,/N,  _N,+GN,

F = = =
S IN, GN. GS./(N,+GN,)  GN,

(3.46)

or

(3.47)
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T, is the equivalent temperature of source impedance into a perfect
(noise-free) device that would produce the same added noise, N,. It is
often defined as:

° kGB (3.48)

Substituting (3.48) into (3.47)

kGB(T +T T +T T
e
¢ ¢ ¢ (3.49)

or

I=T,(F-1 (3.50)

When the two-port network considered earlier is a lossy passive com-
ponent, such as attenuator or a lossy transmission line, the noise figure
1s given by

T T
F:HFeZH(L_DF
0 0 (3.51)

where L is the loss factor or attenuation. If lossy passive two-port net-
works operate at room temperature, (l.e., 7 = T, ), Equation (3.51)
gives

F=1+L-1=L (3.52)

Equation (3.52) indicates that the noise figure of a lossy network at
room temperature equals the attenuation factor.

Figure 3.32 shows the noise figure of typical low-noise semiconductor
device, such as BJT, MESFET and HEMT. It can be found that HEMTs
have much lower noise figure than others.

When separate two-port networks are cascaded each having its own
gain G; and noise factor F; as shown in Figure 3.33, all networks add
noise to the signal that travels through them, but the contribution to
the over all noise factor from succeeding networks is reduced when pre-
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Figure 3.32 Noise figure of semiconductor device
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Figure 3.33 Noise factor for a cascade of two-ports

vious stage have amplified the signal. The overall noise factor is calcu-
lated using:

F,-1 F,-1 F -1

Gl G1G2 G1G2 "'Gn—l (3.53)

F=F+

The corresponding effective noise temperature for cascaded network
is given by:

T, T, T
Te =T81+L+;+...++
G1 Gle Gle a 'Gn—l (3.54)
If all stages are identical, that is
G =6,==G,=¢C, (3.55)
T =T,=---=T =T

e2 en ea (356)
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n a (3.57)

Substituting equations (3.55) through (3.57) into (3.53) and (3.54),
we have

1=ty

F=(F - +1
1-1/G,
(3.58)
~ 1-(1G,)
e~ Tea 1_ I/Ga
(3.59)

3.2.6 Noise Figure Measurement

There are three ways for measuring noise figure of DUT [13,14]:
1. Signal generator twice-power method
2. Direct noise measurement method
3. Y-factor method

The signal generator twice-power method is a relative simple for
measuring the system noise figure (Figure 3.34(a)): (1) measure the out-
put noise power with the input terminated; (2) use a signal generator at
the input port, and adjusting its level until a 3 dB increase in output
power is attained. Therefore, the signal generator output power is equal
to the total output noise power divided by the gain of DUT; thus, the
noise figure can be expressed as follows:

_N, /G _ Py _ Py

N, N, KkI,B (3.60)

F

The drawback of the signal generator twice-power method is that the
gain of DUT is necessary except for bandwidth B.

Also, the noise figure can be determined directly from a measure-
ment of the absolute total noise output power (Figure 3.34(b)). How-
ever, it is noted that the noise bandwidth of the power-measuring
device must be known, and perhaps a network analyzer is needed.
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Figure 3.34 Noise figure measurement methods: (a) Signal generator twice-
power method; (b) Direct noise measurement method; (c) Y-factor method

The Y-factor method is the basis of most noise figure measurements
whether they are manual or automatically performed internally in a
noise figure analyzer. With a noise source connected to the DUT, the
output power can be measured corresponding to the noise source on and
the noise source off (Figure 3.34(c)). The noise figure of the system can
be determined from the ratio of these two powers. More details about
the Y-factor method are introduced in the next section.
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The comparison of noise figure measurement methods previously
mentioned is summarized in Table 3.1.

Table 3.1 Comparison of Noise Figure Measurement Methods

Signal Noise

Method Gain of DUT  Bandwidth  Generator  Source
Signal generator twice-power No Yes Yes No
Direct noise measurement Yes Yes No No
Y-factor method No No No Yes

3.2.6.1 Noise Source

One way of determining the noise slope is to apply two different levels
of input noise and measure the output power change. A noise source is a
device that will provide these two known levels of noise.

The avalanche diode (also known as the solid-state noise source) is
the most commonly used noise source and is useful for noise measur-
ing purposes because it is broad and can conveniently be switched
between off (or cold) and on (or hot) state. Figure 3.35 shows the
equivalent circuit of noise source, the noise source consists of bias tee,
matched network, and noise diode. When a large positive bias is
applied, the noise diode is reversed biased. Avalanche action occurs
where a large DC current plus random current of all frequencies flows
through the diode. When a negative bias is applied, no random high-
frequency components are generated, and can be regard as a passive
resistive network.

To make noise figure measurements, a noise source must have a cali-
brated output noise level, represented by excess noise ratio (ENR):

DC Biase
e Matched

network

Choke :
| Noise Power
Output

Noise Diode

Figure 3.35 Equivalent circuit of noise source
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Th _Tc

)
o (3.61)

ENR(dB)=10log10(

where 77 is the hot temperature corresponding to the noise source on
state, and T is the cold temperature corresponding to the noise source
off state. Normally 7, is very close to 7}, (290 K), that is,

T —T
ENR(dB) = 101log 10(——=

)
0 (3.62)

or

_ ENR(dB)/10
T, =T,10 +1] (3.63)

It should be noted that a 0 dB ENR noise source produces a 290 K
temperature change between noise source on and off states. When the
noise source is used at a different physical temperature, compensation
must be applied to the measurement. Usually a noise source comes with
a calibration report of 7}, or ENR versus frequency within its band of
operating frequencies. Figure 3.36 shows the typical ENR and T}, of the
noise source versus frequency, it can be found that ENR increases with
the increase of frequency; and the corresponding hot temperature 77
increases about 5000 K from 0.1 GHz to 26.5 GHz.
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Figure 3.36 Typical ENR and 7} versus frequency
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3.2.6.2 Y-Factor Method

The most commonly used noise figure measurement method is the Y-
factor method. The corresponding output noise powers with the noise
source on and off state are given by:

N, = kBG(T, +T,) (5.60

N, =kBG(T.+T.) (3.65)

where N}, and N, are the output noise powers with the noise source on
and off state, respectively. 7, is the equivalent noise temperature of the
DUT. Figure 3.37 shows the output noise power versus source tempera-
ture; it can be observed that the slop of the straight line is KGB.

Let Y represent the ration of two noise powers just mentioned

Y:&: 4
Ne T.+T. (3.66)

Thus, equivalent noise temperature of the DUT 7}, can be obtained from
(3.65) directly:

_— T,—-YT.
Y -1 (3.67)
A
-
; Nh|----- 2 v
e :
— 1
[- %) ]
& Ne [==-mmm> 7 Slope=kGB!
£ Na | i
H s s
S ; i "
0K Te Tn

Source temperature

Figure 3.37 Output noise power versus source temperature
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Substituting (3.67) into (3.49),

(T, IT,-)=Y(T./T,—1)

F
Y -1 (3.68)
For T =T , we have
_ ENR
Y1 (3.69)

3.2.6.3 Calibration

The Y-factor method just mentioned is the basis for almost all noise
measurement. However, it is unfortunate that all measuring equipment
used to measure the noise power will generate the additional noise;
therefore, the values of noise figure from equations (3.68) or (3.69) are
for the whole noise measurement system, which consists of DUT, noise
power meter, noise source, and RF cable, and not the noise figure of
DUT only. Therefore, it is necessary to calibrate the system before we
detail the measurement methods such as Y-factor method.

Figure 3.38 gives the calibration procedures, which including two
steps of noise figure measurement: (1) The noise source is connected
directly to the input of the instrument (e.g., noise power meter, Figure
3.38(a)); and (2) the DUT is inserted between the noise source and the
instrument (Figure 3.38(b)).

The effective noise temperature of the instrument is given by:

_T,-Y,T.
2=, 4
-1 (3.70)

where Y, is the Y-factor for the first step of the calibration procedure:

Nh _Th+Te2
* N, T.+T,

c

(3.71)

The effective noise temperature of the DUT and the instrument in
cascade 1s given by
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Figure 3.38 Calibration procedure of noise figure measurement: (a) without
DUT; (b) with DUT

_ Th — leTc

el2 —
¥, -1 (3.72)

where Yio is the Y-factor for the second step of the calibration proce-
dure:

N T,+T

el2

NY - TVL + Te12

c

12
(3.73)

By combining (4.72) and (4.73), the available gain of DUT can be
obtained as follows:

¢ (3.74)
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Thus, the noise figure and corresponding of the DUT are given by

T
Tel = Tel2 e
G (3.75)
Folpla_ To
I, GT, (3.76)

3.2.6.4 Noise Figure Measurement Error

From the cascade noise figure equation it can be seen that if the DUT
gain is large, the measurement system will have little effect on the
measurement. The noise figure of high-gain DUTs can be directly mea-
sured with the previously discussed methods. When a low-gain DUT is
to be measured or the highest accuracy is needed, we discuss here what
the uncertainty of the noise figure measurement is [13].

After rearranging the cascade noise figure equation, we can clearly
see the dependence of the device noise factor on the other variable:

o (FR—lj
DUT S GDUT

where subscripts S, R, and DUT denote the system (the DUT and mea-
surement receiver), measurement receiver, and DUT, respectively.
The uncertainty of the noise figure Fppcan be expressed as follows:

(3.77)

F, F, F,
dF,,, = iy dF, + Wiy dF, + Wiy dG
JF, oF, 3Gy

(3.78)

where
DFy = the uncertainty of the DUT’s noise factor,

DF5 = the uncertainty of the measurement receiver’s noise factor,

DF5 = the uncertainty of the complete system (the DUT and measure-

ment receiver) noise figure.

dGq = the uncertainty of the DUT gain.
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Equation (3.78) can be rewritten for noise figure in decibels:

F, F, F,—1
dNF, =| =2 |dNF,, —| —= |dNF, +| =— |dG, (dB)
K KG, KG, (3.79)

The three d terms in the previous equation are due to the NF mea-
surement receiver and the DUT. However, NF' instruments rely on a
calibrated noise source with a specified ENR. Clearly, there will be an
uncertainty associated with this ENR, and this will contribute to the
overall uncertainty equation. The final resulting equation for the over-
all noise figure measurement uncertainty is given by:

F, E F,-1
dNF, =| =2 |dNF,, —| —= |dNF, +| =— |dG, (dB)
8 KG, HG,
+ i_i dENR
K

lGl

(3.80)

3.3 Power Measurement System

To verify the accuracy of the semiconductor device nonlinear model, the
power performance, which includes the gain compression, harmonic
distortion, and inter-modulation distortion (IMD) is necessary. Before
discussing the nonlinearity of the RF devices or components, the defini-
tion of the various power gain of two-port networks is first introduced
[15-19].

3.3.1 Power Gain of Two-Port Network

Consider an arbitrary two-port network connected to source and load
impedances Zg and Zj, respectively. Figure 3.39 illustrates the corre-

sponding signal flowchart, and different powers used in the gain equa-
tions are indicated. In the figure,

P;, = power deliver to the input of the two-port network

P, = power available from the source
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Figure 3.39 Signal flowchart of arbitrary two-port network with input and
output network

P; = power deliver to the load
P, = power available from the two-port network

The power available from the source, P,,,, is the maximum power
that can be delivered to the network. This occurs when the input
impedance of the terminated network is conjugately matched to the
source impedance:

avs inlr, =r‘§

(3.81)

where I';, is the reflection coefficient seen looking into the input port of
the network, and Iy is the source reflection coefficient.

Based on the signal flow chart (Figure 3.39), P, can be expressed as
follows:

_ bl
1_|FS|2

avs

(3.82)

Similarly, the power available from the network, P,,,, is the maxi-
mum power that can be delivered to the load and is given by

avn = PL r[‘:r*

ou (3.83)
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Based on the signal flow chart (Figure 3.39), P,,,, can be expressed as
follows:

_ 1,,[" o]
1-5,0 a-|r

avn 2

)

out

(3.84)

where T',,; is the reflection coefficient seen looking into the output port
of the network, and I'y, is the load reflection coefficient.

Several power gain equations appear in the literature and are used
in designing microwave amplifiers. The three most commonly used
power gains are operating power gain G,, transducer power gain Gy,
and available power gain G,,.

The operating power gain G, is the ratio of power dissipated in the
load to the power delivered to the input of the two-port network, and is
defined as follows:

G = power deliver to the load P
”" power input to the network P,

(3.85)

In terms of S-parameters of the whole network, G, can be expressed

:;.| |2.ﬂ
1-|r,f " p=s,rf

p

(3.86)

with

=S+ SpSul’,
1-5,,I,

When the output port of the two-port network is terminated by a
matched load, that is 'y = 0, thus, equation (3.92) can be simplified as
follows:

2
- 15,

P
1=, (3.87)
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The transducer power gain Gy is defined as the power delivered to a
load divided by the power available from a source:

G __ bower deliverto theload P,
a power available from the source - P, (3.88)
From the signal flow chart, we have:
1—|FS|2 2 1_|FL|2
;= 2 |S2l| 2
|1—1_',-nrs| |1_522FL| (3.89)
or
1—|l_‘s|2 2 1_|FL|2
;= 2 |SZI| 2
1-5,T| -1, (3.90)

The available power gain G, is the ration of the power available from
the two-port network to the power available from the source. This
assumes conjugate matching of both the source and load. The definition
of the available power gain is as follows:

_ power available from the network P,

G avn
“  power available from the source P, (3.91)
G, is given by using S parameters:
2
_ 1= |FS| 2 1
a 2 |S21| 2
|1_SIIFS| 1_|rout
(3.92)

When the input port of the two-port network is terminated by a
matched source, that is I'g = 0, thus equation (3.94) can be simplified as

follows:

_ sl
1-|S,,[

a

(3.93)
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These definition differ primarily in the way the source and load are
matched to the two-port network. In general, transducer power gain G,

is lower than operating power gain Gp and available power gain G;
that 1s,

G,> Gy, Gy > G,

If the input and output are both conjugately matched to the two-port
network, then the gains is maximized, and G, = G, = G,

The definitions of various power gains are summarized in Table 3.2.

3.3.2 Nonlinearity of Two-Port Network

In an ideal system, the output is linearly related to the input; however,
in any real device the transfer function is usually a lot more compli-
cated. Semiconductor devices such as diode and transistor are nonlin-
ear components, and this nonlinearity is of great utility for functions
such as amplification, detection, and frequency conversion. To analyze
the effects of nonlinearities in microwave circuit, one must be able to
describe the input-output relationship of signals that pass through
them. Nonlinear circuits are generally characterized by input-output
relationships called transfer characteristics.

Figure 3.40 shows a general nonlinear network, having an input
voltage v; and an output voltage v,. In most general cases, the output

response of a nonlinear circuit can be modeled as a Taylor series in
terms of input signal voltage:

V, = zgivik =8y Tt &V, + 82Vi2 toeeees +8,V;
k=0 (3.94)

To describe the nonlinearity perfectly, an infinite number of terms is
required; however, in many practical components, the first four terms

o— —0
Nonlinear )
~o Vi Device or ~ Ve
Network
o—— —————©

Figure 3.40 A general nonlinear network
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Table 3.2 Definitions of Various Power Gains [18]

Transducer power gain in 5
50 Q system GT = |SZI|

Transducer power gain for

arbitrary ['7 and I'g o - (1—|FS|2)|521|2(1—|FL|2)

‘(1 =Syl )(1 =Spl, ) - SIZSZIFSFL‘Z

Unilateral transducer 2 2 2
power gain |SZI| (1—|FS| )(1_|FL| )

U —

|1 - SllrS|2 |1 - Szer|2

Operating power gain with

=0 |sm|2(1_|rL|2) s,
G,= 2 2\ 2
|1_S22FL| (1_|Fin| ) 1_|Sll|

P

Available power gain with

output conjugate match ~ |S21 |2 ( _ |1"S |2) ~ |S21 |2
15T ( —Is,.[ ) 1Sl
I's=0
Ma.inmum available power g
wain G =[5 (k=i =1)

Maximum unilateral trans-
ducer power gain |521 |

Grymax = (1 - |S“|2)(l - |522|2)

Maximum stable power gain

S5
G, =121
ms |Slz|
Unilateral power gain
1/2]8,,/S, — 1|

k|S21/S12| Re( 21/S12)
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are sufficient to characterize the circuit with a fair degree of accuracy.
Therefore, equation (3.96) can be simplified as follows:

3
v, = Y 8Vl =g, + g+ g,V + g,
k=0 (3.95)

When a single frequency sinusoid is applied to the input of a general
nonlinear network, that is,

v, =v, cos(m,t)

(3.96)
then (3.97) gives the output voltage as:
v, =g, +gV,cos(wt)+ g,V cos’ (wt)+ gy cosS(a)Ct)
2 3
% 3g.v
= g, + &V (gv, + &)cos(a)ct)+ 82V, 222 cos(20,1)
g3 224 cos(3m,t)
4 (3.97)

Figure 3.41 shows the output power versus input power for a general
nonlinear network. It can be observed that the fundamental, second
and third harmonic signals will be saturation when the amplitude of
input signal v, is large enough. Also along with the fundamental com-
ponents at a frequency ®,, there exists a DC component, and harmonic
components at integer multiples of ,.

Otherwise, for small values of v, the g; term will dominate the fun-
damental signal, giving a 1:1 slope when output power is plotted
against the input power on a log (in decibel) scale. The second and third
harmonic will have a 2:1 and 3:1 slops, respectively. The fundamental,
second and third harmonic signals can be approximately expressed as
follows:

3
P, (dB) 20log,,(g,v, + gj ”)~Pm(dB)+2010g10(g1)(c0nstant)

(3.98)

(dB) 2010g10(g2 ”) 2P (dB)+2010g10( 2 )(constant)
(3.99)



POWER MEASUREMENT SYSTEM 123

Fundamental

Second Harmonic

Third Harmeonic

Po ut ((lB)

L

Figure 3.41 Output power versus input power for a general nonlinear net-
work

3
P,, (dB)=20log,,(532) = 3P, (dB)+ 20 loglo(%)(constant)

4 (3.100)

where P, is the input power level:
P, (dB)=20log,,(v,) (3.101)

When a signal is applied to the input of the two-port network,
which consists of two closely spaced frequencies (i.e., two-tone input
voltage):

v, = v, cos(w,t) + v, cos(,?) (3.102)
From (3.95) the output is

v, =g, +&lv,cos(wt)+ v, cos(@,t)]+ g,[v, cos(w,t) + v, cos(cozt)]2

+ g,[v, cos(w,t) + v, cos(m,1)]’
(3.103)
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Unlike the one-tone input, the response of the two-tone input will
generate the combination of two input frequencies, called inter-modula-
tion distortion products. The IMD such as 20 — 09 and 2m9 — ®; is the
figure of merit of the nonlinear network, because of these products
located near the original input signal m; and wy, and is difficult to fil-
tered by bandpass filter.

The 1-dB gain compression point and third-order intercept point are
the two most commonly used figures of merit for testing the linearity of
the network. The 1-dB gain compression point is defined as the power
level the output power has decreased by 1-dB from the ideal character-
istic. Third-order intercept point is the extension intersection of ideal-
ized response of the fundamental and third-order IMD. We can view
them graphically by plotting the output power for the fundamental and
third-order inter-modulation products versus input power on log-log
scales, as shown in Figure 3.42.

The relationship between the 1-dB gain compression point and third-
order intercept point is as follows:

P"*(dB) = P'"(dB)+9.66(dB)

(3.104)
A 1-dB compression ,
. ] .
- point % f Third-order
Pe” | R amsE s ,'11' “—— intercept point
B |= = = = = = = o = = == - 1

Fundamental

P,.:(dBm)

Third-order distortion

Pi p,, (dBm)

Figure 3.42 1-dB gain compression point and third-order intercept point dia-
gram
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or

IP3 _ pldB
P"*(dB)= P, (dB)+9.66(dB) (3.105)

The 1-dB gain compression point can be easily obtained from the fun-
damental output power versus input power measurement. However,
the third-order intercept point cannot be measured directly. For an
arbitrarily given input power P;, the fundamental and third-order IMD
power are P; and Ps, respectively (as shown in Figure 3.42). Thus, the
third-order intercept point power is given by:

1

P =P+—(P,-P)
2

(3.106)

or

P = —(3P P,)
(3.107)

When two nonlinear networks are cascaded (Figure 3.43), the gain
and third-order intercept point output power of the first network are G4
PIP3
and 'y - For a given input power P;,, the fundamental output power
P ', and third-order output power IMD PZ are given by:

(3.108)

Py =3P -2P" (3.109)

Assuming the power gain and third-order intercept point output
power of the second network are Gpg and Pém for the given input
power PIIL‘, the fundamental output power Py and third-order output
power IMD PB are given by:

Py =P, +G, (3.110)

P =3P, 2P (3.111)



126 MICROWAVE AND RF MEASUREMENT TECHNIQUES

Input

1
1
1
1
1
i
i
!
1
]
1
!
1
—b}
r =

—>

264 4 i 24

Gs P}
P +Ga
_______________________ P}
1 A —
255 4 fi 2544
Pin+Ga+Gs Gs P’
"""""""""" P}
----- % { Pi+Gs
g £ h g F
Output

Figure 3.43 Calculation of IMD of two networks in cascade

The third-order IMD output power of the resulting network can be
expressed as follows [1]:

Ptst = 1010g10[10ﬂ?/10 " 10(Pj+c,f)/10]

(3.112)

3.3.3 Power Measurement Technique

Power measurement technique includes power gain compression, har-
monic distortion, and IMD measurements. Figure 3.44 and Figure 3.45
show the on-wafer and coaxial gain compression and harmonic distor-
tion measurement systems; it can be found that the systems consists of
signal generator, spectrum analyzer, RF cables, RF connectors, and
probes. An attenuator may be needed to protect the spectrum analyzer
from overload. Note that the power level present at the spectrum ana-
lyzer input includes all harmonics, not just the ones displayed on the
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Figure 3.44 On-wafer gain compression and harmonic distortion measure-
ment system
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Figure 3.45 Coaxial gain compression and harmonic distortion measurement
system

screen. It is important to note that spectrum analyzers have their own
nonlinear characteristics that depend on the level input to the instru-
ment. It is sometimes difficult to ascertain whether measured harmonic
distortion is being generated within the device or with the test instru-
ment. One method to do this is to use a step attenuator at the output of
the device and step up and down. If distortion is being generated with
the spectrum analyzer, the harmonic levels will change with different
attenuator settings.

To obtain the power performance of DUT, it is necessary to de-embed
the effect of the input and output networks (Figure 3.46). The detailed
procedure is as follows:
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Figure 3.46 De-embedding technique of power gain measurement

1. Measurement of each S-ly))arameters of the input network, DUT, and
in ur out
output network, S, S ,and S

2. Measurement of the power gain of the system G;n

3. Calculation of the power gain of the input network G'",

2
in_})l 1 ‘ in2 1_|F3|
= T T o Pl T 2
" P, 1-|T| 1- 83T
(3.113)
with
) SinSinF
r= s e
1- 522F3
4. Calculation of the power gain of the output network G;m ,
P 1 2
G;m:ﬁ: 7Sy
out
SR B A Y
(3.114)
5. Calculation of the power gain of the output network Gl? UT,
GPUT — i _ Gp
P in g~out
P GG
! PP (3.115)

Figure 3.47 shows the IMD measurement system. It is observed that
two signal generators are needed, and that the corresponding de-
embedding technique is more complicated than harmonic.

Automated source and load pull is widely used in power amplifier
development to determine device capability and matching network
requirements. A typical passive tuner system is shown in Figure 3.48.
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Figure 3.47 IMD measurement system
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Figure 3.48 Passive tuner system for basic power measurements

Two tuners are used to simultaneously tune the source and load at the
fundamental frequency. This is useful for a first-order matching net-
work design, and for validating device models [20]. Fundamental load
pull consists of tuning the source and load impedances at the funda-
mental frequency of operation. The fundamental impedances are the
most important by far, which is why fundamental load pull, its accu-
racy, and repeatability, are most critical.

The tuners are microwave devices generating complex impedance at
RF, microwave, and millimeter wave frequencies. Inserted in series
before and after DUT, the tuners allow the control of the complex
1mpedance presented to your DUT (e.g., transistors) on the source and
load side of your device.

There are two kinds of tuners in commercial system: mechanical and
programmable (Figure 4.49). The input and output impedances can be
adjusted manually adjustment for the mechanical tuner or by general-
purpose interface bus (GPIB) control for the programmable tuner.
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Figure 3.49 Mechanical tuner and programmable tuner

3.4 Summary

Three kinds of microwave and RF measurement techniques are com-
monly used and have been introduced in this chapter. One is the S-
parameters measurement technique for small signal device and circuit
characterization. The vector network analyzer is the key instrument,
and its calibration can be carried out by using error model with SOLT,
TRL and LRM methods. Noise figure is a figure of merit in RF systems
and components, and can be determined from noise measurement tech-
nique by using the Y-factor method. Then the power measurement tech-
nique, which includes the power gain compression, harmonic distortion
and inter-modulation distortion measurements is introduced.
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Chapter 4

FET Small Signal Modeling and
Parameter Extraction

As we known, the accurate on-wafer parameter measurements are of
great importance in the modeling and characterization of RF devices
(e.g., microwave transistors and passive components). Therefore, the
analysis of experimental S-parameters plays an important role in the
design of devices and circuits used for RF/microwave applications [1-12].
With fast growth in the RF wireless communications market, the
demand for high-performance but low-cost RF solutions is rising. This
advanced performance of FETs (e.g., MESFET and HEMT) is attractive
for high-frequency circuit design in view of a system-on-a-chip realiza-
tion, where digital, mixed-signal baseband, and RF transceiver blocks
would be integrated on a single chip.

In the high-frequency characterization of microwave transistors,
small-signal models are often used to parameterize complicated behav-
iors with relatively simple equations. A small-signal model is preferably
designed so that the model parameters represent something physical in
the transistor. This can provide important information to optimize the
test structures layout, to perform the simulation of the complete struc-
ture using an equivalent circuit, and to study the sensitivity of the
device under test (DUT) parameters to a given de-embedding proce-
dure. For RF products, time to market and design cycle reduction
depend greatly on the capability of the design environment to predict
circuit performance accurately using simulation. To have an efficient
design environment, design tools with accurate models for devices and
interconnect parasitics are essential. For analog and RF applications,
the accuracy of circuit simulation is strongly determined by device mod-
els. Accurate device models become crucial to predict the circuit perfor-
mance correctly. The manufacture of microwave products will use the
services of a foundry or specify semiconductor from their suppliers.

131
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In this chapter, we introduce small-signal modeling and parameter
extraction technique for FETs, an III-V compound semiconductor device
pseudomorphic high electron-mobility transistor (PHEMT) is used as a
example. The parameter extraction includes pad capacitances, extrinsic
inductances, extrinsic resistances, and intrinsic elements extractions.

4.1 HEMT Device

The derivative device technologies of GaAs MESFETs are HFET and
PHEMT. These devices utilize advanced epitaxial material growth tech-
nology (e.g., molecular beam epitaxy [MBE] or molecular organic chem-
ical vapor deposition [MOCVD]) and bandgap engineering techniques
to achieved high-speed and low-noise performance. HFET is also called
modulated doped FET (MODFET) [1,2].

There are different variations of HFETs. One of the most commonly
used versions is called high electron mobility transistor. A typical
device structure is shown in Figure 4.1. A large bandgap doped material
(e.g., Aluminium gallium arsenide [AlGaAs]) is grown heteroepitaxially
on an undoped lower bandgap material (e.g., GaAs). The undoped GaAs
provides a high-mobility two-dimensional (2-D) channel for carriers
supplied from AlGaAs. An undoped AlGaAs layer is used to avoid elec-
tronic interaction and to increase mobility. An HFET is also called a
high electron mobility transistor, modulation-doped FET), or 2-D elec-
tron gas FET (TEGFET) due to its initial development by various
groups.

n* GaAs contact layer

n* AlGaAs donar layer

Undoped AlGaAs spacer layer

"\ 2-DEG electron gas
Undoped GaAs buffer

Semi-insulating GaAs substrate

Figure 4.1 HEMT device structure
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To improve GaAs-HFET/HEMT performance, an Indium gallium ars-
enide (InGaAs) strained layer is used as the electron gas channel mate-
rial instead of GaAs. The more indium percentage incorporated in
InGaAs material, the higher the electron drift velocity is. The PHEMT
is then developed to enhance the electron mobility in 2-D electron gas
(2DEG) layer (as shown Figure 4.2). The lattice mismatched InGaAs
layer can increase carrier mobility and improve carrier confinement in
the conducting channel. The larger conduction bandgap difference at
the AlGaAs/In- GaAs heterointerface allows higher sheet charge den-
sity and hence higher current density and transconductance.

4.2 Small Signal Modeling

Figure 4.3 shows the chosen small-signal equivalent circuit model for
PHEMTs [1-12], which equivalent circuit model can be divided into two
parts:

1. The intrinsic elements: g, , g4, Cgs,ng, Cys» R;,and 1

2. The extrinsic elements: Lg, Ly, L, Rg, R,, R,, Cpg, de, and

deg
The various components in the model are defined in the following list:

Extrinsic elements:

Cpg : gate pad capacitance
de : drain pad capacitance

)

pdg’ isolation capacitance between gate and drain pad

n* GaAs contact layer

n* AlGaAs donar layer

Undoped AlGaAs spacer layer

Undoped InGaAs channel layer
L4
N

2-DEG electron gas
Undoped GaAs buffer

Semi-insulating GaAs substrate

Figure 4.2 PHEMT device structure
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Figure 4.3 FET small signal equivalent circuit model: (a) cubic diagram; (b)

planar diagram

: inductance of the gate feedline
: inductance of the drain feedline
- inductance of the source feedline

: distributed gate resistance
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R ;: Drain to channel resistance, including contact resistance

R, : Source to channel resistance, including contact resistance
Intrinsic elements:

g, transconductance

g4 drain conductance

Cgs : gate-to-source capacitance

(o od gate-to-drain capacitance

C,,: drain-to-source capacitance
R;: channel resistance
T: time delay associated with transconductance

The Y matrix of complete device model can be written as:
_ -19-1
Y =Ypp + 2y + Y (4.1)

where Yp,p represents pad capacitance part

_ jw(cpg + Cpgd) _jwcpgd
PAD — . .
_]prgd ]a)(de + Cpgd) “.2)
Zp1 represents parasitic resistance and inductance part:
7 R,+R + jo(L,+ L) R + joL,
RL — R + joL, R,+R + jo(L,+L,) w3

The intrinsic part is characterized by the Y- parameters:

JoC,, +inC —joCy,
1+joRC, 10
Yyr = —jr
L ~ joC,, '
1+ joC R, : 84 T JO(Cy +Cyy)

(4.4)
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There are two most important figures of merit for FETs: (1) the cutoff
frequency fp, and (2) the maximum oscillation frequency f,, ... The
cutoff frequency f; is defined as the frequency at which the device has
unity current gain. The frequency at which the maximum available
gain (MAG) is unity signifies the maximum frequency of operation
f max*

Forward current gain h,, with output port short-circuited is given by:

(4.5)

By neglecting all the parasitics, the current gain h,, can be rewrit-
ten as:

Y21

| =~ gm
Y,

|y b= |2~ —2m
2 2 fC,,

(4.6)

Since f is defined as the point at which | h,, I=1, f is given by

8
fT — m
2nC o5 @7

The maximum available gain is given by [1]:

1
ﬁ)Z

MAG = (
f~ ARIR,+4nf,C,(R+R, +7f,L,)

(4.8)

where
R=R,+R +R, +7f, L,

Since f,, . 1s defined as the point at which MAG = 1, therefore

fmax 18 given by:

_ fr
JAR/R, +4nf,C,(R+R,+7f,L,)

fmax
(4.9
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Accurate small-signal equivalent circuit of FETSs (e.g., MESFETSs and
PHEMTSs) is a supposition for the device performance analysis (e.g.,
noise, gain) in the design of microwave circuits and the characterization
of the device technological process. The most commonly used small-sig-
nal parameter extraction technique is the numerical optimization of the
model-based S parameters to fit the measured data. However, the accu-
racy of the numerical optimization methods that minimize the differ-
ence between measured and modeled S-parameters versus frequency
can vary depending on the optimization method and starting values,
and may result in nonphysical and non-unique values of the equivalent
circuit elements. The analytical approach for the extraction of the
equivalent circuit parameters of FETs has been addressed. The intrin-
sic elements can be determined using closed-form expressions after a
de-embedding process where the influence of the parasitic elements is
removed. Therefore, for the accurate determination of the bias-depen-
dent intrinsic elements, firstly all extrinsic parasitic elements have to
be determined precisely.

4.3 PHEMT Device Structure

The AlGaAs/InGaAs/GaAs PHEMTs with 0.25 um mushroom gates
were grown and fabricated using Nanyang Technical University's
(NTU's) in-house developed process technology. The layer structure of
the wafer, from bottom to top, is described in the following list:

1. Semi-isolating GaAs substrate

. Undoped buffer GaAs layer

. Si 8-dopin plane, 2 x 10" em™

Aly,5Gag 45As layer, 40 A

. Undoped In,,Ga,4As strained layer, 140 A
. Aly,5Ga ,5As spacer layer, 40 A

. Si 8-dopin plane, 5 x 10" cm™?

. Al ,5Ga ,5As layer220 A

© ® N e o W N

n' - GaAs cap layer, 450 A

The double heterojunction 6-doped PHEMT structure considered for
our studies is shown in Figure 4.4. The PHEMT has been used here,
which has 2 x 40 um gate width (number of gate fingers x unit gate



138 FET SMALL SIGNAL MODELING AND PARAMETER EXTRACTION

Source Gate Drain

/  450A

GaAs: Si

6x10'8¢m 3
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Alo2sGaosAs 40A
Ino22GaorsAs 140 A
Alo2sGaoasAs 40A

3-doping (2+10"%m?)

Buffer Layer

GaAs (100) S.LSub

Figure 4.4 PHEMT device layer structure

width) and pinch-off voltage of —0.8 V. The corresponding device layout
1s shown in Figure 4.5.

4.4 Extraction Method of Pad Capacitances

The three capacitance elements Cpg, de, and deg model the capaci-
tive effects of the measurement probe contacts. The two kinds of most
commonly used extraction methods for pad capacitances are the open
test structure method and the pinch-off cold-FET method. These proce-

dures are discussed in more detail in the following sections.

4.4.1 Open Test Structure Method

The pad capacitances are determined by measuring an open structure,
which consists of only the pads [3,4]. Measurements of the open test
structure are modeled as a PI-type network of capacitances. Figure 4.6
shows the open test structure layout with the corresponding equivalent
circuit model. The simplicity of this model is a direct consequence of a
semi-insulating GaAs substrate and proper device isolation down to the
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Figure 4.5 PHEMT device layout

semi-insulating substrate. In contrast, suitable pad-parasitic correction
for a silicon device is more complex since the modeling of a conducting
substrate requires several additional elements.

The Y parameters of open test structure can be expressed as follows:

Irn(Yll) = ja)(cpg + Cpgd)

(4.10)
Im(Y,,) =Im(Y,,) = _jwcpgd (4.11)
Im(Yzz) = ja)(cpd + Cﬂgd) (412)

. From (4.19)—(4.12), the pad capacitances Cpg, de, and deg can be
directly obtained:

1
C,, =—Im(, +7,)
w (4.13)
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Source
Gate Drain
Source
(a)
Cpgd
G O I } = D
Cpg- —— Cpa
S = o) S
(b)

Figure 4.6 Open test structure (a) and equivalent circuit model (b)

1
C,= EIm(Y22 +Y,,)

2

1

1
C .,=——ImY,)=——Im(Y,,)
(0] (0]

pgd

(4.14)

(4.15)

Figure 4.7 shows the frequency dependence of the pad capacitances.
Constant values are observed from 50 MHz to 40 GHz with the devia-
tions from the mean values being less than 5%. That means the pad
capacitances are frequency independent and, of course, also bias inde-
pendent. The pad capacitance values are de =175 fF, and
Cpgd = 2.1 {F. The isolation between pads is below 30 dB. The
extracted pad capacitances and corresponding dispersions are summa-

rized in Table 4.1.



EXTRACTION METHOD OF PAD CAPACITANCES

40

’ 0 1I0 210 3l0 40
Frequency (GHz)
(@)
40

0 10 20 30 40
Frequency (GHz)
(b)
16

Frequency (GHz)
(o)

Figure 4.7 Frequency dependence of pad capacitance
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Table 4.1 Extracted Pad Capacitances and Dispersions

Capacitance Values (fF)  Dispersions (fF)

17.5 +1
Cpg
+
de 19.5 +1
2.1 0.6
deg

4.4.2 Pinch-Off Method

For a complete small-signal model, the pad capacitances of the copla-
nar feeding structure matched to on-wafer measurement should also be
taken into account. The pad capacitance can be extracted by using the
open test structure method [3,4]. However, this method requires special
test structures for each device size on the wafer, and the non-uniformity
across the wafer has to be ignored. Alternatively, the pinch-off cold-FET
method has been extensively used for the extraction of the parasitic
gate and drain capacitances Cp g and Cp ¢ [3-9]. In [5], two identical
capacitances C, are used to describe the depletion-layer extension
under the gate. In [6], three identical capacitances C, are used to
describe the depletion-layer extension under pinch-off bias condition.
An improved method is proposed by [7] to extract the parasitic capaci-
tances, whereby two identical capacitances C, are employed to
describe the symmetrical nature of the gate-to-source and gate-to-drain
geometry, and a capacitance C, is introduced to account for drain-to-
source depletion-layer extension. In this approach, the derived circuit
equations are simplified by neglecting some terms depending on the fre-
quency range (low and high frequencies) where the model parameters
are extracted. All the conventional cold-FET methods [3—8] are based
on a common assumption: The gate-to-source and gate-to-drain deple-
tion-layer capacitances are equal for a symmetrical device structure
under pinch-off cold-FET bias condition. Unfortunately, this assump-
tion is not generally valid for the parasitic gate and drain capacitances
Cp g and Cp g of MESFETs and PHEMT, although their difference can
be very small.

To overcome these difficulties, a new pinch-off cold-FET method is
proposed for the determination of the parasitic capacitance for
PHEMTs based on a general scalable equivalent circuit model [10]. In
contrast with previous publications [3-9], this method has the following
advantages:
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1. No restrictions or assumptions are imposed on the depletion-layer
capacitances under pinch-off bias condition. Three different capaci-
tances are used to describe the depletion-layer extension.

2. No complex derivation and extraction procedures are needed.

3. Four scalable PHEMT devices with same pad structures are
employed to determine the parasitic capacitances.

4, AH parasitic capacitances Cpg, de, and deg can be extracted
simultaneously.

The PHEMT small-signal equivalent circuit model under pinch-off
bias condition is shown in Figure 4.8. Pinch-off bias condition for
PHEMTs is defined as the condition when both junctions are zero or
reverse biased. Under such a condition, DC current is zero; hence g,,
would be extremely small and the device behaves like a passive circuit
(Z,, = Z,;). Compared with the conventional cold-FET method, the

Cpgd
Cedp
o— i} =0
Lz Rg l l Re Lg
Cgsp Cdsp
T Cre Cpd =
Rs
Ls
R <
(a)
Cpgd
CSdF
& 1} o
=Cpg =0 CaspT Cpd T
e <
(b)

Figure 4.8 Small-signal equivalent circuit model of PHEMT under pinch-off
bias condition: (a) at high frequency; (b) at low frequency
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pinch-off equivalent circuit model used in this book is more general and
consistent with the equivalent circuit model in the active region.

At low frequency, the influence of the parasitic resistances and induc-
tances can be neglected. The PHEMT equivalent circuit of Figure 4.8(a)
exhibits a pure capacitive behavior and is simplified as shown in
Figure 4.8(b). The imaginary parts of Y-parameters can be written as:

Im(Y;,)
T” = Cpg + Cpgd + CgSP + ngp (4.16)
Im(Y,,)
—*=C,+C,,+C, +C,,
o (4.17)
Im(Y,,)
——= Cpgd + ngp
o (4.18)

The scaling formulas for intrinsic capacitances can be written as
[10]:

ConW)= Cona (4.19)

W

ngp (W) = ngpo (420)

Car W)= CosW (4.21)

where Cgsp, ngp,

bias condition and Cgspo, ngpo,

is the gatewidth of the PHEMT.
Substituting (4.19)—(4.21) into (4.16)—(4.18), we have

and Cdsp are intrinsic capacitances under pinch-off

and Cdspo are scaling factors, and W

Im(Y,
M = Cpg + Cpgd + W(Cgspo + ngp())
P (4.22)
Im(Y,,)
i Sl A de + Cpgd + W(Cdsm + ng/’”)

o (4.23)
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Im(Y,
_M — Cpgd + W(ngpo)

w (4.24)

By using the three analytical equations (4.22)—(4.24) associated with
three linear regression lines, the parasitic and intrinsic capacitances
can be determined simultaneously. Cpg, de, and deg can be
obtained from the interceptions of the three linear regression lines ver-
sus the gatewidth. Therefore, the expressions for parasitic capacitance

can be expressed as

Im(Y;,)
Cpg = e : - Cpgd
W-0 (4.25)
Im(Y,,)
de = 722 - Cpgd
=0 (4.26)
Im(Y,
Cpgd = m( 12)
@ oo (4.27)

The intrinsic capacitances also can be solved simultaneously from
the slopes of the linear regression lines:

d[Im(Y,, /o]
Cgsv = T T gdp
(4.28)
d[Im(Y,,)/®]
ngp =T ngp
dw (4.29)
c - d[Im(Y,, /@]
o dw (4.30)

The measured pinch-off cold-FET S-parameters for four differently
sized PHEMTs are firstly transformed to Y-parameters; then the imagi-
nary parts of Y parameters Im(Yij)/(;), @1, j = 1,2) can be extracted at
low frequencies. The DC bias condition is Vgs =3V, V,,=0V



146 FET SMALL SIGNAL MODELING AND PARAMETER EXTRACTION

Figure 4.8 shows the imaginary parts of the Y-parameters Im(Yij)/ o,
(1, = 1,2) versus the gatewidth of the PHEMTs. Cpg, de, and deg
can be determined from the interceptions of the three straight lines in
Figure 4.9 (a), (b), and (c). The values of the parasitic capacitances are
as follows: Cpg = 25.5 fF, de = 28 fF, and deg = 4.5 {F. The corre-
sponding intrinsic capacitances under pinch-off bias condition are sum-
marized in Table 4.2. It is noted that the gate-to-source and gate-to-
drain depletion-layer capacitances (Cgsp and ngp) are not equal
under pinch-off cold-FET bias condition for all the devices of different
sizes. It also can be found that the values of the intrinsic capacitances
match the scaling rules very well.

Table 4.2 Extracted Results for Intrinsic Capacitances
under Pinch-off Bias Condition

Device Cgsp (F) ngp (F) CdSP (fF)

2x20 9.5 11 4.5
2 x40 18.5 22.5 8
2 x 60 28 34 13
2 x 100 44.5 55.5 24

Table 4.3 shows a comparison of parasitic capacitances extracted by
using the proposed method and the open test structure method, respec-
tively. It can be seen that the values of the parasitic capacitances based
on the new method are larger than that one of the open test structure
method. The main reason is the influence of the feedlines and transi-
tions between the pads and feedlines, which have been taken into
account by the proposed method and neglected by the test structure
method.

Table 4.3 Comparison of Parasitic Capacitances by
Using Proposed Method and Open Test Structure

Method
Parasitic Proposed Test Structure
Capacitances Method Method
25.5 17.5
Cpg
Cha 28.0 195
C 45 2.1

pdg
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Figure 4.9 Frequency response of measured Im( Yij)/w , (1,j = 1,2) versus
gatewidth of the PHEMTs
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All the conventional pinch-off cold-FET method [3—8] are based on an
assumption that the gate-to-source and gate-to-drain depletion-layer
capacitances are equal under pinch-off cold-FET bias condition. The
parasitic gate capacitance can be expressed as:

o - Im, +2Y,)

124
o (4.31)

Figure 4.10 shows the extracted Cpg versus gatewidth by using the
conventional pinch-off cold-FET method [3—8]. It can be found that Cp g
decreases with increasing device gatewidth, which means it is not inde-
pendent of the device size. Figure 4.10 also compares the extracted
results of Cp g by using the proposed method and conventional pinch-off
cold-FET method, and it is very clear that the extracted results based
on the conventional pinch-off cold-FET method are underestimated.
Because the conventional pinch-off cold-FET methods are based on the
assumption that the gate-to-source and gate-to-drain depletion-layer
capacitances are equal, the correct capacitance Cp g cannot be obtained.
As a consequence, the extracted Cp 4 values are also underestimated
and overestimated, respectively. (Figure 4.11). The extracted parasitic
gate and drain capacitances C, _ and Cp q are difficult consistent by
using the conventional pinch-off cold-FET method. From Figure 4.10
and Figure 4.11, it can also be found that the extracted Cp g and Cp d
are dependent on the device size.

30
] e
i 18 -
& 12-
6 —o— Conventional method [3-8]
--------- Proposed method
0 1 1 L
0 30 60 90 120
W (um)

Figure 4.10 Comparison of Cpg by using proposed method and conventional
pinch-off cold-FET method.
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100
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Figure 4.11 Comparison of Cp 4 by using proposed method and conventional
pinch-off cold-FET method.

4.5 Extraction Method of Extrinsic Inductances

The extrinsic inductances are caused by the feedlines between the
device under test and the test pads. There are three commonly used
methods for determinating extrinsic inductances L g L;, and L,: short
test structure method, cold-FET method, and cutoff method.

4.5.1 Short Test Structure Method

The parasitic device-connection impedances can be determined by mea-
suring a test pattern, which consists of the pads, the device feeds, and a
short replacing the transistor [3]. The short test structure is modeled as
a T-network of series resistors and inductors. Figure 4.12 shows the
shorted test structure and corresponding equivalent circuit model.

The extrinsic inductances and feedline losses can be directly determi-
nation from Z parameters of the short test structure:

1 1
Lps = _Im(Zl2) = _Im(Z2l)
w w (4.32)

1
Lpg =—(Z,-Z,)
@ (4.33)
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Figure 4.12 Short test structure (a) and equivalent circuit model (b)

1

L,=—(Z,-2,)
w

pd
Rpg =R,(Z,,-Z,,)
de =R,(Z2,,-Z,)

Rps = Re(ZIZ) = Re(ZIZ)

(4.34)

(4.35)

(4.36)

(4.37)

Figure 4.13 shows the frequency dependence of the extrinsic induc-
tances, and the feedline losses are shown in Figure 4.14. Constant val-
ues are observed from 50 MHz to 40 GHz with the deviations from the
mean values being less than 5%. That means the feedline inductances
are frequency independent and of course, also bias independent. The
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Figure 4.13 Frequency dependence of the extrinsic inductances
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Figure 4.14 Frequency dependence of the feedline losses

extrinsic inductance values are Lg =60 pH, L; = 70 pH, and L, = 4
pH. It can be found that the feedline losses are very small (less than 1 Q
normally), therefore can be neglected compared with the contact resis-
tances.

4.5.2 Forward Biased Cold-FET Method

The conventional cold-FET method is defined as the condition when
applying a strong forward bias to the gate of FET, that is, when the
gate-to-source voltage is larger than threshold voltage with zero drain-
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to-source voltage (Vgs >V,, and V. = 0) [5]. Under such conditions,

the device behaves like a passive component and has,
gm:O’ Cgs:ng:Cds:0

Therefore the equivalent circuit model becomes much simpler as
shown in Figure 4.15. The extrinsic inductances can be directly deter-
mination from Z parameters:

L = Im(Z” _le)
¢ o (4.38)
L - Im(Z,, — Z,,)
0 (4.39)
L - Im(Z,,)
w (4.40)

Figure 4.16 shows the frequency dependence of the extrinsic induc-
tances for differently sized devices. The results show that the extracted
parameters remain almost constant with frequency.

4.5.3 Reverse Biased Cutoff Method

To extract extrinsic parameters, the conventional cold-FET methods
apply a strong forward bias to the gate of FET. However, in the case of

S
o

Figure 4.15 Equivalent circuit model under forward cold-FET condition
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Figure 4.16 Frequency dependence of the extrinsic inductances for differ-
ently sized devices

PHEMT, the method may cause gate degradation due to the large gate
current running through the Schottky junction. Here, all parasitic
parameters are extracted by using pinch-off bias condition with zero
drain voltage only. The DC bias condition used is Vgs = -3V,V,, = 0V
[11].

For frequencies up to a few gigahertz (typically F' < 5 GHz), the para-
sitic resistances and inductances can be neglected. The capacitances

Cgsp, ngp, and Cdsp (see Figure 4.8(a)) are determined by linear
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regression of Im(Y{}-) after de-embedding the pad capacitances C

J . pg’
de , and deg, which can be written as:

Im(Y;) _ Im(Y;)

C.,=-
“ w w (4.41)
_ Im(¥y +2Y¥5)
o @ (4.42)
c - Im(Y,; +Y,5)
dsp —
' ® (4.43)

Because parasitic resistances and inductances are very sensitive to S
parameters at lower frequencies, so for frequencies beyond a certain
high gigahertz (for our PHEMT device typically F' > 25 GHz), the para-
sitic resistances and inductances can be directly calculated by:

L = Im(Z,,) + Ca
0] o (Cgsp odp T CgSPCdSP dSp gdp ) (4.44)
. _Im(Z22)+ Copp T Cyp
y — A
[0} 0] (ngp gdp + Cgspcdsp dYP gdp) (445)
[ - Im(Z,,) N Coip  Cuyp
& w w (Cgsp wp T CopCasp + Cyp gdp) S (4.46)

Figure 4.17 shows the extracted results of the parasitic resistances
and inductances; the results show that the extracted parameters
remain almost constant with a frequency above 25 GHz. The flat values
again show that the assumptions used are valid.

4.6 Extraction Method of Extrinsic Resistance

Compared with the extrinsic capacitances and inductances, the extrin-
sic resistances are complicated and also a key issue. The extrinsic resis-
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Figure 4.17 Extracted parasitic resistances and inductances results versus
frequency for the 2 x 40 pm PHEMT, (bias: Vgs =-3Vand V,;, =0 V)

tances significantly affect the DC I-V performance and RF performance.
The DC measurement method, cold-FET method, and hot-FET method
are the most commonly used ways to determine the three extrinsic
resistances Rg, R;, R,.

4.6.1 DC Measurement Method

There are several DC measurement methods for determining the three
extrinsic resistances Rg, R;, R_, [12-16]. The basic principle is the
extrinsic resistances can be considered as the series resistances of the
Schottky diodes.

Figure 4.18 shows the schematic for the source resistance measure-
ment representing the distributed channel and R; and R, [12], it is
noted that he gate of FET device is considered as a distributed diode
model. The source and drain contact resistances R; and R, can be
extracted from two different drain current measurements under the
assumptions of I; >> I, and the specific channel resistance is indepen-
dent of position. By neglecting the channel resistance, three extrinsic
resistances R ’r R, and R, can be determined from measurements of
I4(Vp) and I5(V;) characteristics at forward bias with floating drain
and source [13-15]; the measurements principle is illustrated in Figure
4.19. Another method is proposed in [16], by using two different DC
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Figure 4.18 The schematic for the source resistance measurement represent-
ing the distributed channel and R; and R,

1GS
Ealoks

TR

Figure 4.19 Schottky diode model for FET with floating drain or source

measurements, three relations between three unknown extrinsic resis-
tances can be obtained. In a first measurement setup (Figure 4.20(a)), a
current [ P 1s forced through the gate, while at the same time the drain
is left open and the source is grounded. A second current source sinks
half of this current out of the drain (Figure 4.20(a)).

4.6.2 COLD-FET Method

For cold-FET modeling, all S-parameter measurements are carried out at
Vs = 0 V. In this case the transistor is a passive symmetric device [17].
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Figure 4.20 DC measurement setup and equivalent

The parasitic gate, source and drain resistances, and inductances are
determined first at a far positively biased gate. If the pad capacitances
have been subtracted, the Z parameters for a forward biased cold-FET
are:

Z,=R +R,+a,R +R, + jo(L,+L) (4.47)

Z,=Z, =R +aR, + joL, (149)

Z, =R +R,+2aR. + jo(L,+L,) (4.49)
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where

R, =the channel resistance at the applied gate voltage

R o5 = nkT/ql P is the differential resistance of the gate Schottky diode

1 ¢ = the gate current, and n is the ideality factor

o, = 1/3 and o = 1/2 are dimensionless factors that fall off with

increasing gate current

Therefore, the Z- parameters’ real parts provide three relations
among the four unknowns (Rg, R, R;,and R):

R +R,+a,R =Re(Z,)

(4.50)
R,+R +0R. =Re(Z,) (4.51)
R, +aR, =Re(Z,) (4.52)

Because the resistances are positive, the variation of R, can be
determined easily from (4.50)—(4.52):

R =0~2Re(Z,,) (@53

However there are five unknown resistors (Rg, R,, R;, R, and
Rgs) and only three equations with corresponding real parts; other
relations are required. Figure 4.21 shows the real parts of the Z param-
eters versus frequency; it should be noted that the real part of Z,
increases as 1/1 g (for low frequency), and Rgs can be carried out by
determining the slope of Re(Z,,) versus 1/1 g Table 4.4 gives the real
part of Z,; (Real Z,,) versus Vg and Ig. From Figure 4.22, it can be
observed that the Real Z,; showed linear dependence on 1/1] g in the
low frequency ranges (Frequency <10 GHz). Therefore, the Z- parame-
ters’ real parts provide three relations among the four unknowns (Rg,
R,, R;, R,).

Also, the extrinsic resistances can be determined from reverse biased
cold-FET method [18]. Because parasitic series resistances and induc-
tances are very sensitive to S parameters at lower frequencies for fre-
quencies beyond a certain high gigahertz (typically Frequency > 18
GHz), the extrinsic resistances can be directly calculated by:
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Figure 4.21 The real parts of the Z parameters versus frequency
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Figure 4.22 The real part of Z,; Re(Z,,) as a function of 1/[g

Table 4.4 The Real Part of V|, versus Vg and Ig (Fre-
quency < 10 GHz)

Vg W) Ig (mA) Re(Z,))
0.95 6.45 14.5
1.00 11.05 11.05
1.05 16.93 9.32
1.10 23.75 8.4
1.15 31.20 7.89
1.20 39.06 7.5

R,=Re(Z,-Z,,)

(4.54)
R, = Re(zzz - le) (4.55)
Rs = Re(le) = Re(ZZl) (456)

Figure 4.23 shows the extracted parasitic resistances versus fre-
quency for the 2 x 40 pm PHEMT, and bias condition is Vge =—3V, Vjs =

oV
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Figure 4.23 Extracted parasitic resistances versus frequency for the 2 x 40
pm PHEMT, bias: Vg =3V, Vg =0V

4.6.3 Hot-FET Method

Since usually cold-FET measurements yield only three independent
conditions for four resistive elements, an additional condition is essen-
tial. If R, is fixed, the parasitic resistances can be uniquely deter-
mined. Unfortunately, cold-FET measurements do not yield a reliable
additional independent condition, which means that there is no pre-
ferred intrinsic reference plane for in the cold-FET model. A combina-
tion of the cold-FET and hot-FET methods is a easy way to determine
R, [19, 20].

Cold parasitic resistances can be expressed as linear functions of R,,:

R,=R,/3+R,+R

(4.57)
R,=R,/2+R, 459
R =R,+R,+R, 459

Therefore, the active intrinsic admittances can be expressed with
extrinsic parameters and cold-FET resistances as follows:
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Y11 le le_Ra+Rch/3 ZIZ_Rb+Rch/2

YZ] Yzz Zzl - Rb + Rch /2 Zn - Rb + Rch (4.60)

Since the real part of Y,, is zero (Re(Y},) = 0), the following equa-
tion should be satisfied:

Re[(Z,,-R,+R,/2)A]1=0 (4.61)

Equation (4.61) can be arranged as a third-order equation of R, :

3 2
a;R, +a,R, +aR, +a,=0 (4.62)

Though equation (4.62) has three algebraic solutions, only one has
reasonable magnitude.

4.7 Intrinsic Parameters

Once the extrinsic elements are obtained, the intrinsic elements are
determined as follows:

_ RC(Y] 1 (a),) + Yl2(wi ))

do,)=
Im(Y,,(@,)+7,(®,)) (4.63)
c(@;) =¥, (@)=Y, (@)1 + jo,dw,)) (4.64)
€, ()= O 1y () + ¥, @)
(o,) (4.65)
R (w,) (@)

- (+d’ (@;)Re(Y),(@,)+7,,(®,)) (4.66)
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¢ (@)= @)

o, (4.67)
8n(@) =\ (@) (4.68)

T(w,)=— wi tan”' (Im(c(w,)),Re(c(w,))

; (4.69)
84,(@,)=Re(Y,,(0,)+Y,,(®,)) (4.70)
C, (o) = 2@+ 1 (@)

w; (4.71)

where ®; is the angular frequency and i(= 0,...,N-1) is the number of
sampling points.

Figure 4.24 shows the extracted results of the intrinsic element val-
ues; the values and dispersions are summarized in Table 4.5.

Table 4.5 Extracted Intrinsic Elements Values and

Dispersions for 2 x 40 pm PHEMT (bias condition: Vs

=0V, Vy=2V).
Intrinsic Elements Values Dispersion

Cgs (fF) 66 16
Cyq (F) 23 +1.5
C,, (fF) 11 +3
g,, (mS) 31 +1
84 (mS) 1.6 +0.3

T (pS) 0.8 10.4

R, (Q) 0.1 +0.08
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Figure 4.24 Extracted results of intrinsic elements versus frequency for the
2x 40 pm PHEMT (bias: Vge =0V, Vg, =2 V).): (a) capacitance Cgs , ng , Cys
values; (b) conductance g,, , g4, values; (c) R; and t values



SCALABLE SMALL SIGNAL MODEL 165

4.8 Scalable Small Signal Model

Small signal FET equivalent circuit models are widely used in the design
of active linear monolithic microwave integrated circuits (MMICs) and
millimeter-wave integrated circuits (MWMICs). However, most of
MMICs (e.g., optical receiver and driver) consist of FETs of various size
devices and the scalable linear and nonlinear FET models are essential
for designing such circuits. The scalable small-signal equivalent circuit
model has a number of advantages in the circuit design [10,21]:

1. The small signal model parameters of differently sized devices
under the same process conditions can be readily obtained using
scalable normalization model parameters, so we can achieve low
cost and save a lot of time.

2. It is very useful for studying the scalable nonlinear model and noise
model. Combined with DC characteristic and noise parameters
microwave measurement, the scalable large-signal model and noise
model for FET design can be obtained easily.

3. The scalable small-signal equivalent circuit model is generally
more accurate than a linearized large-signal model for predicting
the PHEMT S parameters.

In this section, we have developed a scalable small-signal equivalent
circuit model for 0.25 um gatelength double heterojunction &-doped
PHEMTs. It is obvious that the pad capacitances are gatewidth inde-
pendent. The three extrinsic inductances Lg, Ld, and Ls are depen-
dent on the device size and feedline length but are not scalable.
Table 4.6 shows the extracted results of the parasitic inductances.

Table 4.6 Extracted Parasitic Inductance Values for Different Size Devices

Elements 2% 20 pm 2 x40 pm 2% 60 pm 2x100 pm

Lg (pH) 65 66 50 56
L, (pH) 75 60 46 57
L, (pH) 1.0 0.9 0.7 0.5

Figure 4.25 shows the extracted results of extrinsic resistances ver-
sus device gate per finger. It is the seen that R; and R, are inversely
proportional to the gatewidth of device. The scaling formulas are deter-
mined to be as follows:
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Figure 4.25 Extracted results of parasitic resistances for differently sized
devices

R,(W)=R, |W (@72

RW)=R_IW 4.73)

where R;, and R , are the scaling factors, and W is the gatewidth of
the device.

It is also noted that gate resistance R ” consists of two parts: the one
is proportional to the size of device and the other is constant. The scal-
ing formulas have the following forms:

R(W)=R,+R,IW Wi

where Rgo is the constant, and Rg1 is the scaling factor.

After subtracting the extrinsic elements, the intrinsic elements can
be determined directly by the intrinsic Y-parameter expression. On the
basis of the equivalent-circuit method developed here, we have investi-
gated the characteristics of the intrinsic small-signal circuit elements
at different active bias points. Figure 4.26 shows the extracted results
of the intrinsic elements Cgs, ng, Cys» & »and g, for 2x20 pm, 2 x
40 pm, 2 x 60 pm and 2 x 100 um PHEMTs. It can be found that the
intrinsic capacitances, transconductance, and output conductance are

proportional to the gatewidth of the device.
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The scaling formulas for intrinsic capacitances have the following
form:

cw)=Cc,Ww

(4.75)
C,y(W)=Cy,W (4.77)

where Cgso, ngo, and C,,, are the scaling factors.
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The conductances are also proportional to the gatewidth of the
device. The scaling formulas are as follows:

g,(W)= 8.V (4.78)

gds (W) = gdst)W (479)

where g, and g,,, are the scaling factors.
The intrinsic resistance R; is inversely proportional to the gatewidth
of device. The scaling formula is determined to be as follows:

RW)=R, W (4.80)

where R;, is the scaling factor for intrinsic resistance R;.

Figure 4.27 compares the measured and modeled S parameters for
the 2x 20 um, 2 x40 pm, 2 x 60 um and 2 x 100 pm PHEMTS in the fre-
quency range of 50 MHz to 40 GHz under the bias condition of V, =0V,

V4s =2 V. It can be seen that the modeled S parameters are in excellent
agreement with the measured S parameters.

4.9 Semi-Analysis Method

It is well known that the intrinsic elements can be determined directly,
after the extrinsic elements are obtained. However, sometimes only S
parameters of the device are available, so it is difficult to extract the
extrinsic elements according to the methods previously mentioned.
Under such cases, a semi-analysis method is very useful [22, 23], the
intrinsic elements determined are expressed as functions of the extrin-
sic elements. Assuming that the equivalent circuit composed of lumped
elements is valid over the whole frequency range of the measurements,
the extrinsic elements are iteratively determined using the variance of
the intrinsic elements as an optimization criterion. The more detailed
procedure is as follows:

1. Set up the initial valued of extrinsic elements.

2. Calculate the intrinsic elements, which can be expressed as the func-
tions of the extrinsic elements as well as frequency:
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Figure 4.27 Comparison of modeled and measured S parameters for the
PHEMTS, (bias condition: V=0V, V4, =2V). Squares indicate measured values,
and lines indicated modeled ones: (a) 2 x 20 um; (b) 2 x 40 pm; (c) 2 X 60 pm; (d)
2% 100 pm

Cgs = fi(cpg7cpd7cpgd7Lg7Ld7LS,Rg,Rd,RS)

(4.81)
ng = fz(cpg’de’CPgd’Lg’Ld’LS’Rg’Rd’RS) (4.82)
Cds = f;;(Cpgacpd7Cpgd’Lg’Ld’LS’RS’R’J,RS) (483)

gm =.ﬁt(cpg’cpd’cpgd’Lg’Ld’Ls,Rg’Rd’RX) (484)
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T:fS(Cpgandangd’Lg’Ld’Ls’Rg’Rd’Rs) (4.85)
R = fs(c,,g’ de’ Cﬁgd’ Lg’ Ly L, Rg’ R, Rs) (4.86)
gds = f7(Cpg, de, Cpgd’ LgaLd’Lng’ Rd’Rs) (487)
For convenience, the function f can be expressed as follows:
fi= 1@, 2,,) &=0,1..7) (4.88)

where Z,,, represents the extrinsic elements, and ; is the angular fre-
quency.

3. Setup error criteria as follows:

2

1 N-1 N-1
ei(Z,,)= mz f(©.2,)= Y f(©,.Z,,)
- i=0

i=

(P.g=12) 4 qq

. m 2
85, (@, Z,,)— S (®,)|

82(Zext) = ZZEWM

where S; (a)i, Zm) represents the calculated S parameters, and
S;’; (w,) represents the measured S parameters.

4. If error criteria are small enough, the iterative process will be over.

Although all the extrinsic and intrinsic elements can be determined
from full-analysis methods, the extracted elements still may have a
small variation with respect to frequency due to measurement and
numerical calculation errors. To obtain the optimum values, the con-
strained optimization is needed. First, initial extrinsic elements are
extracted from pinch-off condition S-parameters, and then the values of
intrinsic elements are determined from Y-parameters after de-embed-
ding the extrinsic elements. The previous element values are regarded
as the initial values for optimization, and the variation ranges of ele-
ments are the dispersions of the initial values.
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The fit to the measured data is obtained by defining an error criteria
between the measured and modeled data. The total error is defined as:

XWE; ij=12 (4.91)

where W, j are the weights placed on the relative rms errors, and the S-

parameter errors, Eij (i,j = 1,2) are defined as criteria:

B Isij —sijl
i m
Isl.j [
(4.92)

Tables 4.7 and 4.8 show the extracted results for the intrinsic ele-
ment values after optimization. Figure 4.28 shows the comparison of
error percentage between direct extracted method and further optimi-
zation for PHEMT up to 40 GHz. After optimization, S;; and S5 have
made an improvement of 5% above 30 GHz, whereas Sy has improved
about 10% above 30 GHz. Sy; has remained within an accuracy of 5%.
This improvement is obtained at the cost of the accuracy of S;;, Sio,
and Sg9 below 30 GHz.
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Figure 4.28 Comparison of error percentage between direct extracted method
and optimization (bias condition: Vg =0V, Vg, = 2V). Squares indicate mea-
sured values, and lines indicate modeled values.
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Table 4.7 Comparison between Direct Extracted Method and
Further Optimization for Extrinsic Elements

Elements Direct Extraction After Optimization
R, (Q) 8 6
R, (©) 1.5 2.0
R4 (Q) 8 6.58
Lg (pH) 50 47
L, (pH) 5 1
L, (pH) 60 61.3

Table 4.8 Comparison between Direct Extracted Method
and Further Optimization for Intrinsic Elements

Elements Direct Extraction After Optimization

Cgs (fF) 66 67.8
Cyq (fF) 23 23.5
Cys (fF) 11 13
&m (mS) 31 31.6
g4s (mS) 1.6 1.54
T (pS) 0.8 0.45
R; (Q) 0.1 0.1

4.10 Modeling up to 110 GHz

It is known that PHEMT application can go far higher than 50 GHz; in
this section, we demonstrate this by extracting data of a 2 x 100 um
double heterojunction &-doped PHEMTs from on-wafer S-parameter
measurements up to 110 GHz [24].

Figure 4.29 shows the improved small-signal equivalent circuit
model for PHEMT, which takes into account the conductance between
gate and source and between gate and drain Gy, and Gyg. The corre-
sponding Y parameters for intrinsic parts can be expressed as follows:
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Figure 4.29 Improved small-signal equivalent circuit model for PHEMT

JoCy .
+Gy+————+JjoC,

Yll = Gfs ;
1+ joR,C, (4.93)
le = _Gfd - jwcgd (4.94)
__ 8" :
= jec R CnI0Ck
gs Vi (4.95)
Yy, =Gyt 84+ JO(Cyy +Cy) (4.96)

The differential conductances of the gate diodes, Gy; and Gy, can be
determined at each operating point at low frequency:

G, =Re(Y, +Y),) (4.97)

O =~Reln) (4.98)

Figures 4.30 and 4.31 show the frequency dependence of extrinsic
pad capacitances and inductances up to 110 GHz, constant values are
observed from 2 GHz to 110 GHz with the deviations from the mean
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Figure 4.31 Frequency dependence of extrinsic inductances up to 110 GHz

values being less than 5%. Figure 4.32 compares the measured and
modeled S parameters for the 2 x 100 pm PHEMT in the frequency
range of 2 GHz to 110 GHz after optimization under the bias condition
of Ve =0V, Vds = 2 V. The modeled S parameters agree well with the
measured S parameters in the entire frequency ranges.

Table 4.9 shows the extracted results for the parasitic and intrinsic
element values after optimization. Figure 4.33 shows error percent-
age for PHEMT up to 110 GHz; error between measured and modeled
S parameters are 0.8% for Sy;, 8% for Si9, 7% for S9;, and 1.2% for

S22.



176 FET SMALL SIGNAL MODELING AND PARAMETER EXTRACTION

Figure 4.32 Comparison of modeled and measured S parameters for the 2 x
100 pm PHEMT up to 110 GHz (bias condition: Vg =0V, V= 2 V). Squares
indicate measured values, and lines indicate modeled values.

4.11 Summary

In this chapter, we introduced the physical structure and operation con-
cept of the HEMT device. The small-signal modeling and parameter
extraction method were described, specifically determination methods
for pad capacitances, feedline inductances, extrinsic resistances, and
intrinsic elements. The scaling rules for intrinsic elements were dis-
cussed in more detail.
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Figure 4.33 Error percentage for 2 x 100 pm PHEMT up to 110 GHz

Table 4.9 The Whole Elements Values after Optimization

Elements Optimum Values Elements Optimum Values

Cys (FF) 140 Gy, (mS) 0.15
Cyq (FF) 55 Ry (Q) 2.0
Cys (FF) 40 R, (Q) 1.0
g, (mS) 78 R, () 3.0
845 (mS) 7.0 Ly (pH) 50
T (pS) 1.0 L, (pH) 1.0
R; (Q) 5.0 L, (pH) 42

g7 (mS) 0.12
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Chapter 5

FET Nonlinear Modeling and
Parameter Extraction

5.1 Introduction

State-of-the-art computer-aide design (CAD) methods for active micro-
wave circuits rely heavily on models of real devices. The equivalent-cir-
cuit device models must be based on accurate parameter extraction
from experimental data. The model permits the RF performance of a
device or integrated circuit to be determined as a function of process
and device design information or bias and RF operating conditions. Fig-
ure 5.1 shows the flowchart for an ideal microwave and RF circuit simu-
lator. Such an integrated simulator allows both the active devices and
passive elements to be optimized, based upon the parameters accessible
in the fabrication process. That is, factors such as device geometry, ion-
implant species, dose and energy that result in optimized RF output
power, power-added efficiency (PAE), gain, and impedance can be deter-
mined. However, the simulators mention above are time consuming, to
save the time, state-of-the-art CAD simulators such as SPICE are all
based on the device empirical equivalent model, and the model parame-
ters can be determined from various microwave and RF performance
measurements.

It is well known, that nonlinear simulation of an active circuit is an
important tool when designing frequency transistors (i.e., mixers, har-
monic generators), attenuators, oscillators, and power amplifiers. The
quality of the model can be measured in different ways: comparison of
the measured and simulated I-V characteristics, two dimensional simu-
lations, RF load-pull measurements; or comparison of measured and
simulated bias-dependent S-parameters. The commonly used nonlinear

179
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Figure 5.1 A flowchart for ideal microwave and RF circuit simulator

FET models are the physics-based nonlinear model [1-4], table-based
nonlinear model [5], and empirical equivalent-circuit-based model [6].

In this chapter, we will introduce the nonlinear model for FETs pre-
viously mentioned, and focus on the empirical equivalent-circuit-based
model, which consists of the drain-current DC model and nonlinear
Intrinsic capacitances models.

5.2 Physics-Based Model

The physics-based models are derived from solutions of the basic semi-
conductor device equations. The physical simulation of the FET device
is based on four semi-classical semiconductor equations (i.e., Poisson
equation, current continuity equation, and energy and momentum
equations) with analytical expressions for the FET channel. The model
accounts for process-related parameters (e.g., geometry, recess depth,
material parameters, doping profile), surface-depletion effects, sub-
strate conduction, contact resistivities, avalanche breakdown, and for-
ward gate conduction. The difficulty in applying physical device models
to microwave CAD simulators is the large execution times required.
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The physical models solve the semiconductor device equations using
some form of numerical technique such as finite differences or finite ele-
ments. Due to lengthy execution times, however, the operation of the
models usually is limited to DC solutions, and parasitics can not be
taken into account.

Equivalent-circuit-based models are commonly used to investigate
large-signal device performance. However, these models require exten-
sive characterization of the device after fabrication, as well as some
knowledge of process variation statistics. For the well-proven physical
model used here, there is no need for an extensive series of measure-
ments since all the data are provided from the process parameters and
physical structure of the device. Equivalent-circuit models also suffer
from problems associated with curve-fitting errors and discontinuous or
inaccurate high-order derivatives in current and voltage expressions,
leading to inaccurate predictions of inter-modulation distortion (IMD).
Physical models solve the semiconductor equations explicitly for the
device and avoid the problem of ill-defined relationships between equiv-
alent-circuit elements and physical behavior.

5.3 Table-Based Model

In recent years, table-based models have become important tools for
rapid accurate device modeling. Several groups in the United State and
Europe [6, 7] developed and put these models into practical use. The
models are highly accurate and device independent, and they expedite
simulations because they are based directly on the measured data. Per-
formance between measured points is interpolated with spline func-
tions, and these functions should be differentiable to a high order of
derivatives in order to ensure a correct description of harmonics and
convergence within harmonic balance (HB) simulations. Specific soft-
ware and equipment is needed to extract and use these types of models,
and technology-related changes in the device characteristics require
repeating the extraction procedure. Care should be taken to extract
data carefully because the model can give unexpected results when
operated outside the specified range.

5.4 Empirical Nonlinear Model

Although the nonlinear performance for FET devices can be predicted
by using the two-dimensional nonlinear differential equations which
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describing the electron transport in the channel. However, this method
has several disadvantages: It requires specialized software; it is not
suited to the inclusion of package parasitics; and device-circuit interac-
tions are not easily taken into account. An alternative approach is to
use a circuit analysis based on a circuit model of the device. Equivalent-
circuit models of active device (e.g., FET, HBT) are the backbone of the
nonlinear microwave CAD simulator software. All commercially avail-
able software includes one or more of each type device models. The
modeling concept is that the complex active device is represented by
using the basic resistances, capacitances, and control sources. The dif-
ference in the various models is the expression used to characterize the
drain-current generator. The popular FET models in the commercial
software will are introduced in the next section.

The basic nonlinear equivalent circuit model for microwave and RF
FETs is shown in Figure 5.2. The model contains only elements consid-
ered to be of first order importance to device operation. There are seven
nonlinear elements: three current generators, three charges, and a non-
linear input resistance.

The various components in the model are defined in the following
list:
1,V

in?

V. .) Gate-to-source and drain-to-source voltages-controlled

drain-current source

L)
NN
R¢ ILag (Vin=Vout) Ra
o——3 < o

Q ad (Vin: Vout )

Qgs (Vin, V:mt )

.

Igs(Vin) Q)

@)‘ <f> Qas (Vout)

-~
-~
-~
-~

~ Las (Vin:Vout)

Rin (Vin, Veut )
Rs

Figure 5.2 Basic nonlinear-equivalent circuit model for microwave and RF
FETs
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1,,(V,,, —V,) Drain-to-gate voltage-controlled current source
1 gS(Vi,,) Gate-to-source voltage-controlled current source

Qgs(VinaVom) Gate-to-source and drain-to-source voltages-controlled

gate-to-source charge storage

di (Vm, VW,) Gate-to-source and drain-to-source voltages-controlled

gate-to-drain charge storage

0,V ) Drain-to-source voltages-controlled charge storage

R (V..,V .) Gate-to-source and drain-to-source voltages-controlled
intrinsic resistance
It can be observed that the main nonlinearity is the drain-source cur-
rent I;,. The nonlinear current source Igs and Igd are used to represent

forward conduction of the gate source and reverse breakdown of the
gate-drain Schottky barrier diodes. Figure 5.3 shows the relationship
between nonlinear and linear equivalent-circuit elements, where

A
W 5.1)
ol ,
A —
’ WV, (5.2)
_ d0,, N 90,
gs
W, W, 69
_00,, 90,
“«~ 3y "oy
o o (5.4)

¢, =%

N (5.5)
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D O D
ILas (Vin,Vout) gm gas
S O S
G E>—0D G —n
di(Vin,Vout) Ced
Qgs ( Vin, Vout)
S
S
D D
Qas(Vout) Cas
S S

Figure 5.3 Relationship between nonlinear and linear equivalent-circuit ele-
ments

The advantage of the equivalent-circuit model is that it can be imple-
mented in the commercial circuit simulators; however, the model can
not be used for guiding the device design, and accuracy is limited by the
microwave and RF measurement. Table 5.1 shows the comparison of
the different three models.

Table 5.1 Comparison of Different Models

Model Physics-Based Table-Based Equivalent-Circuit
Device design Yes No No
Accuracy High Middle Low
Compatibility Low Fair Good

5.5 Commercial FET Nonlinear Model

The commonly used FET nonlinear equivalent circuit models are as fol-
lows:
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. Statz model [7-9]

. TriQuint model [10, 11]
. Curtice model [12—-14]
. Tajiama model [15]

. Materka model [16]

. Angelov model [17-19]

We will introduce the nonlinear models that are available in the com-
mercial microwave simulators (e.g., simulation program with inte-
grated circuit emphasis [SPICE], advance design system [ADS]) in
more detail in the following sections.

S Ut kW N~

5.5.1 Statz Model

The Statz model is a popular nonlinear FET model that is available in
most large-signal circuit simulation packages used by microwave engi-
neers. The model can be divided into two shells: (1) inner shell repre-
sents the intrinsic FET device, and (2) an outer shell represents the
device parasitics.

The drain current can be expressed as follows:

_ ﬂ(‘/gs B VTO)2
T+ D(V, = V)

(1+ AV, )tanh(aV,,)
(5.6)

In this equation, the model parameters are defined in the following list:
1. drain current (unit A)
Viro: threshold voltage (unit V)
B: transconductance parameter (A/V 2)

o: saturation voltage parameter (determine the voltage that I,
saturates) (unit V1)

e

channel length modulation parameter (unit V1)

S

. the fitting parameter that controls 1,;, -V, characteristic transi-
tion from quadratic to linear behavior (unit V1)

The tanh function in (5.6) consumes considerable computer time, and
can be further approximated to the tanh function below saturation by a

simple polynomial K, of the form:
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1-(1-aV, /3)° O<V,<3/la
K, =tanh(aV, )=
1 V,23/o

(5.7
It can be found that in the saturation region (V;,<3/a), the tanh
function is replaced by unity.

The corresponding transconductance and output conductance can be
expressed as follows:

B(Vy = Vi) 245V, = Vi)l

g = 1+ AV, K,
[1+5(V,, = Vo) ' (5.8)
2
V.-V
gds = ﬁ( = TO) [th +(1+ﬂ“vds)a(l_avds/3)2]
[1 + b(‘/gs - VTO )] (59)

The extraction of the five DC model parameters can be carried out
using the following procedure:

1. The threshold voltage can be approximately estimated from the
gate-to-source voltage, when drain-current tends to zero.

Vio =V,

gs

lss=0 (5.10)

2. When gate-to-source voltage satisfies 1+ b(Vg - Vm) ~1 1n the satu-
ration region, the DC expression becomes:

Ids = ﬂ(l + Avds )(Vgs - VTO )2 (511)

If gate-to-source voltage Vgs remains invariant, the channel length
modulation parameter A can be extracted by using two different
drain currents I, under two different drain-to-source voltages Vy:

Ly =1

deslés - lesljs (512)
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Substituting (5.12) into (5.11), we have:

Idx
ﬁ = 2
(Vi = Vio ) (14 4V,,) 619)

3. The saturation voltage parameter o can be determined in the linear
region:

3 1,
o=—1|1-3|1- : >
Vds ﬂ(l + A’Vds )(Vgs - VTO)

(5.14)
4. When Vg s» Vpo and V,; >3/, the drain current becomes:
(V,, = Vyo )
I, = 1ﬁ bg‘v T; (1+AV,)
+ —
Ve =V10) (5.15)
Therefore, the fitting parameter b is given by
(Ves = Vo) 1
b:ﬁgI—TO.(l_,_;tVdS)_W
ds ( gs TO) (516)

In the Statz MESFET model, the dependence of intrinsic capaci-
tances Cgs and Cqq on the intrinsic terminal voltages are given by (5.17)
and (5.18)

_ CgS() 1 1
Cgs = mZ(l—i_kl)(l—i_kz)—i_Ecgd"(l_ kz)
Vi
(5.17)
Cgso 1 1
ng = ——(1+k1)(1—k2)+5ng0(1+ k,)
1 — Lnew
Vi

(5.18)
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where

1
View =WV + Vi + \/(Vefﬂ -V ) +6°]
2 (5.19)
1 -
V=~V + Vi +(V, =V, +a ]
2 (5.20)
k = Veffl - VTO
2 2
‘/(Veﬁ” ~Vio) 9 (5.21)
L v, -V,
=
V. -V +o™
‘/( o Veo) (5.22)

where C,; and Cgq are the gate-to-source and gate-to-drain capaci-
tances, respectively, and Cgy, and Cgq, are the corresponding zero-bias
gate-source and gate-drain capacitances. The 6— parameter models the
behavior of Cgs and Cg4y around and below pinchoff.

The capacitance model parameters (Cggp, Cgqp and 6) can be
extracted from capacitance values at multi-bias points. Setting Vg, equal
to Vgq (k, = 0) and neglecting din (5.19)—(5.22), simplifies (5.17) to

(5.23)

By performing the Y-parameters at several bias points, (5.23) yield a
number of values for Cg4. When the build in voltage Vj,; is known, plot-
ting these values of Cg, versus

1 —1
[\/1—(Vgs +g)/vbl}

allows for linear regression, yielding Cgq, as slope and C,q, as intercept.
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An improved method including a reduction of the number of parame-
ters to be simultaneously extracted and a further simplification of the
capacitance equations is proposed in [9]. The simplification of the proce-
dure is achieved by eliminating V; from the equations. From (5.17), it
is clear that this can be done only by making V,,,,, equal to zero. Substi-
tuting V,,,,, = 0 in (5.18), one obtains (5.24) for V,z:

Y, =0
= (‘/eﬁ”l +Vio )2 = (‘/eﬂl - VTO)2 +6°
62
eff1 M

(5.24)

Using (5.18), with «a large, and (5.24), one finally obtains the desired
gate—bias voltage Vg, (615 0.2):

V o~V = 0.01
gs eff 1 V
70 (5.25)

Setting a large gate-drain voltage guarantees that the term
(Vgs - ng)2 in (5.20) is large compared with (x_z, and that the
assumption of a large ocis valid. Under these conditions, V,,,,, is negligi-
ble in (5.17) and (5.18) and &k, = land k, = 1. The capacitance equa-
tions then reduce to (5.26) and (5.27):

CgSU = Cg& (5.26)

ngo = ng

(5.27)

Evidence for (5.26) and (5.27) can also be found on simulated charac-
teristics (Figures 5.4 and 5.5). It has been demonstrated that the
parameters to be extracted can be calculated easily from measured S-
parameters for one particular bias point. The value of Vj; can be easily

determined from measurements at one additional bias point.
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600
Cgso
450 - Vgs=0.0V
& Vgs=-1V
‘;ﬂ 300 - &
© Vgs=-2V
150 -
Vgs=-3V
0
-1.0 0.0 1.0 2.0 3.0

Vi (V)

Figure 5.4 C,, versus V,  for different values of V,,

1000
Vgs=0.0V
750 -
@ Vgs=-1V
~ 500 - Vese2V
=3 gs=-
© Cgdo
250 1 vgs=3V
0 I k/- U
3.0 -20 -1.0 1.0 20 3.0

Vds (V)

Figure 5.5 C gd Versus V,, for different values of V

To avoid charge conservation problems in harmonic balance (HB), it
is preferable to work with the charges; thus, we use a charge data set
calculated from measured capacitance data:

Ve
Q = 2Cgso‘/bi(1 + 1 - V )+ ngo‘/eﬂQ
bi

(5.28)
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5.5.2 TriQuint Nonlinear Model

TriQuint models are developed by TriQuint company [10, 11]. There are
two models and implemented in microwave & RF CAD simulator: (1)
TOM model (TriQuint’s own model); and (2) the TOM III model (capaci-
tance-based model).

5.5.2.1 TOM Model

The TOM model (also called TriQuint scalable nonlinear FET model) is
actually an improved Statz model. As with most proposed MESFET
models, the drain conductance is modeled by multiplying the expression
for Iz by (1+AV,,). Although this term can represent drain conduc-
tance at a particular bias point, it does not model variations with bias
correctly, predicting a conductance that increases at higher values of I,
while the observed conductance actually decreases. The Statz model
also fails to provide an accurate model at low currents where V, is near
cutoff. An improved expression for I, is developed:

_ Idso
s =7 s 1
1+6V,I,, (5.29)
where d1is the fitting factor, and I, is given by the expression:
F 0 av, 3
ds
B(V.-V;) [1—(1—7” 0<V, <=
Idso =9
0 3
ﬁ(vgs_VT) Vds>_
y (5.30)

The parameter @ is necessary to model the non square law, depen-
dence of 1, that is observed for device with small or positive pinch-off

voltage. To address the poor fit near pinch-off values V,,, V7p can be
made a function of drain voltage:
Vi=Vio = 7Vs (5.31)

From expressions (5.29)—(5.31), it can be observed that in the
TriQuint model, two new fitting factors 6 and yhave been used instead



192 FET NONLINEAR MODELING AND PARAMETER EXTRACTION

of b and A in Statz model. The frequency dispersion has been taken into
account in the RF simulator for DC and RF measured drain currents.

Due to the frequency dispersion, the extracted transconductance and
output drain conductance from RF measurements are different from
the extracted values from DC measurement, that is,

g = \/ {Re’ (Y, )+[Im (Y, )+ &C,, T} (1+@’CLR) # L

\%
& (5.32)

al

g:;SF = RG(YZZ) * E

(5.33)

where Y51 and Yoy are the intrinsic Y- parameters.

To consider the frequency dispersion, a shunt circuit is necessary in
parallel with drain current at the output port. Figure 5.6 shows the
TriQuint equivalent-circuit model in commercial simulators.

The circuit elements R4, and Cp, are both linear elements that are
used to control the frequency at which the current source I, becomes a
factor. Note that at DC the source I;;, has no impact on the response
and the drain-source current is just the DC value. At very high fre-

]
-9
9
2
-9

b

[

e £
|

I
4

— Cas

® ¢
E

]
L]
w

R

Figure 5.6 TriQuint equivalent-circuit model in commercial simulators
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quency and with Ry, set to a very large quantity, the sources I;; and Iy,
add, giving the AC value for the drain-source current.
The frequency dispersion current I, is given by:

Ly (Vo Vi ) = 1 = 126 (5.349)
13 = 1 (Ve Vi Ve (5.35)
IdDSC = Ids (Vgs’vds’yDC) (5 36)

where v, and y,.represent the changes of threshold voltage with V.

5.5.2.2 TOM III Model

In the TOM III model, the drain current I, is given by [11]:

oV,
I, = ﬁvagﬁ
(1 +(av,) )
(5.37)
where
V, =0V, In(1+¢") 5.38)
u= Vgs — Vo + 1Va

OV (5.39)
Var = Vsro (1 + MSTOVds) (5.40)

The additional dc model parameters are defined as follows:
k: knee function power law coefficient
Vgro: subthreshold slope voltage
Mgro: parameter for subthreshold slope voltage dependence on Vi
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The empirical equations for the gate charge and capacitances are:

Oue = QGGpr +Oson (1_ fp)

(5.41)
%)
CGSpr + QGSH (1 - fp ) + (QGGL QGGH ) a‘J;
(5.42)
i
CGD = CGDpr + QGDH (1 - fp ) + (QGGL QGGH ) 3V
s (5.43)

with
_ =0l Vy
fr=e

where Qgcy represents the high-power gate charge, Cogy and Copy
are the high-power gate-to-source and gate-to-drain capacitances,
respectively, Qg represents the low-power gate charge, Cggr, and
Cgpr, are the low-power gate-to-source and gate-to-drain capacitances,
respectively.

5.5.3 Curtice Nonlinear Model

The most commonly used Curtice models are the Curtice-Quadratic
model [12] and the Curtice-Cubic model [13, 14].

5.5.3.1 Curtice-Quadratic Model

The quadratic dependence of the drain current with respect to the gate
voltage 1is calculated with the following expression in the region
V4s20:

=B+ AV, )V, —V,,)* - tanh(aV,, ) (5.44)

Assuming symmetry, in the reverse region, the drain and source
swap roles, and the expression becomes:
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Ids = ﬁ(l + 2"/dx )(‘/gr - VTO )2 ’ tanh(avds) (5.45)

The drain current is set to zero in case the gate-to-source junction
voltage Vi drops below the threshold voltage V.

To model the non-square-law performance for I, an advanced Cur-

tice-Quadratic model is available in commercial software; the corre-
sponding drain current is expressed as follows:

Idx = ﬁn (1 + ﬂ"‘/ds )(Vg‘v - ‘/ton )Q ’ tanh(avdx)

(5.46)
with
B
B, =
1+UWV,, = Vi) (5.47)
Vin = Vo + 7V, (5.48)

where @, ¥, and U are the fitting factors.

5.5.3.2 Curtice-Cubic model

By using a cubic approximation, drain current in Curtice-Cubic model
is calculated with the following expression:

Ly = (A + AV, + AV + AV tanh(yV, (1) (5.49)

where V] is the input voltage:

V=V @t-1)[1+ BV, -V, (¢t
1 gs( ) [ ﬁ( ds ds( ))] (550)
where
B = coefficient for pinch-off change
V?l ¢ = output voltage at which A, A;, Ay, and A3 are evaluated
7= internal time delay of FET
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The coefficients Ag, A;, Ay and A5 can be evaluated from data in the
saturation region. One disadvantage of the cubic relationship is that
unlike the quadratic, a pinchoff voltage may result in zero current or
zero transconductance, but not both.

Figure 5.7 shows the Curtice nonlinear equivalent-circuit model,
which is available in the commercial software. A shunt network (C;and
R,) in parallel with the output port is used to model frequency-depen-
dent output conductance.

In this model, the drain-gate avalanche current Iy, is taken to be

V)=V

(5.51)

where Vi = Vpo+R,1,;,, Ry is the approximate break down resis-
tance, Ry is the resistance related break-down voltage to channel cur-
rents, and Vpp is the gate-drain junction reverse bias breakdown
voltage.

Lag Ra
Lo — 1+}—o0
\-._/. | S|
Rg Qo(l
o——1+— P 1as R
Qgs = Cas
C L1 Cr
N A

Figure 5.7 Curtice nonlinear equivalent-circuit model
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The forward-biased gate-current I is taken to be

V.-V,

gs(R3 bi Vg5>‘/bl
I, = F

0 VgS <‘/bl

197

(5.52)

where Vj; is the built-in voltage, and Ry is the effective value of forward

bias resistance.

5.5.4 Tajima Nonlinear Model

The Tajima nonlinear model was proposed in 1981 [15], and is the most
earliest model for FET device. The drain current formula is given by

Idl (V )IdZ(Vds)

with

1 V 1 1
—q1+ - ——+—exp|-m(1+-2
k V. m m V.

2 3
-V \% \%
Idz(vds):IdSp 1—eXP|:VdX:|_a(Vi] _b(Vi]
dss dss dss

k=1- l[1 - exp(—m)]
m

Idl(‘/glx) =

po

where m, a, b, and P are the fitting factors.

(5.53)

(5.54)

(5.55)

(5.56)

(5.57)

(5.58)
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5.5.5 Materka Nonlinear Model

The basic drain-current formula for the Materka model is given by [16]:

Ves 2 v,
I,=1,|1-==| tanh| —%—
v, V,—V,

(5.59)
VP = ‘/to + ’J/Vds
The advanced drain-current formula is as follows:

Ids = IDI(Vgs)IDZ(Vds) (560)

Vgs (E.+K,V,)

I, (Vgs) =|1-
Ve
(5.61)
oV N%
IDZ(Vds) = IDSS tanh(ﬁ)(l + —dv)

DSS( - ngs) IDSS (5.62)

where kg, E,, K,, and S are the DC model parameters.

5.5.6 Angelov Nonlinear Model

The previously mentioned nonlinear models are intended mainly to
describe the performance of MESFETs; a general FET models, of
course, which model both HEMTs and MESFETs is needed. In particu-
lar, the characteristic peak in the transconductance versus gate-voltage
dependence found in most HEMTs must be correctly modeled. The
Angelov model is suitable for both HEMTs and MESFETs.

The drain current in the Angelov model is calculated with the follow-
Ing expression:

I, =1,,(1+ tanh(@)) tanh(@V,, )(1+ AV,,) (5.63)

or
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1, =1, (1+tanh(¢@))tanh(ctV,, ) exp(AV,,) (5.64)

where I, is the drain current at which we have maximum transconduc-
tance, with the contribution from the output conductance subtracted. A
is the channel length modulation parameter. The parameter A is the
same as those in the Statz and Curtice models.

The linear approach in the drain part of (5.73) 1 + AV, gives a good
approximation of 1, and in most cases, the linear approach gives satis-
factory results. This term can also be considered as a first term of a
power series of exponential dependence:

exp(AV, ) =1+ AV, + l(,st)2 NI
2 (5.65)

The exponential function describes the device behavior better when
the drain current is small and generally converges well in HB simula-
tion. Equation (5.74) is also well suited for devices with complex
1,, = f(V,,) dependence and with such devices as kink effect, soft
breakdown, and high-voltage FET.

¢ is in general a power series function centered at V,;, with V,, as a

variable, 1.e.,

¢=FRV, =Vt RV =V, ) + B(Vy =V, ) - (5.66)

Substituting (5.76) into (5.74), the drain-current formula can be sim-
plified as follows:

I =1, (1+ tanh(R(V,, =V, ) tanh(@Vy )exp(AV,) - o

where V), 1s the gate voltage at which the maximum transconductance
occurs.

The same type of modeling functions are chosen to model the depen-
dencies on gate and drain voltage of capacitances Cg4s and Cyq:

C,, = C,,[1+ tanh(p)][1+ tanh(p,)] (5.68)

C,, = C,,[1+ tanh(@,)][1 - tanh(g,)] (5.69)



200 FET NONLINEAR MODELING AND PARAMETER EXTRACTION

where

¢,=P,  +P V. +P V. +P, V> 4+

Ogsg lgsg " gs 2gsg " gs 3gsg ' gs (5 70)

_ ) s
¢, = Pogsd + PlgstdS + PzgstdS + PSngVds deeennn

(5.71)
— 2 3

(p3 - POgdg + f)lgdg‘/gs + P2g¢lg‘/gs + P3gdgvgs Foeeee (572)

(p4 = P()gdd + (Plgdd + Plccvgs )Vds + P2gddvdi + P3gddvd3s tooee (5 73)

When accuracy on the order of 5% to 10% of Cg4g and Cgq 1s sufficient,
(5.68)—(5.73) can be simplified to

C, =C,, +C,,[1+tanh(B, + BV )1+ tanh(P, + P,V,)]

(5.74)
C, =C, +C,,[1+ tanh(Py, + P, V,)I[1 - tanh(P,, + P,\V,,)] 5.75)
The necessary condition for the charge conservation is
9Cy _9Cu
Wy, WV, (5.76)

By integrating Cgs and Cgzq with the terminal voltage to obtain @
and Qgq, we have

Qgs = Cgsp‘/gs + Cgsu[‘/gs + Lcl + ‘/gsTchZ + Lcchh2)

(5.77)

Qi = CopVea + CoioVea + Loy + Vil s + LT ,5)

(5.78)

where

3 log[cosh(P,, + BV, )]
cl Pll

(5.79)
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T,, = tanh[Py, + P,V ]

(5.80)
log[cosh(P,, + P,\V,,)]
c4 = P
i (5.81)
Th3 = tanh[P30 + P31Vds] (5.82)

5.6 Example of Compact Modeling Technique

To explain the modeling procedure in more detail for an actual device,
we introduce two examples for compact modeling technique, that were
developed by [20, 21]: (1) for DC modeling, and (2) for RF modeling.

5.6.1 DC Modeling

An all-region current-based empirical dc model is developed based on
the Statz model in this section. The improvement lies in allowing the
Statz model parameters to vary with gate-source voltage. Good agree-
ment is obtained between simulation results and measured results for
0.25 um gatelength and 40 um gatewidth double heterostructure
PHEMT.

Table 5.2 shows the extracted dc parameters for a PHEMT device
using the existing Statz model. Notice that the extracted parameters
have quite different values in the high-current (I;,>1 mA) and low-
current regions (I;, <1 mA). This is because the model parameters are
actually dependent on the gate-to-source voltage V. Therefore, an all-
region current-based model can be developed by making S, o, and A as a
function of gate-source voltage.

Table 5.2 Extracted Statz Parameters for High and Low Current Application

Parameters Vio B o A b

High-current  —-0.67 2.19E-2 6.51 0.265 0.44

Low-current —0.686 8.16E-3 11.87 1.39 0
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Figure 5.8 shows extracted model parameters 3, o, and A as a func-
tion of gate-source voltage Vg using the Statz model for the PHEMT
device. It is observed that o and A decrease rapidly with increasing Vs
for low values of Vi, and decrease slowly for higher values. So o and 1
can be modeled using the conventional decline formula:

o
‘/0 ‘/gx > VTO
I+
alV,)=y &
0 Ve Voo
(5.83)
A
VO V>V
(142~
A(Vg_y) =9 /11
0 V,, <Vp
(5.84)

The transconductance parameter 8 has a more complicated relation-
ship with Vg,. It can be modeled using the exponential function and
hyperbolic tangent function:

——modeled o Extracted
32 0.04

24 0\"\ 0.03
= [ y
%16 L \Q\q‘j;gz/" ﬁ mg
g ’ 0.01

2 o
0 m‘“ = ‘\KI 0.00

-0.80 -0.60 -0.40 0.20 0.00
Ves (V)

Figure 5.8 A comparison between the modeled and extracted model parame-
ters B, o, and A versus gate-to-source voltage Vgs
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BV = Boexp(Bi(Vy, = Vi) + B, tanh(By(V, = Vio)) -

As an example to verify the improved model just proposed, the
extracted results for a AlGaAs/InGaAs/GaAs PHEMT with 0.25 um
mushroom gate (1 x 40 um) was fabricated using Nanyang Technical
University in-house process technology. The extracted model parame-
ters are presented in Table 5.3. Figure 5.9 depicts the measured and
calculated data for the characteristics of drain-source current I, ver-
sus Vs and Vs under low-current (V, <-0.4 V) conditions. Figure
5.10 shows these characteristics for high-current (Vg52_0'4 V) con-
dition.

To estimate the fitting error of the modeled quantities, the abso-
lute error and relative error are computed and listed in Table 5.4. It
can be seen that the model exhibits a very high accuracy for all cur-
rent regions. Under low-current conditions (I;,<1mA), absolute
error is less than 15 pA, and the relative error is less than 6%. Under
high-current conditions (I;,>1 mA), absolute error is less than 150
pA and the relative error is less than 5%. The fit of measured and
modeled G, and Gy, as a function of Vg, are shown in Figures 5.11
and 5.12. It can be seen that the modeled data agree well with the
measured data.

o measured —— modeled
1.2
1.0 M
N W
E 0.6
A

Va (V)

Figure 5.9 A comparison of dc measured and modeled I, versus Vi
(Vg = ~0.65—-0.45 V, step 0.025 V)
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o measured — modeled
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Figure 5.10 A comparison of DC measured and modeled I, versus Vi
(Vgs = -04—-0.0 V,step 0.1V)
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Figure 5.11 A comparison of measured and modeled g,, versus VgS

5.6.2 RF Modeling

In this section, a compact nonlinear PHEMT model up to 40 GHz suit-
able for low-current applications is developed [21]. This model is suit-
able to be implemented into Agilent ADS to perform various analyses of
PHEMT. The single-stage 2.45 GHz and 5.8 GHz amplifiers for RF iden-
tification (RFID) was designed using this model, Good agreement is
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—— modeled © measured
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Figure 5.12 A comparison of measured and modeled g4, versus Vgs

Table 5.3 Extracted Model Parameters of The Improved Model

Parameter Value Unit Parameter Value Unit
Vro -0.68 \% % 3.84 vl
b 0.75 vl o 0.763 \Y
Bo 3.568 E—2 A/V2 o 1.046
By ~29.54 vl Ao 0.085 vl
B 2.83 -2 A/V2 2 1.454 \%
Bs 1.93 v-1 g 6.55

Table 5.4 Accuracy of DC Characteristics of Improved Model

Absolute Error (uA) Relative Error

High-current 150 5%

Low-current 15 6%

obtained between simulation results and measured results for PHEMT
device and amplifier performances.

A modified RF drain-current I;, formula based on the Curtice model
is given as follows:
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_ _ Q
1, = BV, —V,)° tanh(aV, )exp(AV,,) (5.86)

‘/t = ‘/lo - de.s

where B is the transconductance coefficient, o is the saturation voltage
parameter, A1is the channel-length modulation coefficient, and V,, is the
threshold voltage. @ is necessary to model non-square-law dependence
of 1., and yis used to model threshold voltage change with V.

The effect of a frequency dispersion of transconductance g,, and
drain-output conductance g;, causes a significant difference between
the DC I-V characteristic and a RF I-V characteristic with fit with g,,
and g4, at RF operation. To overcome this problem, the RF drain-cur-
rent model (g,, and g4, model) is used instead of the DC I-V model.

For a PHEMT operated in small-signal conditions, the RF drain-cur-
rent I;, can be modeled by using transconductance and output drain
conductance:

g, = s% =0, -V, )¢~ tanh(atV,, ) exp(AV,,)
& (5.87)
al, 0
8y = ETR =(V,, = V)*(Atanh(aV,, ) exp(AV,,)
ds

+ acexp(AV, )sech’(aV,,)) (5.89)

At each bias point g, and g 4, are obtained from the bias-dependent S
parameters.

The new empirical capacitance equations for PHEMTs are described
by

_90, 90,

gs avgs E)Vgs
= (C +C Vgs + CgSZVgi)(l + )"ngds)

2
ng 1 ng + ng 2ng

C

gs0 gsl

+ lnggd(ngo +

)
2 3 (5.89)
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C and aQ
“ v, avgd
=(Cop0+CoiiVeu +ng2Vd)(1+)‘ngds)
C,V, C.,V:
_/ngY‘/gT(CgYO gsl” gs + gs2 gs)
2 3 (5.90)

where Qg and Qg are the gate-source and gate-drain charges, Cg,, and
ngo are the gate-source and gate-drain capacitances under zero-bias
condition (Vg =0, Vyo = 0).Cysq, Cgsp, Cgqr, and Cygy are fitting
parameters. The terms 1 + xgsVds and 1+ hngds are used to model
the small variation of the capacitances with respect to drain-source
voltage V.

By integrating Cg; and Cgq with the terminal voltage, Qg and Qgq
are given as

2

Vs
Qgs gsOV (1 gd)+7g(cgs1+cgs02’ Cgsl gs gd)
A v
+ B Cont Coady — Curh Vo) + 2 C il
(5.91)
V2
d
Q. =CpoVu1— ﬂ,nggs)+7g(Cd1 ngolgd+ngllng)
Vs A A,V ng A
?(ngZ_ngl gd+ng2 od gs)+ ngz od
(5.92)

To avoid the frequency dispersion effect of the drain conductance g
and transconductance g,,, the drain-current /;; model parameters will

not be extracted from DC I-V characteristics, and all model parameters
will be extracted based on S parameters measurement. The procedure
includes several phases:

* The pad capacitances Cpg, Cpg, and Cpgq are determined by mea-
suring the S parameter of open test structure, so the pad capaci-

tances can be separated from other parasitic elements.

* The parasitic resistances and inductances are extracted by using
the pinch-off bias condition. The parasitic elements except for pad
capacitances are extracted by using pinch-off bias condition only.
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Once extrinsic elements are obtained, intrinsic elements can be
determined analytically for each bias point.

* The RF drain-current model parameters are obtained by fitting
bias-dependent g, and gy

* Capacitance model parameters can be determined by fitting Cys and
Cgq with respect to Vgg and Vg

The S parameter measurements for model extraction and verification
were carried out using an Agilent 8510C network analyzer from 50
MHz to 40 GHz, DC bias was supplied by an Agilent 4156A. All mea-
surements were carried out on wafer using Cascade Microtech’s Air-
Coplanar Probes ACP50-GSG-150, with all instruments under IC CAP
software control. The wafer probes were calibrated using Line-Reflect-
Match (LRM) calibration method.

The fit of measured and modeled g,, and g4, as a function of V;, and
Vs are shown in Figures 5.13 and 5.14. It can be seen that the modeled
data agree well with the measured data. The model parameters are
extracted from S parameters of 90 bias points. Figure 5.15 presents the
comparison between measured DC I-V characteristic and RF drain cur-
rent calculated from RF g,, and g4,. Note that this comparison shows
the discrepancies between DC measurement and RF drain current
modeled due to the frequency dispersion behavior of the g,, and g4,.
Figures 5.16 and 5.17 show the fitting results for Cg; and Cgq as a func-
tion of Vy, with varying Vs respectively, and reveal good agreement

o measured —— modeled

Figure 5.13 Measured and modeled transconductance versus Vg and Vg
(Vgs = -0.65 > -0.45 V, step 0.025 V)
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Figure 5.14 Measured and modeled output conductance versus Vgs and Vg
(Vgs = —0.65 > -0.45 V, step 0.025 V)
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Figure 5.15 Comparison between measured DC I-V characteristic and RF
drain current calculated from RF g, and g, (VgS = -0.55—>-0.35 V, step

0.025 V)

between the modeled and measured data. The extracted model parame-
ters are summarized in Table 5.5.

The S parameters of the 40 pm PHEMT in the frequency range up to
40 GHz are simulated by using an improved model in ADS software.
Figure 5.18 shows the simulated and measured S-parameters of the
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o measured —— modeled

0.0 0.2 0.4 0.6 0.8 1.0
Vi (V)

Figure 5.16 Measured and modeled gate-source capacitance versus Vg, and
Vs (VgS = -0.55—>-0.35 V, step 0.025 V)

o measured —— modeled
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Figure 5.17 Measured and modeled gate-drain capacitance versus Vg, and
Vs (Vgs = -0.55 > -0.35 V, step 0.025 V)

PHEMT at different bias points. Figures 5.19 and 5.20 show the simu-
lated and measured f; and f,,,, at different bias points. The simulated

results agree well with the measurements at all bias points.

Figure 5.21 shows the comparison between the measured and simu-
lated output power levels for the fundamental (2.45 GHz) and second
harmonic at 1 mA bias point. The measured and simulated harmonics
for the different bias points and the fundamental at 2.45 GHz and 5.8
GHz are shown in Figures 5.22 and 5.23. The simulations run fast,
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Table 5.5 Extracted Parameters of Nonlinear PHEMT Model

Pad capacitance Parameters Value Unit
Cpg 16 fF
Cpra 18 fF
Cprag 2.5 fF
Parasitic elements Ry 9 Q
s 6.5 Q
R, 11 Q
Ly 78 pH
L, 0.09 pH
Lg 56.35 pH
Intrinsic elements Cys 12.8 fF
Cyr 12.0 fF
R 968 \
RF drain-current Vro —0.68 A%
model parameters
B 0.025 A/V2
o 6.758 v-1
3.208
A 0.074 v-1
Y 0.0529 v-1
Capacitance model CgsO 52.583 fF
parameters
Cgs1 34.77 fFIvV
Cgs2 —-7.36 fF/V2
Ags 7.2E-6 v-1
Cgdo 25.611 fF
Coqn 25.698 A%
Cygso 11.397 fF/V2
Agd 0.1277 v-1

211



212 FET NONLINEAR MODELING AND PARAMETER EXTRACTION

21 s21
s
12 f’
/

Figure 5.18 Comparison of modeled and measured S parameters (50 MHz to
40 GHz) for different bias point: (a) I3 =1 mA; (b) I;,= 0.8 mA; (c) Iz, = 0.6 mA;
(d) Izs = 0.4 mA; (e) Iz, = 0.2 mA; (f) Iz, = 0.1 mA.

show good correspondence between measured and simulated data, and
have no convergence problems. These indicate that our model simulates
these figures of merit with high accuracy.

The 2.45 GHz and 5.8 GHz single-stage amplifiers for RFID have
been designed using this model in Agilent ADS software. Figure 5.24
shows the schematic circuit of low-current amplifier. The amplifier con-
sists of input and output microstrip matching networks, and PHEMT
device. The performances of amplifiers can be measured by using a
microwave tuner instead of microstrip matching networks. The simu-
lated results for a 2.45 GHz amplifier and a 5.8 GHz amplifiers with
respect to supply current are shown in Figures 5.25 and 5.26, and agree
well with the measured results, which verify the model accuracy.

5.7 Summary

The nonlinear models for FETSs, which include the physics-based non-
linear model, table-based nonlinear model, and empirical equivalent-
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Figure 5.19 Measured and modeled cut off frequency at different bias points
(Vgs = —0.55 > -0.35 V, step 0.025 V)
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Figure 5.20 Measured and modeled maximum frequency of oscillation at dif-
ferent bias points (Vgs = -0.55>-0.35 V, step 0.025 V)

circuit-based model, were introduced in this chapter. The compact mod-
eling technique for FET is also described.



214 FET NONLINEAR MODELING AND PARAMETER EXTRACTION
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Figure 5.21 Comparison between measured and modeled output power levels
(f, =2.45 GHz, Vgs = =035V, Vy =1 V)
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Figure 5.22 Comparison between measured and modeled output power levels
for different Vg, (f, =2.45 GHz, Vy, = 1 V)
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Figure 5.23 Comparison between measured and modeled output power levels
for different Vg (f, =5.8 GHz, V;, = 1 V)
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Figure 5.24 2.45 GHz and 5.8 GHz RFID low-current amplifier topology
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Figure 5.25 Measured and modeled S-parameters for 2.45 GHz single-stage
amplifier
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Figure 5.26 Measured and modeled S-parameters for 2.45 GHz single-stage
amplifier
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Chapter 6

Microwave Noise Modeling and
Parameter Extraction Technique

for FETs

6.1 Overview of Noise Model

Low-noise design is one of the key issues in most of the radio frequency
(RF) receiver circuits. The complete characterization of the transistor in
terms of noise and scattering parameters is necessary for the computer-
aided design (CAD) of low-noise amplifiers. Therefore, accurate model-
ing of high-frequency noise is indispensable in developing low-noise
amplifiers (LNAs) with short development time. Figure 6.1 shows the
typical flowchart for field-effect transistor (FET) noise modeling proce-
dure.

From Figure 6.1, it can be observed that small-signal equivalent cir-
cuit model is the basis of the noise equivalent-circuit model. The intrin-
sic noise sources include gate-induced noise, channel thermal noise,
and low-frequency noise (1/f noise). The parasitic noise sources are the
thermal noise generated by the extrinsic resistances.

The noise performance of FETs has been a subject of study for more
than 50 years. It remains a subject of active research, as metal-oxide
semiconductor field-effect transistors (MOSFETs) continue to set
records for noise performance at both room and cryogentic tempera-
tures. In spite of a considerable effort in this field, a noise model that
could be helpful in understanding noise sources within a MESFET
(HEMT, PHEMT) and at the same time could be useful in a circuit
design still need to be designed.

The published studies of the noise properties of FETs may be divided
into two distinctive groups. The first group, as a starting point of analy-

219
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Parasitic Noise Intrinsic Noise
Source Source

[ Small-Signal Equivalent-Circuit Model ]

(Noise Equivalent Circuit Model ]

( Circuit Simulator ]

|mm OP:R,,I

Figure 6.1 A flowchart for FET noise modeling

sis, considers fundamental equations of transport in semiconductors
[1-8]. Most papers in this category over the years may be viewed as giv-
ing progressively more sophisticated treatment to the problem origi-
nally tackled by Van der Ziel [1]. The second group of published studies
[9-17] addresses the issue of what needs to be known about the device
in addition to its equivalent circuit to predict the noise performance.
From the circuit point of view, the FET device can be treated as a
black box of a noisy two-port network. As is well known, the noise
behavior of a linear noisy two-port network can be characterized by
three noise parameters: minimum noise figure F,,;,, noise conductance
&n (or noise resistance R,), and optimum source impedance Z,,, (or

optimum source admittance Y,,,), with

F=F_+%tz -7
min R opt
: 6.1)
F= me +_”[(G Gopt)2 +(Bs _Bopt)z]
G, (6.2)

where F'is the noise figure, Z =R + jX, is the source admittance,
and Y =G, + jB, is the optimum source admittance. These noise
parameters can easily be calculated from the equivalent circuit of the
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noisy FET presented in Figure 6.2(a) [17]. The circuit comprises the
well-known small-signal equivalent and the four noise sources

2 5 a2
eg b es b lg )

2
and i,
. %) ") .
The two current noise sources I and 15 represent the internal
noises of the intrinsic FET device; these noise sources are correlated.
By means of a simple circuit manipulation, these four noise sources are

. . 2 2 .
transformed into two correlated noise sources v and i~ preceding the

G Rg D
o2 — Noiseless -
¢ i¢ Intrinsic FET i
Rs
]
Ls
S
(a)
V2
G O D
1: Noiseless
cor—> P 5 FET
S
—"
(b)
D
—a
Noiseless
FET S
———a

(c)

Figure 6.2 Circuit transformations for the noise figure determination
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extrinsic FET, which is now considered noiseless (Figure 6.2(b)). Lastly,
v? and i’ are de-correlated by introduction of two (noiseless) correla-
tion impedances (Figure 6.2(c)). At this step, the calculation of F,,;, and

Zopt 1s straightforward and gives:

F.=1+2¢ (R. +R
min gn ( cor opt ) (63)
. N
Zopt = Ropl + -] opt = Rcor + g_ - -]Xcor
" (6.4)
where
ZL'Ur = R(.'()r + jXL'Ur

g =i’/ 4kT Af

r =v? | 4kT A

The commonly used noise models for FET include the Fukui noise
model, the Pucel noise model (or PRC model), and the Pospieszalski
noise model. These noise models are discussed in more detail in the
next sections.

6.1.1 Fukui Noise Model

The four noise parameters could be expressed in terms of equivalent-
circuit elements as follows [9, 10]:

R +R,
F, =1+k fC,, £ -
Em 6.5)
k
R =X
Em (6.6)

(6.7)
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Xom =k JC (6.8)

where K7, Ky, K3, and K are fitting factors, and fis frequency. It can be
observed clearly that minimum noise figure is a linear function of fre-
quency, optimum source reactance X, is inversely proportional to fre-
quency, and optimum source resistance R,,; and noise resistance R, are
frequency independent.

Comparing these expressions with the experimental data, all noise

parameters can be determined by using the following formulas:

~ 1 A(F,, — D]
| Cgs \/(RS + Rg) / gm af (6 9)
R
k3 — opt

Rg+Rs+1/4gm ©.11)

X,

k4 = Cgs -
A7 f) (6.12)

Based on the relationship between small-signal model parameters
& m> Cgs, Rg, and R,) and the geometrical and material parameters of

FET device:

- N 1/3
gm = kSW _]
| aL (6.13)
—NLZ 1/3
C, = kW }
L @ (6.14)
177

* hLW (6.15)
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1 21 LIL,, ]

s T W "3 N 056 + (a—aY)NO‘SZ
: (6.16)

where N is the free carrier concentration in the active channel, L is the
gate length, W is the total device gatewidth, a is the active channel
thickness, z is the unit gatewidth, & is the gate metallization height, Ly,

is the distance between the source and gate electrodes, and a, is the
depletion layer thickness at the surface in the source-gate space.

Substituting (6.13)—(6.16) into (6.5)—(6.8), the relationship between
noise parameters and geometrical and material parameters can be
obtained.

6.1.2 Pucel Noise Model

The Pucel noise model is also called “PRC” noise model [1-3], the corre-

sponding gate-induced noise current ig2 and drain channel noise cur-

rent ij are expressed as follows:

3_ 22
i; =4kTAfo’C R/ g, (6.17a)

i; = 4kT Afg, P 6.17)

. 2 ;
The cross-correlation between 2, and l; can be expressed as:

R 2.2
iji, = Cyli;i; = 4kT AfoC , C~ PR 6.18)

where R and P are the gate- and drain-current noise model parameters,
respectively, and C is the correlation coefficient. k is the Boltzmann con-
stant, 7' is the absolute temperature (normally is 290 K), and Af is the
bandwidth.

The corresponding noise parameters can be expressed as follows [17]

PR(1-C?)
P+ R—-2C-PR
(6.19)

F. =1+2JP+R-2C\PR %\/gm(Rs +R)+

c
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g, =gm(%) (P+R—-2CPR)

¢ (6.20)
PR(1-C?)
R +R)+
B SR+ R) P+R-2CJPR 1
Rope = P+R—2CPR oC
8 (6.21)
1 P—C~JPR
opt —
oC, P+R—-2CVPR 6.22)

In several commercial software applications, such as the SPICE circuit
simulator, gate-induced noise current i; has been neglected, that is R

= 0. Equations (6.19)—(6.22) can be simplified as follows:

F.= 1+2\/F§,/gm(Rs +R,)

¢ (6.23)

f 2
=Po | L
o-re 4]

(6.24)
R - /gm(RS +R,) 1
opt
P OC, (6.25)
Xo ;= L
" oC,
: (6.26)

Here f, is the cutoff frequency, and is expressed as follows:

g
f‘c — m
27C, (6.27)
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According to [12], parameter P can be approximated for operating
points below the onset of saturation by:

1,

S

P=
ELg,

(6.28)

In this expression, Iy is the dc drain current, E, the critical field, L is
the gate length, and g, is the transconductance.

6.1.3 Pospieszalski Noise Model

The Pospieszalski noise model is shown in Figure 6.3(a), the intrinsic
part is shown in Figure 6.3(b) [18]. The thermal noise voltage sources
generated by extrinsic resistances Ry, Ry, and R, are as follows:

Ry(T,) Con R, (T,)

o—AA» J_ {1 AN—C
VT Cgs -jar s
&V 2 R, (T;)
R, (T,)
R(T,)
(@)
G o
D
vl = c.
- jar 5 Ty
R, g vV R, GD ii, = 4kT,g Af

(b)

Figure 6.3 (a) Pospieszalski noise model (b) intrinsic part
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¢, = 4kT R Af

(6.29)
¢; = 4kT,R,Af (6.30)
& = 4kT R Af 651)

where T, is the ambient temperature. The two uncorrelated current

noise sources e; and iiY represent the internal noise sources of the
intrinsic FET; these two noise sources are characterized by their mean
quadratic value in a bandwidth Af centered on the frequency f, and
can be given by the following expressions:

2
e, = 4kT R Af

(6.32)
ijs = 4degdsAf (633)
Cestas = 0 (6.34)

where Ty and T|; are the equivalent noise temperature of the intrinsic
resistance Ry, and output conductance gy, respectively.

In the Pospieszalski noise model, the elements of the noise correla-
tion matrix are

2 jwcgs
I = 4kTgAngS S EE—
1+ ]a)Cgngs (6.35)
- 2
2 d Em
1, —4kAf R_+TgRgs 1+ iwC R
ds -] gstgs (6 36)
— 8,0C, R
Wi = LA R T

g (6.37)
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Figure 6.4 presents the noise temperatures as a function of drain
current for commercially available low-noise GaAs PHEMT (NEC
NE32500) [19]. The results show that T, equals the ambient tempera-

ture in the lower drain-current ranges, and that T; increase with drain

current.

6.1.4 Gate Leakage Current Model

It is well established that a short gate on a thin, heavily doped layer is
necessary to obtain the excellent microwave characteristics in FETs. As
a result, the influence of gate-leakage currents occurring in the high-
drain and gate-bias condition on their performance becomes significant,
especially on the noise performance of short-gate FET’s at low frequen-
cies of about a few gigahertz [20-22]. Therefore, an additional noise
current source iz, 7, 1s needed in parallel with noise current source i; at
the input port for the “PRC” noise model (as shown in Figure 6.5) [20].
Alternatively, an additional resistor Rp gs is needed in parallel with the
noise source i; for the Pospieszalski noise model (as shown in
Figure 6.6) [21].

igzL = 2ngLAf

(6.38)
8000 800
6000 T el 1 600
& 4000 T { 400 &
3 Lt =
2000 )_M 7 1 200
) -« 290K
0 0
0 10 20 30 40 50 60
Iss (mA)

Figure 6.4 Tjand T, versus drain current
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Figure 6.5 Improved noise model with gate-leakage current for PRC noise
model
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Figure 6.6 Improved noise model with gate leakage current for Pospieszalski
noise model

2
[, =4KT R, Af (6.39)

where T'p is the equivalent noise temperature of the resistance R,

Figure 6.7 shows the noise parameters F,;,, g,, and Z,,, versus fre-
quency. To demonstrate the strong influence of the gate-leakage at low-
frequency range, the data are shown in the frequency range from
0.1 GHz up to 18 GHz. The plots show that a gate-current has a signifi-
cant impact on the noise parameters and leads to an increase of F,,;,
and g, at low frequencies. The optimum generator impedance Z,,
shows a shift to higher values of G,,, [21]. For gate-leakage current
higher than 1 pA, it is necessary to use the improved model for an exact
modeling of all noise parameters. At very low gate-leakage current, the
additional noise currents are negligible.



230  MICROWAVE NOISE MODELING AND PARAMETER EXTRACTION TECHNIQUE

4
3
S
P
1 _,-"' without gate current
0 -
0 5 10 15 20
Frequency (GHz)
(a)
12
g -
g ot
&b
3 1 - 1
—__~»" ¥ without gate curret
N r———
0 5 10 15 20
Frequency (GHz)
(b)

------ With gate curent

‘Without gate cmrent
(c)

Figure 6.7 The influence of gate current on noise parameters
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6.2 Scalable Noise Model

To optimize the noise performance of FETs for low noise application,
full-scalable, analytical expressions for the noise parameters that pro-
vide good accuracy and can be scalable based on the layout structure, as
well as gatewidth, are very attractive for monolithic microwave inte-
grated circuit (MMIC) design and have a number of advantages includ-
ing the following:

The noise parameters of differently sized device under the same pro-
cess conditions can be readily obtained using scalable normalization
model parameters, so we can achieve low cost and save a lot of time.

It is useful for understanding the physical mechanisms and for eval-
uating the influence of the different parameters of the small-signal
equivalent circuit model.

A set of expressions for the four noise parameters of AlGaAs/InGaAs/
GaAs PHEMT is derived from an accurate noise equivalent-circuit
model without any assumptions and approximations. The effects of all
intrinsic elements and gate-leakage current are taken into account. The
scaling rules for the noise parameters of intrinsic part are determined
based on these analytical expressions.

The corresponding short-circuit Y parameters of the intrinsic small-
signal equivalent-circuit can be expressed as:

JjoC, . —joC
1+ 'a)I;C J0Cy !
Y _ .] i gs
= g
—om- _ 5wC
1+ joC,R, T 84 +JO(Cy +Cyy)

(6.40)

The corresponding admittance noise correlation matrix can be
expressed as:

2 .
C kT al, 12V, +(oC, )" R/g, joC, CPR
' —joC, C\PR g, P

(6.41)

where V, represents the thermal voltage (V, = kT/q).
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Based on the noise correlation matrix technique [23], the four noise
parameters can be directly calculated from the chain noise correlation

matrix:
R, =C,,
G = \/CA22 _ (Im(CAIZ))Z
o Can Cun
_ Im(C,,,)
" Can
F, =1+2[Re(Cyp,)+ GoptCAll]
where

CY22
2
1Y, |

Cyn =

— (Yll)* Cyzz B (Y21 )* Cyzl
1Y,

CA12

ly, IF C Y,
Cyn =Gy +ﬁ_ ZRC(Y_”Cym)

21

Substituting (6.40) and (6.41) into (6.42)—(6.45), we have:

2
F. =1+2k+ —k\/wZC;PR(l —C*)+g, kk,
gm 1
P
R =—o
gmkl

(6.42)

(6.43)

(6.44)

(6.45)

(6.46)

(6.47)

(6.48)

(6.49)

(6.50)
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R g kk
_ 2 2 2 m
Gop,—\/a) Chp(1=Chy+ 22

6.51)
R

Bop[ = —CO[(CgS + ng)— C\/:Cgs]
P (6.52)

where

g, +20°C,,(t1+C,R)

gs i

1 2 p2
g, (1++C R")
I = ol,
A
2
o C C
ky = —kgs [PC,R — CPR(—*+ C R +7)]
gm 1 gm

According to the scaling rules of FETs [24], the intrinsic small-signal
model parameters have standard scaling: The intrinsic capacitances,
transconductance, and output conductance are proportional to gate-
width, and the intrinsic resistance is inversely proportional to gate-
width, that is,

(n00000]
S CCS
o 0n 000 0 g
C C;
s 00 n 00 0 s
Cds Ct;s

=l 00 0n 00 ‘
gm gm
gds 00007’10 g;s
R, 1 c
o000 0 = R

n

. . (6.53)
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where n represents the number of the elementary cells for larger gate-
width size device, defined by

W
we (6.54)

n

and where superscript ¢ denotes the elementary cell.

Assuming the time delay remains invariant at the same bias condi-
tion for the same device process, then T = t°. Substituting (6.54) into
(6.53), we have

Y =nY (6.55)

From (6.55), it can be found that a large-size gatewidth FET can be
viewed as consisting of n elementary cells with the same gatewidth con-
nected in parallel. Based on the noise correlation matrix technique, the
admittance noise correlation matrix for large- size gatewidth FET can
be expressed as:

Cy =nCy (6.56)

Because the gate-leakage current is not scalable, all the scaling rules
for the noise parameters in this book not include the effect of gate-leak-
age current. Substituting (6.55) and (6.56) into (6.41), we have

P=p* (6.57)
R=F (6.58)
C=C" (6.59)

Substituting (6.57) to (6.59) into (6.49)—(6.52), it can be found that
the scaling rules of the noise parameters for intrinsic part (dashed box
in Figure.6.5) are as follows: minimum noise figure F,,;, remains
invariant, noise resistance R, is inversely proportional to number of the
elementary cells, and optimum source conductance G,,; and optimum
source susceptance B,,; are proportional to number of the elementary
cells, that 1s,
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min = Lnin (6.60)
R =1k

n (6.61)

G =1Gy (6.62)

By =B,y (6.63)

Once the small-signal elements are extracted from the S-parameter
measurements, the extraction of the four unknown noise model param-
eters can be carried out using the procedure based on the noise correla-
tion matrix technique. The noise model parameters can be determined
as follows:

— CY22
4kTg, Af 6.64)
_ Cyn _zangL g
4KT (0C, )’ Af " 6.65
__ Im(Gyyy)
4kTwC N PR (6.66
a=——c,|
- Y1y
241, ’ (6.67)

The extracted noise model parameters P, R, C, and o are summarized
in Table 6.1. It can be found that P, R, and C remain invariant for four
different gatewidth size PHEMTSs under the same bias conditions. How-
ever, the gate-leakage current cannot be scalable.
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Table 6.1 The Noise Model Parameters for Differently
Sized PHEMTs

Elements 2x20um 2x40pm  2X 60 um

P 1.50 1.50 1.55

R 1.10 1.10 1.15

C 0.30 0.32 0.35
olyy, 5%10° 4x%10°° 2%x10°°

In Figure 6.8, we compare the measured and computed noise param-
eters versus frequency for 2 x 20 pm PHEMT under single-bias condi-
tions (Vgs =0V, V,, =2 V). Good agreements are observed. The new
expressions are also compared with the model proposed by [17]. Solid
lines correspond to the values calculated from (6.49) to (6.52), whereas
dashed lines correspond to the values calculated from [17]. It clearly
can be found that the new expressions are more accurate than [17].
Because of the gate-leakage current effect, the minimum noise figure
does not cross the zero point.

To illustrate the efficiency of the scaling rules for noise parameters,
in Figures 6.9 and 6.10 we compare the measured and predicted results
for larger-size PHEMTs (2 X 40 pm and 2 x 60 um). The 2 x 40 um and 2
x 60 pm PHEMTSs can be viewed as consisting of two and three elemen-
tary cells (2 x 20 um PHMT) connected in parallel, respectively. The
measured data for the intrinsic part of 2 x 40 um and 2 x 60 pm
PHEMTs are obtained after de-embedding the extrinsic elements from
measured noise parameters, and the predicted data are obtained by
using scaling process (6.60)—(6.63) from elementary cell (2 x 20 pm
PHEMT). Good agreement is obtained between measured and predicted
data to validate the scaling approach for noise parameters.

6.3 Noise Parameters Extraction Method

The commonly used methods for determining noise parameters for
semiconductor devices are the tuner-based method [25—-29] and noise
figure measurement system based method [30—-33].

6.3.1 Tuner-Based Extraction Method

Determining the noise parameters is typically performed by analyzing
the variation of measured noise figure as a function of the source
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Figure 6.8 Comparison of measured and calculated noise parameters for 2 x
20 um PHEMT based on the new expressions. oo = Experimental data, — = cal-
culated data from (6.60)—(6.63), --- = calculated data from [17] (bias condition:
Vgs =0V, V,; =2V)/(continues)

impedance. A minimum of four independent measurements is required.
However, for increasing accuracy, more than four measurements are
usually performed, and curve-fitting techniques are then used to deter-
mine the noise parameters. Figure 6.11 shows the tuner-based noise
parameters measurement system, and a typical source reflection coeffi-
cient distributed Smith chart is shown in Figure 6.12.
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Figure 6.8 Comparison of measured and calculated noise parameters for 2 x
20 um PHEMT based on the new expressions. oo = Experimental data, — = cal-
culated data from (6.60)—(6.63), --- = calculated data from [17] (bias condition:

Vs =0V, Ve =2V) (continued)

The noise figure can be regards as a nonlinear function of the source

admittance (Y, = G, +jB,):

C+ BB} + DB,

F=A+BG, + -
5 (6.68)
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Figure 6.9 Comparison of measured and predicted noise parameters for 2 x
40pm PHEMT. oo = Experimental data, — = predicted data from 2 x 20pm
PHEMT
where

(6.69)

" (6.70)

=R (G*> +B’
C n(Gopt + Dpt) (671)
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Figure 6.10 Comparison of measured and predicted noise parameters for 2 X
60 um PHEMT. oo = experimental data, — = predicted data from 2 x 20 um
PHEMT
D=-2RB,,
P (6.72)

A least-squares fit of n observed noise figures to the plane of
(6.67) 1s sought; therefore, the following error criterion is estab-

lished [25]:
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Figure 6.11 Tuner based noise parameters measurement system

Figure 6.12 Typical source reflection coefficient distributed Smith chart

13 B’ DB,
e=—Y|A+B|G, +—2 DB
2 G,) G,

i=1 si

(6.73)

where G,; and B_; (i = 1,2...n) are the source conductances and sus-
ceptances, F; is the corresponding noise figures, and W, is the weight-
ing factors to be used if certain data known to be less reliable than the

average. Then
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g—S:ZP:o
A (6.74)
ﬁ—i G+B—"2 P=0
B S\ G
(6.75)
5]
em2gP=o
= (6.76)
=1 (6.77)
>} C DB
P=A+B|G+— [+ —+——
o g )6
: : : (6.78)

By solving equations (6.73)—(6.76), the four unknown noise parame-
ters can be obtained as follows:

F. =A++4BC-D’

(6.79)
R, =B (6.80)
J4BC - D?
Gopt =T S5
2B (6.81)
__D
2B (6.82)

Figure 6.13 shows a typical experimental setup for determining of
the noise parameters. It is composed of a wafer-probe station, an auto-
matic network analyzer (ANA) HP 8510C up to 40 GHz, a noise mea-
surement system (NMS) up to 26.5 GHz, and an electronic broadband
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Figure 6.13 Commercial noise parameters measurement setup

noise source HP 346C up to 50 GHz. The NMS consists of a noise figure
test set HP 8971C and the noise figure meter HP 8970B. The local oscil-
lator is an HP 83650B synthesized sweeper up to 50 GHz. HP 8971C
consists of a low noise preamplifier, a mixer and a Yttrium-Iron-Garnet
(YIG) filter. The second stage (HP 8970B) is centered at the intermedi-
ate frequency IF = 450 MHz. DC bias was supplied by an Agilent
4156A.

6.3.2 Noise Figure Measurement Based Extraction
Method

Although the tuner-based method gives accurate results, it is time-con-
suming and requires expensive automatic broadband microwave tuners
that require complex calibration procedures. Some authors have pro-
posed improved methods which are using the equivalent transistor
noise model to provide additional information to reduce complexity in
the measurement procedure. Other successful techniques are based on
match source reflection 50 Q measurements system (Fyq) without an

automatic tuner [30-33].
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6.3.2.1 Analytical Expressions of Noise Parameters

The equivalent-circuit model of the noisy FET device is shown in Figure
6.14. By neglecting the influence of gate-drain feedback capacitance C,

of the intrinsic equivalent-circuit model of PHEMT, the calculation of
the four parameters can be carried out analytically as follows [9-10]:

FAl =1+ K,0

min (6.83)
G =K (6.84)
By =Ky (6.85)

R =K, (6.86)

INT' INT' INT' INT' . . . .
where F_.= , Gop; , Bop; , and R, represent intrinsic noise

parameters without C,,. K;, K., Kp, and K, are fitting factors,
and o is the angular frequency. From (6.82)—(6.85), it can be seen that
the equivalent noise resistance R,{NT' is frequency independent, GOIZT'
and BOIIZ:’ZT' are proportional to , and F»'  is a linear function of o.
However, the gate-drain feedback capacitance Cgq is very important
because the noise correlation coefficient will be decreased when C,q is
neglected. The influence of gate-drain feedback capacitance Cg4q can be

Ra L4

le

L

Cpd 5

Figure 6.14 Noisy small-signal equivalent-circuit model of FET
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considered using noise correlation matrix technique. The Y parameter
noise matrix of the network Ngp consists only of gate-drain feedback
capacitance Cgg; CY = 4kT Re( ) is a zero matrix, so the intrinsic
matrix can be calculated as

INT GD INT" INT"
C,” =C,)"+C," =C, 6.87)

where C;NT' is the Y noise matrix of network N; (except for ng).
C;NT can be determined by translating the chain noise matrix as fol-

lows
INT" INT" INT' |y, INT" INT' INT" INT' ~INT"
Gy =Cin +C4y ‘Y ‘ ¥y )CA21 -Y Cin
(6.88)
INT" INT' x/ INT'\%v, INT" INT' v/ INT'\*
Cyn =C, Y ) Y —Cyy () (6.89)
INT" INT' \/ INT" INT" INT '\, INT"
CY21 - C All (Yn ) Y _CAIZ Y (6.90)
INT" INT' | v INT' 2
Cyp =Cy, 1Y | (6.91)
where
INT' _ pINT"
CAll - Rn (6.92)
INT' INT' | \/INT' 2
C,» =R, |Y0pl | (6.93)
N |
INT Imin INT' /7 INT"
Can = 2 ~R o y (6.94)
INT'
INT' min INT '/ INT"
CA12 = Rn Yapt (6 95)

The intrinsic chain noise matrix is obtained by translating C;NT as
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INT'
INT _ Cyzz
All INT |2
[y |
21 (6.96)
INT INT"
INT _ Y11 INT' _ CY12
A2l T INT 2 Y22 INT \*
Y, | Y
2 (2 (6.97)
INT \ INT'
INT _ (Yn ) INT' CY12
Al2 T INT 2 ~Y22 INT
1Y, | Y
21 21 (698)
INT 2 INT INT \*
CINT = INT" |Y11 | INT'_YII INT'_(YH ) INT'
A22 T Y11 INT 2 Y22 INT ~Y21 INT \* Y12
| Y21 I Y21 (Y21 ) (699)
. INT"
Because chgd <Y, =g, i we have
YINT — yINT' s = Y INT
21 21 JOL o, 21 (6.100)
INT __ v/ INT' .
Y, =Y, + ]ngd <@ (6.101)

The four noise parameters of the intrinsic part are obtained from:

G = \/C,f\zlg _[Im(cflxjg P =G

opt INT INT opt
CAll CAll (6102)
Im(C"") ,
INT __ Al12 7 __ pINT
opt T INT B opt a)ng =<
All (6.103)
INT __ INT INT 7 INT \ __ INT'
Fmin _1+2(CA12 +CA1]Y()pt )_Fmin (6104)

INT _ ~INT _ pINT'
R, = CA” =R, (6.105)

n
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where FA7 G B™' and R™ represent intrinsic noise parameters.

min opt opt ?

From (6.102)—(6.105), it is shown that F2", GI', and R™ remain
invariant and B] remains proportional to ®. Equations (6.83)—(6.86)
are valid for the intrinsic device where the parasitic resistances due to
R, and R; affect only the fitting factors. Therefore, the four frequency-
dependent noise parameters become four frequency-independent con-
stants; hence these can be obtained directly from the 50 Q measure-

ment system.

6.3.2.2 Noise Parameter Extraction Procedure

Once the parasitic elements (Cp , de, deg, Lg, Ly, L, Ry) are known,
extracting of the four unknown noise parameters can be carried out

using the the following procedure:
1. Measurement of the S parameters of the PHEMT.

2. Transformation of the S parameters to admittance parameters and
subtraction of pad capacitances (C,g, Cpg, Cpgg)-

3. Transformation of the Y parameters to impedance parameters and
subtraction of the series inductances (Lg, Lg, Ly) and series resis-
tance R;that correspond to the sub-network N,.

4. Measurement of the noise figure (¥),,) of the system that consists of
an input bias network, an output bias network, and the active
device.

5. Measurement of the S parameters of the input and output bias net-
work. The bias networks include coaxial switches, bias tees, probe
tips, and cables between them (Figure 6.15). Because the two ports
of the bias network are different types, one-port is coaxial and
another is coplanar, it is difficult to measure S-parameters using
vector network analyzer (VNA) on wafer measurement directly.

A COISS BY
! P == = = e mmmmes . --mes === == - | e o L R e e L, ] L T e T e 9 L]

i OPEN Xy
- SWITCH || BiaS TEE H:E: SHORT :i:H BIAS TEE || SWITCH |
! LOAD

it PROBE, \PROBE i

D st et s ot (o e S | o i il S R R e s F]

: INPUT NETWORK ! g OUTPUT NETWORK

'A S, \Gama_out B

Figure 6.15 Block diagram of input and output network measurement
method
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Therefore we use a one-port measurement method to determine the
S-parameters of the bias networks.

For a two-port network, the input reflection coefficient can be
expressed as a function of the load reflection coefficient:

SpSul’,
in 11 + 1_ S F
2oL (6.106)
where S;, and I', are the input and load reflection coefficient,
respectively.

First, the one-port coaxial open short load (OSL) calibration is
performed at plane A-A’ (input port measurement) or B-B’ (output
port measurement); then, the S parameters are measured when the
probe tip i1s connected to the open, short, load standards on the
impedance standard substrate ISS (Cascade-Microtech), corre-
sponding to T . equals 1, —1, and O respectively. The S parameters
of the bias network can be calculated directly as follows:

_ @LOAD
S, =Sk (6.107)
. - S]OIPEN +S]S]H0RT —ZS”
2 SOPEN _ SSHORT
° i (6.108)
S = Sy = (ST — 8, )(1-S5,,) (6.109)

where S0, SR and S[” are measured input reflection
coefficients of the probes if the probe tip is terminated by the open,
short, and load standard, respectively.

The source reflection coefficient and the corresponding admit-
tance are shown in Figure 6.16. The output reflection coefficient
and admittance are shown in Figure 6.17. It can be noticed that the
system is not an accurate 50 Q system, the real parts of Y, and Y,
(Gy, G,,p have small deviations from the 50 Q system (G, = G,,; =
20 mS), the imaginary parts of Y, and Y,,; (B,, B,,;) with small
deviations from the 50 Q system (B; = B,,; = 0). It also can be
observed that Y; is close to a 50 Q system as Y,,;, because a high
performance bias tee has been used at the input. Actually, the per-
fect 50 Q system 1is not available because of the losses of input and
output network cannot be neglected.
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Figure 6.16 Source reflection coefficient and admittance
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Figure 6.17 Output reflection coefficient and admittance

The source admittance and the output admittance are:
Y, = (20 +5) —j(0 £ 5) mS
Y, =208 —j0=*11) mS

6. Calculate noise figure of device under test (DUT)

It is known that the noise figure of a cascade of noisy two-port
networks is given by

F, -1 F
Fm — EN 4+ D + our
GIN GINGD

(6.110)

In this case, Fj, and G;, are noise figure and available gain of the
input bias network, respectively, F,,; is the noise figure of the out-
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put bias network, and F; and G, are noise figure and available gain
of the DUT, respectively.

Because input and output bias networks are passive networks,
we get

Fy=1/Gy Foyr =1/Gpyy (6.111)

1- GOUT

F,=G,F, —
D wLm GG,

(6.112)
The available gains Gy,, G,,; and G; are determined by S

parameters that correspond to the input bias network, output bias
network, and active device:

_ISHF
IN ™ 1 | QIN 2
=152 | (6.113)
1S, P (1=IT ")
Po=8, I P (=18, ) 6110
where
, S,S, T
S :S + 1221+ S
22 22 1_ Sllrin

The determination of G,,; can be carried out similar to G;,.

7. Setting initial values of four noise parameters Kp, K¢, Kp, and Kg
(F » G, BT, and R') and calculating of chain noise matrix
C? using (6.83)—(6.86).

As we know, the accuracy of the numerical optimization methods
that minimize the difference between measured and modeled data
versus frequency can vary depending on the optimization method
and the starting values. Therefore, the method of setting initial val-
ues of Kp, K¢, Kp, and Kg is very important.

A direct extraction method for determining the equivalent noise
resistance R,, and the magnitude of the optimum generator admit-



NOISE PARAMETERS EXTRACTION METHOD 251

tance IYopt | based on 50 Q measurement system is proposed by
[31]. Based on this method, an improved method for determining
the initial values of all four noise parameters can be used in this
chapter.

In the case of a 50 Q generator impedance (Y, = G, = 20 mS), the
noise figure can be written as

Rn 2
FSO =1+ RnGO + G—(2G0Gwr+ | Yopt 1)
0 (6.115)
where G, is the real part of the correlation admittance. G, can be

approximated by Gy (real part of Y;;). Because Gy is close to zero,
G, can be neglected, and we get

F,=1+RG,+ K, Y, P
G,
0 (6.116)
Since R, is nearly frequency independent whereas | Y | varies
proportional to w?, the plot of F' 50 Versus @? is linear, and the value
at o=01is (1 + R,Gg). Thus, R,, can be easily deduced from the F
extrapolation for @ =0:

R~ F =D
G (6.117)

The slope of Fxq versus o? provides the magnitude of the opti-
mum generator admittance IYopt |

G
Y, | = szO slope(F))
T

n (6.118)

Because the real part G,,; and the imaginary part B,,; have the
same order of magnitude, we can set Gopt =~— Bopl . After R,, and
G,p; are determined, the initial value of minimum noise figure F,,;,
can be written as:

E

min

=~1+2R G, ,
"eop (6.119)
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The four noise-fitting parameters Kg, K¢, Kp and Ky are deter-
mined using the (6.83)—(6.86). Figure 6.18 shows the experimental
evaluations of F5, versus the square of the frequency for three dif-
ferent PHEMTS of sizes (2 X 20 pm, 2 X 40 um and 2 x 60 pm). The
ripple in the graphs is caused by the non perfect 50 Q source imped-
ance. It grows up with increasing gatewidth due to a decreasing
multiplication factor R, /G, .

The initial values for the four noise parameters Kg, K¢, Kp, and
Ky are summarized in Table 6.2. They have been determined using
the aforementioned method (frequency unit is GHz). Then the chain
noise matrix Cg 1s determined using (6.92)~(6.95).

. Transformation of the chain noise correlation matrix Cg to the

impedance noise correlation matrix, and addition of series induc-
tances (Lg, L;, L,) and series resistance R ;.

Table 6.2 Initial Values of Four Noise Parameters for
Three Differently Sized PHEMTs

Device Kp K¢ Kp Kg

2x20um 1.3E-2 5.6E-5 -5.6E-5 120
2x40 um 1.0E-2 9.3E-5 -9.3E-5 55
2x60 pm 8E-3 1.33E4 -1.33E-4 30

—e—2X20 —=—2X40 —— 2X60

Noise Figure

0O 100 200 300 400 500 600 700
Frequency (GHz’)

Figure 6.18 Evaluation of the noise figures Fy;, of PHEMTS (2 x 20 pm, x 40
um, and 2 x 60 pm) versus the square of the frequency (bias condition: V;, = 2
V, Vgs =0V, I;, =6mA, 12mA, 18 mA).
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9. Transformation of the impedance noise correlation matrix to the
admittance noise correlation matrix, and addition of pad capaci-

tances (Cpg, de, deg).

10. Transformation of the admittance noise correlation matrix to the
chain noise correlation matrix and calculation of the noise figure of

DUT:

¢ Im(C,},) Im(C,,,)
Fyope =1+2[Cy, + CA“(\/ | AT 4 J—)+
CAII CA11 CAll
I
(% + GS2 - 2GS\/EA22 - mécmz)]z)
All All All
(6.120)

11. Calculation of the error criteria as a function of noise figure of DUT:

1 N-1
€= ZI FMODEL (f;) - FMEASURE (f,) |2

N-Ti5 (6.121)

where N 1is the number of considered frequency points,
Fypasurg(f;) 1s the measured noise figure at the frequency f; and
Fyroprr(f;) is the calculated corresponding noise figure derived
from extracted values of the model parameters.

12. If e > ¢, the values of F,[n]\g, Gﬁ;’tT, ngtT, and R,IlNT are updated

to reduce € using the least-squares method.

6.3.2.3 Measurement System Setup

Figure 6.19 shows the experimental setup. DC bias was supplied by
an Agilent 4156A. All measurements were carried out on-wafer using
Cascade Microtech’s Air-Coplanar Probes ACP50-GSG-100. The wafer
probes were calibrated using Line-Reflect-Match (LRM) calibration
method for S parameter measurement. The noise parameter measure-
ment method proposed here has been tested on-wafer up to 26 GHz
using AlGaAs/InGaAs/GaAs PHEMTs with 0.25 pm mushroom gates,
grown and fabricated using NTU’s in-house developed process tech-
nology.
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Figure 6.19 Microwave transistor S parameter and noise measurement setup

The three inductances L,, Ly, and Lg are dependent on the length of
the device feed lines and are not scalable. However, the drain resistance
R, is inversely proportional to the size of the device. Table 6.3 shows
the extracted results of the four parasitic elements. When parasitic ele-
ments, pad capacitances, series inductances, and drain resistance are
determined, the noise parameters can be obtained by using the afore-
mentioned method.

Table 6.3 Extracted Parasitic Inductance and R; Values

Elements 2x20 um 2 x40 um 2 x 60

L, (pH) 95 85 75
L, (pH) 80 70 60
Ly (pH) 10 10 10

R, Q 10 5 3.5
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Figure 6.20 compares the measured and modeled S parameters for
the 2 x 20 um, 2 X 40 pm, 2 X 60 pm and 2 x 100 pm PHEMT in the fre-
quency range of 50 MHz to 40 GHz. The modeled S parameters agree
very well with the measured ones. Figure 6.21 compares the measured
and modeled noise figure Fy, for the (a) 2 x 20 um, (b) 2 x 40 um, and (c)
2 x 60 um PHEMT in the frequency range of 2 GHz to 26 GHz under the
bias condition Vgs =0V,Vy;, =2V (I;, =6 mA, 12 mA, 18 mA). An
adequate comparison for the noise figure of the system is given in Fig-
ure 6.21 as well. The modeled noise figures agree well with the mea-
sured ones based on the 50 Q measurement system.

The transistor noise parameters determined from Fy, by using the
new method are compared with the noise parameters measured with
the commercial ATN system NP5 (commercial noise parameters mea-
surement system) based on a broadband tuner. Figures 6.22 to 6.24
show these comparisons as a function of frequency. A good agreement
between measured and modeled results can be indicated, and the valid-
ity of the method is confirmed.

Table 6.4 Optimum Values of Noise Parameters for
Three Differently Sized PHEMTs

Elements Kg K¢ Kp Ky

2x20um  7.5E-3 26E-5 —4.3E-5 110
2x40um 6.8E-3 4.8E-5 -7.0E-5 60
2x60um 54E-2 7.0E-5 -1.0E-4 33

Figure 6.20 Comparison of modeled and measured S-parameters for (a) 2 X
20 um, (b) 2 X 40 um, (c) 2 X 60 pm, pinch-off PHEMT (bias condition: Vgs =-3
V, V;s = 0 V). The squares indicate the measured values, and the lines the
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Figure 6.21 Comparison of measured and modeled noise figures Fs, for (a) 2
X 20 pm, (b) 2 X 40 um, (c) 2 X 60 pm PHEMTSs and the system, respectively
(bias condition: Vgs =0V, V,, =2V;I;;, =6mA, 12mA, 18 mA)
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Figure 6.22 Comparison of noise parameters directly measured using com-
mercial ATN system (0) determined with the new technique, (-) for the 2 X 20
um PHEMT (bias condition: Vgs =0V, V=2V, 1, =6mA)

Table 6.4 summarizes the extracted optimum four fitting parameters
that correspond to transistor noise parameters. A comparison with
Table 6.3 proves that initial values and optimum values match very
well for noise resistance Kp (R,). The dispersions between the initial
values of Kp, K¢, and Kp (Fy,;,, Gopys and Bp,y) and optimum values of
the large-sized devices (2 x 40 pm and 2 x 60 um) are smaller than
smaller-sized devices for the following reasons:

1. The system is not an accurate 50 Q system for the device under test.

2. The large-sized device satisfies the assumption (G,,; >> G.,,) better.

After carefully examining the measured data, the scaling formulae
are determined to be as follows:
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Figure 6.23 Comparison of noise parameters directly measured using com-
mercial ATN system (0) and determined with the new technique, (-) for the 2 X
40 pm PHEMT (bias condition: Vgs =0V, V., =2V, 1, =12 mA)

K. _W,

K11 - W”
¢ 8 (6.122)
1 1

KD _ Wg

K w”

& (6.123)
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Figure 6.24 Comparison of noise parameters directly measured using com-
mercial ATN system (0) and determined with the new technique, (-) for the 2 X
60 um PHEMT. (bias condition: Vgs =0V, V=2V, 1, =18 mA)
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G, =W

B, o<W

opt

Notice that Kp is not scalable, which means that F, . is not depen-
dent on the width. In Figure 6.22(a), Figure 6.23(a) and Figure 6.24(a),
we can find that the modeled optimum noise figure F, ; agrees well
with the measured F, . , especially at high frequencies. However,
there are small differences between measured and modeled data at low
frequencies; the differences increase if gatewidth decreases. The reason
for that lies in a gate-leakage current.

It is well-established that a short gate on a thin, heavily-doped layer
1s necessary to obtain an excellent microwave performance. As a result,
problems with gate-leakage current and additional noise become signif-
icant. For our device, the leakage currents are in the same order for all
devices (roughly 1 pA) independent on the gatewidth. This means that
the influence of the gate current on noise behavior is larger for small
devices than for large ones. Because the extracted noise parameters of
our 50 Q method are based primarily on S-parameters and a model
with two noise sources, influence of a gate current is not taken into
account in contrast to a complete noise parameter characterization.
However, the influence of a gate current can be considered by introduc-
ing a new empirical formula:

FM K +K,0

Table 6.5 Optimum Values of Noise Fitting Parameters for
Three Differently Sized PHEMTs after Model Extension

Elements Ky Kp Kp Kp Kg

2x20pum 1.14 6.5E-3 2.6E-5 —4.3E-5 110
2x40ym 1.05 6.3E-3 4.8E-4 -7.0E-5 60
2x60um 1.0 54E-2 7.0E-4 -1.0E-4 33

The extracted optimum five fitting parameters after model extension
are summarized in Table 6.5. We can find that the parameters have
small changes for the 2 x 20 pum and 2 x 40 pm devices, while the
parameters remain unvaried for the 2 x 60 um device, Fig. 6.25 shows
that the application of the proposed formula leads to a good agreement
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Figure 6.25 Optimum noise figure versus frequency. Comparison of original
model, extended model, and measurements for (a) 2 X 20 um and (b) 2 X 40 um

devices (bias condition: Vgs =0V, V=2V, I;, =6 mA, 12mA)

between modeled and measured optimum noise figures in the entire fre-
quency range for 2 x 20 um and 2 x 40 pm devices, too.

6.4 Relationships among CS, CG, and CD FETs

When used in amplifiers, MES, FETs and HEMTs are almost exclu-
sively operated in a common-source (CS) configuration. However, a con-
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figuration in the CS mode usually produces more noise than its
common-gate (CG) counterpart. This is primarily due to the pure
matching ([34, 35]) between optimum and real source impedance with
respect to noise. The situation is much more relaxed in CG configura-
tion because the input impedance is 1/g,, and not nearly pure capaci-
tive as in CS. Therefore, a CG configuration has the advantage of being
able to match the input to 50 Q and to the optimum (noise) source
impedance at the same time, also especially in broadband applications.
As a consequence it is much easier to achieve noise values close to F,,;,
in a CG than in a CS configuration. In general this leads to lower noise
values in CG than in CS configuration although F),,;, values of both

configurations are close together, which we show in this chapter. Hence,
a CG configuration is generally more suitable for optical and microwave
broadband communication applications. The common-drain (CD) con-
figuration has been widely used in the design of low thermal resistance
oscillator and low distortion variable-gain amplifier [36, 37].

The complete characterization and modeling of the transistor (CS,
CG and CD) in terms of noise and scattering parameters is necessary
for CAD of microwave circuits. The S- and noise parameters for each
configuration can be obtained by measuring test patterns of CS, CG and
CD configurations. However, this method requires two special test
structures (CG and CD) for each device size on the wafer, and the non-
uniformity across the wafer has to be ignored. A complex mathematical
method for determining the noise parameters of active devices based on
two- and three-port relationships is proposed by [38, 39]. This method is
complicated and time-consuming due to the full characterization of the
three-port network, which has to be obtained first from the two-port
network.

A simple but efficient transformation technique for microwave FET
devices have developed [40]. This technique is based on the combination
of equivalent-circuit model, and the conventional two-port network sig-
nal and noise correlation matrix techniques. The signal and noise
parameters of the CG and CD configuration can be obtained directly by
using a simple set of formulas from CS signal and noise parameters. All
the relationships provide a bi-directional bridge for the transformation
between CS, CG, and CD FETs, respectively.

6.4.1 Signal Parameter Relationships

The CS, CG, and CD configurations for the PHEMT devices considered
in our studies are shown in Figure 6.26(a), (b), and (c), respectively,
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Figure 6.26 CS, CG, and CD configurations of PHEMT

where Cp;, Cy,, and Cp;, represent the input, output, and feedback pad
capacitances. The Z-parameter expressions for the CS configuration

can be expressed as follows:

Y.
Zlcls =Zs+Zs 522
¥ (6.125)

Y,

s _~ T
2y =Z

AY (6.126)
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Y.

cs _» Lo
Zy =Z

AY (6.127)

Y,
79 =7, +Z,+—L
AY (6.128)

where Y71, Y79, Y91, and Yoy are the Y-parameters of the intrinsic
part of the CS device:

ijgs »
=T jerc, TIOC
] 17gs (6129)
Y, =—iwC
12 = T JWL (6.130)
g, e’ .
Y, =————-joC,
1+ ioR. g
JORC,, (6.131)
Yzz =8y T jCO(ng + Cds) (6.132)

with AY =Y, Y, —Y,,Y,, .

Similar to (6.125)—(6.128), the corresponding Z parameters for CG
and CD configurations are as follows:

Y.
2=z +7Z .+
11 G N AY

(6.133)
ZCG _ Z + YIZ + Y22
12 - G
AY (6.134)
ZCG Z Y21 + Y22
21 — G

AY (6.135)
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)/11+Y12+Y21+Y22

Zy =Z,+Z, + NG ( |
6.136

Y11+Y12+Y2]+Y22

Z=Z,+Z,+

AY (6.137)
ZCD — Z + Y12 + )]11
12 D
AY (6.138)
ZCD — Z + Y21 + )]11
21 D
AY (6.139)

(6.140)

Comparing the Z-parameters of the CS, CG, and CD configurations,
we can get the Z-parameter relationships as shown in Tables 6.6 and
6.7. The ABCD- and S-parameter relationships between the CS, CG,
and CD configurations are also given in Tables 6.6 and 6.7 by using
matrix conversion technique.

The extracted values of the bias-independent extrinsic small-signal
elements are summarized in Table 6.8. Once the values of the parasitic
elements are known, all bias-dependent elements can be easily deter-
mined by using the direct extraction technique. The corresponding
intrinsic parameters g,, T, Cgs, Cgq, Cgs Rp;, and gy, are also summa-
rized in Table 6.8 for a constant drain-source voltage V,;, =2.0V and
gate-drain voltage Vgs = 0.0V, respectively.

The measured S- and noise parameters without pad capacitances are
obtained after de-embedding the pad capacitances.

Figure 6.27 compares the measured and modeled S-parameters for a
2 x 40 pm AlGaAs/InGaAs/GaAs PHEMT in the frequency range 1 to
26 GHz. An excellent agreement over the whole frequency range is
obtained for CS configuration. To illustrate the efficiency of the S-
parameter transformation formulas we compare the measured and pre-
dicted results for CG and CD configurations in Figures 6.28 and 6.29.
Good agreement can be observed between calculated data from equiva-
lent-circuit model and data predicted by the transformation formulas.
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Table 6.6 Z-, ABCD- and S-parameter relationships between CS and CG con-

figurations

Common-source Common-gate

g
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Zyp =2y Z]I —~n
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Zn =74 le le - le
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Table 6.7 Z-, A-, and S-parameter relationships between CS and CD configurations

Common-source

Common-drain

cs D D e 1)
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12 12
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Table 6.8 Extrinsic and Intrinsic PHEMT Parameters

Extrinsic Parameters Values Intrinsic Parameters Values
Cp; (fF) 25.5 g (mS) 32.5
Cp, (fF) 28 T (pS) 0.7
Cpio (fF) 4.5 Cgs (fF) 63.5
L, (pH) 60 Cyq (EF) 22.5
L, (pH) 65 Cds (fF) 4
L, (pH) 8 Ry; (©) 12
Rq (©Q) 5 g4 (mS) 2
R; (Q) 5
R, (Q) 2.5

Figure 6.27 Comparison of modeled and measured S-parameters for the

PHEMT in CS configuration (bias condition: Vgs =0.0V, V;, =2.0V), —calcu-

lated data from equivalent circuit model, measured data.

6.4.2 Noise Parameter Relationships

Figure 6.30 shows the noise equivalent circuits of CS, CG, and CD con-
figurations for FET devices. uzcs and i2CS are the two noise sources at
the input of the noiseless FET device for CS configuration as shown in
Figure 6.30(a), UZCLand iZCLare for CG configuration as shown in Fig-

ure 6.30(b), and UZCD and iZCD are for CD configuration as shown in

Figure 6.30(c).
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Figure 6.28 Comparison of modeled and predicted S-parameters for the
PHEMT in CG configuration (bias condition: Vgs =00V, V,, =2.0V;—cal-
culated data from equivalent-circuit model, predicted data from CS configura-
tion).

Figure 6.29 Comparison of modeled and predicted S parameter for the
PHEMT in CD configuration (bias condition: Vgs =00V, V,, =2.0V;—cal-
culated data from equivalent circuit model, predicted data from CS configura-
tion).

The self- and cross-power spectral densities of the two-port noise
sources in ABCD-matrix form can be expressed as

ci vCi vCiiCi
CcS = (i=S,G,D)

(6.141)
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Figure 6.30 PHEMT noise equivalent-circuit models of CS, CG and CD con-
figurations.

The chain noise correlation matrix is easier to obtain from the noise
measurement because there is a direct relation between the measured
noise parameters (I,,;, s minimum noise figure, R,, is noise resistance,
Gpy 18 optimum source conductance and B, is optimum source suscep-
tance, respectively. The chain noise correlation matrix can be expressed
in terms of four noise parameters [23]:

R, min _ pCiyCinG
n ( opt )

C/fi = 4kT FCi _ (l = S’ G’ D)
min Ciyy Ci . 12
- Ci Ci
2Dl RYv

(6.142)
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Using transformation techniques for noise sources, the relationships
between the noise sources in the noise equivalent-circuit models of the
CS, CG, and CD configurations [39] can be expressed as follows:

Vg
vCG = ACS 1
- (6.143)
CCS
leg = ACS Vg — e ( )
6.144
BCS
Vep = V¢s + 1- DO s
- (6.145)
i — iCS
D cs
1-D (6.146)

The corresponding noise sources transformation between CG, CD,
and CS configurations are shown in Figures 6.31 and 6.32. The rela-
tionship of the noise parameters between the CS, CG, and CD configu-
rations are also given in Tables 6.9 and 6.10 by using noise source
transformation matrix technique.

For the condition ngsRi » 1 (valid for f<30 GHz), the noise
parameter relationships between CS, CG, and CD configuration for
intrinsic FET device can be simplified by neglecting the influence of
the parasitics:

Figure 6.31 Noise sources transformation between CS and CG configurations
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Figure 6.32 Noise sources transformation between CS and CD configurations

Table 6.9 Noise Parameter Relationships between CS and CG configuration

Common Source

Common Gate

Noise Parameters
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RCS — n
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B" =-Im(C") - B Re(A” - 1)+

&g
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2R 2R
F'—1 . FO -1
- )R - )R
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Table 6.10. Noise Parameter Relationships between CS and CD Configuration
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~B, (1- C—)

8s

Common Source Common Drain
R® =R"[1+ —| v 142k, | R” =R°[1+
k, k,
Im[———] Im[—————]
s 1-D%) B = d-Db")
opt - (1 _ Dcs )* opt - RHCD
RnCD oth IIn(BCD) RﬂCS OIC)‘IS I (BCS)
+
R:ﬁS 1_ DCD RnCD 1_ DCS
<
4:_3 D cp|? cs|?
E [ - n opt _ (BCS )2 GCD _ n opt _ (BCD )2
< opt D opt opt opt
E 1-pf R”|1-D°|
2
2 F =1+2Re(G.R” +K)) F’ =1+2Re(G, R" +k,)
CD cs
-1 w FS .
Kl min 2 _ (Yvo;l?) C kl - min _ (Y”;;S) CS
CD cS
K, =Rel(—)'K,] b, =Rel(-— 5k
B Kl BCD Ya;z) 2 RnCD kl BCS Y{;f 2 RnCS
©a-0%)  |i-p® ©a=0% " |i-p9|
REC =~ RYS /(1+ 84y
&m (6.147)
R?® = RS+ w’C> / g*
=R w!8&n) (6.148)

(6.149)
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BCD ~ BCS
opt — Tlopt (6.150)

CG _ ~CD _ ~CS
Gapt - Gopt - Gopt (6.151)

Frn = Fry = Fo (6.152)

From (6.147)—(6.152), it can be found that the noise parameters of
CG and CD configuration for intrinsic FET device can be predicted
directly by using CS configuration. The expressions show that up to
moderate frequencies the noise parameters of the three different config-
urations become close to each other if the parasitic elements can be
neglected.

Figure 6.33 shows the measured and computed noise parameters
versus frequency for the PHEMT in the CS configuration at Vg s =00V
and V;, =2.0V. To illustrate the efficiency of the transformation for-
mulas for noise parameters, we compare the predicted and modeled
results for PHEMTs in CG and CD configurations in Figures 6.34 and
6.35. The predicted data for CG and CD configurations are obtained
from the measured data of CS configuration by using the formulas in
Tables 6.9 and 6.10. Good agreement is obtained between modeled and
predicted data, which verifies the supposed approach for the noise
parameters.

In Figure 6.36, a comparison among CS, CG, and CD configuration
noise parameters for the intrinsic PHEMT device are given. At low fre-
quencies all noise parameters are more or less identical, with one
exception R, . As can be taken from Eqns. (6.147) and (6.148), R, in CS
and CG configuration differ from each other by a frequency-indepen-
dent value. With increasing frequency the noise parameter values of
the different configurations disperse more and more. While the mini-
mum noise figures F, ; and optimum source conductances Gopt show
a weak divergence, R, and Bopt values disperse more strongly with
increasing frequency.

6.5 Summary

In this chapter, we introduced the noise modeling and parameter
extraction methods for FET device, as well as how to determine noise
parameters, including the tuner-based method and the noise figure-
based method.
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Figure 6.33 Comparison of modeled and measured noise parameter for the
PHEMT in CS configuration (bias condition: V,, =0.0V, V. =2.0 V; — calcu-
lated data from equivalent circuit model, o0 0 = measured data).
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Figure 6.34 Comparison of modeled and predicted noise parameters for the
PHEMT in CG configuration (bias condition: V, . =0.0V, V ;. =2.0 V; — cal-
culated data from equivalent-circuit model, o o = predicted data from noise mea-
surement of CS configuration).
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Chapter 7

Artificial Neural Network
Modeling Technique for FET

7.1 Overview of ANN Modeling Technique

Accurate small-signal and large-signal equivalent-circuit models of
microwave active devices (e.g., diodes, FETs and HBTs) are very useful
for device performance analysis (e.g., noise, gain) in designing micro-
wave circuits and characterizing the device technological process. Non-
linear models of microwave devices are commonly in terms of state
functions such as closed-form equations [1, 2], Volterra series [3], or
look-up tables [4]. These quantities are classically determined via a
small signal detour based on multi-bias S-parameters and DC measure-
ments. The linear equivalent-circuit model is generally more accurate
than a linearized nonlinear model for predicting the S-parameters.
Artificial neural networks (ANNs) have been used frequently in, for
example, signal processing applications, speech and pattern recogni-
tion, and remote sensing for the last two decades. Recently, a computer-
aided design (CAD) approach based on neural networks has been intro-
duced in RF and microwave active linear/nonlinear modeling [5-10].
The ANN modeling techniques are efficient alternatives to conventional
methods such as numerical modeling methods, which could be compu-
tationally expensive, or analytical methods, which could be difficult to
obtain for new device or empirical models, whose ranges and accuracy
could be limited. As in closed-form equation models [1, 2], ANNs have
the adaptability necessary to represent a strong nonlinearity. However,
closed-form equation models must be changed to fit the particular
device type. ANNs can support any number and type of nonlinear fea-
tures by simply changing their configurations. While the look-up table

279
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model requires a large database, which can sometimes reach several
megabytes, the response of the ANN can be determined only by using a
few hundred coefficients. The ANN model overcomes the drawbacks of
the closed-form and look-up table models, while retaining their advan-
tages.

However, it is difficult to determine the proper configuration with
this attractive ANN. The neural network size required to develop an
accurate model is not known a priori. Too many hidden neurons need
more central processing units (CPUs) and too few neurons result in
under-learning of the neural network. Moreover, the accuracy of the
numerical optimization methods that minimize the difference between
measured and modeled DC, S-parameters and harmonic performance
versus frequency can vary depending upon the starting values, and the
device is modeled by a black box for which small- and large-signal
parameters are evaluated through a neural networks, so it is difficult to
understand the physical mechanisms and evaluate the influence of the
different parameters of the equivalent circuit model. Table 7.1 gives a
comparison of ANN and conventional modeling techniques.

Table 7.1 Comparison of ANN and Conventional Modeling Techniques

Physical Model = Empirical Model =~ ANN Model

Speed Slow Fast Fast

Accuracy High Medium High
Training data None little Large
Physical meaning Yes Medium No

Multilayer Perceptrons (MLPs) are a popularly used neural network
structure. In the MLP neural network, the neurons are grouped into
layers. The first and the last layers are called input and output layers,
respectively, and the remaining layers are called hidden layers. Typi-
cally, an MLP neural network consists of an input layer, one or more
hidden layers, and an output layer, as shown in Figure 7.1. For exam-
ple, an MLP neural network with an input layer, one hidden layer, and
an output layer, is referred to as a three-layered MLP, or MLP3. Sup-
pose the total number of layers is L. The first layer is the input layer,
the L layer is the output layer, and layers two to L—1 are hidden lay-
ers. Let the number of neurons in /P layer be N;, 1 =1, 2,...,L. Let WZI..
represent the weight of the link between jth neuron of -1 layer and ifh
neuron of /! layer.
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Layer L
(Output layer)

Layer L - 1
(Hidden layer)

Layer 2
(Hidden layer)

Layer 1
(Input layer)

Figure 7.1 MLP neural network structure. Typically, an MLP network con-
sists of an input layer, one or more hidden layers, and an output layer.

For given the input vector

T
The computation of the output vector y = [ D/ ATRRRRES , ym] is given by
(11]

z:.=x. 1=1,2,...... Ny, n = N, (7.1)
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Niy
zfzo(ZW,?jzj‘l] (=12, N, 1=2,3.., N,  (1.2)
J=0

y,=z" (=1,2,...,N,), m=N, (7:3)

The most commonly used hidden neuron activation function is the
sigmoid function given by

(I+e™) (1.4)

7.2 ANN-Based Linear Modeling

Figure 7.2 shows a standard MLP configuration for FET small-signal
modeling [9]; to model the small-signal behavior of an active microwave

— Szzl
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—»/S2
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;o— O O L » /S
— O O Olumal
=) O OA O e
ALNNG O O —lsx|
ﬁ’ O O O L 5 /S1>
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o) 19O

Hidden Layer  Output Layer

Figure 7.2 Neural network configuration for an S-parameter modeling.
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device, an MLP with a single hidden layer having the same number of
neurons as the output layer (eight in our case), has been found to be
sufficient.

The input layer consists of four neurons, and can be expressed as fol-
lows:

X = [f’ Vds’VgS’Pi" ]T (7.5)

where f 1s the frequency, Vg, and Vy, are the bias points, and P;, is the
input power.

The output consists of S-parameter matrix in magnitude and phase
formats.

LS,

S21

LS5,

S12

LS5,

S22

Y= [|S11 LS8 ]T (7.6)

where ‘S,]‘ and ZS; (i,j=1,2) are the magnitude and phase of the S
parameter.

7.3 ANN-Based Nonlinear Modeling

The ANN model overcomes the drawbacks of the closed-form and look-
up table models, while retaining their advantages. However, it is diffi-
cult to determine the proper configuration if the multiple ANNs need
to be involved in a device model. The neural network size required to
develop an accurate model is not known a priori. If the device is mod-
eled by a black box for which small- and large-signal parameters are
evaluated through a neural network, it is difficult to understand the
physical mechanisms because of the lack of analyzing the influence of
the different parameters of the equivalent-circuit model. Therefore, it
is proposed that the nonlinear modeling technique for FET devices
should be based on the combination of the conventional equivalent-cir-
cuit modeling and ANN modeling technique. The advantages are as
follows:
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. Information of equivalent circuit helps to preserve the physical

interpretation of the model. In our model, the effects that become
important at higher frequencies (e.g., the pad capacitances, series
inductances) are taken into account.

. Each nonlinear elements of FET is modeled by an ANN based on

accurate small-signal parameter extraction. The multiple ANNs are
trained separately, and it is convenient for determination of ANN
structure.

. The aforementioned ANNs are used as initial values for whole

device training; therefore, efficient training of the combined ANN
parts of equivalent-circuit model can be carried out.

To obtain an unified small-signal and large-signal model, a multi-
goal training of the DC, S- parameters, and harmonics optimization are
used simultaneously.

The new large-signal model is derived from the well-accepted small
signal models. A 14-element equivalent circuit is used to represent the
large-signal model [12]. The element list includes eight bias-indepen-
dent extrinsic and six bias-dependent intrinsic elements, as shown in
Figure 7.3, where L,, Ly, and L represent the inductances of the gate,
drain, and source feedline, respectively, C,, and C,4 and represent the
gate and drain pad capacitances, respectively, R, and R; are the source

Vgs Vds
Artifical Neural Network

- Igd \\ D
?f——ﬁm—: L @ \\:',—NV‘ ]
Lg Rg | 1 B di GD J Ra Ld
\\ Igs Qgs Tas /f ds
T Cpg Rl - Cpd

Rs
L

S ) S

o ]

Figure 7.3 FET nonlinear model by using ANN
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and drain resistances, respectively, and R, is the distributed gate resis-
tance. Three charge sources Qg @y and Qg and three current
sources Iy, Igs, and g are used to represent the large signal perfor-
mance.

The situation addressed here involves is when a new model needs to
be created to fit device data. Because of the arbitrary variation of the
nonlinear model parameters with respect to the biases, especially
charge model parameters, it is human intensive to do a accurate model-
ing by creating the empirical closed-form equations. Therefore, the
ANN approach is preferable for the nonlinear model parameters.

The multiplayer perceptron is a popularly used neural network
structure, and is chosen for use in our model. The neurons are grouped
into layers in the MLP neural network. The first and last layers are
called input and output layers, respectively. Between input and output
layers there exists a central part of the neural network, called a hidden
layer. Depending on the complexity of the input response and desired
output, the number of hidden layers and neurons at each layers can
vary. To model the behavior of the model parameters of FETs, MLPs
with a single hidden layer have been found to be sufficient.

As seen in Figure 7.3, we use six MLPs to model the nonlinear rela-
tionships between the nonlinear model parameters and the inputs. The
outputs of the artificial neural network are used as the inputs of nonlin-
ear model for FETs.

The current sources Iy, Igs, and ;g can be expressed as follows by

using artificial neural networks:

IA
Igs = fAI{IN(Vgs’W)

(7.7)
Igd = fAl/i;iN (ng’w) (7.8)
Ids = fzIXISN (‘/ds’vgs’w) (7.9)

The charge sources O, , Q,,,and Q, canbe expressed as

_ O
Qgs = fANN(Vgs’ng’W) (7.10)
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Qs = fun Ve-Vier ) (7.11)

— st V W
Qi = fawn Vs> Vs W) (7.12)

where f, v represents ANN of each element of FET device, and w rep-
resents the weighting factors between output layer and hidden layer;
and the nonlinear elements are the values of the hidden neurons.

The overall nonlinear relationship between input and output is real-
ized by various activation patterns of the neurons whose activation
functions are typically a smooth switch function. Normally the neural
model is then trained to learn the input-output relationship from the
training data (sample of input-output data). Specifically, training is
used to determine the neural model parameters, that is, neural net-
work weights w, such that the ANN model predicted output best
matches that of the training data. The testing data (new input-output
samples) is used to test the accuracy of the ANN model. First, the
extrinsic elements are extracted by using the Cold-FET approach [13],
and the intrinsic elements are directly calculated from the measured S
parameters after subtracting the extrinsic elements at various bias
points. The adjoint ANN technology [8] has been used to obtain the elec-
tron charge of the intrinsic capacitance. The ANN models of each DC
nonlinear elements of FET (e.g., Iy, Igq and Iy,) are obtained by using
MLP structure. The solution of the individually trained MLPs are then
used as effective initial values for next stage of training, where all the
six MLPs are combined with the equivalent circuit to form an overall
FET model. The overall combined model is then trained simultaneously
with DC, small-signal S-parameters and large-signal harmonic balance
(HB). The error function to be minimized is given by:

E=min{) [I;" (V,,V,,w)— I3V, .V, . ) +
bias
> YISV, V. freq, w) = SV, V,, freq, W) +
bais freq
ZZZ PANN( gs’Vds’freq’ m’w) Pd“m( gs’Vds’freQ’Pinw)]z}
Pin bias freq

(7.13)

where P;, and P, represent the input and output power level of the
device, respectively. Figure 7.4 gives a flowchart for the proposed train-
ing process.
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Figure 7.4 Flowchart of training process: (a) charge ANN model; (b) DC ANN
model; (¢) ANN circuit model
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As an example to verify the previously proposed method, a built-in
model for 200 pm gate width 0.25 pm HEMT in Agilent ADS has been
used to generate small-signal and large-signal training data. Using the
proposed method, the six MLPs are trained individually, and then the
combined ANN is trained with DC, S-parameter, and HB data. A semi-
analytical procedure is employed to determine the small-signal model
parameters in this example. The initial values of most of the extrinsic
and intrinsic model parameters are estimated from hot and cold S-
parameter measurements. The final results are obtained from empiri-
cal optimization procedure.

The extracted values of the bias-independent small-signal elements
for 200 um gatewidth width 0.25 pm PHEMT are summarized in
Table 7.2. Then the small-signal elements are extracted from the S-
parameter measurements after de-embedding the parasitic elements.
Figure 7.5 shows the extracted results of intrinsic elements versus
gate-source and drain-source voltage. Figures 7.6 and 7.7 show the
comparison between modeled and measured data. As shown in Figures
7.6 and 7.7, they agree very well.

Table 7.2 Parasitic Elements Used in Combined ANN

Model
Elements Values Elements  Values
Cpg (fF) 20 R, (Q) 1
Cpq ((F) 20 L, (pH) 60
Cpea () 5 L, (pH) 5
R;(Q) 0.9 L, (pH) 40
R, (Q) 0.9

Figure 7.8 shows the comparison between the measured and simu-
lated output power levels for the HEMT for the fundamental (2.0GHz),
second, and third harmonics. The measured and simulated harmonics
for the different bias points are shown in Figure 7.8. The simulations
run fast, show good correspondence between measured and simulated
data, and have no convergence problem. These indicate that our model
simulates these figures of merit with high accuracy.

Table 7.3 shows the accuracy comparison of five different training
processes; it can be found that the best way is #5, which is the trade-off
way PHEMT large-signal modeling.
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Figure 7.5 Extracted results of intrinsic elements (continues)
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Figure 7.5 Extracted results of intrinsic elements (continued)

Table 7.3 Accuracy Comparison of Five Different Training Processes with Different
Combinations of DC, S-parameters and HB Data

Training process #1 #2 #3 #4 #5
Training objective DC+S DC+S HB HB DC+S+HB
Testing information DC+S HB HB DC+S DC+S+HB

Testing accuracy 3.2% 28% 3% 20% 4.6% HB
3.2% DC+S
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o Modeled —— Measured

Ias (mA)

Figure 7.6 Comparison of modeled and measured DC performance

7.4 ANN-Based Noise Modeling

Based on the previous approach employed in [14-16], a noise model
for FET that takes into account the behavior of the noise model
parameters as a function of the frequency and output current is intro-
duced. This model is a combination of the conventional equivalent-cir-
cuit and ANN modeling techniques. The proposed model overcomes
the drawbacks of conventional equivalent circuit modeling and direct
prediction ANN modeling techniques and retains their advantages.

Figure 7.9 shows the proposed FET noise modeling structure, which
combines the conventional equivalent-circuit modeling and artificial
neural network modeling technique. The complete noise modeling
structure consists of two parts: (1) artificial neural network for noise
model parameters; and (2) an improved noise equivalent circuit model
for FET [17]. A three-layer MLP is used to model the nonlinear relation-
ship between the noise model parameters and the inputs (including out-
put drain-to-source current I;, and frequency f). The outputs of the
artificial neural network are regarded as the inputs of the improved
noise model for an FET, which takes into account the real part of the
noise correlation coefficient.

The proposed expressions for two correlated current noise source i:

and ij can be written as:
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Figure 7.7 Comparison of measured and modeled S-parameters (continues)
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(wcgs) R(Ids’f)Af

&m (7.14)

i2 = 4kT

i2 = 4KkTg, P(I,., f)Af (7.15)

. -2 2
The cross-correlation between I, and i; can be expressed as:

iji, = 4KT@C,,C\[P(I., IR, [Af (7.16)
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Figure 7.9 FET noise modeling structure based on conventional equivalent-
circuit and ANN modeling techniques

where R and P are the gate and drain noise model parameters, and C is
the correlation coefficient, defined by [11]:

C=C,(I,.f)+jCi,, ) (7.17)

where C, and C; represent the real part and imaginary part, respec-
tively.

It is noted that the proposed noise model is different from the con-
ventional model [14—16]. All the noise model parameters are a function
of the frequency f and drain-source current /;,, and the real part of the
correlation coefficient is also considered. Because of the arbitrary varia-
tion of the noise model parameters with respect to the frequency, it is
not easy to do modeling by using the closed-form empirical equations.
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Therefore, the ANN approach is proposed as a suitable method for the
noise model parameters P, R, and C (including real part C, and imagi-
nary part C;). FET noise modeling structure based on conventional
equivalent-circuit and ANN modeling techniques

To model the behavior of the noise model parameters of PHEMT, an
MLP with a single hidden layer is found to be sufficient. The input layer
consists of two neurons, the inputs of which are frequency f and the
drain-source current I ;.. The output consists of four noise model
parameters P, R, C,, and C,.

For given input (frequency f and the drain-source current I;,), the
output of the MLP can be computed by

Wi Wi oo e Wiy
P Z,
R Woy Wy e Wy Z
C |

Wiy Wi e Wiy

a
N

<

Wi Wy e Wiy
S . (7.18)

where W; (i=1~4,j=0~N) represents the weighting factors
between output layer and hidden layer, and Z (k=1~ N) is the val-
ues of the hidden neurons and is computed as

Z, =0(6,)

ek = Wlid: Ids + kaf (719)
where W,i"f and w,{ (k=1~N) represent the weighting factors
between input layer and hidden layer. ¢(:) is an activation function.
The overall nonlinear relationship between input and output is realized
by various activation patterns of the neurons whose activation func-
tions are typically a smooth switch function, for example, the sigmoid
function can be expressed as:

1 1
6(9"):1+ -

e %

_Wld.& _Wf
1+€( " Las=wi ) (7.20)
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The neural model is then trained to learn the input-output relation-
ship from the training data (sample of input-output data). Specific
training is needed to determine the neural model parameters (i.e., neu-
ral network weights w; ), such that the ANN model predicted output
best matches that of the training data. The testing data (new input-out-
put samples) are used to test the accuracy of the ANN model. The train-
ing and testing data are obtained from the noise model parameters,
which are determined directly from noise parameters on wafer mea-
surement based on the noise correlation matrix technique.

The error function to be minimized during training is

E=min{) Y [Pyl freq.w)— P, (I, freq.w)I' +

bias freq
ZZ[RANN (1, freqg,w)— R, (Ids,freq,w)]z +
bias freq
2 20 Coy U freq.w) 1€y (U freq.w) I}
bias freq

(7.21)

where subscript ANN denotes the ANN noise model parameters, data is
the extracted noise model parameters, freq is the frequency, and w is
the neural network weights.
Figures 7.10 through 7.13 show the extracted results for noise model
parameters P, R, C,, and C; versus frequency at different bias condi-
tions, respectively. From Figure 7.10, it can be found that the drain
noise factor P has a weak nonlinear relationship versus frequency, and
can be regarded as frequency independent. The gate noise factor R
exhibits a strong nonlinear relationship versus frequency as shown in
Figure 7.11. R decreases with decreasing frequency and ;. From Fig-
ures 7.12 and 7.13, it can be found that the real part of the correlation
coefficient C, is in the same order with imaginary part C; at low bias
condition, and can be neglected only under high output current bias
condition.

Up to now, a set of exact empirical closed-form expressions for noise
model parameters P, R, C,, and C; are not available. Therefore, it is dif-
ficult to build an united empirical model for P, R,C, and C; by using the

closed-form equations. ANNs are used to simulate the relationship
between noise model parameters and frequency. Through experiments,
we found that a three-layered configuration composed of five neurons
adequately represents the four noise model parameters simultaneously.
We adopted this neural network with the batch-mode back-propagation
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Figure 7.10 Comparison of measured and modeled drain noise model param-
eter P versus frequency (bias condition: V, =2V ): (a) I, =12.2 mA; (b)
1,=9.06 mA; (c) I, =626 mA;(d) I, =3.80 mA; (e) [, =2.02 mA.
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Figure 7.11 Comparison of measured and modeled gate noise model parame-
ter R versus frequency (bias condition: v, =2V ): (a) I, =12.2 mA;(b) 1, =9.06
mA; (¢) 7, =6.26 mA; (d) 7, =3.80 mA; (e) 7, =2.02 mA.

algorithm and obtained agreement with the actual data. The three bias
conditions are selected to train the neural network. Figure 7.10 to Fig-
ure 7.13 compares the measured and modeled noise parameters in the
frequency range of 4 GHz to 26 GHz. The solid lines correspond to the
training data by using training process, whereas dash lines denote val-
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Figure 7.12 Comparison of measured and modeled imaginary part of correla-
tion noise model parameter versus frequency (bias condition: vV, =2V ): (a)
1,=122 mA; (b) 1, =9.06 mA; (¢) I, =6.26 mA; (d) 7, =3.80 mA;

() 1,=2.02 mA.
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Figure 7.13 Comparison of measured and modeled real part of correlation
noise parameter versus frequency (bias condition: V,=2V):(a) I, =122 mA;
(b) 1,,=9.06 mA; (¢) 1, =626 mA; (d) 1, =3.80 mA;(e) I, =2.02 mA.

ues predicted by the neural network for the data never used in training.
A good agreement can be observed.

In Figures 7.14 and 7.15, we compare the measured and computed
noise parameters versus frequency by using the new noise model for the
tested PHEMT under two different bias conditions (I, = 9.06 mA, 3.80
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Figure 7.14 Comparison of measured and calculated noise parameters
based on the new noise model. oo = Experimental data, — = calculated data
from proposed model, --- = calculated data from PRC model (bias condition

]ds = 9.06 mA, Vds = 2V)

mA, V;,=2V). A good agreement is observed. The new expressions are

also compared with the conventional noise model (“PRC” model). It can
be clearly found that the new model is more accurate than the PRC

model, especially for minimum noise figure F,,;,, and noise resistance

in»
R,,. It is obvious that the influence of a gate-current can be taken into
account by using the new model, whereas the PRC model cannot handle
it directly. Table 7.4 shows comparison of the relative error percentage
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Figure 7.15 Comparison of measured and calculated noise parameters
based on the proposed noise model. oo = Experimental data, — = calculated
data from proposed model, --- = calculated data from PRC model (bias condi-
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tion I;, = 3.8 mA, V, . =2V)

between the conventional model and the proposed model for PHEMT up
to 26 GHz, significant improvements of the accuracy of noise parame-
ters can be observed.

7.5 ANN Integration and Differential Technique

Neural-based microwave device modeling technique combines the con-
ventional equivalent-circuit and artificial neural network modeling
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Table 7.4 Model Accuracy Comparison between ANN Model and Conventional PRC
Model (Unit %)

Frin R, Mag (T,,;) Phase (T',,,;)

I4s(mA) | PRC | ANN | PRC | ANN [ PRC | ANN | PRC | ANN
2.02 6.90 | 1.41 | 346 | 1.60 | 4.08 | 068 | 10.1 | 2.26
3.80 535 | 1.32 | 268 | 0.74 | 3.84 | 236 | 6.69 | 1.77
6.26 508 | 1.17 | 3.20 | 1.11 | 2.06 | 054 | 598 | 0.87
9.06 328 | 038 | 223 | 1.16 | 154 | 063 | 425 | 1.67
12.2 241 | 095 | 1.35 | 0.75 | 1.71 | 028 | 5.09 | 0.96

technique. Each intrinsic nonlinear circuit elements can be modeled by
using a sub-artificial neural network (SANN).

A typical neural-based Schottky diode nonlinear and linear equiva-
lent-circuit model are shown in Figure 7.16(a) and (b), respectively,
where I; is the dc current, @, is the charge-storage, g, is the output
conductance, and Cj is the intrinsic capacitance.

The relationship between the linear and nonlinear model is as fol-
lows:

¢ 40,07
v, (7.22)
_dl, (V)
84~ AV
d (7.23)
e’ O

v Dn o & gy =

!’.:}i O

(a) nonlinear (b) linear

Figure 7.16 Neural-based Schottky diode nonlinear and linear equivalent-cir-
cuit model
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where Q,(V,) and I,(V,) are the SANN and can be expressed as

1L,(V) = fin(V,) (7.24)
Q,V,)= fAQI\Ile(Vd) (7.25)

where f,,, represents the ANN of each element of Schottky diode.

The dc current I; and capacitance C; can be easily obtained from dc
measurement and small-signal S-parameters measurements; the other
intrinsic elements g; and charge-storage @ can be calculated from the
differential and integration of I; and C, respectively. To build a united
linear and nonlinear ANN model for diode, the differential and integra-
tion technique is necessary [18].

Another example is the neural-based FET nonlinear and linear
equivalent-circuit model, as shown in Figures 7.17(a) and (b), respec-
tively, where Iy, Ioq, and Iy, are the de currents, Cgg and Cgy are the
intrinsic capacitances, Qg is the gate charge-storage, g, is the transcon-
ductance, and gy, is the output conductance.

The dc current Iy, I,4, and I, can be obtained from dc measurement,
and the capacitance Cgg and Cq4q can be easily obtained from small-sig-
nal S-parameters measurement, the intrinsic elements g,,, g4, can be
calculated from the differential /;,; and @, can be calculated from the

integration of the intrinsic capacitances Cgg and Cg4q. Please note that

Igd
fAA‘,gN(Vgs: Vds)

o £2) o
f ~ 1

v Iasy 1y Vas
gs CDfA‘IJ’gzi,(Vgs,Vds) Qg(VgS>VdS) CDfA]V]V( gs» dS)

od Lo

(a) nonlinear

o | | 0
fj\ﬁé( Vgs , Vds) :: fj’g\%( Vgs » Vds) dIds( Vgs » Vds) dIds( Vgs > Vds)
dVgs dvys
C 0
(b) linear

Figure 7.17 Neural-based FET nonlinear and linear equivalent-circuit model
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@, is used to represent the total gate charge instead of the gate-to-
source and gate-to-drain charge.

Where I, Ipg, Iog, Cag and Cyg are independent S-ANN:
1,V Vi) = frn (Vo Vi) (7.26)
1, (V. V)= fro (Vo Vi) (7.27)
L (Ve Vi) = fain Vi Vi) (7.28)
Co (Vo Vi) = fain (Ve Vi) (7.29)
C.i(V, V)= foa (V.. Vo) (7.30)

Therefore, to build a united linear and nonlinear ANN model for FET
device, the differential and integration technique are necessary.

ANN models for RF/microwave components can be used in circuit
design and optimization. To achieve this, the neural models are first
incorporated into circuit simulators. Based on the aforementioned dis-
cussion, to build a unified microwave active device model that can pre-
dict the large-signal and small-signal performance, the integration and
differential techniques for SANN is necessary. Therefore, our present
task is to develop a technique for the integration and differential of y
(ANN output) with respect to x (ANN input) for neural-based micro-
wave active device modeling.

Depending on the complexity of the input response and desired out-
put, the number of hidden layers and neurons at each layer can vary.
Because there always exists a three-layer perceptron that can approxi-
mate an arbitrary nonlinear, continuous, multi-dimensional function f
with any desired accuracy, a typical MLP neural network consists of an
input layer, a hidden layer, and an output layer, as shown in
Figure 7.18.

For given input x, the output of a three-layer MLP neural network
can be computed by:

3 3 2 2
y=w,+ Zwi o(w;, +Zwijxj)
=l J=1 (7.31)
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Figure 7.18 Three-layer MLP structure

that is,

(7.32)

(7.33)
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where ©(-) is an activation function. The overall nonlinear relation-
ship between input and output is realized by various activation pat-
terns of the neurons whose activation functions are typically a smooth
switch function, for example the sigmoid function can be expressed as

e (7.34)

!
Wi represents the weight of the link between jth neuron of j_1th

layer and ith neuron of /th layer, and ¢ and Wiz0 represent the bias of
each neurons of output and hidden layers, respectively.

7.5.1 Differential Artificial Neural Network (DANN)

The differential of output y with respect to input x; for a three-layer
MLP can be expressed as follows:

D N 2 L8
E = Zwi W,-j(I)(Wio +Z wijx.i)
- p= (7.35)

that is,

3.2 3.2 3.2 D D DAqT
dyldx; =[wiwy,-swiwy, s wow 27,27 2, ]

(7.36)

2 2 2 2
Wio Wi Wi Win |
- 1
ZD
1 2 2 2 2
7P Wy Wo Wy W X
2
X
2| ®
; 2 2 2 2
wtO wtl Wij wim 'xj
D
_Zn _ X
L~ m ]
2 2
WnO Wnl an an

L . (7.37)
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where () represents the activation function for a differential ANN
(DANN) for three layer MLP and can be expressed as

D(A) = o (A)1-0(A)] (7.38)

The corresponding MLP structure of DANN is shown in Fig. 7.19,
and a comparison of the MLP structure between DANN and original
ANN is summarized in Table 7.5. It can be found that MLP structure
and the weights of the hidden layer remain invariant, that the weights
of the output layer are the product of the hidden layer weight w” and
the output layer weight 1,° of the original MLP neural network, and
that the corresponding activation function is the product of 0(A) and

1-o(A).

Table 7.5 Comparison between DANN and Original ANN

ANN DANN
MLP m-n-1 m-n-1
Weights of hidden layer 2 )
w. w.
ij ij
Weights of output layer 3 ) 3
w ww

Activation function o(L) o[l -c(M)]

7.5.2 Integration of Artificial Neural Network (IANN)
Compared with DANN, the integration of ANN (IANN) is more com-

plex; single input and multiple-input ANNs are discussed in this sec-
tion separately.

7.5.2.1 Integration of Single Input ANN

Single-input ANN means the output y is dependent only on the single
input x:
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Figure 7.19 DANN of three-layer MLP structure

y=w + ZW?O'(W,.ZO +w’x)
i=1 (7.39)

The integration of output y with respect to single-input x for a three-
layer MLP can be expressed as follows:

n 3
W.
Jydx = wox + Z—’Z‘P(wfo +wix)+C

i=1t Wiy (7.40)
that 1s,
3 3 3
w w. w
[ydx=wy, =% =%, =22 2 2
w,w; w,

(7.41)
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(7.42)

where W() represents the activation function for DANN for a three
layer MLP, which can be expressed as

Y(4) = ln(;)

1-0(A)

(7.43)

The original and corresponding IANN are shown in Figures 7.20(a)
and (b), respectively. A comparison between single-input IANN and
original ANN is summarized in Table 7.6. It can be found that MLP
structure and the weights of the hidden layer remain invariant, that
the weights of the output layer are the ratio of output layer weight w_3

Table 7.6 Comparison between IANN and Original ANN for Single

Input ANN
ANN TANN
MLP 1-n-1 1-n-1
Weights of hidden layer 2 2
w. w.
i y
Weights of output layer 3 3 2
w’ w’/w?
@=0,1...... n) @i=1,2...... n)
Activation function ) In( )
n
1-o(A)
Bias for output 3 Wi+ C
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(a)

(b)

Figure 7.20 (a) Single input ANN and (b) integration ANN
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and the hidden layer weight w? and of the original MLP neural net-
work, and that the activation function become

" —sm)

7.5.2.2 Integration of Multi-Input ANN

To obtain accurate integration of multi-input ANN, the differential of
output y with respect to each input x; ( = 1, 2,...m), that is dy/dx;,
must be known previously. For given input x, all the differentials can be
regarded as the output of a three-layer MLP neural network and can be
computed by:

i (7.44)

where w?i and wfj are the weights of output layer and the hidden
layer, respectively.
To obtain the unique MLP of the output y, for given ith neuron of hid-
2

w, w
den layer, the weights /' and Y should be satisfied:

3 3 3 3
Wi Wai o Wi W
2 2 2 2
Wi Wiy Wi Win (7.45)

Once such an MLP structure is determined, the integration of a
multi-input ANN can be obtained directly as follows:

3
noy m
i 2 2
y= Z—Jz Y(w, + ZWijxj)+ C
=1 Wy /=t (7.46)
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A comparison between multi-input IJANN and the original ANN is
summarized in Table 7.7. It can be found that the MLP structure has
been changed, and that the weights of the output layer and hidden
layer still remain invariant.

Table 7.7 Comparison between IANN and Original ANN for Multi-Input ANN

ANN TANN
MLP m-n-m m-n-1
Weights of hidden layer s 2
w. w.
J y
Weights of output layer
w’ ww
i Ji ij
G=1,2...... n) @=12...... n)
Activation function o(d) n )
1-o()
Bias for output 0 C

7.5.3 Device Modeling Based on DANN and IANN
Technique

Based on the approach for the DANN and IANN techniques, an
improved ANN modeling concept for the Schottky diode and FET is
introduced as shown in Figures 7.21(a) and (b), respectively. The model-
ing technique can be carried out using the following procedure:

1. Measurement of the DC I-V and S-parameter for microwave device.

2. Extraction of the intrinsic capacitances and DC current by using
the de-embedding technique.

3. ANN (three-layers MLP) modeling of the intrinsic capacitances and
DC current by using the back-propagation algorithm.

4. Calculation of the conductance (g4 for diode, and g,, and gy, for
FET) by using the DANN technique.

5. Calculation of the charge-storage (€  for diode, and @ for FET) by
using the IANN technique.

6. Calculation of the S parameters by using the linear elements in the
linear circuit simulator.
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Figure 7.21 ANN modeling concept of (a) Schottky diode and (b) PHEMT
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7. Calculation of the DC I-V and large-signal performance by using
the nonlinear elements in the nonlinear circuit simulator.

Therefore, a unified neural-based small- and large-signal model for a
microwave active device can be obtained easily by using the proposed
DANN and IANN techniques.

To illustrate the method just proposed above for DANN and TANN, a
Schottky diode and a 0.25 pm AlGaAs/InGaAs/GaAs PHEMT with 1 x
40 um gatewidth are used in Agilent-ADS to generate small-signal and
large-signal training data. The training data for the diode and PHEMT
are created using an Agilent-ADS simulator.

After the Schottky diode DC current I; and intrinsic capacitance Cy
are obtained, the ANN models are trained using the NeuroModeler tool
enclosed in [11]. During the training process using a combination of the
conjugate-gradient and back propagation methods, the difference
between training data and results obtained from ANN achieved was
less than 1% error level for each component. Then the output conduc-
tance g4 and charge-storage @, can be determined by using the DANN
and IANN techniques. Figure 7.22 shows the comparison of g; and @y
between the empirical model (ADS) and the ANN model for the Schot-
tky diode; good agreement is obtained to validate the DANN and TANN
techniques. The corresponding S parameter and harmonic performance
are shown in Figures 7.23 and 7.24.

For PHEMT device, Figure 7.25 shows the comparison of g,,, 845, and
@, between the empirical model (in ADS) and the ANN model for
PHEMT, and the corresponding S parameter and harmonic perfor-

0 1.6
Differential technique
61 Integration technique
T ADS - 1.2
o]
~ -12 1 o’ @)
2 -© L 0.8 =
= .18 <
24 4 ) 04
.0
0-0° °
-30 2= r r r 0.0
0.00 0.25 0.50 0.75 1.00

Va(V)

Figure 7.22 Comparison of g; and ¢, between empirical model (ADS) and
ANN model for Schottky diode



316 ARTIFICIAL NEURAL NETWORK MODELING TECHNIQUE FOR FET

10 o
‘Eh

o ADS —— Neural model

o
(<]
L

Real(S14)
o
°

0 5 10 15 20
Frequency (GHz)

(a)

imag(S 1)

Figure 7.23 Comparison of S parameter between empirical model (ADS)
and ANN model for Schottky diode

mance are shown in Figures 7.26 and 7.27. A good agreement between
the empirical model and ANN results from using the proposed method
can be indicated, and the validity of the method is confirmed.

7.6 Summary

In this chapter, the ANN-based linear, nonlinear, and noise models for
FET were introduced. The corresponding integration artificial neural
network and differential artificial neural network of the original ANN
were developed.
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Figure 7.24 Comparison of S parameter between empirical model (ADS) and
ANN model for Schottky diode
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Figure 7.25 Comparison of harmonic performance between empirical model
(ADS) and ANN model for Schottky diode (f = 1.0 GHz).
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107312

(b)

Figure 7.26 Comparison of S-parameter between empirical model (ADS) and
ANN model for PHEMT. The squares indicate the data, and the lines the mod-
eled ones (bias condition: (a) VgS =0V, V=1V (b) Vgsz -0.2V, Vg =1V)
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Figure 7.27 Comparison of harmonic performance between empirical model
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