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Preface

Requirements Engineering is a dominant factor that influences the quality of software,
systems, and services. The REFSQ working conference series is well established as one
of the leading international forums for discussing RE and its many relations to quality.
The first REFSQ took place in 1994, and since 2010 REFSQ has been organized as
a stand-alone conference. During March 23–26, 2015, we welcomed participants at
REFSQ 2015, which was held in Essen, Germany.

We chose “I heard it first at REFSQ” as the special theme for REFSQ 2015. The
working conference is interested in the future of RE and in really new views on Re-
quirements Engineering that are debated in the many interactive formats of REFSQ
2015. In addition to general papers on Requirements Engineering and quality, we there-
fore encouraged submissions that highlight the utilization of Requirements Engineering
for solving our society’s Grand Challenges, such as the aging population and the ex-
pected scarcity of energy. We need novel ways for utilizing emerging technologies such
as smart networks, novel Internet architectures, and the wide availability of sensors and
data sources. Contributions from further related areas, such as systems engineering,
economics, and management, were also very welcome for the insights they provide to
Requirements Engineering.

We are pleased to present here the REFSQ 2015 proceedings that feature 23 papers
presented during the REFSQ 2015 conference. This collection of papers resulted from a
thorough peer-review process. Eighty-one abstracts were initially submitted. Not all ab-
stracts were followed-up by papers, and three contributions were withdrawn. Sixty-two
papers entered into the formal review process. Each paper was reviewed by three mem-
bers of the Program Committee. An extensive online discussion within the Program
Committee considered and enriched reviews during the search for a final decision. Dur-
ing a physical Program Committee meeting, the papers were discussed and selected for
inclusion in the conference proceedings. Selected authors of rejected papers were en-
couraged to submit their papers at the REFSQ workshop, or as an industry or research
methodology track contribution, or as a poster.

The REFSQ 2015 conference was organized as a three-day symposium. Two con-
ference days were devoted to presentation and discussion of scientific papers. The two
days connected to the conference theme with a keynote, an invited talk, and poster
presentations. The keynote was given by Christoph Thümmler from Edinburgh Napier
University and from the Klinikum Rechts der Isar, the hospital of the Technical Univer-
sity of Munich. Christoph had a crucial role in large-scale requirements engineering to
align European computing infrastructure with the needs of the healthcare sector. One
conference day was devoted to presentation and discussion of RE research methodology
and industry experience.

There were two parallel tracks on the third day: the Industry Track and the new
Research Methodology Track. In a joint plenary researchers met with industry to debate
innovation in the discipline of requirements engineering.



VI Preface

REFSQ 2015 would not have been possible without the engagement and support of
many who contributed in many different ways. As Program Co-chairs, we would like
to thank the Steering Committee, all the members of the Program Committee, and the
organizing team.

– Tobias Kaufmann and Selda Saritas were invaluable in the organization of this con-
ference.

– Klaus Pohl headed the background organization of the REFSQ conference series.
– Adrian Zwingli transferred experience from the Swiss Requirements Day, intro-

duced the REFSQ ambassador program, and prepared the stimulating industry track.
– Barbara Paech and Roel Wieringa launched the research methodology track.
– Raimundas Matulevicius and Thorsten Weyer increased the number of workshops

substantially.
– Eric Knauss and Anna Perini were responsible for the posters.
– Dan Berry and Xavier Franch were responsible for the doctoral symposium.

All the research papers can be found in this present proceedings. The publications
associated with the satellite events can be found in the REFSQ workshop proceedings
published at CEUR.

We hope the proceedings convey the inspiration of the REFSQ conference and con-
versations throughout the symposium. We hope you will find research results and really
new ideas that you have first heard at REFSQ 2015!

January 2015 Samuel A. Fricker
Kurt Schneider
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Requirements Engineering for Digital Health
Keynotes (Abstract)

Christoph Thümmler

Edinburgh Napier University, Edinburgh, United Kingdom,
and Technical University Munich, Munich, Germany

c.thuemmler@napier.ac.uk

What Is Digital Health and Why Is It important?

OECD countries are typically spending annually between 9% and 18% of their GDP
on healthcare, whereby the increase in healthcare spending has been outperforming the
growth in GDP over recent years. There is no indication what so ever that this trend may
reverse in the foreseeable future. New, digital technologies are expected to increase the
efficiency and effectiveness within the healthcare industry and have the potential to
prevent a shortage or a drop in quality of care. One theory is, that disruptive digital
technologies might enable less experienced and therefore less expensive professionals
to “move upmarket” to progressively fill roles, which were previously filled by highly
skilled experts.

Requirements Engineering and “Disruptive Technology Plots” in
Digital Health – Definitely Maybe?

Tools have been proposed to identify and counteract on Disruptive Technologies in
order to protect established companies and their products. However, time and time again
established brands suffer huge losses or go under because of their seemingly inability
to change. If (according to Christensen) neither asking the customer, nor asking the
management is actually a helpful strategy, how can Requirements Engineering make a
difference?

Requirements Engineering in Digital Health – Detecting the
Soft Stuff

“Hard is Soft and Soft is Hard” is a famous phrase coined by Tom Peters in his study
leading up to the landmark publication “In search of Excellence”, when investigating
the resilience of the American automotive industry against Asian competitors. Also
openly invited and in a way hoped for by many leading politicians disruptive technolo-
gies seem not be able to penetrate health care systems and unfolding their efficiency
boosting effects. Can Requirements Engineering explain this? Can Requirements Engi-
neering help to find ways for new disruptive digital technologies to establish themselves
in neo-conservative, highly controlled markets places.



XII C. Thümmler

Chances and Challenges with Regards to Requirements Engineering
in Digital Health

Healthcare is the largest and fastest growing industry globally with a size ranging be-
tween 3% and 18% of national GDPs. Many technologies will have to be replaced in
the near future in order to streamline healthcare systems and improve their suitability
and their general resilience. According to study results investment in Requirements En-
gineering typically achieves excellent return hence why this market is of great interest.
Requirements Engineering for Digital Health needs to consider highly relevant specific
areas such as ethical, social and legal factors to support new and in particular disruptive
digital technologies for the health care markets. This talk will discuss general strategies
to capture trends in the health care industry using examples from a recent large scale
European Research Project.
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Experimental Validation of a Risk
Assessment Method

Eelco Vriezekolk1,3(B), Sandro Etalle2,3, and Roel Wieringa3

1 Radiocommunications Agency Netherlands, Groningen, Netherlands
2 Eindhoven University of Technology, Eindhoven, Netherlands

3 University of Twente, Enschede, Netherlands
eelco.vriezekolk@agentschaptelecom.nl

Abstract. [Context and motivation] It is desirable that require-
ment engineering methods are reliable, that is, that methods can be
repeated with the same results. Risk assessments methods, however,
often have low reliability when they identify risk mitigations for a sys-
tem based on expert judgement. [Question/problem] Our goal is to
assess the reliability of an availability risk assessment method for telecom
infrastructures, and to identify possibilities for improvement of its reli-
ability. [Principal ideas/results] We propose an experimental valida-
tion of reliability, and report on its application. We give a detailed analy-
sis of sources of variation, explain how we controlled them and validated
their mitigations, and motivate the statistical procedure used to analyse
the outcome. [Contribution] Our results can be used to improve the
reliability of risk assessment methods. Our approach to validating relia-
bility can be useful for the assessment of the reliability of other methods.

Keywords: Reliability · Risk assessment · Expert judgement · Experi-
ment design · Telecommunications

1 Introduction

Risk assessment is the identification, analysis, and evaluation of risks, and pro-
vides the arguments for the choice and justification of risk mitigations [12]. It
can be viewed as a way to transform high-level system goals (to avoid risks)
into more detailed system requirements (to implement specific mitigations). For
example, in security risk assessment, the high-level system goals of confidentiality
and availability can be transformed into the more detailed system requirements
that there be a firewall and that a function must be implemented redundantly.

Risks assessments are often performed by experts who assess (that is: identify,
analyse and evaluate) risks on the basis of best available expert-knowledge of an
architectural model. It is known that such expert judgements may have a low
reliability [9]. We call a method reliable if it can be repeated with the same results
[27]. Other terms in use for this concept are repeatability, stability, consistency,
and reproducibility.

Testing the reliability of a risk assessment method is an important issue,
which has however received very little attention in the literature. If a risk
c© Springer International Publishing Switzerland 2015
S.A. Fricker and K. Schneider (Eds.): REFSQ 2015, LNCS 9013, pp. 1–16, 2015.
DOI: 10.1007/978-3-319-16101-3 1



2 E. Vriezekolk et al.

assessment method is not quite reliable, then its results will always largely
depend on the intuition and the expertise of the expert carrying it out. This
weakens the ability of decision makers to justify risk mitigation actions that are
based on such assessments.

In previous papers we have illustrated the Raster method for assessing avail-
ability risks in telecom infrastructures [24]. A test of Raster with real experts in
a real assessment task has shown that Raster can achieve useful results within
limited time, but did not provide evidence about its reliability [22,23].

In this paper, we illustrate the method we have developed for validating
Raster’s reliability. Our approach is based on an experiment, guided by a general
checklist to ensure that all important aspects are adequately addressed [25]. Here,
we illustrate the choices we have made and the methodologies we have applied to
ensure a scientific assessment. We believe that our approach is sufficiently general
to be applicable to other requirements engineering methods as well.

We describe risk assessment, and the Raster method in particular, briefly
in Sect. 2. Our approach to testing reliability of a method is presented in Sect. 3.
In Sect. 4 and 5 we describe the design and outcome of an experiment using this
approach. We discuss implications of this for practice and for research in Sect. 6.

2 Background and Related Work

In what follows, a telecom operator is a company that provides an infrastruc-
ture for communication, such as Deutsche Telekom in Germany. Examples of
telecom services provided by an infrastructure are voice calling between two
parties, internet access, virtual private networks, etc. End users are companies
or individuals that use these services, such as banks, shops, police and emergency
services, and citizens.

Nowadays, a typical telecom service uses the physical infrastructure and ser-
vices of several independent telecom operators. These operators may not be
aware that their infrastructure is used for the particular service. For example,
an operator of fiber-optic transmission network typically leases capacity to other
operators and will therefore not know what end-user services are being offered.
The end-user organisations’ availability requirements are therefore not (fully)
known by the operators. Operators strive for high availability and resilience, but
are not able to adapt their network to accommodate the availability requirements
of individual end users. For some classes of users these availability requirements
are very strong, for example for fire and emergency services. Reliable risk assess-
ments can therefore be very important for telecom services.

To side-step the problem of low reliability of expert judgements, risk assess-
ments are sometimes based on checklists and best practices, in what we call
‘compliance-based methods’. These compliance-based methods are not sufficient
for today’s telecom networks, mainly because of three reasons. First, as explained
above, telecom operators aim for local optimisations that may have detrimental
effects on global availability. Second, the infrastructure is extremely complex, and
composed of fixed and mobile networks, using PSTN, internet, wireless and cable
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Telecom service
model

Risk
assessment

List of telecom services
+ initial descriptions

2) Single failure analysis

3) Common cause failure analysis

Telecom service
model

Risk
assessment

4) Evaluation

Operational
properties of
organisation

Availability requirements

Checklists with common
vulnerabilities

1) Initiation and preparation

Environment
of organisation

Fig. 1. The four stages of the Raster method. Stages are shown in bold; documents
and flow of information in standard lines.

infrastructures. Third, the infrastructure is in a state of continuous evolution,
and threats to the infrastructure evolve as well. This makes compliance-based
risk assessments even less effective than risk-based assessments.

Risk assessment methods can be quantitative (e.g. [2,16]) or qualitative
(e.g. [3,11]). Quantitative methods estimate probability and impact of risks by
ratio scales or interval scales, qualitative methods estimate probability or impact
by an ordinal scale, for example ‘Low–Medium–High’. Due to lack of information,
availability risks for telecom infrastructures have to be estimated qualitatively.
This means that expert judgement plays a crucial role. This reduces reliability
of risk assessments, either because a single expert makes different estimates for
the same object at different times, or because multiple experts make different
estimates at the same time. Herrmann et al. argue that one reason why reliabil-
ity is low is that risk estimation requires a lot of information [7,9]. They report
that group discussions, although time consuming, have a moderating effect.

The goal of the Raster method is to guide experts in doing an availability
risk assessment on behalf of an end user, that is as reliable as possible, given the
constraints of limited information about the target of assessment. The Raster
method is typically executed by a team of analysts comprising of telecom experts
as well as domain experts from the end-users organisation [24]. The method
consists of four stages (Fig. 1):

1. collect initial information and determine the scope of the analysis, mostly
based on existing documentation from the end user and its telecom suppli-
ers. The results include an initial architecture model and a list of common
vulnerabilities;
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2. analyse single failures (single incidents affecting a single architectural com-
ponent, e.g. a cable break). After a few iterations, this results in an updated
architecture model (see Fig. 2 for an example);

3. analyse common cause failures (single incidents affecting multiple compo-
nents simultaneously, e.g. a faulty software update that has been applied to
multiple routers);

4. perform the final risk evaluations, also considering other stakeholders’ inter-
ests and possible reactions that may influence the range of acceptable risk
mitigations.

Assessments in Raster are mostly qualitative, using an ordinal scale, and explic-
itly take into account uncertainty, lack of consensus, and lack of information.
Each vulnerability is assessed through two factors: Frequency (indicating likeli-
hood of an incident because of this vulnerability) and Impact (indicating effects,
repairability, and number of actors involved). The decision which mitigations to
apply is out of scope of Raster. These decisions are not made by the analysts
but by a stakeholder responsible for the mitigation budget, who typically must
trade off risk mitigation requirements against other kinds of requirement.

3 Our Approach to Testing Reliability of a Method

We define reliability as repeatability, and so we are interested in how much
variation there is across different instances of using the method, where we will
control all possible contextual sources of variation in results. We want to under-
stand how to minimise the variation caused by the method itself. Internal causes
are inherent to the method, and will be present in any application of the method.
For example, the method may be ambiguously described or underspecified. Con-
textual causes of variation are due to the subject applying the method, the
environment during application, or to other aspects of the context in which the
method is applied. For example, the time available for application of the method
may have been too short. Contextual causes of variation will be present regard-
less of any particular method being used. We consider a method to be reliable
if the variation of the results of using it is small, when contextual causes of
variation are held constant.

The sources of variation in an experiment are different from those in the
field. We need to control variation in order to be able to draw conclusions from
the experiment. Controls therefore only need to be effective within the setting
of the experiment; it is not necessary that successful mitigations transfer to field
settings.

We now describe our approach of keeping contextual causes of variation
constant.

3.1 Controlling Variation

Mitigation of contextual causes of variation involves 1) identification and miti-
gation of contextual causes, and 2) validation of the effectiveness of mitigations.
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Fig. 2. Example of a telecommunication service model, showing the email service used
by a company. Shapes indicate the type of components: equipment (rectangle), cables
(parallelogram), and unknown links (cloud). Lines indicate that components are phys-
ically connected.

1) Identification and Mitigation. Contextual sources of variation can arise
from three areas: a) from the subjects applying the method, b) from the case
to which the method is applied, and c) from the circumstances and environ-
ment in which the method is applied. In practice it will be impossible to remove
contextual causes altogether, but steps can be taken to reduce them, or to mea-
sure them so that we can reason about their possible influence on the outcome.
Because contextual conditions are controlled, the testing of the reliability of a
method will be a laboratory experiment.

a) Subjects Applying the Method. We identified three causes for variation arising
from the participants in reliability experiments. Participants may not understand
the task, not be able to perform the task, or not be willing to do so.

First, misapplication and misunderstanding of the method by the participants
can cause variation. If the participants do not have a clear understanding of the
method and the task at hand, then they may improvise in unpredictable ways.
This can be mitigated by providing a clear and concise case which would be easy
to explain, together with clear instructions and reference materials. Furthermore,
the clarity of these instructions and the task itself can be tested in a try-out,
in which the experiment is conducted with a few participants. Experiences from
the try-out can then be used to improve the experiment setup.

Second, lack of experience and expert knowledge can cause variation. Even
when participants understand the method, they still require skills and knowl-
edge to apply the method properly. Researchers in empirical software engineering
often use students as subjects in experiments. It is sometimes claimed that the
use of students instead of professionals severely limits the validity of software
engineering experiments, because students display behaviour that diverges from
that of experts. However, it is valid to use students as a model for experts on the
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condition that students are representative with respect to the properties being
investigated. Just like a paper model of a house can be used to study some (but
not all) properties of a real house, students can be used to study some (but
not all) properties of professionals applying software engineering methods [26].
Some studies have indeed found that certain kinds of behaviour are similar across
experts and students [10,17,20]. Be this as it may, industry reality often pre-
cludes the use of experts in experiments, regardless of how desirable that would
be from an experimenter’s point of view. Testing with students is cheaper and
less risky, and therefore increases the likelihood of successful technology trans-
fer to industry [5]. In addition, in reliability experiments it is not the students’
direct results that are of interest. Instead, it is the variation among their results
that is relevant. It is therefore not automatically a problem if students achieve
different results than professionals, as long as the experiment allows us to draw
general conclusions about the method. In the lab (using students) and in the
field (using experts) the participants to a reliability experiment should be as
similar to each other as possible in background and experience.

Third, participants must be sufficiently motivated to apply the method to
the best of their abilities. When tired or faced with a tedious and uninteresting
task, the quality of the results will suffer. Experiments using students are some-
times conducted as part of a software engineering course. The experimentor then
should consider whether compulsory participation offers sufficient motivation, or
whether voluntary participation based on students’ intrinsic motivation would
be preferable. Furthermore, when the task at hand requires estimation (as will
be the case for risk analysis), particular care should be given to avoid personal
biases that can result in over- or underestimation. A frequently used way to
control this bias is to employ teams instead of individuals. Discussion within the
team can dampen individual biases.

b) Case to Which the Method is Applied. A method such as Raster is not
designed for a single case, but should perform well in a large variety of cases.
If a case is ill-defined, then one cannot blame the method if it provides results
with low reliability. Since testing of reliability requires a constructed laboratory
experiment, the experimentor must carefully design the case to be used by the
participants. The case should be representative of cases encountered in practice,
but reduced to the essentials to make it fit to the limited time and setting
available to laboratory experiments.

c) Environment During Application. Variation may also derive from environmen-
tal conditions, such as the meeting room, lighting, or time of day. First, the condi-
tions should be as similar as possible between the different subjects to the experi-
ment. Ideally, conditions should be identical. If the conditions differ, then any vari-
ation in results could be attributed to these conditions and does not necessarily
indicate a lack of reliability. Secondly, the conditions should be as similar as possi-
ble between the experiment and real world applications of the method. For exam-
ple, the experiment should, or should not be performed under pressure of time,
depending on what is the case in practical applications. If the conditions differ,
then it could be argued that variation in lab results would not occur in the field.
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2) Validation of Effectiveness. When causes of contextual variation have
been identified and mitigated, it is necessary to give a convincing argument that
mitigation has been effective. The results of the method’s application cannot be
used in this argument, because the results may vary due to properties of the
method rather than due to contextual factors. Instead, it will be necessary to
make additional observations, using tools such as interviews, questionnaires, and
observations. Therefore experiments to test reliability of a method will collect
two kinds of data: measurements on the results of the method, and measurements
on the usage of the method. We now discuss how we will analyse the results of
the usage of the method.

3.2 Analysis of Measurements on the Results of the Method

The analysis of the reliability of a method can make use of several well-known sta-
tistical techniques for inter-rater reliability [6]. Inter-rater reliability is the amount
of agreement between the scores of different subjects for the same set of items.

Well-known measures for inter-rater reliability are Cohen’s kappa, Fleiss’
kappa, Spearman’s rho, Scott’s pi and Krippendorff’s alpha [15]. Cohen’s kappa
and Scott’s pi are limited, in that they can only handle two raters. To test
reliability, more than two outcomes are necessary in order to be able to draw
conclusions. Fleiss’ kappa can handle multiple raters but treats all data as nom-
inal. Spearman’s rho can take ordinality of data into account, but only works for
two raters. Krippendorff’s alpha works for any number of raters, and any type of
scale. Furthermore, Krippendorff’s alpha can accommodate partially incomplete
data (e.g. when some raters have not rated some items). This makes Krippen-
dorff’s alpha a good choice for this domain. We will abbreviate ‘Krippendorff’s
alpha’ to ‘alpha’ in the remainder of this document.

Alpha is defined as 1 − Do/De, where Do is the observed disagreement in
the scores and De is the expected disagreement if raters assigned their scores
randomly. If the raters have perfect agreement, the observed disagreement is 0
and alpha is 1. If the raters’ scores are indistinguishable from random scores
then Do = De and alpha is 0. If alpha < 0, then disagreement is larger than
random disagreement. Alpha is therefore a measure for the amount of agreement
that cannot be attributed to chance. Cohen’s kappa and Scott’s pi are basically
defined in the same way as alpha, but differ in their computation of observed and
expected (dis)agreement. For alpha and ordinal data, the disagreement between
two scores s1 and s2 of an item depends on how often these scores occurred in
the observed scores, as well as how often the levels between s1 and s2 have been
used. The observed disagreement can thus be calculated by summation, and the
expected disagreement can be computed based on the relative frequency of each
ordinal level. More information is given in our internal report [21].

In order to compare the inter-rater reliability of two subsets of items, the
calculations must be done carefully to ensure that the alphas are comparable.
To be able to compare alphas on two subsets, we must ensure that the De

value for both alphas is calculated over the complete set of scores, not over
the their respective subsets [14]. In a subset the disagreement within the items
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may be large when seen in isolation, while that disagreement may be much
smaller when compared to the totality of scores. Since the absolute values for
Do and De depend on the number of items over which they are calculated, a
scale factor must be applied during calculation. This computational complexity
is not a peculiarity of alpha alone; by analogy, the other measures of inter-rater
reliability are affected by a similar issue.

4 Research Method

4.1 Experiment Design

We conducted a replicated experiment in which small teams of volunteers per-
formed part of the Raster method on a fictitious telecom service. Detailed infor-
mation on the practical aspects of the experiment are given in our internal report
[21]. The following description follows the checklist given by Wieringa [25].

Treatment Design. Executing Raster means that several activities need to
be performed, ranging from collecting information to obtaining go-ahead from
the executive sponsors of the risk assessment (see Fig. 1). Not all of these are
relevant for reliability, because not all of them can contribute to variation in
results. From previous research we know that different experts can create archi-
tecture diagrams in Raster that are largely identical. We consider this part of
the method reliable, and exclude it from our current experiment. In stage two,
most of the expert assessments of frequencies and impacts of vulnerabilities are
made, and so this stage is an important source of possible variation. Stages three
and four add no other sources of variation. Including them in the experiment
would greatly complicate the experiment without adding new knowledge about
sources of variation, and so we decided to restrict our experiment to stage two.

Choice of Volunteers. To ensure sufficient knowledge of information technol-
ogy (IT) security, we recruited student volunteers from the Kerckhoffs Masters
programme on computer and information security offered jointly by the Univer-
sity of Twente, Eindhoven University of Technology, and Radboud University
Nijmegen [13]. Since our groups are not random but self-selected, our experi-
ment is a quasi-experiment [18]. This creates systematic effects on the outcome,
that we will discuss in our analysis of the outcomes.

Raster is applied by a team of experts. This allows for pooling of knowl-
edge and stimulates discussion. We acquired 18 volunteers, enabling us to form
6 groups. Our sample of groups is not randomly selected and is anyway too
small for statistical inference, but we will use similarity-based reasoning to draw
tentative generalisations to analogous cases [1,4,19,25].

Target of Assessment. The telecom service for the experiment had to be
small so that the task could be completed in single afternoon, but large enough
to allow for realistic decisions and assessments. The choice of students imposed
further restrictions; wireless telecommunication links had to be omitted (as stu-
dents were unlikely to have sufficient knowledge on these), and a telecom service
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was chosen to be relatively heavy on information technology. The telecom service
for the experiment was an email service for a small fictitious design company
heavily dependent on IT systems (Fig. 2).

Measurement Design. For measurement of the results of the method, we
used the risk assessment scores by the groups. Groups were instructed to try
to reach consensus on their scores. Each assessment was noted on a provided
scoring form (one form per group). The possible scores form an ordinal scale.
Detailed scoring instructions and descriptions of each of the values were included
in the hand-out. In addition, groups could decide to abstain from assessment.
Abstentions were allowed when the group could not reach consensus on their
score, or when the group members agreed that information was insufficient to
make a well-informed assessment.

For measurements on the usage of the method we used an exit question-
naire and our observations during the experiment. Each participant individually
completed an exit questionnaire at the end of the experiment (Table 1).

4.2 Using our Approach to Testing Reliability

Subjects Applying the Method. Participants should understand the task, be able
to perform the task, and be willing to do so. To mitigate lack of understanding,
we provided a concise case which would be easy to explain; we prepared what we
hoped were clear instructions and reference materials. We then tested the instruc-
tions (as well as the task itself) in a try-out. As a result of the try-out, we made
small improvements to the instructions and to the case description. At the start of
the experiment we invited questions from the participants and made sure to pro-
ceed only after all confirmed that they understood the task at hand. To mitigate
lack of experience, we created a case that closely matched the expected experience
of our students. As explained, we omitted wireless technologies, and emphasised
IT systems in the case. To mitigate lack of motivation we recruited volunteers,
offered the customary compensation, and raffled cinema tickets as a bonus.

Case to Which the Method is Applied. Two causes of variation drew our special
concern. First, the number of risk scenarios could be too large. In the exper-
iment, risks consist of the combination of an architectural component and a
vulnerability, e.g. “power failure on the mail server”. Many different scenarios
can be devised for this risk to occur. For example, a power cable can be acci-
dentally unplugged, the fans in the power supply unit may wear out and cause
overheating, or the server can be switched off by a malicious engineer. A large
number of risk scenarios will make the results overly dependent on the groups’
ability to identify all relevant scenarios. Given the limited time available for the
experiment, groups could not be expected to identify all possible ways in which
a vulnerability could materialise. As a mitigation, we tried to offer clear and
limited vulnerabilities in the case description.

Second, reliability cannot be achieved if there is widespread disagreement on
the ‘true’ risk in society. Physical risk factors can in principle be assessed objec-
tively, but some risk factors (such as fairness or voluntariness) are unavoidably
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subjective. We therefore use quotation marks for ‘true’; in some cases no single,
most valid risk assessment may exist. Such controversial risks do not lend them-
selves to impartial assessment. In our choice of the experiment’s case we tried
to avoid controversial risks.

Environment during Application. We did not identify important causes of varia-
tion that needed mitigating. We provided each team with a quiet and comfortable
meeting room, in a setting not unlike real world applications of Raster.

Verification of effectiveness. For each source of external variation thus identi-
fied, the questionnaire checked whether participants had the required knowledge,
ability and motivation to apply the corresponding countermeasure. For exam-
ple, for ‘lack of knowledge or experience’ we used these three questions: “I am
knowledgeable of the technology behind office email services”, “My knowledge of
the technology behind office email services could be applied in the exercise”, and
“It was important that my knowledge of email services was used by the group”.

We also used the opportunity to include four questions to test some internal
sources of variation. In particular, we wanted to test whether the scales defined
for Frequency and Impact were suitable, and whether the procedure to avoid
intuitive and potentially biased assessments was effective.

5 Results

Each of the six teams scored 138 Frequency assessments and 138 Impact assess-
ments. Our scale for each is 〈extremely low, low, moderate, high, extremely high〉,
but groups were also instructed that they could abstain from scoring. The exper-
iment results can therefore be described as having 6 raters that had to rate 276
items, and partially incomplete, ordinal data. We computed alpha over these
items, but also computed alpha over subsets of items. Subsets included the Fre-
quency scores and Impacts scores separately, the scores on a single architectural
component, and the scores on a single vulnerability.

Detailed results can be found in [21]; anonymised copies of results can be
made available on request.

5.1 Scoring Results

Over the entire set of items, alpha is 0.338. This is considered a very weak relia-
bility; Krippendorff recommends alpha at least 0.667 for provisional conclusions,
and alpha at least 0.8 for firm conclusions, although he stresses that these fig-
ures are guidelines only [15]. Over the Frequency scores alpha is 0.232; over the
Impact scores alpha is slightly higher, at 0.436.

This relatively low level of agreement is in line with earlier findings about
reliability of risk assessments [7,8]. To understand why the level of agreement is
relatively low we turn to the exit questionnaires.
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Table 1. Exit questionnaire questions. Answers were scored on a five-point scale
(strongly disagree to strongly agree, unless indicated otherwise).

1. The instructions at the start of the
exercise were (very unclear – very clear).

2. I knew what I needed to do during the
exercise.

3. In the experiment I could practically
apply the instructions that were given at
the start of the exercise.

4. The instructions that were given at the
start of the exercise were (mostly useless
– very useful).

5. My knowledge of the technology behind
office email services can be described as
(non-existent – excellent).

6. My knowledge of the technology behind
office email services could be applied in
the exercise.

7. It was important that my knowledge of
email services was used by the group.

8. Before the exercise I was instructed to
make rational, calculated estimates.

9. During the experiment I knew how to
avoid fast, intuitive estimates.

10. The instructions and procedures for
avoiding fast, intuitive estimates were
(very cumbersome – very easy to use).

11. When estimating Frequencies and
Impacts of vulnerabilities, it is necessary
to consider many possible incidents.

12. I could think of practical examples for
most of the vulnerabilities.

13. When discussing vulnerabilities, other
members of my group often gave
examples that I would never have
thought of.

14. In my group we mostly had the same
ideas on the values of estimates.

15. The estimates made by other groups
(compared to ours) will be (very different
– very similar).

16. For all estimates, there exists a single
best value (whether we identified it or
not).

17. I was able to concentrate on the exercise
and work comfortably.

18. The time to complete the exercise was
(way too short – more than sufficient ).

19. Participating in this experiment was
(very tiresome – very interesting).

20. The scales for values of Frequency and
Impact estimates were (very unclear –
very clear).

21. In my group we hesitated between two
adjacent Frequency and Impact values
(almost always – almost never).

22. The scales of values for Frequency and
Impact were suitable to this exercise.

23. The final answer of my group often
equalled my immediate personal
estimate.

5.2 Exit Questionnaire

The exit questionnaire is shown in Table 1; answers are summarised in Table 2.
The following discussion also makes use of our observations of the participants
during the experiment.

Answers to the questionnaire (q1–q4) indicate that participants believe they
had the required knowledge, skill, and motivation to employ the method. Our
observations during the experiment confirm that, except for a few isolated cases,
the instructions were effectively included in the groups’ deliberations. We con-
clude that our mitigations for lack of understanding were successful.

The answers to q5–q7 were mostly positive, but our observations showed a
marked difference in practical experience between groups. Some participants,
contrary to our expectations, did not fully understand the function and signif-
icance of basic IT infrastructure such as DNS servers. To check whether lack
of knowledge did induce variation in the scores, we compared the inter-group
variation for components that are relatively well-known (such as desktop and
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Table 2. Total scores for each of the questions in the exit questionnaire (see Table 1).

Question
Strongly
disagree

Disagree
Neither agree
nor disagree

Agree Strongly agree

1 IIIIIII IIIIIIIIIII
2 I IIIIIIIIIII IIIIII
3 I IIIIIIIIIIIII IIII
4 IIIIIII IIIIIIIIIII

5 I III IIIIIIIIIIII II
6 III IIIIIIIIIIIII II
7 III IIIIIIIII IIIIII

8 II I IIIIIIIIIIIIII I
9 IIII IIIIIIIIIIIII

10 II IIII IIIIIIIIIIII

11 I I IIIIIIIIIIIIII II
12 II IIIIIIIIIIIII III
13 III IIIIIIII IIIIIII

14 I II IIIIIIIIIIIIII I
15 I III IIIIIIIIIIIII I
16 IIII IIIIIIII IIII II

17 III IIIIII IIIIIIIII
18 IIIII IIIIIIII III II
19 II IIIIIIIIIIIII III

20 I II IIIIIIIIIIIIIII
21 I IIIIIIIIII IIIII II
22 II IIIIIIII IIIIIIII

23 I II IIIIIIIIIIIIII I

laptops), to that for components that are less familiar (such as firewalls and
routers). Alphas over end-user components (0.383 for frequencies assessments,
0.448 for impact assessments, 0.416 combined) were indeed higher than the gen-
eral scores (0.232, 0.436, 0.338 respectively). We therefore conclude that lack of
experience can explain some of the variation in results.

The answers to q8-q10 suggest that participants succeeded in avoiding per-
sonal biases. This was confirmed by our observations. We therefore conclude that
our mitigations for lack of motivation were successful.

Two causes of variation arising from the case were identified and mitigated:
a high number of risk scenarios and widespread disagreement on the ‘true’ risk.
On the number of risk scenarios answers to the questionnaire (q11–q13) and
observations indicated that mitigations were successful. In cases when the num-
ber of scenarios seemed unlimited (e.g. the risk of a general cable break in the
Internet), groups did not hesitate to abstain from answering. For the second
cause (“no ‘true’ risk”) the questionnaire results were mixed: positive on agree-
ment within the group and expected agreement with other groups (q14–q15),
but negative on whether a single best assessment is possible (q16). The positive
results could be a reflection of pleasant, cooperative teamwork, but the negative
result to q16 makes it clear that participants believe there is no true answer. Our
observations are that most groups made assumptions that significantly affected
their assessments. The one group that scored high on q7 (“It was important
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that my knowledge of email services was used by the group”) also was the only
group that scored positively on q16. This indicates that the participants probably
recognised that their assumptions were somewhat arbitrary. The scoring forms
had space for groups to mark important assumptions; none of these assumptions
were extraordinary or unrealistic. We did observe that groups generally made
many more assumptions than were noted on their forms, but these unrecorded
assumptions were mostly natural or obvious. Based on the above, we conclude
that variation in scores can be partly explained by the difference in assumptions
made by groups.

Mitigation of causes of variation from environmental conditions appear to
have been successful. Neither questionnaire (q17–q19) nor observations indicate
that conditions affected the results unequally. One group finished within the
time set for the task, others exceeded that time by a few minutes, although one
group finished almost 45 minutes late. All groups completed their tasks.

To summarise, the measurements on the usage of the method indicate two
unmitigated contextual causes for variation: participants’ lack of experience and
knowledge about IT systems, and different assumptions made by the groups.
We now turn to sources of variation internal to the Raster method itself. From
these we discovered a third cause for variation.

The questionnaire (q20–q22) and our observations showed that groups often
hesitated between two adjacent frequency or impact classes (recall that all assess-
ments required the selection of a value from an ordinal scale). Participants also
remarked that the range of the scales was large, and that the difference between
adjacent steps was problematic. We observed that participants volunteered argu-
ments pro and con, and referred to previous scores to ensure a consistent scoring.
This was independent of the particular ordinal value; discussion was necessary
for the extreme scores as well as for the moderate scores. It is likely that groups
settled for different values in these discussions. A third, method-internal cause
of variation in outcomes is therefore the difficulty in choosing between adjacent
ordinal values.

5.3 Implications

We found three explanations for the variation in the assessments:

1. The lack of expert knowledge by the participants.
2. The difference in assumptions made by groups.
3. The need to make somewhat arbitrary choices between adjacent ordinal

values.

In practical applications of Raster the team of analysts would consist of indus-
try professionals, and lack of knowledge (1) is therefore not expected. Also, in a
field setting analysts have ways to deal with unavailable data other than making
assumptions (2). For example, they can make additional observations, conduct
inspections, actively look for further documentation, or interview actors to fill
gaps in available information. The number and severity of assumptions would
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therefore likely be much lower in field settings. In practice the team of analysts
will be larger than the in the experiment (three students), allowing for more
interaction and deliberation in order to reach consensus. Again, this suggests
that in practice reliability of Raster may be higher. These differences between
lab and field suggest that Raster will produce less variable results in practice
than in the lab. Our experiment provides insight in why this can happen; only
further field studies can demonstrate whether this is indeed the case.

However, explanation (3) will also be present in the field, and therefore is a
point for improvement in the Raster method.

6 Discussion, Conclusion, and Future Work

We have presented an approach to validating and measuring the reliability of
a method, presented a research design that used this approach, and discussed
the result of using this for Raster. Our approach to measuring reliability of
methods does not mention risk assessment at all, and should be of use also in
measuring the reliability of other methods. The research design too should be of
use for measuring other properties of methods.

Our analysis confirms that reliability of expert judgements of likelihood and
impact is low. Our results add to this a quantification of that lack of reliability,
using statistical tools, and a careful explanation of all possible sources of this lack
of reliability, in the method as well as in its context of use. We conclude from our
quantitative analysis that reliability in risk assessment with scarce data, that has
to rely on expert judgement, may not be able to reach the standards common
in content analysis. It may very well be the case that it is not achievable for any
method that requires a very high amount of expert knowledge.

If this is true, then experts performing such assessments retain a large respon-
sibility for their results. Their risk assessments not only yield risk evaluations,
but also justifications for these evaluations, along with best guesses of likelihood
and impact. They have to communicate these limitations of their evaluations to
decision-makers who use their evaluations.

Based on our results, we have identified several ways in which the Raster
method could be improved. For example, Raster currently defines medium
impact as “Partial temporary unavailability of the service for some actors”; high
impact as “Long-term, but eventually repairable unavailability of the service for
all actors.” Participants struggled with assessing risks that, for example, led to
partial unavailability for all actors. We are currently working on improvements
of the scales that do away with these ambiguities, which we will validate in a
follow-up experiment.

Acknowledgments. The paper benefited from early comments by Sjoert Fleurke on
inter-rater reliability, and Nazim Madhavji on research goals and research design.
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Abstract. [Context and motivation] In practice, validating functional safety 
requirements is mainly done by means of reviews, which require large amounts 
of contextual information about hazards, such as safety goals or the operational 
conditions under which the hazard occurs. [Question/problem] This informa-
tion is often scattered across a plethora of artifacts produced particularly during 
requirements engineering and safety assessment. In consequence, there is a risk 
that not all relevant information is considered during reviews, leading to subjec-
tive and misjudged results. [Principal ideas/results] In order to improve the 
consideration of all relevant information necessary to validate functional safety 
requirements, we propose a diagrammatic representation integrating all relevant 
contextual information. [Contribution] We hypothesize that reviewers are 
more likely to base their judgment on the relevant contextual information about 
the hazard, which increases objectivity and confidence in review results. To 
support this hypothesis, we report preliminary results of an empirical study.  

Keywords: Safety requirements · Hazards · Validation · Safety assessment · 
Mitigation · Adequacy · Safety-critical embedded systems 

1 Introduction 

During the development of safety-critical embedded systems (hereinafter “systems”), 
particular emphasis must be placed on ensuring sufficient system safety, i.e. ensuring 
that during operation, the system’s functionality does not lead to harm for human 
users, external systems, or the environment [1]. During development, safety assess-
ment is concerned with providing objective assurance that all identified hazards are 
adequately mitigated, i.e. that any operational situation in which the system’s functio-
nality leads to harm is sufficiently improbable (cf. [2], [3], [4]). For this purpose, in 
early phases of safety assessment, initial requirements are subjected to hazard analys-
es (e.g., Functional Hazard Analysis, FHA [5]) to identify potential hazards and de-
fine possible safety goals (see [6], [7], [8]). Safety goals typically describe abstract 
conditions to be achieved [8], where the concrete implementation is left up to the 
developer [9]. Before such mitigations can be implemented into the system, it is ne-
cessary to refine safety goals into functional safety requirements, which document the 
conditions and capabilities to mitigate a hazard.  
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As Hatcliff et al. have recently illustrated in [10], “one of the biggest challenges in 
engineering certifiably safe software-dependent systems is to establish valid [func-
tional safety] requirements,” (see [10], p. 189). Valid in this sense means that the right 
capabilities and conditions (cf. [11]) have to be specified, which are adequate to miti-
gate the identified hazards. In accordance with [12], we prefer the term adequacy over 
correctness [13] in order to honor the non-binary nature of the suitability of require-
ments for this purpose. Inadequate safety requirements have severe repercussions for 
the system, as inadequacy may not only result in project delays and extraneous devel-
opment cost like in non-safety-critical systems [14], but in worst case can result in 
death [10]. Therefore, Hatcliff et al. argue that “requirements engineering should 
facilitate the validation needed for [the assurance of system safety]” (see [10], p. 190).  

From a requirements engineering perspective, however, therein lies a significant 
challenge. Validation is in practice often done through reviews, which require large 
amounts of contextual information about the hazard, i.e. safety goals from hazard 
analyses and the operational conditions under which the hazard is triggered. This 
contextual information is not only distributed among the requirements specification, 
but also across artifacts from safety assessment. Moreover, reviews often depend on 
the reviewers’ understanding of the problem domain [15], [16] and development 
process [17], [18] as well as the availability and presentation of information to be 
reviewed [19]. In particular, the widespread use of natural language in development 
artifacts is seen as detrimental to validation due to inherently poor traceability and the 
sheer amount of documents to review [19]. Consequently, there is a risk that crucial 
information to conduct such a review is overlooked, leading to subjectivity and low 
confidence in review results as well as misjudged adequacy of functional safety re-
quirements. Model-based representations have recently received attention to alleviate 
these risks by fostering artifact understandability, traceability, and communication 
about the contained information [20]. 

In this paper, we seek to support the consideration of the information relevant to 
review the adequacy of functional safety requirements. We propose a diagrammatic 
representation which integrates functional safety requirements, hazards, safety goals, 
and trigger conditions. We hypothesize that by using this integrated representation, 
more information relevant to the hazard is used during review. In the following, we 
introduce a running example in Section 2 and fundamental concepts in Section 3. The 
integrated representation is discussed in Section 4. In Section 5, we present results of 
a pilot study to support our hypothesis. Section 6 briefly reviews the related work and 
Section 7 summarizes this paper and gives an outlook on future work. 

2 Running Example 

We illustrate our modeling approach by means of a simplified Traffic Collision 
Avoidance System (TCAS) from the avionics industry. The main functionality of a 
TCAS is to survey the airspace surrounding the own aircraft, to warn the pilots of 
other aircraft in the vicinity, and to suggest collision threat resolutions. The activity 
diagram in Fig. 1 shows the functional requirements of the TCAS described in [21]. 
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Fig. 1. Functional Requirements of the Traffic Collision Avoidance System 

The TCAS consists of five basic functions: Target Surveillance, Comparison with 
Own Aircraft (A/C) trajectory, Compute Closest Point of Approximation (CPA), 
Compute Resolution Advisory (RA), and Issue Traffic Advisory (TA). The TCAS may 
request the own aircraft’s transponder to issue a Mode-S-Interrogation, i.e. a signal 
which requests nearby traffic (such as passenger, cargo, or military aircraft), to reply 
with uniquely identifying information, course, and altitude (Mode-S-squitter). Traffic 
that is not equipped with Mode-S capability (e.g., some sport planes), will be sur-
veyed using Mode-C-Only All Call, which is akin to a regular radar sweep and allows 
Target Surveillance to infer course and altitude from repeated Mode-C-reply. Once 
traffic is detected, the TCAS compares the trajectory of the possible intruder with the 
own aircraft’s flight path and determines the intruder’s altitude (alt), range, directions 
to the intruder (intruder vector), and the time to intercept (tau). This information is 
relayed to the function Issue Traffic Advisory (TA), which displays the information on 
a cockpit display, and the function Compute Closest Point of Approach (CPA). If this 
function determines that the intruder is a threat to be avoided, the resolution advisory 
(RA) is computed and audio-visually relayed to the pilots. While the TA merely in-
forms the pilots of nearby traffic, the RA advises pilots to climb or descend at once in 
order to increase separation between the own aircraft and the intruder and prevent a 
collision. For more details on the functionality of an airworthy TCAS, see [21]. 

3 Fundamentals 

The academic disciplines of requirements engineering and safety engineering1 are 
closely related, yet, a consistent terminology between the two has not yet emerged. 
Therefore, in the following, the basic terms and definitions underlying our approach 
are introduced.  
 

                                                           
1  In the following, we use the term safety engineering for the academic discipline, while we 

use the term safety assessment for the activities carried out during development. 
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One term that is of particular importance, but differs across standards and authors 
in the field of safety engineering is the term “hazard”. In early phases of development, 
hazards are identified based on functional requirements using key words indicating 
erroneous behavior (e.g., “fails to operate”, “operates inadvertently”, “produces 
wrong output”, see [5]). In this paper, we adopt the following definition based on [3]: 

Definition 1: Hazard. A hazard is a set of system states during operation that – to-
gether with triggering conditions in the operational context of the system – could lead 
or contribute to an accident. 

Safety assessment is not only concerned with identifying hazards, but also with en-
suring that these hazards are properly mitigated. This means that abstract safety goals 
conceived during early phase FHA (see Section 1) must be refined into concrete 
measures to mitigate a hazard. For the purpose of this paper, we will use the more 
general term “mitigation” and adopt the following definition based on [3]: 

Definition 2: Mitigation. A mitigation consists of a set of functional safety require-
ments that refine safety goals into concrete implementable measures to avoid a ha-
zard or reduce its harmful effects. 

The term “functional safety requirement” is used in two distinct, but related ways: 
In some cases, a requirement is often considered safety-critical when it gives rise to a 
hazard (see, e.g., [2]). In contrast, especially requirements engineering literature often 
considers safety requirements a type of quality requirement (e.g., [22], [23]), which is 
in place to achieve a certain level of safety. However, safety can only be achieved 
when concrete functional safety requirements in the sense of [2] are in place, i.e. con-
crete conditions and capabilities that, when implemented entirely and without error, 
mitigate the hazard. To honor this dual role of requirements with regard to safety and 
to emphasize the functional nature of requirements documenting hazard mitigations, 
we hence adopt the following definitions inspired by [2]: 

Definition 3: Hazard-Inducing Requirement. A hazard-inducing requirement is a 
functional safety requirement in the sense of [2], which given triggering conditions in 
the operational context of the system, cause a hazard. 

Definition 4: Hazard-Mitigating Requirement. A hazard-mitigating requirement is a 
functional safety requirement in the sense of [2], which, possibly together with other 
hazard-mitigating requirements, is part of a mitigation, and thus – when implemented 
entirely and without error – avoid a hazard or reduce its harmful effects 2 

The relationship between these terms and concepts is visualized in Fig. 2 by means 
of the running example from Section 2. As can be seen, the functional requirements of 
the TCAS from Fig. 1 were subjected to hazard analyses. One hazard that was identi-
fied is that the resolution advisory incorporates a descent in low altitude, causing  
the plane to crash into the ground, potentially resulting in casualties. In this case, 

                                                           
2  It is to note that hazard-mitigating requirements may themselves cause hazards. Therefore, 

safety standards (e.g., [6], [7]) demand iterative hazard identification and hazard mitigation.  
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“Compute Resolution Advisory” from Fig. 1 is a hazard-inducing requirement for the 
hazard “RA descend into terrain, causing crash”. A possible mitigation for this would 
be to add requirements to achieve the safety goal “Monitor own altitude when compu-
ting RA”. Following the changes indicated in the mitigation, a hazard-mitigating 
requirement was added which incorporates the barometric altitude (i.e. the altitude 
measured via air pressure differences): “The TCAS shall not issue DESCEND resolu-
tion advisories when barometric altitude is less than 6,000ft”.  

 

Fig. 2. The Relationship between relevant concepts illustrated through the TCAS Example 

4 Supporting Validation through Hazard Relation Diagrams 

In Section 4.1, we illustrate necessary development steps before validation of hazard-
mitigating requirements can take place. We discuss the concepts needed to conduct 
validation in Section 4.2 before we introduce the ontology of an integrated representa-
tion called Hazard Relation Diagrams in Section 4.3. In Section 4.4 we present a visu-
al notation for Hazard Relation Diagrams by means of the TCAS example. 

4.1 Development Steps Prior to Modeling Hazard Relation Diagrams 

In order to be able to create Hazard Relation Diagrams which support the validation 
of hazard-mitigating requirements, development must have progressed sufficiently 
far. Specifically, in accordance with safety standards (e.g., [6], [7]), the following 
development steps must have occurred: 

Step 1: Functional Requirements Have Been Elicited and Documented by Means 
of Activity Diagrams. The basis of any development process is eliciting a set of sys-
tem functions and documenting them by means of functional requirements. Model-
based requirements documentation has been seen in the past as a promising avenue to 
manage complexity not just for safety-critical systems [20]. The advantage of activity 
diagrams like the one shown in Fig. 1 is that, in embedded systems development, they 
are particularly suitable to document the functional requirements [24] which are the 
basis for functional hazard analyses in the next step [5]. 
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Step 2: Hazard Analyses Have Been Conducted. As outlined in Section 1, during 
early stages of safety assessment, the functional requirements from Step 1 are sub-
jected to hazard analyses [3], [6], [7]. During hazard analyses, a set of hazards will be 
identified and documented in FHA result tables (see [5]). In particular, for each ha-
zard, its hazard-inducing requirements, trigger conditions, and safety goals are docu-
mented. Table 1 shows an excerpt from a FHA of the function Compute Resolution 
Advisory (RA) from Fig. 1. The example hazard from Fig. 2 is shown as hazard H1. 

Table 1. FHA of the Function Compute Resolution Advisory (RA) from Fig. 1 based on [5] 

Req. 
Hazard 

Effect Trigger  
Condition 

Safety Goal 

ID Description ID Description 

Compute 
Resolution 
Advisory 
(RA) 

H1 
Descend into 
terrain 

Impact with 
terrain, causing 
crash 

Low altitude 
above ground 

SG1 
Monitor own current 
altitude while compu-
ting RA 

H2 
Climb or 
descend into 
traffic trajectory 

Fail to avoid 
intruder, causing 
collision 

Intruder initiates 
climb or descend

SG2 
Monitor intruder’s 
climb or descend rate 
when computing RA 

H3 No RA issued 
Failed to com-
pute CPA 

SG3 
Announce loss of RA 
to crew 

Step 3: For Each Hazard, Mitigations Are Defined and Documented. In this step, 
hazard-mitigating requirements are defined and documented which refine the safety 
goals from Step 2 into concrete mitigations (see, e.g., [6], [7]). This is done by mod-
ifying the existing hazard-inducing requirements. For example, the functional  
requirements from Fig. 1 can be modified by substituting the function Compute Reso-
lution Advisory (RA) by a function Compute Necessary Climb Rate to Achieve Sepa-
ration Altitude. Furthermore, a function Compare with Own Altitude could be added, 
which takes into account the current barometric altitude of the own aircraft and com-
pares this information with the computed climb rate. The functional requirements can 
be modified further such that, if the altitude is less than the 6,000ft, the function 
Compute Necessary Climb Rate to Achieve Separation Altitude is run again with the 
constraint that the climb rate may not be negative, thereby preventing a descent. If the 
own current altitude is sufficient to allow descending or if the climb rate is positive, 
an RA can be issued. 

4.2 Modeling Concepts for Validation of Hazard-Mitigating Requirements 

As outlined above, the mitigations from Step 3 and the hazard-mitigating require-
ments subsumed therein must be adequate to ensure that the hazards from Step 2 no 
longer occur during operation. Validation in this sense does not only depend on the 
knowledge and experience of the reviewers (see, e.g., [16], [17]), but requires specific 
contextual information about the hazard against which the adequacy of hazard-
mitigating requirements must be checked [11]: 

• Hazard. In order to assess if hazard-mitigating requirements adequately prevent 
the hazard from occurring during operation (assuming the requirements have been 
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implemented entirely and without error), it is necessary to have knowledge about 
what specific hazardous behavior may not occur [10]. Hence, the hazards identified 
during FHA must be taken into account. 

• Trigger Condition. A hazard occurs when certain disadvantageous trigger condi-
tions arise during operation [1]. These trigger conditions must be avoided or must 
be sufficiently unlikely in order for the hazard to be adequately mitigated and must 
hence also be taken into account. 

• Safety Goal. Safety goals not only build the basis for safety arguments, they also 
specify abstract conditions, which must be achieved to mitigate a hazard [8]. Safety 
goals hence build the basis for mitigation and must be adequately fulfilled.  

• Mitigation. Mitigations consist of a number of hazard-mitigating requirements, 
which refine one or more safety goals into concrete, implementable measures to 
avoid the hazard or reduce its harmful effects (see Definition 2). These must be 
made explicit in order for reviewers to be able to assess their adequacy. 

4.3 Ontology for Hazard Relation Diagrams 

In order to foster the validation of hazard-mitigating requirements, we propose inte-
grating the concepts necessary for validation into one diagrammatic representation 
called Hazard Relation Diagrams. Hazard Relation Diagrams are an extension of 
UML/SysML activity diagrams, as shown in the ontology in Fig. 3.  

 

Fig. 3. Ontology for Hazard Relation Diagrams 

The modeling constructs from Fig. 3 displayed in dark grey show the excerpt of the 
UML meta-model for activity diagrams presented in [25]. In order to document the 
contextual information about hazards, we have extended this excerpt by the modeling 
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As can be seen, Hazard Relations are represented by a circle with a thick wall. 
Safety goals are represented as UML classes, stereotyped “<<Safety Goal>>” and 
containing its description. Trigger conditions are represented by dashed rounded rec-
tangle shapes, similar to UML states. The hazard-mitigating requirements pertaining 
to the concrete mitigation are surrounded by a dashed partition, which in turn is asso-
ciated with the Hazard Relation. The key idea of this representation is to focus on the 
dependencies between the contextual information necessary to validate hazard-
mitigating requirements. Specifically, Fig. 4 shows the Hazard Relation Diagram for 
hazard H1 shown in Table 1. In this Hazard Relation Diagram, the hazard-mitigating 
requirements from Step 3 in Section 4.1 have been added to the TCAS specification 
from Fig. 1. As can be seen, instead of simply computing a RA, the TCAS will com-
pute (positive or negative) climb rates based on the aircraft’s own barometric altitude, 
thereby fulfilling the safety goal. During review, however, it may turn out, that the 
hazard-mitigating requirements contained in the mitigation are inadequate: A review-
er may notice that especially above mountains, the barometric altitude, i.e. the altitude 
measured through air pressure, can differ dramatically from the aircraft’s altitude 
above ground. This means the trigger condition of the hazard is not avoided and may 
still cause the hazard during operation. 

It is to note that in this simple example, only one mitigation for one hazard has 
been considered. In practice, it could be the case that there are several hazards which 
are addressed by the same mitigation. Similarly, multiple candidate mitigations could 
exist that present alternatives to address the same hazard (possibly with varying de-
grees of adequacy). The purpose of Hazard Relation Diagrams is to direct the atten-
tion of a reviewer on the adequacy of one mitigation with respect to one hazard. 
Therefore, it is necessary to review each candidate mitigation individually with re-
spect to the corresponding hazard. In addition, it may often be the case that there are a 
number of hazard-mitigating requirements scattered across different activity diagrams 
(or, in case of large activity diagrams, in different positions within the same diagram). 
In this case, a Hazard Relation Diagram includes multiple mitigation partitions which 
surround any and all hazard-mitigating requirements that collectively make up the 
mitigation, thereby possibly aggregating several activity diagrams. 

5 Impact of Hazard Relation Diagrams on Reviews 

To investigate our hypothesis that by using Hazard Relation Diagrams, reviewers are 
more likely to base their adequacy judgment on contextual information about the 
hazard, we designed an empirical study, which is explained in Section 5.1. Section 5.2 
reports on preliminary findings from a pilot test aimed to validate the study design. 
Section 5.3 reports on threats to validity. 

5.1 Experiment Design 

We designed a one-way between-subjects experiment [26]. We specifically opted for 
a between-subjects design because a repeated measures design would have signifi-
cantly increased training overhead as participants needed instruction on a number of 
topics, i.e. safety engineering fundamentals, Hazard Relation Diagrams, and Func-
tional Hazard Analysis. We therefore divided participants into treatment and control 
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groups, where the treatment group was asked to perform a review of hazard-
mitigating requirements by means of Hazard Relation Diagrams. The control group 
was asked to perform the review based on activity diagrams and FHA result tables.  

Experimental Material. The experimental material consisted of a model-based re-
quirements specification like the one in Fig. 1. The example system was that of an 
automotive Adaptive Cruise Control (ACC). The specification consisted of one activi-
ty diagram comprising five hazard-inducing requirements, for which a FHA was con-
ducted (see Section 4.1). We specifically opted for a system from the automotive 
domain as in contrast to the TCAS example from Section 2, as participants are as-
sumed to be familiar with automotive systems and hence required less instruction. 
The FHA yielded a total of ten hazards. Five of these hazards were randomly selected 
and adequately mitigated. To do so, for each hazard, a variation of the activity dia-
gram was derived in which hazard-mitigating requirements have been documented 
that will avoid the hazard during operation. The remaining five hazards were inade-
quately mitigated. To do so, for each hazard, a variation of the activity diagram was 
derived in which hazard-mitigating requirements have been documented which con-
tain semantic mistakes allowing the hazard to still occur during operation. For the 
treatment group, each adequate and inadequate activity diagram was extended into a 
corresponding Hazard Relation Diagram similar to Fig. 4.  

Measurements. We measured a number of variables, including time needed to com-
plete each review as well as the number of correctly and incorrectly assessed adequate 
and inadequate mitigations. In addition, we measured the self-reported confidence of 
a participant in the assessment for each review as well as several items from the 
Technology Acceptance Model 3 (TAM3, [27]) and Task Technology Fit (TTF, [28]) 
questionnaire. These self-report items were measured on a 5-point-Likert scale. Fur-
thermore, participants were asked to issue a brief written rationale stating why partic-
ipants assessed some mitigation as either adequate or inadequate.  

Procedure. We conducted a pilot test in order to validate the experimental material as 
well as the experimental design. Before the pilot test, a short briefing was adminis-
tered which instructed participants on how to perform the reviews. The order in which 
the ten hazard mitigations were presented was randomized for each participant to 
reduce primacy, recency, and carry-over effects [26]. In order to ensure that both 
participant groups reviewed approximately equally many information items, an effort 
was made to present only the one row from the FHA result relevant to one hazard to 
the control group participants at the time. The experimental procedure consisted of the 
following steps, as shown in Fig. 5: 

• Step 1: Introduction, Informed Consent, & Demographics. The pilot test began 
with a brief introduction, where informed consent as well as demographic data was 
collected and participants were informed of their option to discontinue at any point. 

• Step 2: Separation into Groups. Based on the demographic information, partici-
pants were then randomly assigned into treatment group and control group. An  
effort was made to distribute participants such that an equal number of participants 
with corresponding experience levels were assigned to each group. 
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• Step 3: Instructions & “Dry Run”. Both groups were presented with instructions 
on how to review the experimental material once again. Furthermore, two example 
runs were performed in which the participants could rehearse the review task.  

• Step 4: Review of Hazard Mitigation & Self-Report Confidence. Participants 
were asked to review hazard mitigations pertaining to one randomly selected ha-
zard. Together with the subsequent step, this step was hence repeated ten times. 
For each randomly selected hazard, participants could review the experimental  
material for an indeterminate amount of time and indicate “yes” if they are of the 
opinion that the hazard may still occur during operation and “no” otherwise. In ad-
dition, participants were asked to rate their own confidence. Participants were able 
to change their assessment and self-reported confidence as often as they wished. 

• Step 5: Self-Report Rationale. Participants were asked to state a brief reason why 
they chose “yes” or “no” in the previous step. This rationale was used by the expe-
rimenters to draw conclusions about the decision making process and assess what 
information was used to make the adequacy judgment. Participants were given the 
opportunity to return to the previous step and change their answer if thinking about 
the rationale made them change their mind. Furthermore, the experimental material 
along with their decision from the previous step was shown for reference.  

• Step 6: Post-Hoc Questionnaire. Both groups were presented with several items 
from the TAM3 [27] and TTF [28] in order to gain data on the participants’ expe-
rience during review, perceived usefulness of the respective notation, and the re-
spective notation’s ability to assist in the review process.  

 

Fig. 5. Overview over the Experimental Procedure 

Participants. Participants in the pilot test were researchers from the authors’ research 
group. Most participants possessed or were in the process of obtaining a Master’s or 
PhD degree in software engineering; only one participant already possessed a doctoral 
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degree. All participants self-reported experience levels in requirements engineering 
and conceptual modeling from academic and industrial research projects and expe-
rience in static quality assurance from their daily academic work. A total of ten partic-
ipants ranging from 25 to 36 years of age completed the study, yielding n = 5 per 
group. Albeit gender is not assumed to influence the experiment results, it is to note 
that no female participant participated in the study. 

5.2 Preliminary Results from the Pilot Test 

At the time of writing this manuscript, a detailed analysis of some of the measure-
ments from Section 5.1 (e.g., analysis of correctness of participants’ responses as well 
as an evaluation of TAM3 and TTF results) was still underway. Furthermore, the 
purpose of the pilot study was to validate the experimental design as well as the expe-
rimental material. In the following, we hence present findings regarding the suitability 
of design and material as well as some preliminary results on the impact of Hazard 
Relation Diagrams on reviews. 

Insights regarding the Experimental Design. Experience from the pilot test indicates 
that training was a relevant concern, as participants were unfamiliar with the specific 
input/output-pin oriented notation of activity diagrams (cf. Fig. 1). During informal 
post-experimental discussions, one participant indicated that albeit he was familiar 
with this notation, he felt that more rigorous instruction about the specific semantics 
would have increased his understanding. In addition, participants indicated that the 
concept of hazards and mitigations were hard to understand in the pre-experimental 
briefing and introduction step. In consequence, more emphasis must be placed on 
explaining the used notations in detail. However, these findings also validate our 
choice of using a between-subjects design as it is likely that additional instruction in 
multiple notations will result in a much steeper learning curve. 

Insights regarding the Experimental Material. Results show that the example system 
was generally well understood by participants. This confirmed our assumption that an 
example of the automotive industry is suitable for the purpose of the experiment. 
However, results also show that some example diagrams were somewhat ambiguous. 
This can be seen from the fact that rationales regarding the adequacy judgment dif-
fered significantly between participants. For example, one hazard mitigation was 
designated inadequate by the experimenters because it specified that a signal shall be 
considered during the operation of the ACC which is not available on any input pin. 
The reasons given by participants for their judgment varied considerably: Some par-
ticipants stated the reason designated by the experimenters, yet others argued based 
on ambiguity in the execution order or based on syntactic flaws in the diagram. These 
findings show that albeit the example is suitable, some hazard mitigations must be 
revised in order to reduce variation in diagram comprehension.  

Insights regarding Review Objectivity. We conducted a qualitative analysis of the 
rationales reported by the participants. This was done by reading the rationales given 
for each hazard mitigation (both adequate and inadequate) and classifying them with 
regard to the referenced information in the rationale. Specifically, we differentiated 
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rationales being based on semantic properties (e.g., if a requirement is factually 
wrong), syntactic properties (e.g. if there was a syntactic mistake in the diagram), 
trigger conditions (e.g., if all trigger conditions were successfully avoided), and safety 
goals (e.g., if the safety goal was properly fulfilled). Results indicate that in the con-
trol group, out of a possible 50 rationales (five participants times ten hazards), 41 
rationales were given. Of these 41 rationales, only six referenced trigger conditions. 
More strikingly, four out of these six rationales were given by the same participant. 
No rationale given by the control group referenced safety goals and one rationale 
stated syntactic mistakes. The majority of 34 stated semantic reasons. In contrast, in 
the treatment group, a total of 45 rationales were given. Of these 45 rationales, eleven 
referenced trigger conditions and six argued on the basis of safety goal fulfillment. 
Interestingly, all except one participant referenced trigger conditions at least once. 
Three rationales referenced syntactic mistakes and 25 rationales were based on se-
mantic reasons. These results show that while the treatment group based their ratio-
nale more often on contextual information, the control group based their judgments 
almost entirely on activity diagram semantics, which supports our hypothesis. 

5.3 Threats to Result Validity 

As with any study, some threats to validity which impair the ability to draw conclu-
sions from the experimental results remain. These are discussed in the following. 

Internal and Construct Validity. One critical issue for the study at hand is the suita-
bility of the experimental procedure and materials. To increase internal and construct 
validity, we conducted a pilot test. The pilot test yielded a few issues that warrant 
revisions to the experimental procedure and material, as outlined in Section 5.2.  

Conclusion Validity. Only ten participants participated in the pilot test. In this case, 
such a small number of participants yield insufficient statistical power. Therefore, we 
emphasize that the results reported in Section 5.2 are preliminary and give mere indi-
cations in support of our hypothesis. Further testing with larger numbers of partici-
pants is expected to produce additional results and is subject of ongoing work.  

External Validity. Neither participant population of the pilot nor experimental materi-
al is representative. Therefore, repetition studies with different populations and case 
studies with industry representatives ought to be carried out to ensure generalizability 
of results.  

6 Related Work 

A comprehensive overview over validation techniques that can be used to validate 
requirements is given in [29]. Albeit a number of techniques have been proposed to 
foster validation (e.g., inspection-like techniques [30], reading techniques [31], or 
prioritization techniques [32]), in practice, unstructured reviews remain the main ve-
hicle to assess the adequacy of any type of requirement [24]. Furthermore, review 
techniques are typically generic in nature and support the developers in assessing 
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requirements without particular focus on hazards. The methodology proposed in [29] 
improves upon this issue by combining in a joint process the identification of hazards 
and necessary changes to the requirements in order to mitigate the hazards. Formal 
quality assurance approaches such as [33], [34] place particular emphasis on ensuring 
that mitigations are formally correct. Such approaches focus on verifying system be-
havior and system design against behavioral constraints (e.g., real-time requirements).  

A number of approaches propose joint safety/security processes, allowing for com-
bined threat and hazard identification and resolution (e.g., [35], [36]). Most notably, 
misuse cases (e.g., [36], [37]) have been applied to safety in order to identify unsafe 
interaction between the system and its context and find candidate interactions to  
resolve them. Moreover, security threat analysis, safety hazard identification and sub-
sequent requirements derivation have often been proposed to occur in a mutually 
beneficial manner (see [38] for a comprehensive comparison of techniques).  

Goal-oriented (e.g., [39]) and scenario-based (e.g. [4]) approaches allow eliciting a 
set of safety requirements with regard to system hazards. For example, the KAOS 
approach [39] provides provably correct refinement patterns that can be used to refine 
hazard obstructions, i.e. obstructions that may arise during operation which impair 
safety-critical goal satisfaction, into operationalization resolving them. However, 
while this leads to a formally correct specification, whether or not the specification is 
adequate with regard to the semantic domain requires additional validation [40].  

A wide range of non-goal-based formal approaches such as [35], [41], [42], [43], 
or [44] have been proposed. These require that at least some portion of the system has 
already been designed or even implemented and focus on analyzing timing constraints 
[44], behavioral constraints [35], design invariants [43], or event-based failure propa-
gation [41] and can be used to deduce requirements which circumvent certain hazard-
ous conditions. Hence, safety requirements that can be elicited using these approaches 
are more akin to technical constraints that become apparent during late development 
states rather than early phase requirements. 

7 Conclusion and Outlook 

In this paper, we have proposed a diagrammatic representation called Hazard Relation 
Diagrams which can be used during validation of hazard-mitigating functional safety 
requirements. Hazard Relation Diagrams combine functional requirements intended to 
mitigate a specific hazard with contextual information about the hazard, i.e. safety 
goals to be achieved and triggering conditions during operations under which the 
hazard occurs. We have shown how Hazard Relation Diagrams can be used during 
development and we have argued that using Hazard Relation Diagrams leads to in-
creased consideration of contextual information when validating safety requirement 
adequacy by means of reviews. We have outlined an empirical study designed to  
investigate this claim and shown results from a pilot test. Findings indicate that partic-
ipants using Hazard Relation Diagrams based their judgments more often on contex-
tual information than the control group. Future work will entail revising instructional 
and experimental material and continue with the empirical investigation. Specifically, 
it is planned to carry out the experiment with students from an undergraduate re-
quirements engineering course and students from a graduate quality assurance course.  
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Abstract. [Context & motivation] Feature models are used in prod-
uct line engineering to document possible product configurations on the
feature level. [Problem] In order to quantify the success of adopting fea-
ture modeling in practice, we need to understand the industry relevant
metrics for feature model evaluation. [Solution] In order to identify the
metrics a Goal-Question-Metric approach was used in the context of a
case study conducted at Adam Opel AG. [Contribution:] We identi-
fied seven goals (quality criteria) we should strive for and evaluate when
using feature models. Furthermore, we identified 18 sub-goals, 27 ques-
tions and corresponding metrics. The metrics were used to reflect on the
feature modeling conducted at the company.

Keywords: Feature modelling · Evaluation · GQM · House of Quality ·
Automotive · Opel

1 Introduction

Feature models are an approach to structure the features in a Software Product
Line (SPL) to show possible product configurations [1]. That is, feature models
allow to represent mandatory features, alternative features, and also dependen-
cies between them. Large organizations adopting feature modeling (FM) for the
first time, or changing from one FM approach to another, would like to know
whether the adoption or change was successful.

In order to quantify the success metrics are needed, which should be aligned
with the goals of the organization when adopting FM. Understanding the metrics
relevant for the industry is also of great benefit for researchers. The researchers
can use the metrics to assess new approaches in, for example, experimental
comparisons or industrial case studies.
c© Springer International Publishing Switzerland 2015
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Only few studies investigated metrics of feature models in practice, where
the metrics often originate from academia, and the metrics are not properly
defined [2]. Thus, this study complements the existing work determining quality
goals as well as metrics to assess feature model usage, in particular from the
point of view of practitioners. We were particularly interested in taking the
industry perspective into account as this allows researchers to use practically
relevant quality goals and metrics when evaluating feature modeling approaches
empirically.

To address the research gap, we elicited the goals, questions, and associ-
ated metrics for feature modeling from the perspective of practitioners. The
approaches used to guide the elicitation were the House of Quality [3] and the
Goal-Question-Metric [4] approach. The context in which the elicitation took
place was an automotive company (Opel AG), which was at the time of the
study in the process of adopting feature modeling. The key stakeholders the for
relevant perspectives were consulted. Furthermore, to illustrate the use of the
metrics the feature modeling approach chosen for the company was analyzed.

The remainder of the paper is structured as follows: Section 2 presents related
work. In Section 3 the research method is described. Section 4 presents the
results, followed by the discussion in Section 5. Section 6 concludes the paper.

2 Related Work

Bezerra et al. [2] conducted a systematic mapping study to identify quality
attributes and measures for the evaluation of feature models. A systematic map-
ping process [5] for study identification, inclusion as well exclusion, and analysis
of studies was conducted. Furthermore, the study was very recent (available on-
line in late 2014). Hence, it forms the basis to describe the current state of the
art in the field. In total Bezerra et al. [2] identified 17 papers of interest.

Of the 17 papers only six were listed as being based on industry data. Other
types of contributions were solution proposals with small application examples.
No experience papers or experimental evaluations in the lab have been presented.

Seven quality characteristics (functional suitability, maintainability, usabil-
ity, performance efficiency, portability, reliability, and security) were identified.
Furthermore, 19 attributes were found. Many studies propose measures, but do
not specify the measures (e.g. what unit of measurement to use). This leads to
the need of identifying and defining measures in future work [2], for example
how to measure ease of use has not been defined. Furthermore, the proposal of
measures was mostly coming from the academic side, i.e. there is a need to inves-
tigate which metrics and qualities are important from the industrial perspective,
in particular the automotive domain where a high degree of variability in the
products exist [6,7].

3 Research Method

The research method used was case study [8] with the aim of improving the
ability of the company to evaluate their feature models with metrics.
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Research Questions: The following research questions were answered:

– RQ1: Which goals should a feature model fulfill to be practically useful? The
answer to this research question highlighted the specific needs of practitioners
with respect to feature models.

– RQ2: Which questions need to be answered to assess the fulfillment of the
goals, and which metrics are needed to answer the questions? The answer to
this question provided a foundation for future evaluations of feature model-
ing, and possibly other variability modeling approaches.

Sample/Subjects: In order to identify the goals, we elicited them from dif-
ferent perspectives. The high level goals were elicited from the perspective of
the requirements engineer (Interviewee 2 in Table 1), validation engineer (Inter-
viewee 4 in Table 1), and configuration and release manager (Interviewee 1 in
Table 1). The interviewees have been selected with the help of the company, and
were the main stakeholders to be considered essential when defining evaluation
criteria for feature models.

Research Time-line: The data collection was done from May to September in
2012. The metrics for evaluation were identified in May/June, while the reflec-
tion was done in September of 2012. In the meantime it was defined how to
structure the feature model. Then in June 2014 we contacted the company to
learn about the progress after the initial research was completed, and learned
that the approach has been implemented in multiple domains in the company,
namely the E/E (Electric/Electronic) and Powertrain areas. Though, no baseline
measures were available to determine the degree of improvement achieved.

Data Collection: The overall research process at the company was conducted
in four steps.

1. Learn about the Company: Early in the research process we investigated the
current state of capturing and documenting features at the company, including
strengths, weaknesses, and improvement potential. This part was not the main
goal of this study, and rather a need to get the collaboration starting; it was
used to explain the context in this investigation. The five interviewees in Table 1

Table 1. Overview of Interviewees

ID Role and description

1 Configuration and Release manager: This role has an overview of all the processes that are done throughout
the development life-cycle, as the concerned person is responsible for providing and managing configurations for
different customers and the management of software releases. The interviewee has 4 years in this role.

2 Requirements Engineer: The requirements engineer has insight of problems in requirements artifacts connected
to SPL and feature modeling. He is responsible for collecting and documenting the requirements. The interviewee
has 4 years in this role.

3 Platform and Systems Engineer: This interviewee is responsible for program management and has a high
level view on the architecture and products of the whole system. The interviewee has 5 years

4 Validation Engineer: This role is connected to validation and diagnostics that is also an important part of the
system. The interviewee has 2 years in this role.

5 Subsystem Architect: This role is responsible for modeling specific sub-system (feature) of the system. The
concerned person works at another level of abstraction than platform and system engineers. That is why his view
on the problem was also valuable. The interviewee has 1.5 years in this role.
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were interviewed. The interviews lasted one hour, and were done individually.
The interviewees were selected with the help of the company, the criteria were:
expertise in the domain, which was reflected in the responsibilities the intervie-
wees had at the company; an interest in collected measurements about feature
models. The questions asked were: The current role and experience; The cur-
rent situation with respect to modeling, such as how variability is documented
currently, who are the main stakeholders of feature modeling (leading up to the
choice who to involve in identifying the goals), and the process of adding and
removing features; The challenges, e.g. in adopting, creating, and maintaining
features and their relationships; Improvements, e.g. what the interviewees see as
key improvements.

2. Identify the Goals, Questions, and Metrics Related to Feature Modeling: This
step was done with three of the five practitioners, identified as the key stake-
holders in the interviews. For the identification of the goals we used the House
of Quality/Quality Function Deployment (QFD) approach [9]. The reasons for
using the approach for goal identification were twofold: First, both GQM and
House of quality/QFD are goal-driven approaches. That is, they complement
each other well. In particular, QFD is a systematic approach of identifying an
organization’s goals. Second, the company has been using QFD intensively; hence
using it for goal identification in this study was helping in making the goal elic-
itation process efficient. Each of the three stakeholders (1,2, and 4 in Table 1)
filled in an empty Quality Function Deployment (QFD) template [9]. In partic-
ular they entered their statements of what they want to achieve individually,
as well as the quality goals, and prioriritizations. Thereafter, the results were
merged, discussed, and revised. After having identified the goals, they have to
be operationalized so that they can be measured. Hence, the previously involved
three stakeholders answered the following questions:

– Which sub-goals have to be fulfilled to achieve the higher level goals?
– Which questions do you have to answer in order to determine whether the

goals identified are fulfilled?
– To answer the questions, which metrics do you need to collect?

3. Decide on the Feature Model and Pilot Implementation: Here the practitioners
had to decide on how to structure the feature model, different strategies of
modeling have been reflected on. The decision was made based on a structured
review and discussion of the strategies. As the research question here is on how
to evaluate and measure the feature model, and not on how to structure the
model, Step 3 was not in the scope of this paper. After deciding on a structure,
the feature model has been implemented for a particular part of the system
(Park Assistant).

4. Using the Evaluation Approach/Measurements for Reflection: Based on the
results of the implementation and the reflections made on the different strate-
gies to structure the feature model, first we discussed the impact of the new
feature model with interviewee 1 in Table 1 considering the identified metrics.
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The discussion was documented capturing the expected impact with regard to his
subjective reflections. Thereafter, the reflections on the impact were presented
to all interviewees in Table 1, and their feedback was collected. The ability to
reflect was facilitated by training the practitioners in product-line concepts, fea-
ture modeling, and requirements management. The duration of the training was
10 hours in the beginning of the research collaboration. Furthermore, we applied
the selected strategies to model a part of their system (Park Assistant).

Analysis: We used the quality function deployment template [9] to structure
the high-level goals and their priorities.

The results for capturing the goals have been structured using the Goal Ques-
tion Metric (GQM) definition template and the GQM tree (cf. [4]). The GQM
approach identifies the goals of the organization. In order to determine whether
a goal is fulfilled one or more questions have to be answered through metrics, the
questions representing what the stakeholders have to know to determine whether
the goal has been achieved. The metrics should be quantifiable and need to be
collected in order to answer the question. The relationships connecting goals,
questions, and metrics form a tree-structure.

Furthermore, in order to evaluate whether the GQM result is sufficient to
assess feature models in an industrial context, we applied it to a feature model of
the Park Assistant system (see Section 4.3) at the company. The application was
discussed in the case organization with the practitioners during a presentation
to the working group (see interviewees 1 to 5 in Table 1) established at the
company to conduct the transition to the new feature modeling approach.

4 Results

The results section is structured according to the research question. First, we
present the goals with respect to feature modeling (Section 4.1). Second, sub-
goals, questions to be answered to evaluate whether these are achieved, and
metrics to answer the questions are presented (Section 4.2). Third, having an
overview of the metrics we illustrate how the metrics were used in the com-
pany to reflect on the impact of introducing a new feature modeling approach
(Section 4.3).

4.1 Goals of the Different Perspectives (RQ1)

We gathered the goal statements of the three perspectives, represented by the
Configuration and Release Manager, Requirements Engineer, and Validation
Engineer (see Table 1). The statements of the Requirements Engineer were:

– Wanted to unambiguously and correctly specify product variants and their
associated requirements. Configurations of requirements have to be specified
correctly as well. This also means that there should be a way to specify
needed types of dependencies between features.
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– Wanted an “easy way” to specify variation in the requirements. This should
be supported by a tool. An easy way can also mean that the way of specifying
requirements and variants is precisely defined. Everybody knows and can
understand the process of adding variation to the requirements.

– Wanted a uniform way to specify variation in the requirements. The property
of uniformity refers to the standard specified process. It should be defined
how to address similar common situations during modeling. This contributes
to better understandability and reusability of the variable information. This
also should be more efficient, as the solutions for the most common prob-
lems are already defined, and people do not have to spend time for trying
something out and then conducting rework.

The goal statements of Validation Engineer and Release Engineer were:

– Wanted an easy way to understand variation in the requirements. It is very
important to be able to quickly understand the variations in the requirements
and dependencies between them.

– Wanted to have correct and complete information regarding product variants
and their associated requirements. As a user of created feature models, val-
idation and release engineers need means to get information about product
variants. This information should be complete and correct to avoid missing
out important configurations or fault propagation.

– Wanted the variation information in a uniform way. When the same problems
are similarly addressed, and in a standardized way, there is a better chance
for a consistent interpretation of models across team borders.

Following the statements above, the quality goals listed below have been
identified by the practitioners (see Step 2 in Section 3):

– Understandability: The introduction of feature model should contribute
to understanding the variability of the system by giving an overview of
the features, variants and dependencies. Considering Understandability as a
property of a feature model means representation of information in a highly
accessible way.

– Correctness: Model should not contradict reality. Reality here refers to
requirements specification. Created Product Configurations should be a valid
product.

– Consistency (Traceability): Traceability of variable information between
artifacts, between elements of models in different levels of hierarchy

– Completeness: All the variants of a feature should be modeled. All the
dependencies between features should be modeled. Also it should be possible
to define all valid configurations.

– Modularity: Ideally feature models should be divided into a set of modules.
The criteria for division could be different from semantics to number of
dependencies.

– Reusability: Reusability here is used in the sense of avoiding redundant and
duplicated information. Features (or parts of feature models) should not be
copied, but rather used by reference.
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– Maintainability: Evolution of feature models cannot be avoided. Though,
the initial modeling should be done in the way that makes further maintain-
ing manageable. The aspects of concern can be: no (or minimal) duplication
of information, or separation of concerns.

In the following section the quality goals are further refined using GQM to
be able to measure them.

4.2 Measurement Goals, Questions, and Metrics (RQ2)

The goal of GQM was to operationalize the above list of goals to become measur-
able, so that evaluation becomes possible. For the above goals we specified the
overall goal of the performed GQM approach: Evaluate the Process and results
of feature modeling for the purpose of Improvement with respect to Understand-
ability, Correctness, Consistency, Completeness, Modularity, Reusability, and
Maintainability from the point of view of the SPL engineers.

Each of the the quality goals is further discussed, stating the sub-goals asso-
ciated to them, the questions to be answered in order to be able to follow up on
the achievement of the sub-goals, as well as the measurements to be collected in
order to answer the questions.

Understandability: The first goal G1 was to improve the understandability
(see Table 2) of the system with respect to variability information.

Subgoal S1 deals with understandability during the specification of variants,
and is based on expert opinion (Q1) and the time needed to specify the fea-
tures (Q2). Better understandability is indicated by less time required to specify
product variants.

Subgoal S2 defined understandability related to the usage of already specified
product variants. How easily product variants can be captured in a subjective

Table 2. GQM Definition Template (G1: Understandability)

Subgoals Questions Metrics

S1: Easier specif. of product variants Q1: Is specification of product variants easier? Expert rating
Q2: How efficient is spec. of product variability? Time to specify fea-

tures and their vari-
ants

S2. Understanding of product variants is
better than before

Q3: In what artifacts is variability information described? Types of artifacts

Q4: How many artifacts is variability described in? Number of Artifacts
Q5: What is the time required to understand product
variants?

Time required to
understand

S3. Comprehensive overview of the high
level features and their variants

Q6: Can features and variations be viewed at different
level of abstraction?

Availability of
abstraction levels for
viewing

S4. Defined view according to point of
interest

Q7. Can different views of the feature model be defined? Availability of differ-
ent views

S5. Dependencies between features and
their variants can be analyzed

Q8. How much time is needed to understand dependen-
cies between features?

Time to understand
dependencies

Q9. Does the approach describe possible dependencies
between features and the way to express them?

Expert Based
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measure. Questions Q3/Q4/Q5 focus on the speed of understanding and the
amount of artifacts or documents that should be looked through to obtain rele-
vant information. If information is understood faster than before, it is a positive
indication for understandability.

Subgoal S3 stated that overall understandability will benefit if there is an
option to get an overview of high level features and their variants.

Subgoal S4 contributed to better understandability by requiring the possi-
bility of separating concerns with respect to stakeholder views. A mechanism of
views for different roles and stakeholders could decrease the cognitive complexity,
thus improving understandability.

Understandability is also influenced by how dependencies between features
can be analyzed (see subgoal S5). Question Q8 aims to quantify the understand-
ability of dependencies in terms of effort. An increased understanding of the
relations between features improves the understandability of the system as a
whole. Also to determine whether S5 is fulfilled we need to know whether the
selected feature modeling approach describes relevant types of dependencies and
how they should be expressed (Q9). The evaluation is done by experts based on
their needs.

Correctness: Goal G2 (Table 3) was to improve the correctness of the feature
model with respect to variability information. Subgoals S6, S7, S8 refined the
meaning of correctness in this particular context. To answer questions Q10,
Q11, Q12, Q13 inspections and review of models, product configurations and
requirement specifications should be done by experts.

Consistency: One of the important problems noted was the traceability between
different artifacts and descriptions of features on different abstraction levels. Goal
G3 (Table 4) defines the property of consistency of variability information. G3 has
been further refined with S9, S10, and S11 assuring that variability information is
traceable between artifacts and levels of abstraction. Questions Q14 to Q17 should
be answered by experts by evaluating the approach and the selected tools. To mea-
sure Q18 the number of identified patterns should be compared to the number of
different solutions found.

Completeness: Completeness (G4, Table 5) depends both on the notation’s
capabilities, the selected structuring method, tool support and methodological

Table 3. GQM Definition Template (G2: Correctness)

Subgoals Questions Metrics

S6.Model should not contradict require-
ment specification(reality)

Q10. Does feature model contradict to the requirement
specification documents?

Number of features
that contradict spec-
ification

S7.Created Product Configurations should
be a valid product

Q11. Can all valid products be described? #valid products/
#Defined config.

Q12. Is it possible to define a configuration that contra-
dicts specification?

Expert based

S8.Specification of requirement variants is
unambiguous

Q13. Is naming of features unambiguous? Expert based
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Table 4. GQM Definition Template (G3: Consistency)

Subgoals Questions Metrics

S9. Variable information should be trace-
able between different artifacts

Q14. Can the variability information be traceable
between different artifacts?

Expert based

Q15. Is traceability ensured by tool support? Expert based

S10. Variable information should be trace-
able between different levels of abstraction

Q16. Can the variability information be traceable
between different levels of abstraction?

Expert based

S11. Variability information should be
described in the uniform way

Q17. Is the single notation used? Expert based

Q18. Are similar situations addressed similarly? #identified patterns
to #different solu-
tions

Table 5. GQM Definition Template (G4: Completeness)

Subgoals Questions Metrics

S12. All possible variants of the feature
should be modeled

Q19. How many variable features are described in
Requirements Specification?

Number of feature
variants in require-
ments specification

Q20. How many variable features are modeled? Number of variable
features in the fea-
ture model

S13. All dependencies between features
should be modeled

Q21. Is it possible to model all the dependencies? Types of dependen-
cies that should be
modeled VS types
of dependencies that
are possible to model

Q22. Are all the dependencies between features modeled? Expert based

guidance provided. In this specific context completeness is examined from the two
prospective (S12 and S13), i.e. modeling of all variants of a feature, and modeling
of all dependencies between features. Moreover, we should divide between the
possibility to model and whether everything was actually modeled. The first
aspect should be ensured by the construction of the feature model. The second
part is ensured by providing quality reviews of modeling results. Q19 and Q20
answer whether all the variants in the requirement specification were modeled by
counting the number of variable features in both artifacts. To answer Q21 experts
first should define the kinds of dependencies that are required. Afterwards, this
information should be compared with the dependencies that can be technically
described.

Modularity: Modularity (Table 6) is indicated by the locality of change when
updating the feature model (change impact, such as adding, modifying, or remov-
ing features as well as the modification of relationships). To evaluate the locality
of change three metrics should be gathered: 1) number of affected features, asser-
tion and dependencies; 2) number of affected artifacts; 3) number of affected
models. A low number of affected elements per change indicates good modular-
ity. This measure could be used continuously to monitor the modularity, which
also has a positive impact on maintainability. During the planning of features,
one could also use this metric to reason on possible impacts of modularity when
making structural decisions with regard to the model.
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Reusability: Reusability is evaluated through reduced redundancy (Table 7)
can be achieved by: uniformity of information representation (S15) and no dupli-
cate information (S16). S16 is a property of the technical abilities of the used
FM approach. To determine if the redundancy level is decreased, the number of
copied parts of the feature model should be compared.

Maintainability: It is assumed that subgoals S10, S11, S14, as well as S16
contribute positively to maintainability (Table 8). In addition, we identified S17
and S18 as additional subgoals contributing to improved maintainability. Main-
tainability highly depends on work separation capabilities (S17). If the parts of
the model can be maintained in parallel than the approach (together with its
technical realization) is more efficient with respect to maintainability.

In summary, we identified 18 sub-goals, 27 questions and metrics answering
the questions. In the following section the sub-goals, questions, and metrics were
used to discuss the impact of the new feature model with the practitioners (see
Section 3).

4.3 Application at the Company

Context - Introducing a New Feature Modeling Approach at Opel:
At the time of the study, the company stored requirements specifications in MS
word. No explicitly documented statement about common and variable parts
of the requirements were available. Instead, they were spread across different
systems (calibration files, use cases, and other artifacts).

Based on the reflections made by the practitioners (Table 1) the company chose
multiple SPLs with modular feature models, which is illustrated in Figure 1. On
the top level three SPLs are distinguished, and each SPL had different abstrac-
tion levels, L1 (customer features), L2 (subsystem features) and L3 (component
functions).

The feature model itself was decomposed based on the functional architecture
(e.g. the feature active safety is broken down into park assistant and cruise
control).

The approach was supported by tools, as these were essential to record the
information and keep track of traceability. The tools used at the time of study
(May to September 2012) and the tool chain implemented later (since July 2014)
are represented in Figure 2. The tool GEARS was used to structure the vari-
ability of the product-line and its features. DOORS was linked to GEARS and
contained the requirements.

Table 6. GQM Definition Template (G5:Modularity)

Subgoals Questions Metrics

S14. Minimize impact of the change Q23. Is impact of the change local? Affected features,
assertions, depen-
dencies; affected
artifacts and models
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Table 7. GQM Definition Template (G6: Reusability)

Subgoals Questions Metrics

S16. Variability information should not be
duplicated

Q24. Are there copied pieces of feature model? Number of copied
parts of feature
model

Fig. 1. SPL structure chosen by the company

This brief summary of the feature modeling approach evaluated with the
existing measures should serve as a basis to understand the reflections provided
in the following section.

Table 8. GQM Definition Template (G7: Maintainability)

Subgoals Questions Metrics

S17. Unnecessary complexity should be
avoided

Q25. Can the patterns of unnecessary complexity be
defined?

Types of complexi-
ties

Q26. Are the defined complexities avoided? Number of redun-
dant complexities

S18. Separation of work should be allowed Q27. Can model be used and developed in parallel? Expert based

Specification

Change 
Request

MS-World

Change Synergy

Parameter 
List

Change Synergy

Today

Requirements & 
Specifications

Document 
Generation & 
Generation

Change 
Request

Variants & 
Feature 
Trees

Req. Mgt

Chanage 
Mgt.

Variant 
Mgt./PLE

Future

DOORS 
(IBM)

RTC
(IBM)

RPE (IBM)

GEARS (BigLever)

Fig. 2. Tool support used at the company
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Evaluation of the Approach Using the Proposed Goals, Information
Needs, and Metrics: In Section 4.1 the measurement goals of the stakehold-
ers with respect to feature modeling were defined. With the defined questions
and metrics (see Section 4.2) the results of the feature modeling adoption could
be evaluated and compared with the previous situation. Some metrics were not
possible to collect, as they require data collected over a longitudinal time period.
Furthermore, to answer specific questions (e.g. “Q2. How efficient is the specifica-
tion of product variability?”) historical data or data from controlled experiments
was needed.

Nevertheless, indications for the impact of the new feature modeling app-
roach at the company could be detected with the identified goals, questions, and
metrics. Furthermore, if some questions cannot be answered, this indicates that
some information may be relevant to collect.

Understandability: The first goal that was defined was to improve understand-
ability of variability information in the system. With respect to making the spec-
ification of product variance easier (Q1 in Table 2) the practitioners agreed that
providing clear decomposition strategies and tools has a positive effect. With
respect to artifacts containing variability (Q3) and the number of artifacts (Q4),
after the adoption of feature modeling variability information was consolidated
in one place. Variability information was now described in feature models and
profiles in GEARS tools. Information was not only in the single place, but was
also in a structured form. Earlier it had been spread throughout the artifacts,
such as requirements specifications, use cases, and additional documents. The
exact time that was needed to understand product variants (Q5) was unknown.
However, the functionality that was provided by the selected tool allowed a faster
overview of what products are available and what are their differences. This was
achieved by profiles and matrix combination, while before the practitioners relied
on knowledge when studying the documentation in Word and Excel.

Correctness: The correctness of the specification of variability information can-
not be assured automatically. A quality review process needed to be established
and followed to assure correctness of modeling and product assembly. Whether
the feature model contradicts the requirements specification (Q10) should only
be answered after the modeling was done. But we can assume that defining
rules of decomposition that correspond to the structure of requirement specifi-
cations may help to avoid confusion. By construction all valid products could
be described (Q11). That is, products could be assembled from profiles of fea-
ture declarations. If all the constraints between features were modeled than any
configuration (Q12) that contradicted these requirements was not possible to
create.

Consistency: Consistency could be to a large extent ensured by construction.
With the use of bridges between GEARS and other systems variability could be
traced (Q14) from feature models to requirement specifications, design artifacts,
test specification, which was supported by tools (Q15). Traceability between
levels of abstraction (Q16) was not defined by the tool used, only traceability in
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the form of “requires” relationships could be established. A single notation (Q17)
was used for feature modeling. Q18 was related to whether similar situations were
addressed consistently. If the feature owners adhere to the strategies identified,
then the situations could be addressed similarly. The formal metric for this
question was the ratio between number of identified patterns and number of
different solutions found.

Completeness: Another goal was the improvement of completeness with respect
to variability information. The variability information was not structured and
dependencies were not modeled explicitly. Nevertheless, we at least need to show
that the information was as complete as it had been before the approach was
introduced. To measure completeness, the model was to be further populated
incrementally. Overall, checking completeness was supported by using a tool
(GEARS), and making dependencies explicit (e.g. a feature without a link to
requirements become visible).

Modularity: The proposed decomposition approach concentrated on the qual-
ity of modularity. By construction, the system was decomposed into SPLs and
modular feature models. If the modularity was better than before cannot be
evaluated, as there was no baseline defined with respect to the measures (see
Q23).

Redundancy Reduction: The approach defined the concept of creating the context
variability model with all the global variations. Feature declarations should be
imported to other SPLs, in case they were referenced from more than one PL
or asset. The tool allowed access to these features by reference from any other
model or SPL. This assured that no information was reused by copying (Q24).

Maintainability: During the selection of structures and decomposition strategies
the maintainability issue was taken into consideration. First of all monolithic
feature models were discarded, because of too high complexity and consequently
poor maintainability. Furthermore, better understandability also favored main-
tainability. The approach should define the complexity types, in the form of
situations and patterns (Q25). A set of decomposition strategies were defined
with the company. Whether complexities being present earlier were avoided
(Q26) cannot be conclusively answered at this point in time, as this required
to populate the model with more features and SPLs. The decomposition of the
system into multi-SPLs supported parallel work (Q27) and separation of con-
cerns. The improvement tendency of maintainability of variability information
could be noticed. To get a precise comparison, a baseline should be established;
measurements should be taken and compared to evaluate the magnitude of the
improvement.

Overall, the measurements helped the company in the reflection and with
that to decide to go ahead with the implementation beyond the Park Assistant,
as many potential benefits could be identified. Opel implemented the solution
as of July 2014 in parts of their organization (E/E (Electric/Electronic) and
Powertrain areas). Hence, the measures have at least partially supported the
technology transfer.
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5 Discussion

The following reflections should be highlighted based on the results obtained.

Ability to Analyze: The questions identified for the goals can be quantified
objectively in some cases (in particular metrics related to complexity [10,11]),
but in other cases subjective measures have to be obtained. In case of expert
based assessments, we propose to utilize categorical variables that allow practi-
tioners to provide a rating based on their perception, as long as no well defined
and countable unit of analysis exists. It would be a worthwhile effort to develop
automated measurements for as many questions as possible that are based on
well defined units of measures. These should be derived from the artifact itself,
and from the configuration management system. The metrics proposed allowed
the practitioners to reflect on feature modeling in their context, and supported
them in their decision making.

Quality Goals and Their Relationships: We identified seven quality goals
that were considered relevant by the practitioners. As pointed out by a few stud-
ies these quality goals are related (cause-effect and correlation) [12,13]. In order
to achieve the quality goals that are important from a usage perspective (e.g.
maintaining, reusing features and communicating features) we have to under-
stand how these are impacted by other factors (e.g. completeness, correctness,
and consistency). This research provides an initial input to such an analysis as it
highlights what is important from an industrial perspective, and how this relates
to individual quality goals.

Scope of the Metrics: The metrics were derived focusing on the feature model
itself. Though, when the company wanted to reflect on entities beyond that
(the ability of the modeling language and the modeling process including tool
usage), the effect of those on the metrics could also be reflected upon. Thus,
the metrics may have relevance for reflecting on feature modeling approaches as
a whole (including modeling language, and modeling process) as these are not
independent from the feature model.

Comparison with Related Work: When comparing with the classification
suggested by Bezerra et al. [2] with the classifications provided by industry it
is noteworthy that there were differences. As an example, level of abstraction
contributes to understandability, and hence is linked to that goal, while it is
classified differently in the literature (under the attribute “Variability” in the
context of “Maintenance”). Given that the elicitation of metrics was goal-driven,
the classification allows to directly identify what the main purpose of the metric
is by linking it to the goals through the questions. Hence, the rational for decision
making based on the measure also becomes more explicit.

The systematic literature study and our study performed at Opel have simi-
larities, but also clear differences. Many goals and metrics are shared (e.g. main-
tainability, usability, complexity). Though, unique metrics have been identified
in this study. Im particular, usability has only been defined as a goal/attribute
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in the literature [14], but no metrics were be proposed. Furthermore, the avail-
ability of views as a categorical measure has been added, as well as the goal of
completeness. On the other hand, the mapping study identified measures that
could be automatically derived from the feature model, and hence do not depend
on expert opinion. As an example, solutions exist to assess the consistency of
feature models [14]. Hence, the industry and academic view complement each
other well. Given that there has been an overlap between the findings in our
study and the literature, this indicates that the results are not unique to the
feature modeling notation used. This is important as this means that feature
models based on different notations could be compared using the metrics.

Validity Threats: External validity: The research has been conducted in one
organization, which is a threat to external generalizability. Hence, potentially
more goals, questions, and metrics may be relevant in other contexts. As this may
be the case, this work builds a foundation to add questions to existing quality
goals, and also define new metrics to better support the questions. A number of
different contexts should be studied, as we did not find any existing studies with
the main focus being on eliciting evaluation criteria for feature models from an
industrial point of view. For example, studies should be conducted in a quite
different domain, such as information systems. Also, within the company only
few persons have been considered to provide the goals. These were the persons
that would have been considered if the company would conduct the planning
of collecting metrics, and hence represented the relevant stakeholders in that
context. That is, the results were generalizable within the company.

Construct validity: Furthermore, there is always a threat that practitioners
misunderstand the questions in the interviews, and researchers misinterpret the
answers. Hence, all results were presented to the practitioners (member check-
ing), confirming that we captured what they intended to communicate.

Internal validity: To what degree the metrics defined contributed to the actual
adoption of the feature modeling structure presented here cannot be determined.
What can be said is that it led to insightful discussions and reflections in the
decision making process.

Reliability: To increase the reliability of the study, multiple research have
been involved in the process of designing and reflecting on the data collected,
reducing the threat of researcher bias.

6 Conclusion

Only few studies provided a set of measures and the goals to collect them in order
to evaluate feature models. In order to address this research gap, we investigated
the goals of feature model usage, the related information needs (questions) to
assess whether the goals are fulfilled. Furthermore, metrics have been identified
to answer the questions. The research has been conducted in collaboration with
Opel. As a result, we identified seven quality goals/criteria, 18 sub-goals, 27
questions and the corresponding metrics. The application of the identified quality
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criteria to evaluate a new approach of applying feature modeling at the company
demonstrated the ability to reflect on the impact of the new approach regarding
goal fulfillment.

In future work, we encourage the research community to further extend the
inventory of measurements presented here by studying further organizations.
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Abstract. [Context and motivation] Information Quality (IQ) is a
key success factor for the efficient performance of any system, and it
becomes a vital issue for critical systems, where low-quality informa-
tion may lead to disasters. [Question/problem] Despite this, most of
the Requirements Engineering frameworks focus on “what” and “where”
information is required, but not on the intention behind its use, which is
essential to define the required level of quality that information should
meets. [Principal ideas/results] In this paper, we propose a novel con-
ceptual framework for modeling and reasoning about IQ at requirements
level. [Contribution] The proposed framework is based on the secure
Tropos methodology and extends it with the required concepts for mod-
eling and analyzing IQ requirements since the early phases of software
development. A running example concerning a U.S stock market crash
(the May 6, 2010 Flash Crash) is used throughout the paper.

Keywords: Information quality · Requirements engineering · Model-
ing · Reasoning

1 Introduction

Information Quality (IQ) is a key success factor for organizations, since depend-
ing on low-quality information may cause severe consequences [1], or even dis-
asters in the case of critical systems. Despite its importance, IQ is often loosely
defined, or simply ignored [2]. In general, quality has been defined as “fitness for
use” [3], or as in [4] the conformance to specifications, i.e., meeting or exceeding
consumer expectations. For example, consider a stock market investor who uses
his laptop to trade some securities, the level of IQ required by him concern-
ing his trades is not the same as the IQ level required by a main stock market
(e.g., NYSE, NASDAQ) that is responsible of managing thousands of trades
in milliseconds simultaneously. In the first case, low-quality information can be
accepted to a certain level, while in the second case it may result in a financial
disaster (e.g., stock market crash, or at least loses of millions of dollars).

Several techniques for dealing with IQ have been proposed in the literature
(e.g., integrity constraints). However, they mainly focus on technical aspects of
IQ and do not solve problems that may rise at organizational or social levels.

c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-16101-3 4
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More specifically, these techniques do not satisfy the needs of complex systems
these days, such as socio-technical systems [5], where humans and organizations
are integral part of the system along with the technical elements such as soft-
ware and hardware (e.g., healthcare systems, smart cities, etc.). In these cases,
requirements about IQ should be extended to a socio-technical analysis.

For example, the Flash Crash was not caused by a mere technical failure,
but it was due to undetected vulnerabilities that manifested themselves in the
interactions of the stock market systems that led to a failure in overall socio-
technical system [6]. In particular, several reasons contributed to the Flash Crash
were caused by socio-technical IQ related issues. For instance, according to [7]
some traders intentionally provide falsified information. Others continue trading
during the crash by forwarding their orders to the markets that did not halt
their trading activities due to lake of coordination among the markets, where
the lack of coordination resulted also from IQ related vulnerabilities. However,
such failures could be avoided if the IQ requirements of the system-to-be were
captured properly during the system design.

We advocate that answering “why” IQ related mechanisms and solutions
are needed, and not just “what” mechanisms and solutions are needed to solve
IQ related problems can provide a better understanding of stakeholders’ needs
that are beyond IQ requirements. The framework presented in this paper uses a
Goal-Oriented Requirements Engineering (GORE) approach. Among the several
GORE approaches offered in the literature (e.g., KAOS [8], i* [9]), we adopted
secure Tropos [10] as a baseline for our framework. Secure Tropos introduces
primitives for modeling actors of the system along with their goals that can
be refined through And/ Or decompositions. Resources are used to represent
both physical and informational entities that are needed/ produced for/by the
achievement of goals1.

Moreover, it provides the notion of delegation to model the transfer of respon-
sibilities among actors, and it adopts the notion of trust and distrust to capture
the expectations of actors in one another. Our framework extends the conceptual
framework of secure Tropos by providing the required concepts and constructs
for modeling and reasoning about IQ requirements. It allows the analyst to
identify clearly “why” a certain level of IQ is needed and not only “what” and
“where” such information is needed.

The paper is organized as follows; Section (§2) describes our motivating exam-
ple, while in Section (§3) we discuss the different problems related to capturing
IQ. In Section (§4), we outline the limitation in secure Tropos for dealing with
IQ, and then we propose the required extensions. In Section (§5), we present the
reasoning techniques that our framework offers. Section (§6) implement and eval-
uates the proposed framework. Section (§7) presents the related work. Finally,
we conclude and discuss the future work at Section (§8).

1 NeededBy/ producedBy have been proposed in SI* [11], which is an extension of
secure Tropos.
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2 Motivating Example

Our motivating example concerns the May 6, 2010 U.S stock Flash Crash. Based
on [7], we can identify several stakeholders including: stock investors are indi-
viduals or companies, who have a main goal of “making profit from trading
securities”, which is And decomposed into two goals “Produce sell/buy orders
for targeted securities” and “Analyze the market for targeted securities”, where
the first goal produces “Inv- Sell/ Buy orders”. While last goal is Or decomposed
into two goals, “Analyze the market depending on trader” that needs to con-
sume “Tr trading suggestions” (provided by a trader), and “Analyze the market
depending on consulting firm” that needs to consume “Con trading suggestion”
(provided by a consulting firm).

Stock traders are persons or companies involved in trading securities in stock
markets with a main goal of “making profit by trading securities” either for their
own sake or by trading on behalf of their investors. According to [7], traders can
be classified under several categories, including: Fundamental traders: are able to
either buy or sell a significant number of securities with a low trading frequency
rate; Market Makers: facilitate trading on a particular security in the market,
and they are able to trade large number of securities; High-Frequency Traders
(HFTs): are able to trade with very high trading frequency; Small traders: trade
small amount of securities with very low trading frequency.

While stock markets are places where traders gather and trade securities,
which have a main goal of “Make profit by facilitating the trades among stock
traders” that is And decomposed into two sub goals “Manage order matching
among traders” and “Ensure fair and stable trading environment”, where the
first intend to receive, match and perform orders from different traders, and the
last is responsible of halting or slowing down the trading frequency in order to
stabilize the trading environment when necessary. Moreover, consulting firms are
firms specialized for providing professional advices concerning financial securities
for a fee to traders and investors. Finally, credit assessment ratings firms are
firms with a main objective of providing assessments of the credit worthiness of
companies’ securities, i.e., such firms help traders in deciding how risky it is to
invest money in a certain security.

Figure 1 shows a portion of the secure Tropos representation of the stock
market structure. Secure Tropos is able to capture the social/ organizational
context of the system, but it does not offer primitives to model needs about
IQ, i.e., it deals with information whether they are available or not and who is
responsible about their delivery. For example, secure Tropos is able to model
information provision between investors and traders, and between traders and
markets. Yet, it does not provide concepts that enable to analyze the quality of
the provided information (e.g., information is not falsified).

3 The Problem of Capturing Information Quality

The quality of information can be defined based on its “fitness for use”, yet such
definition does not explicitly capture the “fitness for use” for “what” and the
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Fig. 1. A partial goal model concerning the U.S stock market structure

“fitness for use” of “who”, which is very important when information has several
stakeholders, who may require different (might be conflicting) quality needs. In
other words, existing definitions of IQ miss the clear semantics to capture IQ
requirements taking into consideration the different needs of their stakeholders.
Without having such semantics, it is hard to determine whether IQ “fits for use”
or not.

Several IQ models and approaches have been propose [12,13], yet most of
them propose holistic methods for analyzing IQ (one size fits all), i.e., they
consider a user-centric view [14] without taking into consideration the relation
between information and its different purposes of usage. For example, in Figure 1
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we can see a stock investor (e.g., John) who wants to send a sell/ buy order to
a stock market through a stock trader. This simple scenario raises several ques-
tions: Do all the stakeholders (e.g., investor, trader, and stock market) have
the same purpose of information usage? How we can define the quality of the
buy/sell order based on the different purposes of usage? Should the stakehold-
ers require the same quality of information? If not, how do their needs differ?
Actually, the previous questions cannot be properly answered without defining
a clear semantics among information, its quality, and the stakeholders’ intended
purposes of information usage.

Moreover, IQ can be characterized by different dimensions [15,16] that can
be used to analyze IQ, including: accuracy, completeness, consistency, timeliness,
accessibility, trustworthiness, etc. However, we only focus on 4 IQ dimensions,
namely: accuracy, completeness, timeliness and consistency, since they enable
us to address the main IQ related problems that we consider in this paper.
These dimensions can be defined as follows: Accuracy: means that information
should be true or error free with respect to some known, designated or measured
value[16]; Completeness: means that all parts of information should be avail-
able [15,16]; Timeliness: means to which extent information is valid in term of
time [13]; Consistency: means that multiple records of the same information
should be the same across time [16].

After defining these dimensions, we need to ask several more questions, should
the different stakeholders consider the same IQ dimensions for analyzing IQ? Do
they analyze these dimensions by the same ways? For instance, can informa-
tion validity be analyzed by an actor who requires to send information, and an
actor who requires to receive (read) information by the same way? The same
question can be asked about other dimensions. Moreover, most of the proposed
IQ approaches ignore the social/ intentional aspects that underlie some of these
IQ dimensions. Ignoring such aspects during the system design leaves the sys-
tem open to different kinds of vulnerabilities that might lead to various kinds of
failures (e.g., actors might intentionally provide falsified information).

4 Extending Secure Tropos with IQ Modeling Concepts

In order to capture the stakeholders’ requirements concerning IQ, secure Tropos
modeling language needs to be able to provide the required concepts and con-
structs for capturing the stakeholders’ different purposes of information usage,
and the different relations among the purposes of usage and IQ in terms of its
dimensions. From this perspective, we extend the conceptual model of secure
Tropos to accommodate the following concepts:

Goal-Information Interrelation: we need to provide the required con-
cepts to capture the different relations between goals and information usage.
Thus, we extend secure Tropos by introducing 3 different concepts that are able
to capture such relations: Produces: indicates that an information item can be
created by achieving the goal that is responsible of its creation process; Reads:
indicates that a goal consume an information item. Reads relation can be strictly
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classified under, Optional : indicates that information is not required for the goal
achievement, i.e., the goal can be achieved even such information has not been
provided; Required : indicates that information is required for the goal achieve-
ment, i.e., the goal cannot be achieved without reading such information; Sends:
indicates that the goal achievement depends on transferring an information item
under predefined criteria to a specific destination.

For instance, in Figure 2 achieving the goal “Perform the trades” produces
“Trade information”. While the goal “Receive sell/buy orders from traders”
optionally reads the “Sell/ Buy orders”, since the goal will be achieved regard-
less the number of the received sell/buy orders. While goal “Manage trading
environment” requires to read “Prim (CB) information”. At the other hand, the
goal “Perform after sale operations” needs to send “Trade info” to the bank that
is responsible of finalizing the trade. These different relations are shown in Figure
2 as edges labeled with produce, send[destination][time], read [R] and read [O]
to represent produces, sends, optionally read and required read respectively.

Information Accuracy: we need to provide the required concepts that
enable for deciding whether information is accurate or not from different per-
spectives of its stakeholders. In particular, information accuracy can be analyzed
based on its production process, since information can be seen as product [17,18],
and many of the product quality concepts can be applied to it. In other words,
the accuracy of information is highly affected by its source [19]. Moreover, actors
might depend on one another for information to be provided, and the provision
process might also affect the accuracy of the provided information. More specif-
ically, the accuracy of information can be analyzed based on its sources along
with its provision process.

We rely on the notion of trust that has been proposed in secure Tropos to ana-
lyze the accuracy of information based on its source (trusted/distrusted source)
and provision process (trusted /distrusted provision). For instance, a market
considers information it receives as accurate, if a trust relation holds between
the market and information source (e.g., trader), and if information has been
provided through a trusted provision. The same can be applied to information
that is send, i.e., send information is accurate from the perspective of its sender,
if a trusted provision holds between the sender and the final destination of infor-
mation. Such relation is shown in Figure 2 as edges labeled with T concerning
the provided information (“Inv sell/buy orders”) between John (investor and
Small market Co1 (stock market).

Information Completeness: we need to provide the required concepts to
capture the relation between an information item and its sub-items (if any),
which enables us to decide whether information is complete or not. Thus, we
rely on the “part of” concept that has been used in several areas (e.g., natural
language, conceptual modeling, etc.) to model such relation. For example, one
main reason of the Flash Crash was the effect of uncoordinated Circuit Breaker
(CBs) 2 among the markets. Such failure resulted due to depending on incomplete
information by markets for their CBs.
2 Techniques used to slow or halt trading to prevent a potential market crash [20].
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Fig. 2. A partial goal model of the Flash Crash extended with IQ related constructs

In particular, in stock market domain, the same securities might be traded
in different markets. Thus, in order to coordinate the CBs between the different
markets that trade the same security, markets should be aware of one another’s
activities concerning any change in the trading frequency. In other words, when
a market halts or go into slow trading mode for a specific security, all markets
trading the same security should do the same. This can be solved, if we consider
the CB information that is used by any market is composed of the local CB
information along with the CB information produced by the primary listing
market (the main market for trading the security) to guarantee that all markets
who trade the same securities will coordinate properly. Similarly, the main listing
market should be aware of the different activities performed by the markets that
trade the same securities. Such relation is shown in Figure 2 as edges labeled
with part of between “Prim CB info” and both its sub-items “Loc 1 CB info”
and “Loc 2 CB info”.
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Information Timeliness: we need to provide the required concepts that
enable for deciding whether information is valid in terms of time for its purpose
of usage. Since we already defined two different relations between goals and
information that can be affected by time aspects (e.g., reads and sends), we need
to define validity that fits the needs of each of these relations: Read timeliness:
in order to ensure that information is valid for read, we need to ensure that its
value in the system represents its value in the real world. Lack of timeliness leads
to situations where the value of information in the system does not accurately
reflects its value in the real world [15]. We rely on Ballou et al. [17] work to
analyze the timeliness of read information depending on its currency (age): the
time interval between information creation (or update) to its usage time [13,14])
and its volatility : the change rate of information value [14], i.e., information is
not valid, if its currency (age) is bigger than its volatility interval, otherwise it
is valid. Send timeliness: is used to capture the validity of information at its
destination in terms of time. In particular, it defines the allowed amount of time
for information to reach its destination, which should be defined based on the
needs of information sender.

Referring to Figure 2, the achievement of the goal “Perform after trade oper-
ations” is subject to the validity of “Trade info” at its destination [bank], if
information was not valid (delivered within the defined send [time]), the goal
will not be achieved. While the achievement of the investor’s goal “Analyze the
market depending on trader” depends on the validity of “Tr trading suggestions”
that is provided by the trader, in order for such information to be valid, it should
be provided within a time interval that is less than its volatility change rate.

Information Consistency: we need to provide the required concepts that
enable for deciding whether information is consistent or not. Information consis-
tency arises only when there are multiple records of the same information that
are being used by several actors for interdependent purposes (goals), and we call
such actors as interdependent readers. While if actors use the same information
for independent purposes, inconsistency will not be an issue since the actors’
activities are independent. For example, CBs information should be consistent
among all markets trade the same securities, since they depend on such informa-
tion for controlling their trading environment (interdependent purposes). While
the same information can be used by a trader for analyzing the market and
make trading decision, yet inconsistency between information a trader use and
the ones used by markets will not produce any problem, since such information
is used for independent purposes.

Moreover, consistency in our work is a time related aspect 3, i.e., the value of
information among its different interdependent readers might became inconsis-
tent due to time related aspects. In particular, to ensure consistency among the
different interdependent readers, we need to ensure that these readers depend
on the same information value in term of time. Thus, we define read-time that
indicates the actual read time by information reader, and by ensuring that all
interdependent readers have the same read-time, we can ensure the consistency of
3 In [14] consistency was used to refer to “representational consistency” of information.
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Fig. 3. Meta-model shows the extended version of secure Tropos

such information. Considering our example, to ensure the consistency of “Prime
CB info” among all markets that trade the same security (interdependent read-
ers), all of them should have the same read-time, i.e., such information should
be provided to them in a way that ensure all of them have the same read-time

Actor’s Social Interactions and IQ: actors’ interactions might affect IQ.
Thus, we need to provide the required concepts to capture how such interactions
might affect IQ in terms of its different dimensions. To get better understanding
of actors interactions and IQ, we depend on what is called information prove-
nances [21], which enable us to capture any information that helps in determin-
ing the history of information, starting from its source and the process by which
it has been delivered to its destination [22]. In particular, information accuracy
can be influenced by the trustworthiness of information production along with its
provision process (discussed earlier). At the other hand, information validity can
also be affected by actors’ interactions. More specifically, information provision
time 4 might influence information read and send timeliness, or even information
consistency, if there are interdependent readers of the provided information.

All new concepts along with the basic constructs of secure Tropos modeling
language are structured in terms of a meta-model shown in Figure 3, where we
identify: an actor that covers two concepts (role and agent) and it may have
a set of goals, it aims for. Further, an actor may have the related capabilities
for the achievement of goals. Actors can be interdependent readers concerning
an information item. Moreover, actors may delegate goals to one another, and
they may have information, and provides it to one another, where provision has
a provision time. Goals can be and / or-decomposed, and they may produce,
read, or send information; yet read can be descried by its type (e.g., optional or
required), while send can be described by its both time and target attributes.

4 The amount of time information transmission requires from source to destination
(referred to as the transmission time in networks).
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Information has volatility rate that is used to determine its validity. Further,
information can be composed of several information items (part of ). Finally,
actors may trust one another for goal achievement / information provision.

Finally, in order to allow for the systematic design of the system-to-be, we
propose an engineering methodology that underlies our extended framework. The
process consists of several steps that should be followed by designers during the
system design; each of these steps is described as follows: (1) Actors modeling : in
which the stockholders of the system are identified and modeled along with their
objectives, entitlements and capabilities; (2) Goals modeling : the stockholders’
goals are identified and refined through And/ Or-decomposition, and based on
the actors capabilities some goals might be delegated; (3) Goals-information
relations: the different relations among goals and information are identified and
modeled along with their IQ needs; (4) Information modeling : information is
modeled, the structure of composed information is identified, and then informa-
tion provisions are modeled; (5) Trust modeling : trust among actors concerning
goal delegation, information producing and provisions are modeled; (6) Ana-
lyzing the model : at this step the model is analyzed to verify whether all the
stakeholders’ requirements are achieved or not; (7) Refining the model : during
the model analysis, if some of the stockholders’ requirements were not achieved,
the analysis try to find solution for such issues at this step.

5 Reasoning about Information Quality Requirements

We use Datalog [23] to formalize the concepts that have been introduced, along
with the required axioms5. Further, we define a set of properties (shown in
Table 1) that are used to verify the correctness and consistency of the require-
ments model. These properties define constraints that the designers should con-
sider during the system design.

Pro1: states that the model should not include any goal that is not achieved
from the perspective of the actor, who has it within its objectives. Goal might
not be achieved due to several reasons (e.g., delegating the goal with no trust
chain, missing required information, IQ related issues, etc.). For example, in
Figure 2 Sarah delegates the goal “making profit by trading securities” with no
trust chain to Small tradCom 1. This leaves Sarah with no guarantee that its
goal will be achieved.

Pro2-3: state that the model should not include any information unavail-
ability related issues, i.e., senders / required readers should have the information
they intend to send/ read. Note that capturing information availability is not a
trivial task. For example, in Figure 2 if the goal “Perform the trades” was not
achieved, information “Trade info” will not be produced, and both goals “Per-
form after trades operations” and “Analyzing the trading environment” will not
be achieved as well, since both of them require to read “Trade info”. Similarly,
the effect of not achieving these goals might be propagated to other goals.
5 The formalization of the concepts and axioms is omitted due to space limitation, yet

they can be found in [24].
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Table 1. Properties of the design

Pro1 :- objective(A, G), not achieved(A, G)

Pro2 :- sender(T , A, B, I), not has(A, I, Z)
Pro3 :- reader(required, P , A, I), not has(A, I, Z)

Pro4 :- reader(T , P , A, I), producer(B, I), prvChain(T , B, A, I), not trust(A, B, produce, I)
Pro5 :- reader(T , P , A, I), producer(B, I), prvChain(T , B, A, I), not trustChain(B, A, provide, I)
Pro6 :- reader(T , P , A, I), not complete(A, I)
Pro7 :- reader(T , P , A, I), prvChain(T , B, A, I), producer(B, I), info(I, V ), not T < V
Pro8 :- reader(T , P , A, I), interdependent reader(A, I), not consistent(A, I)

Pro9 :- sender(T , A, B, I), prvChain(T , A, B, I), not trustChain(A, B, provide, I)
Pro10 :- sender(T , A, B, I), prvChain(Tr, A, B, I), not Tr < T

Pro11 :- play(A, R1), play(A, R2), conflicting roles(R1, R2)

Pro4-5: state that the model should not include any inaccurate information
from the perspectives of their readers, i.e., there is no guarantee that informa-
tion is accurate for read, if it was not produced by a trusted source (Pro4),
and provided by a trusted provision (Pro5). Intentionally falsified information
(inaccurate from the reader’s perspective) was a main reason that led to the
Flash Crash. In particular, some HFTs were accused of providing orders that
last very short time, which make them unavailable to most traders, in order to
affect the prices of some securities before starting their real trades. Moreover,
Market Makers and in order to fulfill their obligations concerning providing sell
/ buy orders in the market, provide what is called “stub quotes”, which are
orders with prices far away from the current market values. Such orders can also
be considered as falsified information; since they are orders were not intended
to be performed. During the Flash Crash, over 98% of all trades were executed
at prices within 10% of their values before the crash because of “stub quotes”
[7]. In particular, if orders that have been provided by both HFTs and Market
Makers were not considered accurate for granted, such crash might be avoided.

Pro6: states that the model should not include information that is not com-
plete from the perspective of its reader. For example, after considering “Prim
CB info” as a part of “loc 1 CBs information”, Pro6 is able to detect and notify
the designer, if Loc market 1 does not has “Prim CB info”. While Pro7 states
that the model should not include any invalid information from the perspective
of their readers. For example, a Small Tradco 1 provides John with “Tr trading
suggestions”. Yet, the delivery time should not exceed the information volatility
rate to be considered as valid. Otherwise, John may make wrong trading deci-
sions based on invalid (old) information. Pro8 states that the model should not
include any interdependent reader that depend on inconsistent information. Con-
sidering our example, Loc Market 1 and Loc Market 2 are interdependent read-
ers concerning “Prim CB info”. Pro8 is able to detect and notify the designer,
if “Prim CB info” is not consistent between them.

Pro9: states that the model should not include inaccurate information at their
destination from the perspective of their senders, i.e., a trusted provision chain
should hold between the sender and its intended destination. While Pro10 states
that the model should not include invalid information at their destination from



60 M. Gharib and P. Giorgini

Fig. 4. Screenshot of the Eclipse-based tool

the perspective of their senders. For example, stock traders (e.g., Small TradCo 1 )
have different quality of services, including the time that orders require to reach
the market (milliseconds might be very important). If a Small TradCo 1 is not able
to provide the time to market that John requires, his orders will not be considered
as valid from his perspectives.

Pro11: states that the model should not include any agent that plays con-
flicting roles. In particular, it is used to ensure that the model manage separation
of duties among its actors to avoid any conflict of interest that leaves the system
open to various kinds of vulnerability. In Figure 2, we can see that Star Co is
playing both roles “Credit assessment firm” and “Consulting firm”. Such situa-
tion should be avoided, since we cannot trust a company for providing accurate
consulting information considering the securities of a company that they get
paid to perform their credit assessment. Pro11 can be used to capture similar
situations, such as firms that provide accounting services along with auditing
services to the same company (e.g., The Enron scandal [25]).

6 Implementation and Evaluation

Evaluation is an important aspect of any research proposal; it aims to demon-
strate the utility, quality, and efficacy of a design artifact. Our framework belongs
to the design science area. Hevner et al. [26] classify evaluation methods in design
science under five categories: observational, analytical, experimental, testing, and
descriptive. We aim to evaluate the applicability and effectiveness of our frame-
work depending on simulation method (experimental), i.e., execute artifact with
artificial data. To this end, we developed a prototype implementation of our
framework6 (Figure 4) to test its applicability and effectiveness for modeling
and reasoning about IQ requirements. In what follows, we briefly describe the
6 http://mohamadgharib.wordpress.com/

http://mohamadgharib.wordpress.com/
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prototype, discuss its applicability and effectiveness over the Flash Crash sce-
nario, and then test the scalability of its reasoning support.

Implementation: our prototype consist of 3 main parts: (1) a graphical user
interface (GUI) developed using Sirius7, which enable designers for drawing the
model diagram by drag-and-drop modeling elements from palettes, and enables
for specifying the properties of these elements along with their interrelations;
(2) model-to-text transformation that supports the translating of the graphical
models into Datalog formal specifications depending on Acceleo8; (3) automated
reasoning support (DLV system9) takes the Datalog specification that resulted
from translating the graphical model along with the reasoning axioms, and then
verifies the correctness and completeness of the requirements model against the
properties of the design.

Applicability and Effectiveness: is reported in [24], where the framework
was applied to a big-size Flash Crash scenario. In particular, the Crash was not
due to an attack or illegal activities, but some actors exploit undetected vulnera-
bility in the system organizational structure, i.e., the design of the system allows
for such failure. The framework was able to identify these vulnerabilities along
with other vulnerability that manifested themselves in actors’ interactions, or
resulted from their conflict of interests. For example, a stock market considers
information received from both Market Marker 1 and HFT trades Co as inaccu-
rate information, since no trust in information production holds between them
at one hand and the market at the other. Moreover, information produced by
Star Co is considered as inaccurate, since it plays two conflicting roles (“Credit
assessment firm” and “Consulting firm”), i.e., we cannot trust a company for
providing accurate consulting information considering the securities of a com-
pany that they get paid to perform their credit assessment.

At the other hand, “Prim CB info”, “Loc 1 CBs info” and “Loc 2 CBs info”
were identified as incomplete information from the perspectives of their readers,
since they miss some sub parts related to the purpose of their use. Finally, it
was able to detect the inconsistency concerning “Prim CB info” to both “Local
market 1” and “Local market 1”.

Experiments on Scalability: to test the scalability of the reasoning tech-
nique, we expanded the model shown in Figure 2 by increasing the number of
its modeling elements from 188 to 1316 through 7 steps, and investigate the
reasoning execution time at each step by repeating the reasoning execution 7
times, discarding the fastest and slowest ones, and then computed the average
execution time of the rest. We have performed the experiment on laptop com-
puter, Intel(R) core(TM) i3- 3227U CPU@ 190 GHz, 4GB RAM, OS Window 8,
64-bit. The result is shown in Figure 5, and it is easy to note that the relation
between the size of the model (the number of its nodes) and the execution time
is not exponential, i.e., the reasoning techniques should work fine with real world
scenarios, where there sizes probably will not exceed the sizes we considered.
7 https://projects.eclipse.org/projects/modeling.sirius
8 https://projects.eclipse.org/projects/modeling.m2t.acceleo
9 http://www.dlvsystem.com/dlv/

https://projects.eclipse.org/projects/modeling.sirius
https://projects.eclipse.org/projects/modeling.m2t.acceleo
http://www.dlvsystem.com/dlv/
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Fig. 5. Scalability results with increasing the number of modeling elements

7 Related Work

A large body of literature has focused on IQ. For instance, Wand and Wang [15]
propose a theoretical approach to define information quality. While Wang and
Strong [27] introduce the Total Data Quality Management (TDQM) methodol-
ogy, with a main purpose of delivering high quality information products (IP)
to information consumers. Ballou et al. [17] presented the Information Manufac-
turing System (IMS), which can be used to determine data quality in terms of
timeliness, quality, etc. Moreover, Shankaranarayanan et al. [18] propose Infor-
mation Product Map (IP-MAP) that extends IMS and offers a formal modeling
method for creating Information Product (IP). Relying on the IP-MAP frame-
work, Scannapieco et al. [28] introduce IP-UML approach that combines both
data analysis and process analysis in order to assess the quality of data. However,
all the previously mentioned approaches were not designed to capture neither
the organizational nor the social aspects of the system-to-be, which are very
important aspects in current complex systems.

At the other hand, RE community did not appropriately support model-
ing nor analyzing IQ requirements (e.g., [8,9]). For example, abuse frame [29]
addresses integrity (IQ related aspect) related issues (modification) by pre-
venting unauthorized actors from modifying information, or prevent authorized
actors from doing unauthorized modifications. While, UMLsec [30] proposes
concepts for modeling information integrity as a constraint, which can restrict
unwanted modifications of information, but IQ can still be compromised in sev-
eral other ways. Finally, secure Tropos [10] / SI* [11] seem to be sufficient to
capture the functional, privacy and trust requirements of system-to-be, yet they
provide no primitives for explicitly capturing IQ requirements.

8 Conclusions and Future Work

In this paper, we highlighted the importance of capturing IQ needs from the early
phase of system development. Moreover, we argued that IQ is not only a technical
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problem, but it is also an organizational and social issue, and we showed how IQ
can be analyzed depending on its different dimensions. Furthermore, we proposed
framework that enables system designers to capture IQ requirements in terms
of their different dimensions; taking into consideration the intended purposes
of information usage. Further, it provides the required analysis techniques to
verify whether the stakeholders’ IQ requirements are met or not, and it enables
designers to refine the system design until such requirements are met.

For the future work, we intend to extend the considered IQ dimensions (e.g.,
trustworthiness, believability, etc.), and investigate in more details the different
interrelations among them. Further, information production process needs more
investigation, since information might be produced depending on other informa-
tion item(s), and the quality of the produced information might be influenced
by the quality of the information item(s) that has/have been used in the pro-
duction process. Moreover, we aim to enrich the trust analysis that is used to
assess information accuracy by relying on actors’ internal structure (their inten-
tions, desires, etc.), which allows to clearly identify “why” an actor should trust/
distrust another one for information accuracy. Finally, we plan to provide IQ pol-
icy specification language, which can be used to clearly identify the permitted,
forbidden and obligated action to be carried out by the actors of the systems.
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Abstract. [Context and Motivation] In function-centered engineering of em-
bedded systems, changes of stakeholder intentions are often directly incorpo-
rated in the functional design without updating the behavioral requirements  
accordingly. [Question/Problem] As a consequence, it is likely that the beha-
vioral requirements of the system become outdated over the course of the engi-
neering process. [Principal Ideas/Results] We propose a validation technique 
that aids the requirements engineer in detecting and correcting outdated  
behavioral requirements. The approach relies on a dedicated review model  
that represents a consolidated view of behavioral requirements and functional 
design. [Contributions] This paper reports on a semi-automated approach and 
presents first experimental results showing that our technique can significantly 
aid the requirements engineer in the detection and correction of outdated beha-
vioral requirements. 

Keywords: Behavioral requirements · Functional design · Function-centered 
engineering · Embedded systems · Outdated requirements · Review model 

1 Introduction 

It is widely acknowledged that the correctness of a system is determined by whether 
the system fulfills its requirements specification or not (cf. e.g., [1]). The correctness 
of the system presupposes that the requirements specification and each requirement 
therein satisfy certain quality criteria (cf. [2], [3]). The quality criteria correctness and 
completeness directly refer to how the requirements reflect the current consolidated 
stakeholder intentions with respect to the system to be built. 

Stakeholder intentions change during the lifecycle of the system, e.g., due to exter-
nal influences or due to knowledge gain (cf. [4], [5]). Accordingly, the ISO/IEC/IEEE 
Std. 29148 [6] requires that the requirements engineer has to guarantee that each re-
quirement within a requirements specification “is currently applicable and has not 
been made obsolete by the passage of time”. Thus, requirements must be kept up-to-
date throughout the whole development lifespan. 

In the development of embedded systems, function-centered engineering is a 
commonly used approach to cope with complexity of systems’ software functions  
and their interdependencies (cf. [7]). Function-centered engineering focusses on the 
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functional design as the central development artifact throughout the whole engineer-
ing process. The functional design specifies the functions to be implemented, their 
hierarchical structure, and the intended behavior of each function (cf. [8], [9]). More-
over, it defines the interactions and dependencies between the functions in such a way 
that the interplay between different functions fulfills the behavioral properties docu-
mented in the behavioral requirements. Functionality is explicitly designed to emerge 
from functional interplay, e.g., to optimize the function deployment and minimize the 
number of expensive electronic control units, to avoid redundancies affecting main-
tainability, and to foster function re-use.  

As the functional design serves as basis for most subsequent development artifacts, 
an effort is made in industrial practice to keep the functional design up-to-date. 
Hence, behavioral properties resulting from changed stakeholder intentions are direct-
ly incorporated into the functional design. In contrast, the behavioral requirements are 
not updated right away and become outdated. Outdated behavioral requirements have 
many negative consequences for the engineering process since, for instance, test cases 
cannot be derived properly, automated verification techniques are not applicable, and 
contractual agreements are violated. 

1.1 Motivating Example 

We use example steps of a function-centered engineering process for a lane keeping 
support (LKS) to illustrate how behavioral requirements could get outdated: 

Step 1 - Elicit Stakeholder Intentions: Stakeholder discussions reveal that the LKS 
shall prohibit unintended lane exits. To this end, the stakeholders intend to use auto-
mated braking, as also used by the electronic stability program. Using automated 
braking interventions to keep the lane means that minor braking interventions to one 
single brake are initiated to force a change in the car’s driving direction, thereby steer-
ing away from the road marking. In case only minor corrections are needed, the 
stakeholders favor automated interventions to the steering wheel in order to ensure a 
high degree of driving comfort. In contrast to braking interventions, steering interven-
tions (which are provided by the electronic steering support) are perceived more 
smoothly by the driver, if at all. 

Step 2 - Document Behavioral Requirements: The behavioral requirements are do-
cumented according to the stakeholder intentions by means of message sequence 
charts (MSC) – a commonly used language in the automotive domain (cf. [10]). Fig. 
1(a) depicts the resulting MSC: Based on the aberration of ‘yawrate’ and ‘lane angle’, 
either the ‘steering angle’ is corrected, or braking is used to perform the intervention. 
Note that the system to be built is depicted as a black instance within the MSC while 
entities and values from the context are depicted as grey instances. 

Step 3 - Specify the Functional Design: Based on the behavioral requirements, the 
function ‘Steering Intervention’ is specified. Fig. 1(b) shows a simplified version of 
the functional design of the LKS. Note that dashed lines indicate context functions. 

Step 4 - Deploy the Functions to Hardware Parts: The engineers decide to deploy the 
function ‘Steering Intervention’ to two different control units. This is due to the fact that 
automated interventions to the brakes are provided by the electronic stability program, 
and automated interventions to the steering wheel by the electronic steering support. 
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Fig. 1. Diagrams of the example function-centered engineering process 

Step 5 - Update the Functional Design: The functional design is updated so that the 
function ‘Steering Intervention’ is split into two separate functions. One function is 
named ‘Steering Intervention’ as well and shall provide the functionality necessary 
for automated steering interventions to the steering wheel, the other function is named 
‘Braking Intervention’ and provides the necessary functionality for automated steer-
ing interventions to the brakes. The interplay between the both functions is designed 
in such a way that the behavioral requirements are still fulfilled. Fig. 1(c) depicts an 
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excerpt from the updated functional design. Now, the function ‘Braking Intervention’ 
can be deployed to the electronic stability program, and the function ‘Steering Inter-
vention’ to the electronic steering support. 

Step 6 - Negotiate Changes with the Stakeholders: The changes to the functional 
design are discussed with some stakeholders. Thereby, the explicit specification of the 
function ‘Steering Intervention’ leads to the following changes of the stakeholders’ 
intentions: Because the LKS shall be sold in many different countries, it is noticed 
that the automated steering intervention to the steering wheel violates some countries’ 
local laws. Hence, stakeholders agree that this function shall no longer be provided. 
As a result, the functional design is changed, and a steering intervention to the steer-
ing wheel is no longer provided. This is shown in Fig. 1(d).  

Result of this process: The behavioral requirements are outdated. Changes of the 
stakeholder intentions have been incorporated into the functional design, but not into 
the corresponding requirements. Fig. 1(e) highlights the outdated parts from Fig. 1(a). 

1.2 Contribution and Outline 

In this paper, we propose a semi-automatic approach to aid the requirements engineer 
in detecting and correcting outdated behavioral requirements. The approach relies on 
a dedicated review model, which integrates the information given in the behavioral 
requirements and the functional design in one model. The review model is created in a 
fully automated manner by means of model-transformations, while the actual review 
is performed manually by the requirements engineer. First evaluations of the approach 
have shown that its application can significantly improve effectiveness, efficiency, 
reviewer’s confidence, and supportiveness of reviews of the behavioral requirements. 
In addition, a manually corrected version of the review model can be used to automat-
ically update the behavioral requirements and the functional design consistently. 

The remainder of the paper is structured as follows: We describe the specific prob-
lem and its implications for possible solutions in Section 2. In Section 3, we give an 
overview of existing approaches from the literature, and discuss their suitability  
for the specific problem. We introduce our approach in Section 4. Section 5 reports  
on the major findings from the evaluation of our approach in an experimental setup. 
Finally, Section 6 concludes the paper. 

2 Cases Concerning Outdated Behavioral Requirements 

Stakeholder intentions, behavioral requirements, and functional design may differ 
with regard to particular behavioral properties in the course of function-centered en-
gineering processes. This section introduces the different cases that lead to outdated 
behavioral requirements, as well as cases that need to be distinguished explicitly from 
cases that go along with outdated behavioral requirements. If only cases with outdated 
behavioral requirements were considered, a defect in the functional design that con-
cerns a behavioral property could, for instance, lead to the wrong conclusion that the 
behavioral requirements must be updated, whereas the behavioral requirements are 
up-to-date and the functional design has to be corrected. 
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Table 1 shows relevant combinations of characteristics of stakeholder intentions, 
behavioral requirements and the functional design with respect to a particular beha-
vioral property. For example, case ③ has to be read as: A behavioral property is  
desired by the stakeholders (), but is neither documented in the behavioral require-
ments () nor in the functional design (), while both the behavioral requirements and 
the functional design are consistent with respect to that particular behavioral property 
though the behavioral requirements are outdated. 

Table 1. Cases Concerning Outdated Behavioral Requirements 

ID 
A Particular Behavioral System Property is… Consistency of 

Behavioral Req. 
and Funct. Design 

Up-to-dateness 
of Behavioral 
Requirements 

… desired by the 
Stakeholder Intentions 

… documented in the 
Behavioral Requirements

… specified in the 
Functional Design 

①  (yes)  (yes)  (yes) consistent up-to-date 

②  (yes)  (yes)  (no) inconsistent up-to-date 

③  (yes)  (no)  (no) consistent outdated 

④  (yes)  (no)  (yes) inconsistent outdated 

⑤  (no)  (yes)  (yes) consistent outdated 

⑥  (no)  (yes)  (no) inconsistent outdated 

⑦  (no)  (no)  (yes) inconsistent up-to-date 

 
In the following, we elaborate on exemplary situations showing that all of the cases 

from Table 1 can arise during function-centered engineering: 

Situation 1 - Correct Behavioral Requirements lead to a correct Functional Design 
(case ①): The stakeholder intentions are elicited and a specific behavioral property is 
documented in the behavioral requirements. This property is also correctly realized in 
the functional design. The behavioral requirements and the functional design are con-
sistent and the behavioral requirements are up-to-date. This situation represents an 
ideal situation during development. 

Situation 2 - Changed Stakeholder Intentions lead to outdated Behavioral Re-
quirements (cases ④  and ⑥): Stakeholder intentions change. These changes are  
incorporated in the functional design, but not in the behavioral requirements. As a 
consequence, the behavioral requirements are outdated, and behavioral requirements 
and functional design are inconsistent. This situation has already been described in the 
motivating example of Section 1.1. 

Situation 3 - Requirements are forgotten or realized erroneously (cases ② and ⑦): 
Stakeholder intentions are elicited and documented in the behavioral requirements, but 
the corresponding behavioral property is not specified in the functional design. For ex-
ample, stakeholders desire that the driver is informed when the LKS detects the need for 
a steering intervention. The stakeholders hence want an optical warning through cockpit 
instruments. During development of the functional design this requirement is either 
forgotten (case ②), or has been realized erroneously: Instead of an optical warning an 
acoustic warning is specified in the functional design. This results in cases ② and ⑦, 
since the optical warning is missing, and the acoustic warning is neither documented in 
the behavioral requirements nor desired by the stakeholders. 
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Situation 4 - Unnecessary Behavior is specified within the Functional Design (case ⑦): 
Unnecessary behavioral properties are realized which do not result from the documented 
requirements and are not intended by the stakeholders. For example, the engineers decide 
to implement both, the optical warning and the undesired acoustical warning. This situa-
tion is an example of case ⑦ and is commonly known as gold plating. It is to note that in 
this situation the realization itself could change stakeholder intentions, resulting in desiring 
both warning mechanisms, which would then lead to case ④. 

Situation 5 - Changed Stakeholder Intentions remain unnoticed (cases ③ or ⑤): 
Assuming that the decision regarding in which target countries the LKS shall be used 
changes (e.g., the LKS should not only be sold in Europe but also in North America). 
Thereby, stakeholder intentions change, but have not been elicited: e.g., a law may 
enforce visual and acoustic warning in cases of automated steering interventions. This 
will lead to cases ③ or ⑤ depending on the fact whether a behavioral property is 
desired by the stakeholders. The functional design and the behavioral requirements 
are consistent but outdated at the same time. 

In summary, it is required for a solution approach to support the detection of out-
dated behavioral requirements (cases ③, ④, ⑤, and ⑥) and incorrect realizations of 
the functional design (cases ②, ④, ⑥, and ⑦), as well as to support the explicit diffe-
rentiation between the examined cases in order to aid the requirements engineer in 
correcting the artifacts consistently. 

3 Potential Solutions from the State of the Art 

This section reviews the state of the art in order to assess how existing techniques 
could aid in detecting and correcting outdated behavioral requirements. In the end, we 
have adopted and enhanced the most promising techniques that we have analyzed to 
be used within our solution approach. 

Automated Verification. Verification techniques (e.g., [11], or [12]) aim at checking 
the correctness of a development artifact or the software. To do so, at least one correct 
artifact is needed as reference. By using automated verification techniques, cases ④ 
and ⑦ (see Table 1) can be detected, as behavioral properties in the functional design 
contradict the behavioral requirements. While both cases can be detected, fully auto-
mated techniques cannot distinguish between them, because automated techniques 
cannot take undocumented knowledge into account. Furthermore, model checking is 
only of limited use: Single counter examples in temporal logic or as finite state ma-
chines neither support the engineers in detecting the inconsistency in the original 
models nor in correcting the original models (cf. [13]). 

Consistency Checking and Simulation. As an enhancement of model checking, 
consistency checking (e.g., [14], or [15]) can be used to detect inconsistencies be-
tween two models. Simulation is also often used to check for consistency between 
different executable models. Thereby, it is verified that all execution paths specified 
in one artifact are also executable in another artifact and, in order to ensure full con-
sistency, vice versa. However, doing so does not aid in distinguishing between the 
different cases from Table 1, since it does not provide support in determining  
whether the behavioral requirements are outdated or the functional design is incorrect. 
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Similarly to the automated verification techniques, the stakeholder intentions are not 
taken into account. 

Model Evolution. Another approach to keep track with changing requirements is 
model evolution, whereby one model is constructed from the information given by 
another model. Since manual approaches are time consuming and error prone, auto-
mated approaches can be used to update the behavioral requirements in order to re-
flect a changed functional design. Since one-way model transformation approaches 
result in the loss of the original behavioral requirements, model synchronization tech-
niques (e.g., [16], or [17]) can be used to implement bidirectional model evolution (cf. 
[18]). While model evolution would benefit the development of consistent behavioral 
requirements and functional design, existing approaches do not consider whether a 
change of the functional design results from changed stakeholder intentions. In con-
sequence, cases ③ and ⑤ can result from model evolution. In addition, other cases 
can be maltreated. For example, changing the functional design due to technical is-
sues could contradict the behavioral requirements. Model synchronization would 
change the behavioral requirements accordingly. If this is not in correspondence with 
the stakeholder intentions, it would turn a case like ② into a case like ⑤. 

Traceability. Establishing traceability links between requirements and design arti-
facts is often seen as a basis for continuous requirements engineering (cf. [19], [20]). 
Based on traceability links, changes to the functional design can be traced back to the 
requirements artifacts, and necessary changes to the requirements can be detected 
easily. This may be used as a trigger for the discussed model evolution techniques. In 
industrial practice the requirements are not continuously updated, and the require-
ments engineer is not involved in changes to the functional design. Hence, using tra-
ceability-centric approaches only fails to detect cases ② and ⑦. These cases could be 
misinterpreted in such a way that the behavioral requirements are changed as intended 
in the functional design, which would lead to the cases ③ and ⑤. 

Validation and Review. Manual reviews can be performed to validate the  
up-to-dateness of the behavioral requirements and the correctness of the functional 
design. As part of the review, the requirements engineer will typically detect deficien-
cies in the original models and correct these deficiencies right away. Model-based 
review techniques have been evaluated as very effective and appropriate (cf. [21], 
[22]). Specializations such as perspective-based reviews (cf. [23], [24]) were partially 
evaluated as even more effective. Manual reviews performed by the requirements 
engineer, who has access to the stakeholders to check and elicit their intentions, can 
be used to detect all cases ① – ⑦, and to distinguish between them. Despite this ad-
vantage, the major disadvantages comprise the time-consuming nature of these ma-
nual approaches, and the likely occurrence of errors within the manual tasks. 

In summary, automated approaches lack in decision making whether a property’s 
documentation in the behavioral requirements or its specification in the functional 
design is correct and up-to-date. In addition, automated approaches cannot consider 
undocumented stakeholder intentions, which is necessary to determine if a behavioral 
requirement is up-to-date or outdated. Only manual reviews are able to consider all 
possible cases ① – ⑦, but they are time-consuming and potentially error prone. In 
view of the complementary benefits and drawbacks of automated and manual  
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techniques, we propose the use of semi-automated enhancements to aid efficient (i.e., 
less time-consuming) and effective (i.e., less error-prone) reviews. 

It is important to note that in addition to manual reviews, automated approaches for 
verification and consistency checking could be of use to determine inconsistencies be-
tween behavioral requirements and functional design. These approaches cannot aid in 
deciding whether the behavioral requirements or the functional design is correct by 
means of stakeholder intentions. Furthermore, these approaches cannot aid in detecting 
incorrect and outdated parts of the specification artifacts, which have been consistently 
documented in the behavioral requirements and in the functional design. Nevertheless, 
we intend to adopt such techniques in future work to guide the reviewers’ attention 
during the review to obviously deficient parts of the specification artifacts. 

4 Semi-automated Support for Detecting and Correcting 
Outdated Behavioral Requirements 

Since manual review approaches can consider all of the seven cases from Table 1, we 
recommend conducting reviews after the functional design has been built. The re-
quirements engineer will review the behavioral requirements and the functional de-
sign, and conduct further negotiations with the stakeholders to decide whether the 
behavioral requirements must be corrected, the functional design must be corrected, 
both artifacts must be changed, or everything is correct and up-to-date.  

Figure 2 illustrates our overall solution concept for detection and correction of de-
ficiencies in the behavioral requirements and in the functional design. The approach 
relies on a dedicated review model that integrates the information given by the beha-
vioral requirements and the functional design. To aid the requirements engineer, the 
review model is documented in the same notation and keeps as far as possible to the 
same structure as the original behavioral requirements. Different diagrams within this 
review model display behavioral properties that are: 1) consistent in both artifacts; 2) 
only documented in the behavioral requirement; or 3) only specified in the functional 
design. Distinguishing these different kinds of diagrams aids the requirements engi-
neer in detecting and correcting outdated behavioral requirements, as each kind is 
closely related to the cases described in Section 2. 

Behavioral    
Requirements

Artifact

Functional 
Design

Artifact

Review Model

Artifact

Step 1 (automated):
Generate the Review 

Model

Step 4 (automated):
Update Behavioral
Requirements and
FunctionalDesign

Step 2 (manual):
Detect Deficiencies
by Reviewing the

Review Model

Step 3 (manual):
Correct Deficiencies
in the Review Model

 

Fig. 2. Automated and Manual Parts of the Solution Concept 
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The review model can be derived by the use of model transformations in a first ful-
ly automated step (more information on the generation of the review model can be 
found in [25]). The review model is then subject to the review conducted by the  
requirements engineer, partially supported by the functional designer, to decide which 
behavioral properties are desired by the actual stakeholder intentions. When deficien-
cies are detected, we suggest incorporating the correction of these directly into the 
review model. Doing so allows for the application of automated model transforma-
tions to automatically update behavioral requirements and functional design consis-
tently based on the corrected and up-to-date review model. 

The review model basically features three kinds of diagrams to aid the review by 
the requirements engineer. These are: 

o Refinement diagrams. Refinement diagrams describe behavioral properties that are 
in accordance with the behavioral requirements as well as with the functional de-
sign. We use automated refinements to enhance a diagram of the behavioral re-
quirements with consistent, more detailed information from the functional design. 
This kind of diagram is needed, as the requirements engineer has to decide wheth-
er the behavioral property described must be considered as case ① or as case ⑤ 
(see Table 1). In case ⑤, the requirements engineer will simply remove the re-
finement diagram from the review model to update the behavioral requirements. 

o Diagrams of unrefinable requirements. These diagrams depict behavioral proper-
ties documented in the requirements that are not part of the functional design and, 
as a consequence, cannot be automatically refined by the information given in the 
functional design. Thereby, the diagrams of the behavioral requirements that con-
tain behavioral properties not specified in the functional design become part of the 
review model as well. These diagrams can result from forgotten requirements dur-
ing the creation of the functional design (Table 1, case ②), but may also indicate 
unnecessary or erroneous requirements (case ⑥). In case ⑥, the requirements en-
gineer removes the diagram from the review model. In case ②, the diagram has to 
be refined by the requirements engineer. The involved system functions must be 
identified, and the interactions between them specified. The requirements engineer 
will typically need the support of the function designer or other members of the 
development team due to the fact that solution details must be displayed. 

o Diagrams of unspecified requirements. These diagrams depict behavioral properties 
that are only specified in the functional design and not in the behavioral requirements. 
Therefore, the relevant properties are identified within the functional design and 
translated into the notation of the review model. Unspecified requirements may, for 
example, display undesired features resulting from gold plating (Table 1, case ⑦), or 
are a consequence of changed or new requirements that have not been documented 
explicitly in the requirements specification (case ④). In case ⑦, the requirements en-
gineer removes the diagram from the review model. In case ④, the requirements en-
gineer simply accepts the diagram as correct and up-to-date for the review model. 

Note that, of course, it is not conceivable that there are diagrams displaying case ③ 
because it is not possible to generate diagrams displaying behavioral properties that 
are desired by stakeholders but have never been documented elsewhere before. As a 
result, the requirements engineer will have to check the completeness of the entire 
review model in close cooperation with the stakeholders. 
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To support the requirements engineer, the review model preserves the original 
structure of the behavioral requirements. This is exemplarily shown in Fig. 3. The 
figure depicts a refinement diagram (Fig. 3(c)) derived from the behavioral require-
ments (Fig. 3(a)) and from the functional design (Fig. 3(b)) of the lane keeping sup-
port. It is to note that the excerpt taken from the original specification has a broader 
view than illustrated in Fig. 1. It is desired by the stakeholders that the driver of a car 
is able to stop any automated steering interventions. This is first documented within 
the behavioral requirements as a message sequence chart. Afterwards, this is specified 
in the functional design of the lane keeping support. In this case, the excerpt from the 
functional design of the LKS given in Fig. 3(b) only displays the structure between 
the functions. In addition, each function consists of its own behavior specification.  

 

Fig. 3. Exemplary Refinement Diagram of the Review Model (c) and the corresponding Dia-
grams of Behavioral Requirements (a) and Functional Design (b) 
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The requirement is realized in the interplay of three system functions: ‘Trajectory 
Planning’, ‘Steering Intervention’, and ‘Braking Intervention’. To check this beha-
vioral property, the requirements engineer would have to review all three behavior 
specifications as well as their interplay in detail. To aid the requirements engineer, a 
refinement diagram of the review model is created (see Fig. 3(c)). As can be seen, this 
diagram enables the requirements engineer to decide whether this property is realized 
correctly and still in accordance with current stakeholder intentions.  

5 Evaluation 

We conducted a controlled experiment to determine effectiveness, efficiency, user 
confidence, and supportiveness of a reviewer using a dedicated review model as re-
view artifact, compared to using the original behavioral requirements and the original 
functional design as review artifacts. The study employs perspective-based reviews of 
the behavior that is specified in behavioral requirements and functional design against 
the actual stakeholder intentions. This is carried out by deciding whether a stakehold-
er intention is correctly displayed in the behavioral requirements, in the functional 
design, in both artifacts, or is not displayed at all. 

5.1 Study Design 

In detail, as independent variable, we investigate two different review styles to vali-
date the specified behavior against the actual stakeholder intentions: 

o Review Style SP (short: SP): The participants will use the original specifications 
of behavioral requirements and functional design as review artifacts. 

o Review Style RM (short: RM): The participants will use the automatically generat-
ed review model that integrates the information specified in the behavioral re-
quirements and the functional design into one review artifact. 

As dependent variables, we determined 

o effectiveness: the ratio of correctly identified and rejected stakeholder intentions; 
o efficiency: the average time spent on one correctly identified or rejected stake-

holder intention; 
o user confidence: the average confidence a participant claims for identifying and 

rejecting a stakeholder intention; and 
o subjective supportiveness: average result of standardized questionnaire items from 

the Technology Acceptance Model version 3 (TAM 3) to rate RM against SP for 
perceived usefulness, perceived ease of use, and computer self-efficacy. 

The hypotheses (null hypotheses and alternative hypotheses) are: 

o H1-0: There is no significant difference between the effectiveness of SP and RM. 
H1-a: RM is significantly more effective than SP. 

o H2-0: There is no significant difference between the efficiency of SP and RM.  
H2-a: RM is significantly more efficient than SP. 

o H3-0: There is no significant difference between user confidence in SP and RM. 
H3-a: RM is significantly rated higher in user confidence than SP. 
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o H4-0: There is no significant difference between the subjective supportiveness of 
SP and RM.  
H4-a: RM is significantly rated more supportive than SP by the users. 

We conducted the experiment among 21 participants. The participants were junior 
researchers, student assistants, and master-level students, mainly holding degrees in 
‘Systems Engineering’ (with emphasis on software engineering), ‘Business Informa-
tion Systems’, or, in one case, ‘Business Administration’.  

To investigate effects resulting from participants’ experience and knowledge, we 
also measure several covariates such as highest educational achievement, degree pro-
gram, employment status, semester, age, gender, as well as the participant’s self-rated 
experience in six ordinates related to conducting reviews in general, and the used 
modeling notations in particular. 

The study is conducted as an online experiment. The study’s experimental setup 
consists of an experiment (to determine effectiveness, efficiency, and user confi-
dence) and a post-hoc questionnaire (to determine subjective supportiveness and the 
covariates). The experiment uses a within-subject design. Each participant conducts a 
review of an industrial sample specification in both review styles (SP and RM). The 
shown artifacts are designed to be comprehensible within one web page. For example, 
the review model consists of 11 diagrams. The order of the review style is randomized 
for each participant to avoid primacy, recency, and carry-over effects and to minimize 
habituation. Participants review the specifications against 12 stakeholder intentions. 
This means that each participant reviewed 24 stakeholder intentions, 12 in SP, and 12 
in RM. Stakeholder intentions and their appearance in the depicted diagram is identic-
al in SP and RM. In this setup reviewing means deciding whether a stakeholder inten-
tion is depicted in the behavioral requirements, in the functional design, in both  
specifications, or in no specification. 

5.2 Results 

The experiment results for effectiveness are given in Fig. 4, results for efficiency in 
Fig. 5, results for user confidence in Fig. 6, and results for subjective supportiveness 
in Fig. 7. For example, with respect to effectiveness it can be seen that the review of 
the review model was in mean more effective than the review of the original specifi-
cations. Results of a Student’s-T test indicate high statistical significance. Also, pow-
er analyses (cf. [26]) show a high effect size and an adequate power. In conclusion, 
we are confident to say that:  

o RM is significantly more effective than SP: we can reject H1-0 and accept H1-a. 

In the same manner we can conclude from the results related to effectiveness and user 
confidence that: 

o RM is significantly more efficient than SP: we can reject H2-0 and accept H2-a. 
o RM is rated significantly higher in user confidence than SP: we can reject H3-0 

and accept H3-a. 

Regarding the results for supportiveness we must consider the experimental design. 
We used questions from the TAM 3 questionnaire in order to determine computer 
self-efficacy, perceived ease of use, and perceived usefulness. The original TAM 3 
assumes the rating of one variable from low to high, while we used the questions to 
rate the two review styles against each other. To validate the reliability of our changed 
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instrument, we determined Cronbach’s α between the composed values and the single 
questions. For perceived usefulness: α(5)=0.892; for perceived ease of use: 
α(4)=0.935; for computer self-efficacy: α(4)=0.795. In consequence, we are confident 
to claim reliability of the adopted questionnaire. Furthermore, we use all three mea-
surements to determine supportiveness. In this case we also used Cronbach’s α to 
validate the reliability of the composed measurement. With α(4)=0.884 and under 
consideration of the results presented in Fig. 7 we can conclude that: 

o RM is significantly more subjective supportive than SP: we can reject H4-0 and 
accept H4-a. 

 

 

Fig. 4. Effectiveness 

 

Fig. 5. Efficiency 

 

Fig. 6. User Confidence 

 

Fig. 7. Subjective Supportiveness 
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5.3 Threats to Validity 

To mitigate relevant threats to validity that exist for this type of study (cf. [27] and 
[28]), we have employed certain strategies in the study design:  

o To avoid bias in subject selection, statistical regression, or interaction effects, we 
did not select particular participants and use a within-subject design, where all 
participants are treated the same way and participate in the treatment and control 
conditions equally often. Of course, the recruitment of participants must still be 
considered as convenience sampling. 

o To avoid threats with respect to testing or multiple treatments, we strictly use ran-
domization to normalize test results. As we used a within-subject design there is 
still a risk that learning effects might occur. To evaluate these effects, we com-
pared the dependent variables across the different orderings in which participants 
conducted the experiment. Since the values are equally distributed across both or-
derings, the value ranges do not differ, and differences are far from approaching 
significance, we are confident to say that habituation effects were minimal and can 
be considered not to have impacted the results. 

o To avoid reactive or interaction effects of testing, as well as the ‘John Henry Ef-
fect’, we use naïve participants and did not give bonuses for participation in the 
experiment. We use no prehoc-questionnaire and conduct no upfront briefing. 

o To avoid threats to construct validity, we have carefully designed the example 
specification in close collaboration with industry experts, and used a pretest group 
to validate the setup. In the post-hoc-questionnaire we keep to standardized ques-
tions suggested by the TAM 3.  

o Since we did not use participants from industry, and the experiment material was 
adapted to suite the participants experience and knowledge, there is a threat to ex-
ternal validity. As suggested by [29], we aim at evaluating generalizability in an 
additional investigation. We already applied the proposed solution to industrial 
sample cases, and discussed the approach and its application with industry profes-
sionals (cf. [30]). Thereby we gained the insight that the solution is applicable in 
industrial engineering processes. 

To avoid threats due to participatory history, maturation, or mortality, the experiment 
was designed to last only about 30–45 minutes. Results show that this amount of time 
was adequate, as most participants used 15-20 minutes for each review and additional 
5 minutes for the post-hoc questionnaire. A further threat to validity is the setup of 
using an online experiment. In doing so, there is no knowledge about the actual time 
consumption for each decision taken. We measured time consumption for each page 
of the questionnaire (one example in one review style per page), but these values can 
be corrupted (e.g., by a participant taking a break during answering one page). This 
threat seriously affects the validity of the results regarding efficiency. As different 
experiences and knowledge factors of participants can also affect the results, we 
checked for significant correlations between dependent and independent variables and 
covariates. Results of Pearson’s r indicate that some of the experience seems to have 
smaller impact on user confidence in both review styles. We could not determine 
effects related to effectiveness or efficiency. 
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6 Conclusion 

In this paper, we presented an approach that aids the requirements engineer in detect-
ing and correcting outdated behavioral requirements in function-centered engineering 
processes. We focused on the use of a review model, which represents a consolidated 
view of behavioral requirements and functional design, for detecting outdated beha-
vioral requirements. Our evaluation showed that using our approach offers a substan-
tial reduction of the manual effort and error rate of corresponding reviews. 

Our work is part of a broader research agenda. Following this agenda, we will have 
to elaborate a more extensive support of manual reviews by increasing the amount of 
automation. We suppose that an enhanced version of our review model can also be 
used to support model evolution between behavioral requirements and functional 
design on the fly. For instance, when changing the functional design potential aberra-
tions of the behavioral requirements can be detected and displayed immediately in a 
specific review model that depicts only the relevant parts of the artifacts affected by 
this change. 
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Abstract. [Context and Motivation] Agile developments follow an
iterative procedure with alternating requirements planning and imple-
mentation phases boxed into sprints. For every sprint, requirements from
the product backlog are selected and appropriate test measures are cho-
sen. [Question/problem] Both activities should carefully consider the
implementation risk of each requirement. In favor of a successful project,
risky requirements should either be deferred or extra test effort should
be dedicated on them. Currently, estimating the implementation risk
of requirements is mainly based on gut decisions. [Principal ideas/
results] The complexity of the graph spanned by dependency and
decomposition relations across requirements can be an indicator of imple-
mentation risk. In this paper, we propose three metrics to assess and
quantify requirement relations. We conducted a study with five industry-
scale agile projects and found that the proposed metrics are in fact suit-
able for estimating implementation risk of requirements. [Contribution]
Our study of heterogeneous, industrial development projects delivers for
the first time evidence that the complexity of a requirements traceability
graph is correlated with the error-proneness of the implementing source
code. The proposed traceability metrics provide an indicator for require-
ments’ implementation risks. This indicator supports product owners
and developers in requirement prioritization and test measure selection.

Keywords: Agile development · Requirements prioritzation · Trace-
ability metrics · Risk estimation

1 Introduction

Agile software development focuses on continuously delivering small but value-
added software increments into an integrated baseline, enabling early verifica-
tion of requirements and architectural assumptions [8]. At the beginning of every
increment, requirements are prioritized and the highest-prioritized requirements
are chosen for implementation. At the end of every increment, appropriate test
measures are applied to verify the requirement implementation. Considering the
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risk of requirement implementation is beneficial for both activities [4]. Require-
ments traceability provides support for understanding relations between require-
ments [21]. Due to our previous work on traceability assessment [26–28], we
hypothesized that a systematic assessment of existing trace links can be used to
estimate the implementation risk of requirements, and can thus support require-
ment prioritization and test measure selection in agile projects.

In this paper, we propose three metrics that can be used to systematically
assess requirement traceability relations. We conducted an empirical study on
five industry-scale agile software projects, each specified by at least 500 require-
ments artifacts, to investigate whether or not the proposed metrics are appro-
priate for estimating the implementation risk of individual requirements. The
results of our study show that all three metrics are useful to estimate the imple-
mentation risk of requirements, and can thus be used to support requirement
prioritization and test planning. Furthermore, the results of our study demon-
strate that the traceability metrics can also be used as predictors for unseen
projects without project-specific training of the predictor.

The remainder of the paper is organized as follows. In Section 2, we dis-
cuss why considering the implementation risk of requirements is beneficial for
requirement prioritization and test planning in agile projects. In Section 3, we
propose three requirements traceability metrics to estimate the implementation
risk of requirements in software projects. The empirical study, which we con-
ducted on five industry-scale projects is presented in Section 4, while the data
analysis procedure and results are presented in Section 5. Section 6 discusses the
results of our study. Potential threats to validity and how we mitigated them
are discussed in Section 7. In Section 8, we discuss previous work that is closely
related to our study and highlight similarities and differences to our work. We
draw conclusions and outline future work in Section 9.

2 Agile Requirements

The idea of agile software development was established through the agile man-
ifesto [2] containing twelve principles. The first two principles of this manifest
clearly indicate that requirements in agile developments are treated differently
than in plan-driven development processes.

– Principle 1 : “Our highest priority is to satisfy the customer through early
and continuous delivery of valuable software.”

– Principle 2 : “Welcome changing requirements, even late in development.
Agile processes harness change for the customer’s competitive advantage.”

As highlighted by these principles, agile development focuses on continuously
delivering small but value-added software increments into an integrated baseline
to enable early verification of requirements and architectural assumptions. Thus,
requirements need to be prioritized to decide which of them will be implemented
with the next increment.
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2.1 Requirement Prioritization

Agile approaches have in common that requirements are prioritized based on
business value. Higher prioritized requirements are implemented in earlier devel-
opment increments so that customers can realize the maximum business value
[8]. Though, customers and product managers often struggle to perform a jus-
tified prioritization, because quantifying the business value is difficult [18,30].
To provide systematic guidance for this task, Cohn [9] identified two impor-
tant determinants that should be considered when prioritizing agile require-
ments: the financial value of having a feature and the cost of developing and
maintaining a feature. An important, yet often underestimated aspect are main-
tenance costs. In a typical life-cycle, 30% of the costs are spent for develop-
ment and 70% for maintenance [3]. Empirical studies demonstrated that the
error-proneness of implemented software is an important driver for maintenance
cost [31]. Therefore, estimating the requirement implementation risk by pre-
dicting subsequent defects helps to better understand cost, and thus, support
requirements prioritization.

2.2 Focusing Test Effort

Beside requirements prioritization, estimating requirement implementation risk
is also beneficial for directing testing activities. As critically discussed by Boehm
and Turner [4], most projects spend equal time and effort on testing software
parts, no matter how risky these parts are. Instead, focusing test efforts on high-
risk parts can save downstream maintenance time and effort. Thus, a reliable
estimate of requirement implementation risks also supports focusing test efforts.

3 Estimating Implementation Risk of Requirements
Through Traceability Metrics

Even though, agile requirements are typically captured in small entities, the
Agile Enterprise Big Picture [18] illustrates that even simple stories belong to a
bigger context and thus have numerous relationships with other requirements.
Requirements traceability provides support to make these relationships explicit.
Based on the characteristics of the Agile Enterprise Big Picture [18] we derived
a traceability information model (TIM) [20] for agile requirements management
as depicted in Figure 1. This model conceptualizes traceable artifacts and trace
links within the context of agile software development. In addition to the decom-
position relations, dependency relations may exist between requirement artifacts
such as: one artifact conflicts with another artifact, or one artifact supports
another artifact. Figure 2 exemplifies a traceability graph containing the four
requirement types (epic, feature, story, and task) and the two requirement rela-
tion types (decomposition and dependency).

We hypothesize that existing requirement dependency and decomposition
relations, materialized as trace links between requirements, can be used to quan-
tify the complexity of relations between requirements in order to estimate the
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Fig. 1. A traceability information model (TIM) for agile requirements management
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Fig. 2. An exemplary requirements traceability graph including dependencies and
decompositions for an agile software development

implementation risk of requirements in agile projects. Therefore, we propose
three requirements traceability metrics to assess and quantify the complexity
of relationships between requirements. As requirements and trace links span a
traceability graph, we aim to characterize the complexity of this graph. In gen-
eral, a graph consists of vertices and edges, and thus, the complexity is driven
by the number of vertices (Section 3.1), the distance between connected vertices
(Section 3.2), and the number of edges (Section 3.3).

3.1 Number of Related Requirements (NRR)

Relationships between a requirement and other requirements typically mean that
additional requirements and constraints must be considered when implementing
that requirement. Thus, with every relation to another requirement, which can
be direct or transitive, the complexity of the originated requirement increases.
Additionally, a higher number of related requirements implies a higher potential
of latent changes when a change request is raised against this requirement.

Definition: The Number of Related Requirements (NRR) is the number of
requirements that are directly or transitively related to a requirement via decom-
position or dependency trace links. A requirement rj is related to a requirement
ri, if a path of trace links exist from ri to rj . RRi is the set of related require-
ments of ri.

NRR(ri) = |RRi| (1)
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As exemplified in Figure 3-(A), metric NRR1.3 for requirements artifact r1.3
is 10 and NRR2.2 for requirements artifact r2.2 is 12, which means that artifact
r2.2 is related to more requirements than r1.3. The NRR metric computes the
same value for all vertices in a connected graph, which could be a limitation. In
Figure 3-(A), NRR would be 10 for all requirements connected to r1.3. However,
new requirements arise continuously in agile projects and thus the traceability
graph changes continuously. As the metric is only computed upon the creation or
modification of a requirement ri, NRR is able to discriminate the requirements
artifacts of a connected graph.
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Fig. 3. Examples of the traceability metrics NRR, ADRR, and RIF for the require-
ment artifacts 1.3 and 2.2

3.2 Average Distance to Related Requirements (ADRR)

The distance between two related requirements ri and rij indicates how many
steps are necessary to traverse the path from ri to rij . Longer average distances
imply that on average more individual trace links need to be considered by a
developer implementing this requirement. The effort for resolving and under-
standing these relationships increases with longer average distances.

Definition: The Average Distance to Related Requirements (ADRR) denotes
the average number of trace links that need to be resolved to traverse from
requirements artifact ri to any related requirements artifact rij . The function
dij denotes the distance from ri to rij . If alternative paths exit between ri and
rij , the distance of the shortest path is used for calculation.

ADRR(ri) =

∑

rij∈RRi

dij

|RRi| (2)

As exemplified in Figure 3-(B), the ADRR1.3 for requirement r1.3 is 15
10 and

the ADRR2.2 for requirement r2.2 is 29
12 suggesting that the average distance to

related requirements from r2.2 is ∼ 0.9 steps longer from r1.3.



86 P. Rempel and P. Mäder

3.3 Requirement Information Flow (RIF)

The requirement information flow is supposed to determine the coupling of
related requirements, which we measure by counting the fan-in and the fan-out
of a requirement. An increase in coupling, while assuming a constant number
of related requirements, entails an increased number of trace links between the
related requirements that must be understood by developers.

Definition: The Requirement Information Flow (RIF ) of a requirement ri
is the average fan-in and fan-out of any related requirement rij . The fan-in of
a requirement rij is the number of requirements that are directly connected
through an inbound trace link. The fan-out of a requirement rij is the number
of requirements that are directly connected through an outbound trace link. The
set of related requirements is denoted as RRi.

RIF (ri) =

∑

rij∈RRi

fan in(rij) + fan out(rij)

|RRi| (3)

As exemplified in Figure 3-(C), metric RIF1.3 for requirements artifact r1.3
is 21

10 and metric RIF2.2 for requirements artifact r2.2 is 21
12 suggesting that the

information flow within the related requirements of r1.3 is 0.35 trace links higher
than the information flow within related requirements of r2.2.

3.4 Research Questions

We hypothesize that the proposed traceability metrics can be used to estimate
the requirements implementation risk in order to support the planning activities:
requirements prioritization (see Section 2.1) and focusing tests (see Section 2.2).
The number of defects at source code level is an accepted metric to quantify
the error-proneness of developed software. Since source code is an immediate
result of the implementation of requirements, we also consider the number of
defects as valid quantification of the requirements error-proneness, and thus, for
the requirement implementation risk. Our research questions are as follows:

1. RQ-1 : Are requirements’ NRR, ADRR, and RIF metrics associated with
the requirements’ defects?

2. RQ-2 : Which, if any, combination of requirements traceability metrics can
be used to predict requirements’ defects within a project?

3. RQ-3 : Can predictors, obtained from training projects, also be used to pre-
dict the number of defects for an unknown project?

4 Study Design

To investigate our research questions (see Section 3.4), we collected development
artifacts and traceability data from five open-source software projects that apply
an agile development approach.
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4.1 Case Selection

Driven by our research goal to support the requirements prioritization (see
Section 2.1) and test selection (see Section 2.2), we defined the following case
selection criteria. A case to be included:

– shall apply an agile software development approach (e.g. XP, SCRUM),
– shall provide requirements artifacts at three or more refinement levels,
– shall provide defect artifacts associated to source code and requirements,
– shall provide traceability across requirements, and
– shall be in development for at least five years.

We started our search for potential cases from the list of open source projects1

that use the ALM tool Jira [17] for requirements management.

4.2 Data Demographics

The five open source projects: CONNECT, Infinispan, jBPM, Weld, and Wild-
Fly completely satisfy our case selection criteria and thus, were included in our
study. CONNECT is a software project that was initiated by US federal agen-
cies to support their health-related missions. It provides a solution for health
information exchange locally and at the national level. Infinispan is a highly
available key/value data store and data grid platform. The main purpose is
exposing distributed and highly concurrent data structures. The business pro-
cess management suite jBPM allows modeling and executing business processes.
Weld is a reference implementation of the Java standard for dependency injec-
tion and contextual lifecycle management: Contexts and Dependency Injection
for the Java EE platform. WildFly is a Java application runtime that supports
the Java EE 7 standard.

Table 1. Characteristics of the five studied software projects

Project Requirements Trace links

Epic Feature Impr.1 Task
∑

Dec.2 Dep.3
∑

A CONNECTA 10 245 290 2,810 3,355 3,114 2,538 5,652

B InfinispanB – 850 522 666 2,038 372 1,716 2,088

C jBPMC – 1,146 112 1,007 2,265 472 1,168 1,640

D WeldD – 242 48 303 593 140 620 760

E WildFlyE – 682 226 679 1,587 798 1,516 2,314
Awww.connectopensource.org, Bwww.infinispan.org, Cwww.jbpm.org,

Dweld.cdi-spec.org, Ewww.wildfly.org, 1Improvement, 2Decomposition, 3Dependency

1 www.atlassian.com/opensource/overview

www.atlassian.com/opensource/overview
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Table 1 provides an overview of the requirements artifacts and requirement
traceability characteristics of the five studied projects. For all projects, we gained
raw data by collecting all relevant project artifacts at the referenced websites
created till Aug 16th, 2014. The Requirements column shows the number of
requirements artifacts per refinement level and in total. The smallest project
contains almost 600 requirements artifacts. The Trace links column shows the
number of relations between requirement artifacts per relation type and in total.
The smallest project contains 760 trace links.

4.3 Data Collection Process

Our data collection process consisted of three steps (see Figure 4).

Step 1: Parse Artifacts and Trace Links. All studied projects use the
web-based application life-cycle management tool JIRA [17] to manage require-
ments, defects, and trace links. Every requirement features a unique identifier
and trace links between requirements can be navigated forward and backward
within the tool. Also, all projects used the source configuration management
tool Git [13] to manage source code. We implemented a project artifact collec-
tion tool that automatically downloaded and parsed project artifacts and trace
links at requirements and source code level. All studied projects were migrated
from other requirements management tools to JIRA between 2005 and 2007. To
avoid migration influences, we only considered requirements artifacts that were
created at least one year after the project was migrated to JIRA.

Step 2: Generate Traceability Graph. Once all relevant artifacts and trace
links had been captured by the artifact collection tool (Step 1), a traceability
graph could be automatically generated. The generated traceability graph is
directed. If a captured trace link is bi-directional, which is the case by default
in JIRA, two directed edges are added to the traceability graph.

Step 3: Calculate Traceability Metrics. In the last step, we used the gen-
erated traceability graphs to calculate the introduced traceability metrics (see
Section 3). Thereby, a data set of traceability metrics was calculated for every
issued requirements addition and change. Additionally, we automatically counted
the defects that occurred per requirement after this change. All studied projects
used an issue tracker system to document defects and their resolution. Project
contributors file their discovered defects as issues in this system and thereby sup-
port an automated analysis. However, the existence of a defect issue does not
necessarily imply the existence of a software defect. Hence, we only considered
defects from the issue tracker with the resolution types: done, implemented, and
fixed. We excluded all defects with the resolution types: cannotreproduce, com-
munityanswered, duplicate, goneaway, incomplete, invalid, notaproblem, wontfix,
worksasdesigned. To correctly count the defects that occurred after a change, we
needed to map the defect issues to the affected requirements by extracting two
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types of relationships. First, our tool analyzed all commit messages within the
software configuration management system (SCM) for identifiers of defect issues
filed in the issue tracker. Such an identifier means that with this software change
the referred defect was addressed. We considered every changed source code
file of such a commit to be affected by the defect. Second, our tool analyzed
commit messages of the SCM system for identifiers that refer to requirements
kept in the issue tracker. Such an identifier means that with this software change
the referred requirement was implemented. We considered every changed source
file of such a commit to be implementing the requirement. By chaining the
extracted relationships: requirement

implements←−−−−−−−− source-code
affects←−−−−− defect, we

could map every defect to one or multiple affected requirements. To make this
value comparable for different requirements changes, we always considered the
number of defects that occurred within one year after the change. Further, we
had to exclude requirement changes from the twelve months prior to our study,
since the future defect information were incomplete for these requirements.

Step 1:
Parse artifacts 
and trace links 

Step 2:
Generate 

traceability graph

Step 3:
Calculate 

traceability metrics
1 2

1.1 1.2 1.3 2.1

1.2.1 1.2.2 1.2.3 2.1.1

x
x x

x

..

2.2

..

NRR = 12
ADRR = 2.42
RIF = 1.75

Fig. 4. Overview of the data collection process

5 Data Analysis

5.1 Statistical Model and Regression

As elaborated in Section 3.4, we want to investigate whether or not the proposed
requirement traceability metrics NRR, ADRR, and RIF are associated with the
number of defects occurring in the source code that implements a requirement.
For this purpose we apply regression analysis to investigate how the traceabil-
ity metrics NRR, ADRR, and RIF are related to the number of defects per
requirement (DEF ). That means, NRR, ADRR, and RIF are the independent
variables and DEF is the dependent variable of our study. Table 2 summarizes
the sample size as well as mean and standard deviation for every dependent and
independent variable across all five projects.
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Table 2. Summary statistics for the studied projects A–E

DEF NRR ADRR RIF

N1 x σ x σ x σ x σ

A 42,278 0.428 1.269 19.489 46.387 3.451 2.677 14.221e+10 9.941e+11

B 22,754 2.61 5.148 10.525 13.583 1.354 1.062 16.874 82.229

C 12,449 0.216 0.676 1.685 1.284 0.442 0.56 2.167 2.615

D 31,024 0.92 2.85 4.863 9.312 1.21 0.471 0.307 0.228

E 59,333 0.538 2.948 2.169 3.524 1.694 0.796 0.597 0.145

1N refers to the number of changes calculated as:
commits∑

i=1

numberOfClasses(i)

Prior to deriving a statistical model explaining the effect of the indepen-
dent on the dependent variable best, we assessed for every project whether the
independent variables correlate with each other by calculating the Pearson cor-
relation coefficient. The purpose was to determine whether or not our proposed
traceability metrics are measuring the same characteristics of requirements rela-
tionships. If two metrics would strongly correlate with each other for all projects,
one metric could be eliminated, because both metrics would measure the same
characteristic. Table 3 summarizes the correlation coefficients (rho) and their
significances (p-value). The table shows that no pair of independent variables
strongly correlates for all projects. Thus, we considered all three metrics as a
potential independent variable influencing the dependent variable.

Table 3. Pearson correlations between independent variables for all projects

cor(NRR, ADRR) cor(NRR, RIF ) cor(ADRR, RIF )

rho p-value rho p-value rho p-value

A 0.621 < 0.001 0.739 < 0.001 0.513 < 0.001

B 0.572 < 0.001 0.249 < 0.001 0.411 < 0.001

C 0.428 < 0.001 0.197 < 0.001 0.239 < 0.001

D 0.636 < 0.001 0.624 < 0.001 0.73 < 0.001

E 0.462 < 0.001 0.95 < 0.001 0.179 < 0.001

To find a statistical model that describes the influence of the three indepen-
dent variables on the dependent variable, we applied a stepwise model regression
in forward direction. We added independent variables stepwise to the statisti-
cal model and compared the models of every step with the Akaike Information
Criterion (AIC) [7]. With this approach we found that the following equation
models the effect of the traceability metrics best for predicting DEF :

DEF = β0 + β1(NRR) + β2(ADRR) + β3(RIF ) + ε. (4)
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In Equation 4, the parameters β1, β2, and β3 capture the effect of NRR,
ADRR, and RIF on DEF . While β0 is the constant intercept, and ε is the
error term. First, we estimated the empirical model for Equation 4 with Ordi-
nary Least Square (OLS) regression. However, the Beusch-Pagan test [5] indi-
cated heteroscedasticity for the estimated empirical model, which means that the
assumption of homoscedasticity in the regression model was violated. To mit-
igate this violation, we opted for Weighted Least Square (WLS) regression for
fitting the model. The results of the WLS regression are summarized in Table 4.

Table 4. WLS estimates for requirements of all projects

Independent Variable Parameter Coefficient Std. error p-value

Intercept β0 0.463 *** 0.009 0.000

NRR β1 0.257 *** 0.002 0.000

ADRR β2 0.352 *** 0.063 0.000

RIF β3 -0.068 *** 0.016 0.000

Significance codes for p-values: *** < 0.001, ** < 0.01, * < 0.05

5.2 Predicting Requirement Defects for Unseen Project Data

To assess the generalizability of our statistical model, we applied a leave-one-out
cross-validation (LOOCV) strategy. We used the data-sets from four projects as
the training sample and the fifth project as the hold-out sample. The regression
is fitted on the training sample and applied to the hold-out sample. We repeated
this procedure five times, every time with another project as hold-out sample.
To evaluate the predictive power on the unseen data, we evaluated how well
the predictor can assign a requirement to a risk category. To breakdown the
prediction results into usable results, we adapted the traffic light system and
distinguished three requirement risk categories:

– low-risk : requirement implementation entails 0..2 defects within one year
– medium-risk : requirement implementation entails 3..5 defects within one year
– high-risk : requirement implementation entails > 5 defects within one year

We considered a requirement risk prediction as correct if the traceability met-
ric predicted the same risk category as we would derive from the actual project
defects. Table 5 summarizes the percentage of correctly assigned requirement
risk categories per predicted project.
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Table 5. Prediction results for unseen project data with LOOCV

A B C D E

Correctly predicted risk categories 79.85 % 73.72 % 97.82 % 87.92 % 94.79 %

6 Discussion

The results of the WLS regression for all projects, as shown in Table 4, indicate
that the effect of NRR on requirement defects is positive and statistically sig-
nificant (β1 is positive and the p-value < 0.001). This result partially answers
research question RQ-1. It suggest that the more requirements are directly or
transitively related to a requirement the higher the defect rate of the require-
ment’s implementation. This relation also implies a higher requirement imple-
mentation risk, assuming that all other independent variables remain constant.
The WLS regression further indicates that an increase of ADRR is associated
with an increase of requirement defects (β2 = 0.352), which provides another part
to the answer to research question RQ-1. It suggests that the longer the aver-
age distance of a requirement to directly or transitively related requirements, the
higher the requirement’s implementation risk. The WLS regression also indicates
that an increase of RIF is associated with a decrease of requirements defects
(β3 = -0.068), assuming that all other independent variables are constant.

The fact that none of the three traceability metrics were eliminated during
stepwise regression with AIC and that all three metrics are statistically signifi-
cant for the requirement defects implies that all three metrics have a significant
effect on the defect rate in all five projects. This provides the answer to our
research question RQ-2 suggesting that to properly estimate the implementa-
tion risk of a requirement, one should consider all three traceability metrics.

The results of the leave-one-out cross-validation (see Table 5) provide an
answer to our research question RQ-3. For all five cases, our traceability metric
predictor assigned requirements to the correct risk-level in unseen projects with
at least 73.72 % correctness. For project C and E, the requirement risk predic-
tions are even at a 95 % correctness level. These results suggest that the proposed
traceability metrics can be used as an indicator for requirement implementation
risks. For practitioners, it provides valuable support with prioritizing require-
ments as well as for deciding on which part of the implementation testing should
be focused. Our proposed metrics can be used to provide recommendations for
this tasks as well as to validate existing manual prioritizations.

7 Threats to Validity

A potential threat exists in the preparation and quality of the analyzed project
data. Mitigating this threat, we carefully examined the available project artifact
types and drew samples manually. These samples confirmed that every require-
ment artifact is stored as a database record with a unique identifier and trace
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links can be followed bi-directionally within Jira, from the source to the target
requirement and vice versa. To avoid any manual bias during the project data
preparation, we fully automated the process of project data collection and anal-
ysis. Although the process is fully automated, we carefully verified our tool that
automates this process. Therefore we validated intermediate results of the pro-
cess manually and cross-checked the data for inconsistencies and contradictions.
Due to the public availability of the project artifacts and the fully automated col-
lection and analysis process, our study can be replicated and additional projects
could be included to further broaden the data corpus.

Another potential threat exists in the calculation of traceability metrics. The
result of a traceability metric directly depends on the completeness and correct-
ness of provided traceability data. In order to identify possible completeness
problems, we performed completeness and correctness checks manually where
possible. Based on the results of these manual checks, we concluded that all five
projects are very mature developments and that the maintained artifacts and
trace links are of high quality. Nonetheless, there remains a risk that we may
have missed problems, especially incorrect trace links due to the large amount
of data and our lack of project-specific domain expertise. Though, the great
industrial acceptance and wide dissemination of the software products of all five
projects supports our conclusions that all projects are of high maturity.

We analyzed five large scale projects to study the generalizability of our pro-
posed traceability metrics for agile projects. There is a potential threat that one
or multiple studied projects could follow an unusual development process which
does not represent agile software development properly. To mitigate this threat,
we defined project inclusion criteria as described in Section 4.1. Additionally,
we manually assessed the project dashboards of all five projects to study the
release cycles. We found that all projects follow the Scrum methodology, which
is an accepted agile development methodology. We also found that all projects
regularly develop and release small software increments in agile Sprints.

Furthermore, the number of defects in agile projects can vary between releases
[23]. To mitigate this thread, we chose a rather long future defect observation
period of twelve months. Every studied project created at least two releases
within that period, meaning that we at least considered two release periods per
analyzed project to capture potential post-release defect accumulations. Further-
more, the number of defects may be influenced by additional factors not been
investigated within the current study, such as: the number of project members,
the number of product end-users, or the experience of the development team.
It remains a future exercise to study whether and how such additional factors
influence the impact of the requirements complexity on the software defect rate,
as measured by the proposed approach.

8 Related Work

Various researchers proposed traceability metrics to characterize traced software
artifacts. For example, Pfleger and Bohner [25] proposed software maintenance
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metrics for traceability graphs. They distinguish vertical and horizontal trace-
ability metrics. While vertical metrics are meant to characterize the developed
product, horizontal metrics are meant to characterize the development process.
To generically measure the complexity of requirements traceability, Costello et
al. [10] proposed the use of statistic linkage metrics. Dick [11] extends the idea of
analyzing traceability graphs by introducing trace link semantic, which he calls
rich traceability. Main advantage of his approach is the applicability of propo-
sitional reasoning to analyze traceability relationships for consistency. Hull and
Dick [15] advance the idea of rich traceability graphs and propose further met-
rics: breadth is related to the coverage, depth measures the number of layers
making it a global metric, growth is related to the potential change impact, bal-
ance measures the distribution of growth factors, latent change measures the
impact on a change. While all the proposed traceability metrics were meant
to measure specific characteristics of the requirements traceability graph, little
empirical evidence is available on how and to what extent these metrics support
practitioners with activities such as prioritizing requirements or focusing tests.

Researchers also proposed a wide range of metrics to characterize software [12,
29,32] respectively software design [1,6,22]. In contrast to requirements traceabil-
ity metrics, a wide range of studies provide empirical evidence for software and
design metrics on how and to what extent these measures provide support during
development. Nagappan et al. [24] as well as Graves et al. [14] study the appro-
priateness of software component complexity metrics to predict fault density. The
implications of software design complexity measures on software defects are empir-
ically investigated by Subramanyam et al. [31].

Although, the principles for measuring the characteristics of a graph are simi-
lar, no matter if it represents software (e.g., a software call graph), design (e.g., a
component dependency graph), or requirements (e.g., a requirements traceabil-
ity graph), empirical evidence of the practical benefit of requirement traceability
metrics is lacking. As a first step, Mäder and Egyed [19] as well as Jaber et al.
[16] conducted controlled experiments to investigate whether or not the existence
of traceability data supports developers with software maintenance tasks. To the
best of our knowledge, our study is the first to involve large scaled projects pro-
viding empirical evidence that requirement traceability metrics can be leveraged
to systemically assess and predict the implementation risk of requirements.

9 Conclusions and Future Work

In this paper we focused on estimating the implementation risk of requirements
through traceability in agile development projects. Estimating the implementa-
tion risk of requirements supports product managers and developers with prior-
itizing requirements and focusing tests on risky parts of the software.

Therefore, we proposed a set of three traceability metrics to estimate the
implementation risk of requirements in this paper. To evaluate the applicabil-
ity of our proposed metrics, we conducted an empirical study with five large
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scale agile development projects. The results of our study show that our pro-
posed traceability metrics are suitable to estimate the implementation risk of
requirements. We also found empirical evidence that our proposed metrics are
generalizable, because the implementation risk of requirements could be esti-
mated reliable in all five projects. Further, our LOOCV experiments show that
our proposed traceability metrics can even be applied to unseen project data,
making our proposed traceability metrics a potentially valuable tool to support
practitioners with prioritizing requirements and making decisions on which part
of the software the testing should focus.

Future work will focus on extending and improving the set of requirements
traceability metrics to estimate requirement implementation risks. Especially,
differences in the requirement structure such as different granularity levels shall
be addressed with explicit metrics to improve the generalizability of our metrics.
We also plan to extend our study to additional software development projects in
order to gain more empirical evidence on the described findings. Finally, projects
that do not follow agile development processes shall be included to gain further
insights on whether or not the proposed metrics are also beneficial to estimate
requirement implementation risks in plan-driven projects. The proposed app-
roach and its evaluation were solely targeting agile development projects. While
we hypothesize that the proposed traceability metrics are also applicable for
other project types due to their generic nature, additional studies are required
to investigate this hypothesis. We also plan to investigate additional potential
influence factors such as: the number of project members, the number of product
end-users, or the experience of the development team.
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Abstract. [Context and motivation] To remedy the lack of secu-
rity expertise, industrial security risk assessment methods come with
catalogues of threats and security controls. [Question/problem] We
investigate in both qualitative and quantitative terms whether the use of
catalogues of threats and security controls has an effect on the actual and
perceived effectiveness of a security risk assessment method. In particu-
lar, we assessed the effect of using domain-specific versus domain-general
catalogues on the actual and perceived efficacy of a security risk assess-
ment method conducted by non-experts and compare it with the effect
of running the same method by security experts but without catalogues.

[Principal ideas/results] The quantitative analysis shows that non-
security experts who applied the method with catalogues identified
threats and controls of the same quality of security experts without cat-
alogues. The perceived ease of use was higher when participants used
method without catalogues albeit only at 10 % significance level. The
qualitative analysis indicates that security experts have different expec-
tations from a catalogue than non-experts. Non-experts are mostly wor-
ried about the difficulty of navigating through the catalogue (the larger
and less specific the worse it was) while expert users found it mostly
useful to get a common terminology and a checklist that nothing was
forgotten.

[Contribution] This paper sheds light on the important features
of the catalogues and discuss how they contribute into risk assessment
process.

Keywords: Empirical study · Security risk assessment methods · MEM

1 Introduction

Security risk assessment is a key step in the design of critical systems. Yet, sys-
tem architects often lack the necessary security knowledge to identify all security
risks. Even experts focus on those risks which according to their experience were
c© Springer International Publishing Switzerland 2015
S.A. Fricker and K. Schneider (Eds.): REFSQ 2015, LNCS 9013, pp. 98–114, 2015.
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critical in the past. Thus, they can forget to treat risks which are less inter-
esting for them, although they might be relevant for the system. To alleviate
this issue, industrial security risk assessment methods and standards come with
catalogues of threats and security controls. The catalogues can be divided by
size and specialization into domain-general catalogues like BSI IT-Grundschutz
Catalogues [3], ISO/IEC 27002 [8], NIST 800-53 [20], and domain-specific cata-
logues like PCI DSS [23] (Banking domain) or EUROCONTROL ATM [6] (Air
Traffic Management domain).

In this paper we report an empirical study on the role of catalogues of threats
and controls in conducting security risk assessment. The goal of the study is to
assess the actual and perceived efficacy of catalogues in performing a security
risk assessment by non-experts (with the catalogues) and by experts (using the
same method but without catalogues). Actual effectiveness has been quantita-
tively investigated as the quality of threats and security controls identified by
the participants. Perception has been assessed both quantitatively via post-task
questionnaire and qualitatively via focus group interviews with the participants.

The study involved 15 professionals in the Air Traffic Management (ATM)
domain who worked individually to identify threats and security controls for the
Remotely Operated Tower (ROT) application scenario. More than two third of
the participants had more than 5 years of experience in the ATM, while the
others had at least 2 years of specific experience.

The main findings are that domain experts that are not security experts
can obtain almost the same results as domain experts without catalogues while
applying a security risk assessment method. Regarding perceived efficacy,
domain-specific catalogues were perceived to be easier to use than domain-
general ones because they are easier to navigate and there is a clear mapping
between threats and security controls.

In addition, the analysis of focus group interviews shows that non-experts
and security experts have a different perception of catalogues. Non-experts found
catalogues useful as starting point to identify threats and controls but at the
same time they were concerned about the difficulty in navigating the cata-
logues because there were no link between threats and security controls. Security
experts instead found catalogues mostly useful because they provide a common
terminology to discuss about threats and controls and they can be used to check
completeness of results.

In the remainder of the paper, Section 2 presents the research method; Section
3 presents the motivation of domain selection and Section 4 describes the setting
of the study, whose findings are presented in Sections 5 and 6. Threats to validity
to our study are discussed in Section 7 and Section 8 presents the related work on
prior research in the area. The findings and conclusion are presented in Section 9.

2 Research Method

The goal of this study is to investigate whether catalogues of threats and security
controls facilitate the execution of a security risk assessment process. In partic-
ular, we want to assess whether the use of catalogues has an effect on the actual
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and perceived efficacy of security risk assessment when used by people with no
security expertise and comparing it with the effect of running the same assess-
ment by security experts without catalogues. Accordingly, we formulated our
research questions:

RQ1 Does the use of domain specific or general catalogues improve the actual or
perceived efficacy of a security risk assessment in comparison to each other
and to the same assessment performed by experts without catalogues?

RQ2 Which are the qualitative features of a catalogue that impact actual or
perceived efficacy?

As our study is exploratory in nature, we applied a research approach combining
both qualitative and quantitative methods. In particular, to address research
questions RQ1 on actual and perceived efficacy we used a quantitative app-
roach and divided the participants into three groups: the first group conducted
a security risk assessment with the support of a domain-specific catalogue (DOM
CAT), the second group with the support of a domain-general (GEN CAT) one,
while the third group worked without catalogue (NO CAT). All participants in
the NO CAT group had security knowledge, while most of the participants in
the DOM CAT and GEN CAT groups had limited or none security knowledge.

Then, we measured actual efficacy as the quality of results produced by
the participants. Two security experts independently assessed the quality. They
used a 5-item scale: Bad (1), when it is not clear which are the final threats
or security controls for the scenario; Poor (2), when threats/security controls
are not specific for the scenario; Fair (3), when some of them are related to
the scenario; Good (4), threats/security controls are specific for the scenario;
and Excellent (5), when the threats are significant for the scenario and security
controls propose real solution for the scenario.

To measure perceived efficacy we asked the participants to fill in a post-task
questionnaire along the Method Evaluation Model (MEM) [19]. According to
MEM, we broke down perceived efficacy in perceived ease of use (PEOU) and
perceived usefulness (PU), and included the corresponding questions in the post-
task questionnaire. The concrete post-task questions were adopted from the work
of Opdahl and Sindre [21] in order to make comparison with related work easier.
Questions were formulated as opposite statements with answers on a 5-point
Likert scale. Table 3 in the appendix reports the post-task questionnaire.

To answer research question RQ2 we involved participants in focus group
interviews where they answered questions on the process followed to identify
threats and controls and their perception of the method and the catalogues. We
investigated the transcripts of the interviews through the open coding methodol-
ogy [29, Chap. 8], on the basis of a pre-defined set of codes, slightly edited from
a list of codes used in previous studies [12,13]. This selection of codes allowed
to identify the most frequently mentioned topics in the interviews. We consid-
ered these topics as the most representative in the discussion. The qualitative
analysis attempted to cast light on the catalogues’ features affecting actual and
perceived effectiveness of security risk assessment.
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3 Domain Selection

One of the key issues to conduct our study is the selection of an appropriate
domain. The ATM domain has been often used in Requirements Engineering.
For example, see the work of Maiden and Robertson [14] for general Require-
ments Engineering and our own for Security Requirements Engineering [16]. We
also selected this domain because security plays an important role to ensure
the resilience of ATM Service provision. To this end, the SESAR (Single Euro-
pean Sky ATM Research Program) project 16.02.03 focuses on analyzing exist-
ing approaches for security risks identification and tailoring them to the ATM
domain.

The SESAR ATM Security Risk Assessment Method (SecRAM), developed
within the project 16.02.03 [25], is the “ official ” method applied by ATM
professionals in the SESAR program. SESAR designed SecRAM as a simple,
step-wise method that should be applicable to all the SESAR Operational Focus
Areas (OFAs). The overall SecRAM process is divided into seven steps as fol-
lows: 1) primary asset identification and impact assessment, 2) supporting assets
identification and evaluation, 3) threats scenarios identification, 4) impact eval-
uation, 5) likelihood evaluation, 6) risk level evaluation, and 7) risk treatment.
The method should be clear to personnel with little expertise and background
in security and risk management. It is also should support the integration and
comparison of security risk assessment results from different SESAR OFAs. In
order to support non-expert, ATM professionals considered catalogues of threats
and security controls as a great added value to carry out efficient and effective
security risk assessment in SESAR.

We selected SecRAM as a reference security risk assessment method under
study aiming to compare its effectiveness with domain-specific and domain-
general catalogues. As instances of domain-specific and domain-general cata-
logues we selected EUROCONTROL ATM catalogues and BSI IT Grundschutz
catalogues, respectively.

The ATM catalogues were developed by EUROCONTROL to provide the
best practices in security and safety analysis for ATM domain. They consist
of three main parts: threats, pre and post security controls. The catalogues
describe 32 threats of three types: Physical, Information and Procedural. The
catalogues also propose 33 pre and 18 post controls to mitigate each threat.
Each control is linked to the mitigated threats and a description of the security
control procedure.

The BSI IT-Grundschutz standard was developed by Bundesamt für Sicher-
heit in der Informationstechnik (BSI1), and it is widely used in Germany. It is
compatible with the ISO 2700x family of standards. The BSI IT-Grundschutz
catalogues not only describe possible threats and what has to be done in general
to mitigate them, but they also provide concrete examples on how security con-
trols should be implemented. The catalogues describe 621 threats of the follow-
ing types: Basic threats, Force Majeure, Organizational Shortcomings, Human
1 Federal Office for Information Security (English).
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Error, Technical Failure and Deliberate Acts. The safeguards catalogues describe
1444 security controls related to Infrastructure, Organization, Personnel, Hard-
ware and software, Communication and Contingency planning.

The application scenario was chosen among one of the ATM new operational
scenarios that have already been assessed by SESAR with the SecRAM method-
ology: the Remotely Operated Tower (ROT).

The Remote and Virtual Tower, is a new operational concept proposed by
SESAR [26,27]. The main change with respect to current operations is that con-
trol tower operators will no longer be located at the aerodrome. They will move
to a Remotely Operated Tower Center. Each tower module will be remotely con-
nected to (at least) one airport and consist of one or several Controller Working
Positions. The operator will be able to do all air traffic management tasks (e.g.
authorize landing, departure, etc.) from this position. The idea is that operator
will be able to control remotely more than one airport. The visual surveillance
will be provided by a reproduction of the Out of The Window view, by using
visual information capture and/or other sensors such as cameras with a 360-
degree view, which will be able to zoom 36 times closer than current binoculars
in all weather conditions. The visual reproduction can be overlaid with informa-
tion from additional sources if available, for example, surface movement radar,
surveillance radar, or other positioning and surveillance implementations pro-
viding the positions of moving object within the airport movement area and
vicinity. The collected data, either from a single source or combined, is repro-
duced for the operator on data/monitor screens, projectors or similar technical
solutions. The use of technologies will also enhance the visual reproduction in
all visibility conditions (e.g., bad weather conditions).

This scenario presents relevant ATM and security issues and technological
challenges that can benefit from a Security Risk Assessment. As apparent from
the description, the ROT concept will be encompassed by data confidentiality,
integrity and availability issues, also affecting airport safety, as well as physi-
cal security issues, like the on-site protection of the remotely located cameras,
sensors and surveillance radars in the aerodrome, to be analyzed during our
experiment.

4 Execution and Demographics

The study was run in May 2014 at Deep Blue premises and consisted of an empiri-
cal study with 15 professionals from several ATM Italian companies. As mentioned
before the participants were divided into three groups and assigned to three differ-
ent treatments. They were asked to apply individually the same method, namely
SESAR SecRAM, with the support of domain-specific catalogues (EUROCON-
TROL ATM), general-domain catalogues (BSI IT-Grundschutz) or without any
catalogues. Before starting, the participants were administered a questionnaire
to collect information on their background and previous knowledge of other risk
assessment methods.

The study was based on a step-wise process consisting of three interacting
phases:
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Table 1. Participants’ Demographic Statistics

Variable Scale Mean Distribution
Age Years 33.1 20% were 25-29 years old; 53.3% were 30-39 years old;

20% were 40 and older
Gender Sex 66.7% male; 33.3% female
Academic Degree 73.3% had MSc degree; 26.7% had PhD degree
Work Experience Years 7.9 26.7% had ≥ 2 and <5 years; 46.7% had ≥ 5 and <10

years; 26.7% had ≥ 10 years
Experience in Risk Assess-
ment

Years 0.67 Three participants had 2 years, 1.5 years and 0.25 years,
respectively

Security/Privacy Knowl-
edge

Yes/No - 47% had experience; 53% had no experience

Training. The application scenario description was administered to participants
for an individual reading. A frontal-training phase followed in which the method
designer introduced the considered methodology process through a step by step
tutorial.

Application. Each step of the method introduced in the tutorial, was forthwith
applied individually on the case study until the completion of the last step.

Evaluation. Three evaluators independently judged the quality of the threats
and security controls identified by the participants, providing marks and
comments.

After the application phase we administered to the participants a post-
task questionnaire to gather their perception of the method and the catalogues
employed. They were later involved into focus groups, according to their treat-
ment, to discuss drawbacks and benefits of the method and the catalogues under
study. A list of questions guide the discussion that had been audio recorded for
further analysis. The main positive and negative aspects generated in the focus
groups then were reported on post-it notes.

The participants of the study were 15 practitioners from the different ATM
companies. Table 1 presents descriptive statistics about the participants. Most
of the participants (73.4%) reported that they had at least 5 years of working
experience, some participants (26.7%) reported from 2 to 5 years of workings
experience. In addition, almost half of participants (47%) reported that they
had security/privacy knowledge, the rest did not report any similar knowledge.
Three out of sixteen participants reported from 3 months up to 2 years experience
in security risk assessment.

5 Quantitative Results

In this section we discuss the results on actual efficacy of the risk assessment
and perceived efficacy of the method and catalogues. Tables 2a and 2b report
the median values for Actual Efficacy, PU and PEOU of the method for each
treatment. The detailed results of risk assessment delivered by the participants
are reported in the Table 4. The detailed statistics on post-task questionnaire
responses are reported in Table 5.
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Table 2. Summary of Quantitative Results

(a) Threats

DOM CAT GEN CAT NO CAT
AE 3.5 2.5 2.5
PU 4 4 4

PEOU 3 4 4

(b) Security Controls

DOM CAT GEN CAT NO CAT
AE 3.5 2.5 3
PU 4 4 4

PEOU 3 3 4

The AE row reports the medians of experts assessment of the threats and security controls produced
by the participants. The PU (respectively PEOU) row reports the medians of participants’ responses
to a post-task questions about method’s PU (PEOU). All values are on a 1-5 scale with 5 being the
best score. The columns describe the type of task performed by the participants: risk assessment
with a domain specific catalogue (DOM CAT), a generic catalogue (GEN CAT), or no catalogue by
security experts (NOCAT).
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Fig. 1. Experts assessment of quality of threats and security controls

Actual Efficacy. As mentioned before we measured method’s actual efficacy as
a quality of threats and security controls identified by the participants. Two ATM
security experts independently assessed the quality. They are reported a similar
assessment for each group. Figure 1 illustrates the average of experts’ evaluation
for threats (reported on x-axis) and security controls (on y-axis). Six participants
out of fifteen performed poorly. In terms of the final assessment we observed
that: a) the experts marked bad participants the same way; b) they consistently
marked moderately good participants; and c) they had a different evaluation
only for the threats of one participant and for the security controls of another
participant out of 15 participants.

We used Wilcoxon test to validate if the difference in experts’ evaluation is
statistically significant. The results showed that there is no statistically signif-
icant differences in the evaluations of two experts both for threats (p = 0.09)
and controls (p = 0.77).

The first lines in Tables 2a and 2b report the quality of threats and security
controls identified with three treatments. We used Kruskal-Wallis (KW) test to
investigate the statically significant difference in the quality between treatments.

Table 2a shows that participants who used domain-specific catalogue to iden-
tify security controls performed as participants who did not use the catalogues.
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While, the participants who applied the domain-general catalogue performed
even worst than participants without catalogue. The difference in the quality of
security controls is not statistically significant based on the results of KW test.
Therefore we can conclude that there is no difference in the actual efficacy of a
security risk assessment when used with catalogues by non-experts and without
catalogues by security experts.

Perceived Efficacy. Table 2a shows that there is no difference in method’s PU
when the method is applied with or without catalogues of threats. Same results
we have for method’s PU regarding security controls identification (see Table
2b). Considering method’s PEOU, the participants who conducted threats iden-
tification with domain-general catalogue of threats or without catalogue reported
higher method’s PEOU than participants who applied the domain-specific cat-
alogues. While for method’s PEOU for security controls identification only the
participants who conducted risk assessment without catalogues reported higher
perception. We also used non-parametric KW test to analyze the differences in
participants PU and PEOU of the method. However, the results of KW test did
not reveal any significant differences in PU and PEOU except one. The results
of KW test showed: there is 10% significant difference in method’s PEOU with
respect to security controls identification (KW p =0.099). However, the post-hoc
analysis with Mann-Whitney test with Holm correction [10, Chap. 14.2] did not
show any significant differences between treatments. Therefore, we can conclude
that there is no difference in the perceived efficacy of the method when used by
non-experts with catalogues and by security experts without catalogues.

Exploring Correlations. We also explored possible correlations between actual
and perceived efficacy with Kendall tau rank correlation coefficient. We used
this test because our data are ordinal and have many ties. The correlation test
revealed only one significant relation between the quality of threats and par-
ticipants’ answers to the question “method helped me in brainstorming on the
security controls”. This is positive statistically significant correlation (p =0.04,
τ = 0.45).

6 Qualitative Results

In this section we report the analysis result of focus groups interviews and post-
it notes sessions with the participants. The results explain the differences in the
perception of two types of catalogues and outline the key features that effective
catalogues must have.

Catalogue Structure. The analysis of interviews shows that the structure of
catalogue is a key aspect in the identification of threats and security controls.
Thanks to its basic layout, the clear tables and its relative length, the domain-
specific catalogue is generally perceived by the participants as easier to browse
and to read: “I read only the titles [namely the reference to the “Generic Threat”
and the “Attack Threat”], they were quite explanatory, therefore a very short
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consultation of the catalog allowed me to produce enough content” [DOM CAT
participant]. This is particularly true in comparison with the domain-general
catalogue, consisting of a long list of items, perceived as “not user-friendly at a
first read” [GEN CAT participant] and “difficult to navigate and master due to
its length and structure” [GEN CAT participant].

Another relevant aspect in the structure of the domain-specific catalogues is
the presence of linking references between threats and security controls. Accord-
ing to some participants this feature makes the identification of the controls
an automatic mechanism: “Once identified the threat, finding out controls was
really a mechanical work”[DOM CAT participant]. Even more so for security-
novices, traceability is perceived as a fundamental feature in the structure of the
catalogue. Because it provides a one-directional link between the two objects
of interest, that makes the mistake quite impossible. In contrast, the domain-
general catalogue does not provide this support and therefore the findings are
affected: “The identification of security controls was more difficult because you
had to map them with the threats previously identified but there was no direct link
in the catalogue. It was mainly due to a problem of usability of the catalogue”
[GEN CAT participant]. Examples, present in the specific-domain catalogue, are
also perceived as helpful in the identification of threats and security controls.

Based on these findings we can conclude that a series of paths through struc-
ture of the catalogue will facilitate the threats and security controls identifica-
tion. Thus, the usability of the catalogues is of capital importance mostly for
security non-experts. The same we can said about navigability and traceabil-
ity, two of the features that make the domain-specific catalogue a practical and
useful tool for the risk assessment.

Catalogue Size and Coverage. If a catalogue is meant for security-novices
the abstraction level should be kept low and just provide few critical threats and
security controls. Otherwise, the security-novices can feel overwhelmed and not
able to find any threat or security control at all. This is particularly the case
of the general-domain catalogue, judged as: “Very difficult to consult for non-
technical people”[GEN CAT participant] given the high number of threats and
controls proposed. An interesting statement in this regard, comes from a partic-
ipant who was not assigned to any catalogue but had the chance to glance at the
general-domain catalogue. His opinion expresses the potential problem inher-
ent to the use of a too complex catalogue: “I saw people near to me; they were
not able to find out stuff in the catalogue, they kept on getting lost in the pages
and eventually they came up always with the same two or three items”[NOCAT
participant].

Regarding the coverage instead, considered in terms of specificity of the items
, the opinion expressed by the participants was quite contrasting: this is partic-
ularly proven by the statements from the security experts claiming that the sug-
gestions in both catalogues were very generic, rather than specific, precise and
well-defined threats and controls: “[The catalogue provided a] list of non-specific
threats impacting the specific concept under investigation” [GEN CAT partici-
pant] (from a security-expert user). The same result comes from the domain-
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specific catalogue: “I found the catalogue useful, but I noticed that many threats
were repeated” [DOM CAT participant]. While security-novices did not support
the idea and seems were in general more satisfied by the use of the catalogue.
This is probably due to the fact that, without any experience any kind support
is of great benefit. Security-novices than could not be able to judge the quality
of the results achieved given their little past experience.

To be a useful tool for security experts the catalogue must provide specific
threats and controls, otherwise it only allows to define generic and thus ineffective
controls.

Catalogue as Common Language. One feature of the catalogue perceived as
essential by every participant, irrespectively of the type of catalogue employed,
is the fact that a catalogue by itself provides a common terminology for all users.
As suggested by one participant, “The catalogue could be seen as a useful tool,
able to formalize the controls that have been formulated in an informal way, and
to lead them back into a common nomenclature” [DOM CAT participant]. “The
problem arises when we are in the same group and we use a different language”
[NOCAT participant]. The demand for a standard language caused by the need of
sharing, discussing and presenting results that could be understood and therefore
adopted by all participants of the risk assessment process. Unsurprisingly, this
aspect is mostly perceived as important by participants who were not assigned
to any catalogue.

Catalogue as Check-list. One tendency identified in the analysis is the dif-
ference in the opinion of security experts and security-novices about their gen-
eral perception towards the catalogue. Security-novices indeed are more prone
to express a positive judgment on the benefit of using the catalogue. While
security-experts tend to be more uncertain about the real advantages of the
catalogue. This could be explained by the fact that the catalogue represents an
essential support for users without any (or with little) experience, as claimed
here: “The catalogue is really helpful if you do not have any background” [DOM
CAT participant]. While the added value for experienced users is not as higher
as expected.

Furthermore, the statements collected from security-experts suggest an addi-
tional aspect: “The first step is to use your own experience and then to use the
catalogue to cover generic aspects that could be forgotten”[NOCAT participant].
For security-experts the catalogue is perceived as a check-list, as something that
can be used after a brainstorming session where user works based on his own
experience. In this way, the catalogue is supposed to provide the verification of
the efficiency and the coverage of the threats and security controls identified. For
security-novices on the contrary, the catalogue represents: “A good starting point
for the evaluation of the threats and the controls.” [DOM CAT participant].

Catalogue and Knowledge. Participants with security knowledge cared more
about the quality of threats and security controls that they could identify with
the support of the catalogues. That is mainly due to the fact that they used
their expertise to evaluate the achieved results. Security experts based on their
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previous knowledge expected more specific results from the support of the cata-
logue. While security-novice were not able to judge the quality of the identified
threats and controls. Therefore, they were more concerned about the usability
of the catalogues, as demonstrated by their observations on the traceability and
the navigability of the catalogues (see sections above).

7 Threats to Validity

The main threats to validity are related to internal, conclusion and external
validity [30].

Another threat to internal validity could be the size of catalogues as the
domain-general catalogues are significantly lager than the domain-specific ones
in order to cover more grounds. We mitigated this threat by making the use of
domain-general catalogues of similar difficulty as domain-specific one (155 pages)
we prepare a short version of general catalogues (˜55 pages) that contained only
the list of available threats and security controls. But the participants still had
access to the full version of the domain-general catalogues (˜2500 pages).

The main threat to conclusion validity is related to the sample size that
must be big enough to come to correct conclusions. We aware that due to the
low number of participants (N=5 × 3) it is unlikely to draw any strong statis-
tical results. But Meyer et al. [18] show that it is possible to have statistically
significant results for the samples contain 3 and more observations. To control
possible effect of participants’ background on the results we collect information
about participants’ through demographics and background questionnaire at the
beginning of the study. To mitigate possible effect of previous knowledge about
object of the study the participants were given a step by step tutorial on the
security risk assessment method and received textual description of the applica-
tion scenario.

Another threat to conclusion validity could be the number of security risk
assessment which produced low quality threats and controls based on the experts
evaluation (6 out of 15). However, we think the level of quality reflects the
diversity of participants’ knowledge and expertise. It could be a threat to validity
if we would have had all the risk assessment producing threats and controls of
the same quality.

The main threat to external validity external validity is that both the risk
assessment method and scenario were chosen within the ATM domain. However,
the chosen risk assessment method is compliant with ISO 27005 standard that
can be applied to different domains not just to the ATM. Therefore, this threat
is not present in our study.

8 Related Work

In this section we reviewed the studies that relevant to our work that are studies
comparing security methods and studies which investigated the role of structured
knowledge in Requirement Engineering (RE).
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Empirical Evaluation of Security Methods. There are many catalogues
that describes existing security problems and countermeasure. We can divide
them into general catalogues that describe Information Systems security prac-
tices like BSI IT-Grundschutz Catalogues [3], ISO/IEC 27002 and 27005 [7,8],
NIST 800-30 and 800-53 [20,28], COBIT 5 [1,4], or domain-specific catalogues
like PCI DSS [23] for banking security, or EATM for security and safety in ATM,
OWASP [22] for web application security.

Yet, most of the studies evaluate the effectiveness of the risk assessment
process detached from the security knowledge [9,11,12,21,24]. The effect of the
use of catalogues on the actual and perceived effectiveness of risk assessment is
not yet studied. And it is still a question which catalogues’ aspects affect actual
effectiveness of risk assessment and how they impact user perception.

Opdahl and Sindre [21] reported two controlled experiment with 28 and 35
students to compare attack trees and misuse cases. In [11] the same group of
researchers reported the replication of the experiment with industrial profes-
sionals. Both experiments showed that attack trees help to identify more threats
than misuse cases. In our study we adopted similar perception variables and
post-task questions to measure them.

Jung et al. [9] reported two controlled experiments (7 PhD students and
11 practitioners) to compare two safety analysis methods, namely Fault Trees
(FT) and Component Integrated Fault Trees (CFT). The methods were com-
pared with respect to the quality of the results and participants’ perception. The
experiments showed that CFT could be beneficial for users without expertise in
FT. Similar to this work, we adopted quality of results as a way to measure
actual effectiveness of the method.

Among the experiments which studied industrial security assessment method-
ologies, Scandariato et al. [24] reported a descriptive study with 41 MSc students
to observe how STRIDE works in laboratory conditions. The goal of this study
was to assess STRIDE with respect to productivity of participants, and the
correctness and completeness of the results. The participants were trained on
STRIDE application during three lectures that is a reasonable time for train-
ing. As an application scenario was chosen a medium-scale distributed Digital
Publishing System. The participants had 4 hours to apply STRIDE in the class
and were allowed to finish the task as homework. The results of the experiment
showed that precision of the results was acceptable but their productivity was
quite low. In our study we selected a mix-method approach to evaluate both per-
formance of the participants and their perception of risk assessment method and
catalogues. We also completed our study with focus groups interview and post-it
notes session in order to investigate the reasons behind quantitative results and
shed light on the corresponding specific aspects of catalogues.

Labunets et al. [12] reported controlled experiment with 28 MSc students
to compare the actual effectiveness and perception of visual (CORAS) and tex-
tual (SREP) methods for security risk assessment. The results of the experiment
showed that visual method is more effective in identifying threats and better per-
ceived by the participants than the textual one. Similar to previous study, the
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recent work of Labunets et al. [13] reported controlled experiment with 29 MSc
students to compare textual (EUROCONTROL SecRAM) vs. visual (CORAS)
industrial security risk assessment methods. The results showed that there is no
difference in actual effectiveness of two methods, but the visual method had bet-
ter perception. In our study we adopted similar experimental protocol proposed
in [13]. We also adopted similar dependent variables (actual effectiveness, per-
ceived usefulness and perceived ease of use). It is noteworthy to mention that in
[13] participants reported that security risk assessment methods “would benefit
from availability of catalogues of threats and security controls”.

Considering similar empirical studies in the ATM domain it is worthy to
mention the works of Maiden et al. [14,15]. They reported several case stud-
ies in ATM domain to evaluate the effectiveness of RESCUE, a scenario-driven
requirements engineering method. The studies were conducted as series of RES-
CUE workshops with ATM professionals from different backgrounds. The partic-
ipants applied method to gather requirements for the real complex ATM systems.
The authors collected qualitative data by mean of post-it notes, color-coded idea
cards and pin boards. The results of the studies demonstrated the effectiveness
of the RESCUE method. Similar to Maiden et al., we conducted our study in
form of two-days workshop with ATM professionals from different backgrounds.
We concluded workshop with focus group interviews with participants to collect
their opinion about most important aspects of the catalogues.

Empirical Studies on the Role of Structured Knowledge. The role of
structured knowledge, i.e. catalogues, has not been investigated in the security
community, but it has been investigated in RE community.

The work of Mavin and Maiden [17] is the closest to our study. This work
aimed to investigate if structured knowledge have an effect on the effectiveness of
walkthrough techniques and, therefore, led to better effectiveness in elicitation of
stakeholder requirements. They also investigate if the domain-specific scenarios
increase the effectiveness of requirements elicitation comparing to the other tech-
nique. The authors conducted a case study with a team of ATM professionals.
The results showed that the use of walkthroughs with domain-specific scenar-
ios doubled the number of elicited requirements comparing to the other method
that was used by the team over the previous 6 months. In our study we also
aimed to investigate the effect of knowledge on the effectiveness of the security
risk assessment. In our case knowledge introduced into security risk assessment
process in form of domain-specific or domain-general catalogues of threats and
security controls.

To the best of our knowledge there is only one study aiming to investigate
the effectiveness of using catalogues but in requirements engineering. Cysneiros
[5] evaluated the effectiveness of using catalogues on nonfunctional requirements
elicitation. The paper reported a controlled experiment with 12 fourth year stu-
dents. The results of the experiment showed that the groups used catalogues
with a method performed better than the others participants applied either
method without catalogues or catalogues without method. However, there is no
similar papers aiming to investigate effectiveness of catalogues of threats and
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security controls. In our study we compared the effect of using domain-specific
and domain-general catalogues vs. using just security risk assessment method
on the actual and perceived effectiveness.

9 Discussion and Conclusions

Security catalogue is an important part of security risk assessment process. Bar-
num and McGraw [2] admitted a crucial role of catalogues: ”as the [security] field
evolves and establishes best practices, knowledge management can play a central
role in encapsulating and spreading the emerging discipline more efficiently.”

The aim of catalogues of threats and security controls is to put best security
practices into uniform document that can be re-used in security risk assessment.
In this paper we have investigated in both qualitative and quantitative terms
the effect of using domain-specific catalogues versus domain-general catalogues,
and compare them with the effects of using the same method by security expert
but without catalogues.

In quantitative terms there is no difference in the actual effectiveness of a
security risk assessment method when used with catalogues by non-experts and
without catalogues by security experts, albeit only few groups achieved a high
quality score in terms of identified threats and security controls.

The qualitative analysis, carried with focus group interview and post-it notes
session, showed that security experts have a different expectations from a cat-
alogue than non-experts. Non-experts were mostly worried about the difficulty
of navigating through the catalogue while expert users found it mostly useful to
get a common terminology and a checklist that nothing was forgotten.

The catalogue alone does not facilitate the identification of threats and secu-
rity controls. Participants without security knowledge were able to identify some
threats and controls but these were not specific for the scenario under analysis.
Participants who used the catalogues and had security knowledge were able to
produce good threats and controls. Those who had security knowledge and did
not use any catalogue performed the same or sometimes even worse than other
participants. Catalogues could provide support for discussion among the analysts
because they provide a common language for analysts with different background.
They could also be used to check the completeness and coverage of the results.

In summary, the study show that with the use of the catalogues a satisfac-
tory number of threats and controls can be identified. Results of higher quality
can be better achieved through a combination of the catalogue and the added
value of experience. If the latter is expensive to get, a domain-specific catalogue
is your second best bet.

Acknowledgments. This work has been partly supported by the EU under grant
agreement n.285223 (SECONOMICS) and by the SESAR JU WPE under contract
12-120610-C12 (EMFASE).
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A Additional information

Table 3. Post-task Questionnaire

Q# Type Question (positive statement)
1 PEOU SecRAM helped me in brainstorming on the threats
2 PEOU SecRAM helped me in brainstorming on the security controls
3 PEOU I found SecRAM easy to use
4 PU SecRAM process is well detailed
5 PEOU SecRAM was difficult to master
6 PEOU I was never confused about how to apply SecRAM to the application
7 PU I would have found specific threats more quickly with the SecRAM
8 PU I would have found specific security controls more quickly with the

SecRAM
9 PU SecRAM made the security analysis more systematic
10 PEOU SecRAM made it easier to evaluate whether threats were appropriate to

the context
11 PEOU SecRAM made it easier to evaluate whether security controls were appro-

priate to the context
12 PU SecRAM made the search for specific threats more systematic
13 PU SecRAM made the search for specific security controls more systematic
14 PU If I need to update the analysis it will be easier with SecRAM than with

common sense
15 PU SecRAM made the security analysis easier than an ad hoc approach
16 PU SecRAM made me more productive in finding threats
17 PU SecRAM made me more productive in finding security controls

Table reports post-task questions and their perception type, PU or PEOU (questions about intention
to use and perceive leverage are omitted). Some questions do no specify whether the method was
used for threats or for controls. In that case we have used the corresponding answers for both threats
and controls.

Table 4. Participants, Their Results and Quality Assessment

ID Security Working Education Catalog Quantity Quality (Exp1) Quality (Exp2)
Knowledge Experience Length Threats SecCtrls Threats SecCtrls Threats SecCtrls

P01 No 6 MSC GEN CAT 17 28 2 2 3 3
P02 No 5 PHD GEN CAT 9 17 1 2 2 2
P03 Yes 4 MSC GEN CAT 27 50 4 4 4 3
P04 No 5 MSC GEN CAT 9 23 2 2 3 3
P05 Yes 4 PHD GEN CAT 9 15 3 3 3 3
P06 No 8 DIPLOMA DOM CAT 22 38 4 3 3 3
P07 No 4 MSC DOM CAT 7 14 2 2 2 2
P08 No 5 PHD DOM CAT 24 66 4 4 4 4
P09 Yes 2 MSC DOM CAT 24 45 5 4 5 4
P10 No 7 PHD DOM CAT 16 32 4 4 3 3
P11 No 5 MSC NOCAT 10 13 2 1 3 3
P12 Yes 14 PHD NOCAT 15 47 3 3 4 3
P13 Yes 17 MSC NOCAT 15 19 2 3 3 3
P14 Yes 18 MSC NOCAT 24 28 2 2 3 3
P15 Yes 15 MSC NOCAT 6 13 2 4 4 3

Table presents the information about security knowledge, working experience and degree of partic-
ipants; number of threats and security controls identified by participants and the assessment from
two ATM experts on the quality of threats and security controls.
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Table 5. Responses to the Post-task Questions

Q# Type DOM CAT GEN CAT NO CAT
Mean Median Mean Median Mean Median

1 PEOU 4.2 4 4 4 3.2 3
2 PEOU 4.2 4 3.2 4 3.2 3
3 PEOU 3.4 3 3.2 4 4.2 4
4 PU 3.4 4 3.4 3 3.8 4
5 PEOU 3 3 3.4 4 3.8 4
6 PEOU 2.8 3 2.6 3 4 4
7 PU 3.4 3 2.4 2 3.2 3
8 PU 3.8 4 2.4 2 3.2 3
9 PU 3.8 4 4.2 4 4.2 5
10 PEOU 3.2 3 3.4 4 3 3
11 PEOU 2.8 3 2.6 2 3 3
12 PU 3.8 4 3.8 4 3.6 3
13 PU 3.4 3 3.6 4 3.6 4
14 PU 4 4 3.6 4 4.6 5
15 PU 2.8 3 2.6 3 3.6 4
16 PU 4.2 4 3 4 3.4 4
17 PU 4 4 3.4 4 3.4 3

Table reports mean and median value of participants’ responses to each post-task question and the
type of the question.
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Abstract. [Context and motivation] Security mechanisms, such as
firewalls and encryption, operationalize security requirements, such as
confidentiality and integrity. [Question/problem] Although previous
work has pointed out that the application of a security mechanism affects
system specifications, there is no systematic approach to describe and
analyze this impact. [Principal ideas/results] In this paper, we inves-
tigate more than 40 security mechanisms that are well documented in
security pattern repositories in order to better understand what they are
and how they function. [Contribution] Based on this study, we propose
a conceptual model for security mechanisms, and evaluate this model
against 20 security mechanisms. Using the conceptual model, we provide
a systematic process for analyzing and enforcing security mechanisms on
system requirements. We also develop a prototype tool to facilitate the
application and evaluation of our approach.

1 Introduction

Dealing with security requirements in the early stages of the system development
has become an important topic in Requirements Engineering (RE) and Security
research, as software companies have grown tired of spending millions to fix sys-
tem flaws downstream. Security requirements analysis techniques, such as Misuse
Cases [25], Obstacle analysis [26], Secure Tropos [18], involve eliciting security
requirements and identifying security mechanisms to fulfill those requirements.
Security mechanisms, such as firewalls and encryption, operationalize security
requirements, such as confidentiality or integrity. As such, they do not function
independently but interact and constrain parts of the system in specific ways. As
a result, leveraging a security mechanism not only introduces new requirements
to the system, but also inevitably modifies existing system requirements. Viewed
as a cross-cutting concern [23], security mechanisms have global impact over the
entire system.

Some approaches have claimed that leveraging security mechanisms influences
systemrequirements specifications,which shouldbe iteratively constructedbycon-
sidering the application of security mechanisms [8,9]. However, these proposals
only focus on new functional requirements that are introduced by a securitymecha-
nism and omit their impact on existing functional and non-funtional requirements.
In other words, their approaches operationalize security requirements into only
c© Springer International Publishing Switzerland 2015
S.A. Fricker and K. Schneider (Eds.): REFSQ 2015, LNCS 9013, pp. 115–131, 2015.
DOI: 10.1007/978-3-319-16101-3 8
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individual functional requirements. In addition, there are neither systematic meth-
odsnor supporting tools available for analyzingandenforcing the impact of security
mechanisms on system requirements.

We argue that system requirements specifications are not be complete unless
they precisely capture such impacts. For example, when applying an access
control mechanism to protect a data asset stored in a server, this mechanism
imposes global constraints on all functional requirements that involve accessing
the server, which should be reflected in the requirements specification in order to
correctly develop a secure system. Moreover, the quality of the system functions
are affected by the application of security mechanisms, which should be captured
and taken into account in order to select the best functional alternatives. For
instance, applying the access control mechanism to a specific system function
will impair the usability and performance of all related functions provided by
the system. Thus, we believe that a security mechanism is not a localized solution
that can be independently decided upon over other elements of a requirements
specification.

In this paper, we propose to capture and enforce the impact that secu-
rity mechanisms impose over system requirements in order to completely and
correctly account for their integration. Specifically, we investigate, in depth, a
collection of security mechanisms that are well documented in security
pattern repositories [5,22], and propose an approach to systematically and semi-
automatically generate security-enhanced requirements specifications by analyz-
ing the impact of applying security mechanisms. This work makes the following
contributions:

– Presents a conceptual model which characterizes security mechanism from a
requirements viewpoint.

– Proposes a systematic way to analyze and enforce the impact of a security
mechanism imposed on system requirements. A set of corresponding logic
rules are proposed to semi-automate the analysis process.

– Evaluates the expressiveness and effectiveness of our proposal by modeling 20
security mechanisms (selected from [5,22]) according to the proposed concep-
tual model and applying the obtained models to a real healthcare network
scenario.

– A prototype tool has been developed to support the analysis process.

In the remainder of this paper, we introduce the background of this work
(Section 2). We then present an illustrating example used throughout the paper
in Section 3. In Section 4, we describe an enriched requirements specification,
used as an input to our approach. We then present a conceptual model for secu-
rity mechanisms in Section 5, along with a systematic process for analyzing the
impact of security mechanisms (Section 6). After that we describe the evaluation
of our approach in Section 7, and discuss related work in Section 8. In Section 9,
we conclude the paper and discuss future work.
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2 Background

In this section, we introduce the research baseline for our research.

Requirements Specification Concepts. Our previous work proposed a three-
layer requirements analysis framework to analyze requirements, particularly secu-
rity requirements, in different abstraction layers of Socio-Technical Systems
(STS) [14]. This framework offers a holistic approach to analyze security issues in
all layers, which takes into account the influences across layers. The requirements
modeling language used in that work is based on the core ontology of RE [11],
and is further expanded with social concepts that are adopted from i* [27]. In
addition, we use security goals, which are specializations of softgoals, to capture
security requirements in the three-layer framework. Each security goal is speci-
fied with importance, security property, and asset, e.g., “High data confidentiality
[Clinical information]”. A security goal is operationalized into a single security
mechanism, which is treated as a specialization of a task. Fig. 1 shows a piece
of a requirements model that is modeled in our three-layer framework.

In this paper, we specify requirements as in our previous work. In particular,
we reuse the concepts: goal (G), softgoal (SG), task (T) (i.e., function), domain
assumption (DA), and the refinement (REF) and contribution (CON) relations,
while adding a new concept task constraint (TC) in order to capture the impact
of security mechanisms on existing tasks.

Security Knowledge Sources. With the aim of supporting non-security
experts to carry out security requirements analysis and advancing the practical
adoption of the analysis, we base our approach on existing security knowledge
sources, namely, security patterns. Security patterns provide proven security
solutions, through security mechanisms, for known security problems encoun-
tered in specific contexts. A number of security pattern repositories have been
summarized in literature [5][22][7], which result in more than 100 security pat-
terns in total. A security pattern is specified in a number of sections (depending
on the selected pattern template), each of which addresses an aspect of the
pattern. An example of the Virtual Private Network (VPN) security pattern is
shown in Table 1, which follows the POSA (Pattern-Oriented Software Archi-
tecture) template [2] and presents a part of four sections, including Context,
Problem, Solution, and Consequence.

In this paper, we extract security knowledge from well documented security
patterns, specifically the work done by Fernandez et al. [5] and Scandariato et
al. [22]. In particular, this paper exclusively focuses on the security mechanism
(i.e. the solution) that is provided by each security pattern, while the reason for
applying the security mechanism (i.e., the problem) was captured and analyzed
in our previous work [15]. As we aim to analyze the impact of security mech-
anisms on system requirements, we mainly extract the knowledge of security
mechanisms from the Solution section that specifies the requirements that need
to be satisfied by a security mechanism, rather than the Implementation section
that describes detailed design of a security mechanism.
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Table 1. Part of the description of the Virtual Private Network pattern [5]

Context:
Users scattered in many fixed locations, who need to communicate securely with each
other.

Problem:
How do we establish a secure channel for the end users of a network so that they can
exchange messages through fixed points using an insecure network?

Solution:
Protect communications by establishing a cryptographic tunnel between endpoints
on one of the layers of the communication protocol.

Consequence:
There is some overhead in the encryption process.

Modeling and Analyzing Security Patterns. Our previous work proposed to
seamlessly integrate security patterns into security requirements analysis by mod-
eling security patterns as contextual goal models, which facilitates the context-
based selection among alternative security mechanisms [15]. After choosing the
best security pattern, we apply its corresponding security mechanism that is mod-
eled by using tasks, domain assumptions, and softgoals. In this method, the appli-
cation of a security mechanism involves directly attaching the security mechanism
model into the requirements model via refinement and contribution links.

However, this approach does not consider the impact of the mechanism on
existing functional requirements, including how the impact further affects related
non-functional requirements. Capturing and analyzing such impact is a non-
trivial task. Take the VPN security mechanism as an example, which is described
in the solution section in Table 1. This mechanism requires endpoints to com-
municate via a cryptographic tunnel, i.e., encrypting the communications. To
correctly apply the mechanism, all the functional requirements that commu-
nicate confidential information should be constrained by this mechanism, and
these requirements are not easy to identify. In addition, as described in the
Consequence, the VPN mechanism impairs system performance. Thus, all the
functional requirements that are constrained by VPN will have a negative influ-
ence on system performance, and this influence has to be taken into account
when selecting alternative requirements.

In this paper, we propose a method which tackles the above challenges. In
particular, we build upon our previous work and create a conceptual model for
security mechanisms, which specializes tasks into security tasks, specifies security
constraints post by security tasks, and captures the impact of security tasks on
non-functional requirements. Based on this model, we are able to systematically
analyze the impact of applying security mechanisms on existing requirements.

3 Scenario: The Healthcare Collaborative Network (HCN)

The HCN is a system that enables the exchange of healthcare messages and docu-
ments between and within organizations. The essential parts of the HCN include



Analyzing and Enforcing Security Mechanisms 119

t3: Receive the 
clinical information from 

its IT system 

g4: Data exchange 
between HCN and 

Publisher IT system 
is enabled

g2: Clinical 
information is transferred 

 to data reviewers

t8: Send 
clinical publications to 

HCN hub 

t2: Filter 
unrelated

topics

t1: Define 
publication 

topics

g1: Relevant
 information can 

be found and 
aggregated

t4: Generate
 publications

g3: Publications are
anonymous

t9: Assign a unique
identifier to each 

message

t10: Use internal 
AGPI service

t5: Choose 
a topic

t6: Specify
subscription
authorization

t7: Create a 
publication

(S)
sec1:High data 
confidentiality

[Clinical information]

(S)
Virtual Private

Network

sg1: Low cost

t13: Use third-party
AGPI service

t14: Send 
patient information to 

the third-party
t15: Receive a 

unique identifier 
from the 

third-party

t11: Setup an 
internal server that 

provide AGPI 
function

t12: Generate a 
unique identifier 
from the internal 

server

Legend

Task

Goal

Softgoal

Refine

And-refine

(S)
Security

Goal

(S)
Security

Mechanism

Contribution

Domain 
Assumption

g0: Clinical 
information is Published
via publisher Gateway

sg3: High 
reliable

sg2: High 
performance

help

make

help

da1: there 
are available 

servers

Fig. 1. A snippet of requirements goal model of HCN

an admin server and a message flow server, which communicate with gateways
deployed at both the publisher side and the subscriber side. A full description
of the HCN can be found online1. Fig. 1 shows part of the requirements goal
model of the HCN, which captures the publisher gateway application, modeled
using our existing framework [14]. Note that we assign unique identifiers to each
node in the figure in order to facilitate the references in the remaining part of
this paper.

4 An Enriched Requirements Specification

In this paper, we use an enriched requirements specification. Such specifications
consist of not only goals (G), softgoals (SG), tasks (T ), domain assumptions (DA),
refinements (RE ) and contributions (CON ), but also task constraints (TC ), which
reflect the impact of security mechanisms on tasks. Thus, an enriched requirements
specification is defined as a 7-tuple, i.e.,

R = {G,SG, T,DA,REF,CON, TC}
Ataskconstraint is specified in termsof task invariants andpre/post-conditions.

The invariants describe properties that have to be true during the entire execu-
tion of the task. The pre/post-conditions describe properties that have to hold
before/after the execution of the task. The value of a task constraint can be either
a constant (e.g. user data) or a predicate (e.g. encrypted(user data)).

Fig. 1 presents an example of a requirements specification, including all these
concepts except for task constraints. Note that the notation of the security mech-
anism shown in Fig. 1 (task with (S) annotation) is only used as a placeholder,

1 http://www.redbooks.ibm.com/redbooks/SG246779

http://www.redbooks.ibm.com/redbooks/SG246779
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as described in our previous work [14]. This placeholder indicates a security
mechanism is applied to achieve the security goal. In this work, this notation is
replaced by detailed concepts of a security mechanism, as described in Section 5.

Expanded Attributes of Tasks. In order to better analyze the semantics
of tasks, we associate each task with three attributes: its subject, object, and
operation. For example, as shown in Fig. 2, we detail the selected task with
a subject publisher gateway application, an object clinical publications, and an
operation send.

Such enriched requirements specifications are treated as the input of the anal-
ysis, i.e., each task has to be specified with a subject, an object, and an operation
in order to be processed with our approach. During the requirements elicitation
phase, there are two ways in which the above detailed information can be col-
lected: firstly, interactively asking users when needed; secondly, automatically
extracting the information from textual descriptions of tasks that have been
elicited from stakeholders (with manual verification). For the second means, we
leverage Nature Language Processing (NLP) as proposed in [13] to identify the
roles of sentences, such as subjects, operations, and objects. In particular, we
identify the Parts of Speech (POS) for each single word of a requirement state-
ment. Then, we define a set of semantic patterns by using regular expression in
order to capture the semantics of each sentence in terms of its subject, operation,
and object. This technique has been implemented as part of our prototype tool
(Section 7).

5 Modeling Security Mechanisms

In this section, we propose a conceptual model to characterize security mecha-
nisms from a requirements perspective. In particular, a security mechanism is
specified in terms of security tasks, assumptions, security constraints, and quality
influences. As this paper exclusively analyzes the impact of security mechanisms
imposed on the requirements specification that has been presented in Section 4,
we map the concepts of the security mechanism to the requirements specification
concepts as much as possible. In the reminder of this section, we describe each
of the concepts that we use to model a security mechanism. An example of the
VPN security mechanism is used for illustration, which is shown in Fig. 3.
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Security Tasks. A security task is a detailed action performed by a system to
achieve certain security goals. We define the security task as a specialization of
task, and use TS to represent the set of security tasks of a security mechanism.
Each security task has an additional attribute “asset”, beyond the 3 attributes of
regular tasks that are described in the previous section. This attribute specifies
the asset that is protected by a security task, from which we can infer the
impact of the security task. As the target asset of a security task depends on
the application scenario of the security task, the obtention of this attribute is
specified during the analysis process, described in Section 6.

As with all tasks, a composite security task can be decomposed into detailed
security tasks, and we define the set of refinement relations between security
tasks as REFS . Note that we use the “root” security task to indicate the overall
security mechanism, which can be repeatedly refined till reaching “leaf” security
tasks, as shown in Fig. 3.

Assumptions. An assumption specifies a expected state of affairs, under which
the security mechanism can be applied correctly. Normally, these assumptions
are captured during the refinements of security tasks, such as the assumption “All
endpoints share the same public key system”, presented in Fig. 3. We map this
concept to domain assumption, and use DAS to represent the set of assumptions
made in a security mechanism.

Security Constraints. A security mechanism does not exist independently, but
interacts and constrains existing system tasks in order to ensure that security
requirements are satisfied. Thus, we explicitly capture such interactions between
security tasks and tasks in the requirements model by using security constraints.
We use SC to present the set of security constraints imposed by a security
mechanism.

In this paper, we initially summarize 6 security constraints after investigating
more than 40 reusable security mechanisms that are documented in a security
pattern textbook [5] and a security pattern repository [22]. The 6 security con-
straints include Encryption Constraint, Authentication Constraint, Permission
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Table 2. Security constraint rules

Global impact of security constraints

Rule 1: constrain(ST, T ) ← has operation(T, F ) ∧ transfer operation(F )
∧has Object(T,O) ∧ protect(ST,O) ∧ has constraint(ST, encryption constraint)

Rule 2: constrain(ST, T ) ← has operation(T, F ) ∧ (protect(ST, F )
∨(access operation(F ) ∧ has object(T,O) ∧ protect(ST,O)))
∧has constraint(ST, authentication constraint)

Rule 3: constrain(ST, T ) ← has operation(T, F ) ∧ (protect(ST, F )
∨(access operation(F ) ∧ has object(T,O) ∧ protect(ST,O)))
∧has constraint(ST, authorization constraint)

Rule 4: constrain(ST, T ) ← has operation(T, F ) ∧ protect(ST, F )
∧has constraint(ST, centralization constraint)

Rule 5: constrain(ST, T ) ← has operation(T, F ) ∧ access operation(F )
∧has Object(T,O) ∧ protect(ST,O) ∧ has constraint(ST, protection constraint)

Rule 6: constrain(ST, T ) ← (has function(T, F ) ∧ protect(ST, F ))
∨(has Object(T,O) ∧ protect(ST,O)) ∧ has constraint(ST, auditing constraint)

Constraint, Centralization Constraint, Protection Constraint, and Auditing Con-
straint. Each of these security constraints implies that a security task constrains
specific tasks which have certain properties. Thus, regarding the meaning of
each security constraint, we define security constraint rules for each particular
security constraint to identify tasks that are constrained by a security task. The
full list of security constraint rules are shown in Table 2. Take the Rule 1 as an
example: if a security task ST has an encryption constraint, which targets the
asset O, and there is a task T that has an operation F, which transfers the asset
O, then the task T is constrained by the security task ST. Once having a list of
security constraints, we need to go through each security task modeled before to
identify whether it imposes certain security constraint. For example, as shown
in Fig. 3, we identify that the security tasks st2 and st9 impose the Encryption
Constraint and Authentication Constraint, respectively.

The proposed security constraints are not intended to be complete, but pro-
vide good coverage when considering the content of the 40 investigated security
patterns. Additional constraints, together with their corresponding constraint
rules (e.g. Table 2), can be incrementally integrated into our work.

Quality influences. Each security task not only changes functions of a system,
but may also influence the qualities of the system, either positively or negatively.
We use a set of contribution links to capture such quality influences, which are
represented as CONS . A contribution link is a triple, which specifies the influence
imposed by a security task over system related quality (captured as a softgoal).
We define the set of softgoals affected by a security mechanism as SGS . Thus,
the quality influences are defined as:

CONS ⊆ TS × {make, help, hurt, break} × SGS

For example, in Fig. 3, the security task “Establish a cryptographic tunnel in the
IP layer” makes the softgoal “High transparency”, while hurts another softgoal
“High performance”.
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6 Analyzing the Impact of Security Mechanisms

In this section, we propose a systematic process to analyze and enforce the impact
security mechanisms impose on the existing system requirements specification.
We take the enriched requirements specification R and the to-be-applied security
mechanism specification M as the input of our analysis, i.e.,

Input: R = {G,SG, T,DA,REF,CON, TC}, M = {TS , REFS ,DAS , }
SC, SGS , CONS

After systematically analyzing the impact of the security mechanism (Fig. 4),
our approach will generate an updated requirements specification, R′, which
reflects all the impacts of the security mechanisms imposed on the requirements
specification, i.e.,

Output: R′ = {G′, SG′, T ′,DA′, REF ′, CON ′, TC ′}
We illustrate the analysis process by analyzing the impact of the VPN mech-

anism (Fig. 3) imposed on the piece of requirements specification of the HCN
scenario (Fig. 1). It is worth noting that if there are multiple security mecha-
nisms need to be applied, all of them will be analyzed iteratively using the same
approach.
Integrate Security Tasks. All security tasks, as a specialization of tasks, are
directly incorporated into the initial requirements specification, as well as the
refinements relations among them (if they exist). As such, the integration is
defined as follows:

T = T ∪ TS , REF = REF ∪ REFS

As a security mechanism is applied to operationalize a security goal, the root
security task of the security mechanism will replace the placeholder described in
Fig. 1, and is directly linked to the security goal. In the illustrating example, the
result of integrating security tasks of the VPN mechanism to the requirements
specification is shown in the right part of Fig. 5 (st1-st10 ).

Contextualize Security Tasks. Once security tasks are integrated into the
requirements and linked to a particular security goal, the target assets of security
tasks should be determined in order to support the identification of constrained
tasks in a later step. Each security goal in the requirements specification has
already been specified an asset, such as the security goal sec1 is specified with
an asset “clinical information” (Fig. 5). Thus, the security tasks that are applied
to satisfy a security goal will inherit the asset from that security goal. In the
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illustrating example (Fig. 5), all the applied security tasks have the asset “clin-
ical information”, automatically derived from the security goal sec1.

Recheck Assumptions. When applying a security mechanism to a system
within a particular domain, assumptions made in the mechanism should be fur-
ther checked about whether or not it is still an assumption in the domain. Thus, a
heuristic question can be asked, “Is the assumed phenomenon inside the bound-
ary of system design now?” If so, we need to replace this assumption with a
security task which “realizes” the assumption, and then add this security task
to the set of tasks, i.e.,

T = T ∪ {a|∀a ∈ DAS , inside design boundary(a)}
In this case, the newly added security tasks should be appropriately performed
to ensure that the security mechanism is executed correctly. If the answer to the
question is ”No”, the properties in the assumption keep being assumed to be
held, and we add the assumption to the set of domain assumptions, i.e.,

DA = DA ∪ {a|∀a ∈ DAS , outside design boundary(a)}
In our example, the assumption of the VPN mechanism “All endpoints share

the same public key system” is determined to be inside the system design bound-
ary. So we create a security task regarding this assumption (i.e., the st11 in
Fig. 5), and add this security task to the set of tasks.

Identify Constrained Tasks. After security tasks have been contextualized
with the asset information, we now apply the security constraint rules (Table 2)
to automatically identify the interactions between security tasks in the security
mechanism and tasks in the requirements specification, i.e., identifying which
tasks are constrained a security task.

During the above impact identification, we are concerned about not only
the information derived from the two specifications (i.e., R and M), but also
additional domain knowledge models, such as data schemes (Fig. 6 (a)) and
semantic hierarchies of words (Fig. 6 (b)). These models provide auxiliary rules
to facilitate the analysis, e.g., the following rules:
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Rule 7: protect(ST,A2) ← protect(ST,A1) ∧ part of(A1, A2)
Rule 8: transfer opertiona(O) ← send operation(O)

Rule 7 indicates that if an asset needs to be protected, all the parts of this asset
also should be protected. Rule 8 indicates that if an operation is of the type of
“send”, then it is also of the type of “transfer”.

In our example, we use Rule 1 to infer, and identify three tasks {t3, t8, t14}
(Fig. 1), which are constrained by the security task st2. Due to space limitation,
Fig. 5 only represents part of the original requirements model that is related to t14.
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Fig. 6. Examples of knowledge models

Enforce Security Constraints. After identifying all tasks that are constrained,
we further enforce security constraints on those tasks. In particular, we propose
specific enforcement measures for each of the 6 security constraints according to
their meanings, which are detailed in Table 3. In this table, we first present the
impact introduced by each security constraint. After that we describe the con-
crete enforcement measures, which are either adding task constraints or replacing
tasks. For example, the Encryption Constraint adds a new pre-condition to the
constrained task, the Protection Constraint adds a new invariant to the con-
strained task, and the Auditing Constraint adds a new post-condition to the
constrained task. Apart from imposing task constraints, the Centralization Con-
straint replaces the constrained task with the corresponding security task. In
this case, all the refinement relations that were linked to the constrained task
are now redirected to the security task, and then the constrained task is removed.

According to the proposed enforcement measures, in our example, we enforce
the encryption constraint on the constrained task t14 (Fig. 5, i.e., adding a new
pre-condition performed(st2) to this task.

Apply Quality Influences. Many requirements analysis techniques rely on
qualities, which are normally captured as non-functional requirements (NFRs),
to select alternative requirements [10]. Due to the interactions between security
tasks and tasks, the quality influences introduced by security tasks may affect
system requirements decisions, which need to be re-evaluated.

As the first step of applying quality influences, we correlate the softgoals
in SGS with the softgoals in SG, i.e. checking whether they are the same soft-
goals. As the same concept may be presented by different terms in different
ways, this correlation analysis may require additional techniques, such as the
Repertory Grid Technique (RGT) [19]. In the illustrating example, SGS of the
VPN mechanism involves several softgoals among which “Low cost” and “High
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Table 3. Enforcement measures for the 6 security constraints

Security
Constraints

impact Enforcement

Encryption
Constraint

the encryption security task should be done
before the constrained task.

add(performed(st),
t.precondition)

Authentication
Constraint

the authentication security task should be
done before the constrained task.

add(performed(st),
t.precondition)

Permission
Constraint

the authorization security task should be
done before the constrained task.

add(performed(st),
t.precondition)

Centralization
Constraint

the constrained task is replaced by the cen-
tralized security task.

replace(t, st)

Protection
Constraint

the protection security task should be
enforced to cover the whole execution
period of the constrained task.

add(cover by(st),
t.invariant)

Auditing
Constraint

the auditing security function should be
done after the execution of the constrained
task.

add(need to perform
(st), t.postcondition)

Remark: the st indicates the corresponding security task of a security constraint, while
the t stands for the constrained task.

performance” have been correlated with softgoals in SG (in this particular case,
the correlated softgoals have the same contents). For the softgoals in SGS that
are not correlated, the analyst needs to re-evaluate stakeholders’ non-functional
requirements to decide whether to include these softgoals. In our example, the
uncorrelated softgoal “High traceability” is evaluated, and a decision is made to
add it to the SG, shown in Fig. 5. This integration is defined below,

SG = SG ∪ {sg|∀sg ∈ SGS , uncorrelated(sg) ∧ decide include(sg)}
However, the other uncorrelated softgoals, such as “High usability”, are evalu-
ated and are determined to not fit in with the current scenario. Once the above
correlated softgoals and newly added softgoals are determined, all their corre-
sponding contribution links in CONS will be integrated into the requirements
specification, i.e.,
CON = CON ∪ {contribute(st, inf, sg)|∀contribute(st, inf, sg) ∈ CONS , ∃sg ∈ SG}

After correlating softgoals, we analyze the quality influences of a security task
to its constrained tasks. Specifically, if a security task constrains a task, then
all the quality influences introduced by this security task should be taken into
account when evaluating the constrained task, especially if the constrained task
is part of a requirements alternative. In the example (Fig. 5), since t14 is con-
strained by st2, the correct execution of t14 requires the appropriate interactions
with st2. Thus, when evaluating the requirements alternatives that involve t14,
such as the alternative tasks {t11,t12} vs. {t14,t15}, the influences st2 imposed
on the qualities (i.e., sg1, sg2, sg4 ) have to be taken into consideration.

7 Evaluation

Evaluate Expressiveness. We apply the proposed conceptual model to 20
security mechanisms, which are specified as reusable security solutions in the
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Table 4. Statistics of applying the conceptual model to 20 security mechanisms

Security
Task

Assumption
Security
Constraint

Quality
Influence

Total 89 15 27 148
Average 4.45 0.75 1.35 7.4

security pattern textbook [5]. The statistics of applying the conceptual model
to the 20 security mechanisms are presented in Table 4. The result of this eval-
uation shows that the 6 security constraints defined in this paper are enough to
capture the semantics of these security mechanisms, and some security mech-
anisms impose more than one security constraint. On average each mechanism
has more than 4 security tasks, which implies that security mechanisms are nor-
mally described at high abstraction level and can be further refined into detailed
tasks. Moreover, the large number of quality influences further justify that secu-
rity mechanisms can heavily affect the quality of systems, the impact of which
should be carefully inspected. On the whole, by applying the conceptual model,
a single security mechanism has around 14 nodes on average. Thus, the con-
ceptual model is scalable to model a larger number of security mechanisms and
include them into the repository.

Evaluate Effectiveness. We apply the proposed analysis approach to the full
requirements model that we have built for the HCN scenario, which contains
23 goals, 8 softgoals, 67 tasks, and 75 refinement links. In particular, we ana-
lyze the impact of the VPN mechanism (Fig. 3), which has 9 security tasks, 1
assumption, 2 security constraints, and 8 quality influences. The application of
this mechanism identifies 12 constrained tasks, each of which has applied 2 task
constraints and 3 quality influences. This evaluation shows that our approach is
able to identify and enforce the impact of security mechanisms, and it is scalable
to a medium-size requirements model.

Tool Support. We have developed a prototype tool to support the evaluation
and application of our approach. This prototype is built on top of our previ-
ous security requirements analysis tool MUSER [16]. Apart from the features
provided by MUSER, e.g., graphically modeling requirements goal models, this
prototype tool helps analysts to model security mechanisms and analyze their
impact on requirements models. Specifically, the tool can infer the tasks that are
constrained by specific security tasks according to the proposed rules. If certain
information is missing during the reasoning process, the tool will interactively
ask users to provide relevant information. Finally, as mentioned in Section 4,
we leverage another tool to facilitate generating enriched requirements specifi-
cation, which automatically extracts the subject, object, and operation from the
description of a task by using NLP techniques [13].
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8 Related Work

The interaction between requirements and architecture was first emphasized by
Nuseibeh in [20], where he proposes a twin peaks model to show these inter-
actions at an abstract level. Heyman et al. [9] and Okubo et al. [21] specialize
the twin peaks model in the security area, respectively. They all outline a con-
structive process for co-developing secure software architectures and security
requirements, but do not consider the impact secure architectures impose on
other non-security requirements. In addition, none of these approaches has for-
malized the interactions between the twin peaks, and there is no tool developed
to support the analysis process.

In Goal-Oriented Requirements Engineering (GORE), stakeholder’s require-
ments, i.e., goals and softgoals should be operationalized into specific functions.
As summarized by Dalpiaz et al. [3], there are several types of operationalization
among existing GORE approaches, namely: functional requirements operational-
ization, qualitative operationalization, adaptation requirements operationaliza-
tion, and behavior operationalization. Most of the existing work about security
requirements operationalization falls into the first category, i.e., operationalizing
security requirements into particular functions [8,14,17]. However, in this paper,
we argue that any single category summarized above is not enough to character-
ize the operationalization of security requirements. Instead, our proposal aims
to provide a new category of requirements operationalization, which focuses on
capturing various changes on existing requirements specification.

Apart from the type of requirements operationalization, the means of doing
the operationalization is also an essential step of the analysis. Letier and
Lamsweerde have proposed to leverage operationalization patterns to guide the
operationalization analysis [12], while Alrajeh et al. leverage machine learning
techniques to operationalize goals [1]. As these approaches help to guarantee the
correctness of the obtained operational specification, they can complement our
work during the step of enforcing security constraints, specifically, validating the
enforcement rules.

Security, as a cross-cutting concern, has been investigated in an aspect-
oriented manner. Gunawan et al. model both systems functional designs and
security mechanisms by using the collaboration-oriented behavior model, and
propose to treat each security mechanism as a security aspect that can be
inserted into different places of the system design [6]. Sousa et al. adapt the
NFR framework to support aspect-oriented analysis [4]. Specifically, they illus-
trate their approach with a security requirements example, as they treat security
requirements as a NFR. However, the above approaches do not consider the qual-
ity influences imposed by security mechanisms.

The impact of security mechanisms have been enforced by using model trans-
formation techniques. Shiroma et al. focus on applying security mechanisms onto
UML class diagrams [24]. They automatically enforce the security mechanism by
defining transformation rules in ATLAS transformation language. However, this
work focuses on the design phase and does not consider the impact on the sys-
tem requirements. Yu et al. use i* constructs to model the context, problem, and
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solution of a security pattern, and automate the problem matching and applica-
tion of the security solution by using ATL [28]. However, their approach highly
depends on the semantics of the constructs of i*, such as dependencies and roles,
and cannot be generalized for all security mechanisms, such as encryption.

9 Conclusions and Future Work

In this paper, we propose a conceptual model, which characterizes security mech-
anisms as security tasks, assumptions, security constraints, and quality influ-
ences. Using this conceptual model, we provide a systematic way to analyze and
enforce the impact that security mechanisms impose over the system require-
ments. By defining related reasoning rules and implementing a prototype tool,
the proposed analysis can be semi-automated. Finally, we evaluate the expres-
siveness of our conceptual model against 20 security mechanisms documented in
existing security pattern repositories, and further evaluate the effectiveness of
the analysis approach using a HCN scenario.

In the future, we want to generalize our approach to other goal-oriented secu-
rity analysis approaches, such as Secure Tropos, KAOS. To this end, the pro-
posed conceptual model of security mechanisms should be appropriately mapped
to other types of goal-oriented requirements specifications, and the analysis pro-
cess should also be adjusted accordingly. Another branch of the future work
involves generalizing our approach to analyze and enforce the impact of all kinds
of mechanisms (e.g., safety mechanisms, performance mechanisms, etc.) on the
requirements specifications.

Apart from the above generalization of this work, we aim to collect more
empirical evidence of the effectiveness of our solution, based on which we can
further improve the approach. Firstly, beyond the 20 security mechanisms that
have been specified in our conceptual model, we plan to analyze more security
mechanisms to further check the coverage of the 6 security constraints proposed
in this paper. Secondly, larger scale case studies will be done to better evalu-
ate the effectiveness of our approach. Thirdly, we want to involve practitioners
into the evaluation of the approach via controlled experiments to evaluate the
potential of the practical adoption of our approach.
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Abstract. [Context & motivation] Requirements artifacts, like specifications, 
diagrams, or user stories, are often used to support various activities related to 
requirements. How well an artifact can support a specific activity depends on 
the artifact’s nature. For example, a plain text document can be adequate to 
provide contextual information, but is not well suited in terms of documenting 
changes. [Questions / problem] We wanted to understand how practitioners in 
various roles use requirements artifacts, how they manage to work with mul-
tiple artifacts at a time, and whether they use current practices for linking re-
lated artifacts. [Principal ideas / results] We have conducted an interview 
study with 21 practitioners from 6 companies. The interviews indicate that often 
a variety of artifact types is needed to successfully conduct a project. At the 
same time, using multiple artifacts causes problems like manual translation ef-
fort and inconsistencies. Mapping mechanisms that explicitly relate different  
artifacts are needed. However, existing methods are often not used. We investi-
gate why these methods challenge developers in practice. [Contribution] We 
show challenges and chances of requirements artifacts. Our findings are 
grounded on true experiences from the industry. These experiences can support 
software developers in planning and improving their processes with regard to 
better requirements communication and researchers in making mapping me-
thods more applicable in industry.  

Keywords: Requirements artifacts · Requirements communication · User stories 

1 Introduction 

When Cockburn described the temperature of different communication channels [1], 
the hottest communication channel was not talking face-to-face, but talking face-to-
face at a whiteboard. The reason is that writing down things helps clarify them. This 
is only one of many important powers of requirements artifacts. Moreover, they can 
help documenting information for later look-up, enable splitting requirements into 
explicit individual items for efficient management, and much more. 

However, not all artifacts types are equally suited for all activities in software and 
requirements engineering. Artifacts like specifications, user stories, or GUI mockups 
foreground certain aspects of the set of requirements and hide others. This influences, 
for example, which information gets concretized or how well relations come into 
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view. Moreover, artifacts are used by many different persons, with various roles and 
different requests based on their individual work throughout the project. More and 
more companies strive to employ an iterative approach in the day-to-day develop-
ment, requiring the appropriate artifacts. At the same time, teams following an agile 
approach realize with an increasing frequency that user stories and a backlog are not 
always enough. Especially in larger projects, having additional artifacts to integrate 
overall information, allow early general decisions, or meet regulatory needs, pans out.  

Often, there is not one perfect kind of artifact that will serve the needs of all partic-
ipants so that the project needs to deploy a whole variety of different artifacts. This, in 
turn, carries the risk of inconsistencies or inefficiencies emerging from the dependen-
cies between multiple artifacts. Successful integration of requirements artifacts is an 
important matter in requirements engineering. In order to advance in this field, more 
research is needed to understand the challenges and chances of requirements represen-
tations. With the presented study, we contribute to improving this understanding. 

2 Related Work 

Several empirical studies have been conducted to study requirements communication. 
Bjarnason et al. [2], [3] and Abelein and Paech [4] have conducted interview studies on 
requirements communication in practice. They report on communication gaps in re-
quirements engineering in general and on gaps in user-developer communication,  
respectively. Marczak et al. [5] conducted a field study where they regarded the com-
munication network of developers working on related requirements. Knauss et al. [6] 
have developed a systematic scheme of requirements clarification patterns and report 
on a case study in which they investigated the patterns occurring in practice. Our paper 
extends this work on investigating requirements communication in practice by analyz-
ing the facet of communication aided by artifacts. 

Research on requirements artifacts addresses how they can be used to support 
software engineering activities and communication. Kumar and Wallace [7] describe 
communication patterns – including artifact facilitated discussion – and their out-
come. Fernandez and Penzenstadler [8] research artifact based RE methods in contrast 
to activity based ones. They have designed and evaluated various artifact based RE 
models and then combined them into a domain-independent approach (AMDiRE).  
Gross and Doerr [9] analyze how artifacts and their contents should be constituted in 
order to support the needs of different roles in software engineering. Sharp et al. [10] 
use the distributed cognition approach to investigate the role of physical artifacts on 
communication within agile teams. Gallardo-Valencia et al. [11] explore whether 
agile requirements artifacts are sufficient for development and show that adding use 
cases can be beneficial. 

The mapping of requirements artifacts has been repeatedly discussed in literature. 
Patton [12] describes techniques for (implicitly) mapping different story artifacts to 
each other. Imaz and Benyon [13] present an approach for enhancing relations be-
tween user stories and use cases. Antonino et al. [14] suggest a method for 
lightweight linking of requirements and development artifacts, which includes the 
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mapping between user stories and individual requirements. Further research focuses 
on mapping requirements to more abstract items that are related to them. Abelein and 
Paech [15] describe the mapping of requirements to decisions. Rashid et al. [16] ana-
lyze how early aspects can be brought into requirements engineering and the accord-
ing artifacts. Gotel et al. [17] describe how, in general, visualization of requirements 
and their connections could be used to improve software development. Creighton  
et al. [18] use sequences of video clips to visualize requirements in a user understand-
able way and then map these to more formal specification elements such as use case 
models and sequence diagrams. We investigate which of the available methods are 
actually applied in current practice and how they are working out. Our analysis con-
tributes new knowledge to the field of mapping requirements artifacts by pointing out 
experiences and problematic areas. 

The field of tracing provides many techniques to map requirements artifacts to 
subsequent project artifacts, like design artifacts, code, and tests. Boullion et al. [19] 
present scenarios in which requirements traceability is relevant in practice. Ben Char-
rada et al. [20] analyze code changes and then employ tracing tools to automatically 
identify outdated requirements. Research on improving tracing has many facets. For 
example, Anderson and Sherba [21] enhance automated management of traceability 
links by using open hypermedia techniques. Huffman-Hayes et al. [22] use informa-
tion retrieval techniques to improve requirements tracing. Tracing mainly focuses on 
links between requirements artifacts and subsequent development artifacts, like archi-
tectural components, code, and tests. In contrast to that, we focus on enhancing links 
among requirements artifacts of the same or different kinds. 

3 Study Design 

Our objective is to study the usage of different artifacts in practice. We did this in two 
steps. First, we examined artifacts themselves and their support of development tasks. 
Then, we looked at the work with multiple types of artifacts at a time. 

In the first phase of this study, our goal was to get an overview of how require-
ments artifacts are used in practice. We wanted to understand the values and impedi-
ments of different artifact types and the consequences of working with multiple  
artifacts at a time. The first two research questions guided this phase: 

RQ1: What are the values and impediments practitioners see in different require-
ments artifacts? Throughout a project, different roles come into contact with  
requirements and perform different activities based on these. The requirements’ repre-
sentations can be more or less suited to support these activities. In conjunction with 
this research question, we create an overview of relevant activities and show which 
artifacts can or cannot support these. 

RQ2: Which problems do practitioners face when using multiple different require-
ments artifacts within a project? Our study shows that oftentimes multiple different 
artifacts are used in order to support different activities. Often, artifacts have overlap-
ping content, which can lead to inconsistencies. We want to find out which problems 
practitioners have actually experienced and consider relevant. 
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When working with multiple artifacts, many problems could be diminished if related 
parts within artifacts were explicitly mapped to each other. In the second phase, we 
focused on whether mapping methods are used in practice and what reasons prevent 
developers from implementing mapping methods. While still seeking insights and vali-
dation for the first two questions, we added the following two research questions: 

RQ3: Which methods are used in industry to link multiple different requirements 
artifacts? Linking from one artifact to another one – for example simply by referring 
to the other artifact’s ID – can help identify related content. This can be used to avoid 
inconsistencies when documenting changes. A more sophisticated method is to use 
clickable links that bring up additional content from a related artifact right away. 
Moreover, two artifacts could directly operate on the same content – serving as two 
views to the same content. It is not well known which of these methods are actually 
known or even used in industry. We want to close this gap with this research question.  

RQ4: What challenges arise when linking multiple requirements artifacts? Often, 
only simple methods for artifact mapping are used. At the same time, developers find 
it challenging to work with multiple requirements artifacts. We want to find out what 
prevents practitioners from using more sophisticated requirements mapping methods. 
We want to know whether it is the creation of links that confronts them with problems 
or whether they see too little value in using links afterwards. 

Table 1. Interview participants 

Company Type Company Size ID Role 
IT Service Provider C1 500 

- 1000 
I1 Project Manager 

C2 1000 
- 1500 

I2 PO & Project Manager 

In-House IT C3 100 
- 500 

I3 
I4 
I5 
I6 

Developer 
Project Manager 
Customer Rep.  
Application Owner 

I7 
I8 

Project Manager 
Customer Rep. 

I9 Architect 
I10 Customer Rep. 
I11 
I12 
I13 

Customer Rep. 
Project Manager 
Developer 

C4 1000 
- 1500 

I14 Process Engineer 
I15 
I16 

Team Leader 
Developer 

I17 
I18 

Developer 
Developer 

Standard Software 
Producer 

C5 <100 I19 Team Leader 
C6 <100 I20 

I21 
Team Leader  
Team Leader 
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Data Gathering and Analysis: We interviewed 21 practitioners from 6 companies. 
Table 1 shows an overview of the companies, projects, and roles of the participants. 
The company type influences the relation to the customer and therewith also require-
ments communication. Therefore, we interviewed persons from different company 
contexts. To ensure coverage of a wide range of requirements related activities, we 
interviewed people in different roles. We used semi-structured interviews, which 
mostly lasted about 75 minutes. We recorded and transcribed the interviews, and then 
coded and categorized the statements. 

4 Results 

4.1 Classification of Requirements Artifacts  

The variety of requirements artifacts used in software projects is very high. Our inter-
viewees mentioned mainly three types of artifacts: containers, individual elements, 
and solution models. In the course of the interviews, we found further characteristics 
of the artifacts that influenced their handling. We subdivide our artifact categories 
accordingly to accommodate these differences in the further analyses. Figure 1  
depicts the categories of artifacts we found and the concrete artifacts that the practi-
tioners reported to use. 

 

Fig. 1. Classification of used artifacts 

Containers are characterized by their value to hold everything together in one 
place. We found that it makes a difference whether a container consists only of other 
artifacts (individual elements and solution models) or enables to include generic con-
tent. Generic elements make it easier to enter any important information quickly but 
at the same time carry the risk of the information being unsuitable for later tasks. 

Requirements Artifact 

Container Individual Element Solution Model 

GUI Mockup 

Artifact  
Container 

Generic 
Document 

User-Oriented 
Element 

Technical  
Element 

Concrete  
Model 

Abstract  
Model 

Specification 
document 

System Inter-
face Descr. 

Data Model 

Process 
Model 

Calculation 
Diagram 

Use Case 

User Story 

Mini 
Specification 

User 
Requirement 

Virtual Project 
Environment 

Excel 
Workbook 

Specification 
document 

Backlog 

Issue 

System 
Requirement 

User Story 
Step Epic 
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Virtual project environments and backlogs are artifact containers, while specifica-
tion documents and excel workbooks can come in both forms. Generally, text docu-
ments are very generic and allow information to be entered in a variety of ways. 
Blocks of plain text can include one or several requirements at a time and mix them 
with goals, background information, or relevant policies. At the other end of the spec-
trum, documents can have a very strong formal structure, only consisting of elements 
that have a defined type and ID. Excel workbooks also provide very generic elements 
and could potentially be used to enter generic information. However, we have only 
seen it being used as an artifact container with each content element being a defined 
artifact like a user story, GUI mockup, or process model. 

For individual elements, we found the most important aspect to be whether they are 
user oriented or not. It determines how well the users can contribute to the creation 
and assessment of that artifact. An element is considered user-oriented if it is clear to 
the user what will change with the completion of that element. 

Elements referred to as user stories occurred in both forms, as user-oriented and 
technical elements. While user stories describe what users do as part of their job, 
technically oriented stories often describe smaller steps on the way towards a user 
story. A user can see, test, and comment them, but not understand them by herself 
(without translation by developers) because they do not clearly relate to the actual 
business tasks in the user’s daily work. To distinguish such technical stories, we refer 
to them as user story steps. 

Mini specifications are smaller specifications that describe just a part of a system 
instead of the whole system. They are used to gradually elaborate requirements details 
in iterative development or enhancement projects. The interviewees described mini 
specifications as easy to handle. Challenges emerge because a system possesses many 
such specifications, which are in addition interrelated. Therefore we classified them as 
elements instead of containers. 

Solution models illustrate aspects of the future solution in the form of formal or 
graphical models. Concrete models directly relate to concrete situations a system’s 
users experience. In contrast, abstract models show more universal generalizations of 
different concrete manifestations. For example, process models often show general 
abstract workflows spanning multiple roles and phases, while the step-by-step de-
scription of one specific partial path within this workflow is a concrete instantiation 
for a specific person. Our interviewees stated that they had experienced some user 
representatives to struggle with thinking in an abstract way. This influenced the mod-
els’ effectiveness for aiding communication. 

4.2 Values and Impediments of Different Requirements Artifacts (RQ1) 

The main values of a requirements artifact lie in its ability to support a software engi-
neering activity. We asked our participants which activities related to requirements 
they perform in their role throughout a project and which artifacts, if any, they use for 
them. Then, we inquired whether they had experienced an artifact to be supportive or 
troublesome for that activity. 
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Table 2 shows the activities that had come up in the interviews. In each cell, it dis-
plays how many interviewees mentioned that an artifact was supportive or trouble-
some for that activity. To better understand what led to the interviewees’ assessments 
we also asked them about the relevant properties that made an artifact supportive or 
hindering. These properties are collected in Table 3. 

One of the most strongly discussed activities was the clarification of requirements 
details. Many of the interviewees were struggling to find the right form of artifact for 
communication with the users. Although there are many templates and diagrams that 
are suggested for this activity, the interviewees reported that their customers could not 
work with most of them. It was considered helpful to use very concrete model arti-
facts for this communication. Users and user representatives were found to be best 
able to assess and contribute to requirements representations in the form of GUI-
mockups or very concrete usage scenarios. Abstract models like flow charts of a 
process were considered helpful for some customers but dangerous for others. Cus-
tomers who did not fully understand the notion or the abstract contents of such a 
model (and due to time pressure did not have time to address such problems), were  
 

Table 2. Activities performed by interviewees. Numbers indicate number of interviewees who 
mentioned that artifact was suited for activity or could lead to problems, respectively. 

 
 



 How Artifacts Support and Impede Requirements Communication 139 

sometimes found to check it too superficially and to accept a presented model too 
quickly. This resulted in wrong assumptions and a false sense of security for the de-
velopers.  

Interestingly, in most cases where user stories were employed, they were not well 
understandable for the users. Often, they were sliced in a way that they were not relat-
ing to the user’s job tasks, but were too much on a system level. The team had drifted 
off to user story steps instead of user stories and lost some potential on involving 
users into the development and, most importantly, prioritization. This was partly 
compensated by communication, however at the price of additional translation effort 
(for explanation of user story steps).  

Often, details also need to be clarified beyond the analysis phase, i.e. during im-
plementation or testing. In these situations, very quick forms of communication and 
documentation, like emails or phone calls, were considered well suited. However this 
made later activities like reconstructing a requirement’s history much harder or even 
impossible. Similarly, some interviewees stated that this activity was hard when 
working with a specification document. Besides the difficulties of finding a specific 
requirement within a document, relevant information like a requirement’s creator or 
updater, the release it was shipped with, or the rationale behind it often simply were 
not recorded per requirement when using a specification document. 

Table 3. Positive and negative properties of artifacts referred to by interviewees 

 
 

Artifact Positive Properties
# 

Int. Negative Properties
# 

Int.

collects everything in one central place 6

acceptable 4

Artifact 
Container

new tool that needs to be learned 5

universal (everybody understands office
documents)

1 difficult to search 6

permits many ways to write down things 2 contents are too vague, generic 4

contents are too detailed 4

divides big items into small manageable
pieces

9 relations to overarching elements unclear 5

good granularity for clarifying details 4 relations to other elements unclear 3

easy to attach attributes (like author, 
release) 4

difficult to understand structure for 
persons who do not work with the 
elements regularly

3

User-Oriented 
Element

understandable for users 3 too coarse for development 2

good granularity for checking whether all 
necessary information is available

3 not understandable for users 6

exact scope not clear 2

little room for interpretation 4 limited expressive power 1

good for finding information quickly 4

Concrete Model best understood by customers 8

Abstract Model not understood by all customers 4

Container

Generic 
Document

Individual 
Element

Technical 
Element

Solution Model
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Planning and controlling implementation was reported to be well supported by 
elementary artifacts. Dividing the specification into elementary artifacts allows to 
attach additional information per artifact. Further, through the divide and conquer 
principle, it makes each element more tangible and manageable. This mostly aligns 
itself with what is known from literature on agile methods. 

However, we also found activities that were considered problematic when only 
working with elements like user stories. The reported problems mostly relate to situa-
tions, which require more of an overall view on requirements. First, some intervie-
wees mentioned that it was important to understand and document the vision of a 
project. They reported that sometimes, a requirement itself looked fine – for example, 
it was clear, self-contained, and had acceptance tests attached to it. However it was 
not making sense on a more general level because it was not solving the users’ actual 
needs. To identify such situations, developers needed to understand the context of a 
story, like related stories or goals, which they not always were able to establish from 
their requirements artifacts. 

A second important activity was to develop tests that go beyond the scope of a sin-
gle element like a user story. For example, developers need to write automated tests 
that cover the collaboration of multiple stories. Similarly, acceptance testing for a 
release required additional information about general user goals. When just working 
with what was written on elementary requirements, they missed some connecting test 
cases. A third mentioned aspect was the inclusion of strategic goals. Strategic goals 
were mainly found to influence prioritization of work or introduce new requirements.  

It was important to document such overarching information so that it does not get 
overlooked in the later project phases. However, it was considered difficult to docu-
ment them just with elementary artifacts like user stories or use cases. Here, specifica-
tion documents were considered helpful because of the high freedom they gave the 
author to note information. Sometimes, also slides with concrete or abstract models 
were kept as a reference for the overall vision and goals. 

4.3 Problems Practitioners Face When Using Multiple Different Requirements 
Artifacts Within a Project (RQ2) 

As the results in RQ1 indicate, many participants work with multiple different arti-
facts in order to be able to better support different activities. Another mentioned bene-
fit was that displaying the same ideas in two different ways allowed the participants to 
better check whether they had interpreted requirements correctly. However, using 
multiple artifacts comes at the price of additional effort for creating, maintaining, 
translating, and preventing artifacts from inconsistencies. Table 4 shows the problems 
that were mentioned by the interviewees, as well as their reinforcers and effects. # Int. 
depicts the number of interviewees who mentioned an item. Some participants men-
tioned multiple items within a topic. Therefore, # Int. in the lines reinforcers, prob-
lems and effects displays the total number of interviewees who had talked about the 
according topic. 
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Table 4. Benefits and problems observed by interviewees when working with multiple artifacts 

 # Int. 
Reinforcers 5 
R1 Some contents overlap, others are disjoint  2 

R2 Non-trivial relations between (parts of) artifacts 5 

Problems 15 
Pr1 (R1 -> ) Duplication of effort for creating multiple artifacts 3 
Pr2 (R2 -> ) Uncertainty about completeness of translation 6 
Pr3 (R1 -> ) Changes must be documented in multiple places 4 
Pr4 (R1, R2 -> ) Inconsistencies 3 

Pr5 (R1, R2 -> ) More difficult to find relevant information in multiple places 4 

Effects 5 
E1 Higher costs for performing tasks or preventing problems 2 
E2 Higher costs when problems occur (mistakes, misunderstandings) 1 
E3 Decreased trust in up-to-dateness of artifacts 2 

 
We found that more than 70% of our interviewees had experienced problems when 

working with a variety of artifacts. Besides the extra effort for documenting and find-
ing information in multiple places (Pr1, Pr3, Pr5), they had struggled with inconsis-
tencies (Pr4). Further, they reported that it was difficult to check whether all (rele-
vant) elements from one artifact type had been recorded in the other one (Pr2). Prob-
lems led to extra effort for preventing them (E1), but could not always be mitigated. If 
an inconsistency or other information was overlooked, misunderstandings or wrong 
assumptions occurred, which in turn potentially led to higher costs through mistakes 
(E2). Another reported effect was that people very quickly lost trust in a document 
(E3) – and hence stopped using it – if they repeatedly had found the contents to be not 
up-to-date or inconsistent. 

In practice, two circumstances make working with multiple requirements artifacts 
particularly challenging. The artifacts do not just describe disjoint information, but 
various aspects of the same requirements (R1). Therefore, some – but also not all – 
information is contained in multiple artifacts. Further, artifacts are not always in a 
simple hierarchical one-to-many relationship, like when dividing a story into tasks 
(R2). For example, a process model and a set of user stories can have complex rela-
tions with the process model depicting the interaction of multiple stories, while at the 
same time, a subset of activities illustrating one user story. 

4.4 Methods Used in Industry to Link Multiple Different Artifacts (RQ3) 

We found different ways to map requirements artifacts that are used in industry. We 
have classified them into four kinds of mapping. Table 5 shows the kinds of mappings 
we found. 
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Table 5. Categories of mapping methods used in practice 

ID Mapping Method # Int. 
M1 Manual textual reference 6 
M2 Attachment 10 

M3 Link 3 
M4 Generated artifact 1 

 
The simplest way was to manually reference a related element by mentioning its 

ID in a textual way. This technique was mostly used to refer to parts of a specification 
document. For example, a change request contained the specification’s chapter with 
the original requirements. Similarly, a developer who had translated a specification 
into User Stories, added the chapter with the original requirements to the stories. She 
reported that the specification’s structure was changing, however, which rendered 
some of the references obsolete. In another project, the participants simply textually 
referred from User Stories to an overall GUI mockup and an overall flow chart. 

Another common technique we found was to attach an element to another element. 
When working with the container element, the attachment can be directly accessed 
which makes it easy to obtain detailed information. However, the attached element 
only exists within the container element and cannot be accessed otherwise. Therefore, 
this technique is beneficial for hierarchical structures. Often, tools can create this kind 
of mapping automatically during the attachment process. 

Linking two elements that exist by themselves was also used in the discussed 
projects, but only in very few cases.  The direct link between the two elements allows 
to directly open one element from a referencing element. In one reported case, devel-
opers were managing their work iteratively, but based on technical tasks. They added 
a special type of artifact to represent user goals and linked the goal with all technical 
tasks that were necessary to fulfill it. This allowed the customers to see how the 
project was progressing on their goals, while the developers were still able to struc-
ture their work based on dependencies between development tasks. 

Another mentioned technique is generating or constructing one artifact from mul-
tiple other artifacts. This technique is mostly used to create specification documents 
from requirements elements and models. It avoids the duplication of content by keep-
ing the content in one place and just displaying it in another place. In order to use this 
technique, special attention to the arrangement of the elements must be paid. 

4.5 Challenges of Linking Multiple Requirements Artifacts (RQ4) 

We found indications for both, the effort for the creation of artifact links being 
perceived as too high as well as a too low perceived value. Table 6 presents chal-
lenges that interviewees mentioned to encumber or even prevent them from linking 
artifacts. 
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Table 6. Challenges of linking multiple requirements artifacts 

ID Challenge # Int. 
C1 Time pressure 5 
C2 Interruption of other tasks 4 

C3 Requires clear guidelines 1 
C4 Difficult if requirements are not isolated from each other 2 
C5 Manual links can become obsolete 2 

 
When asked why they had not established an explicit link between particular arti-

facts, the interviewees’ most common answer was that they had no time. We tried to 
find out more precisely, what it was that drove them not to want to spend time with 
such a task. One mentioned problem was that often the persons worked with related 
artifacts when they were in the middle of a different task. They were working on code 
or other artifacts when they had searched for additional information in artifacts. In 
this situation, they did not want to interrupt that task to create artifact links. 

One interviewee, who had worked with links before, mentioned that clear guide-
lines are needed in order to establish a good linking structure. For example, it must be 
specified that each story has to be linked to a user goal. Thinking through such guide-
lines is an additional barrier that prevents practitioners from using linking structures. 

Further, linking was considered challenging when the parts to link were not iso-
lated. For example, if requirements are just contained in a block of plain text, or if a 
model element cannot be addressed isolated from the whole model, it is more chal-
lenging and imprecise to denote related elements. Whether it is easy to link parts of a 
model to other artifacts, mainly depends on the tooling used for creating the models. 
This is especially a problem in enhancement projects, where the developers have to 
build upon existing documentation. 

Another mentioned demotivating factor was the high chance of breaking links on 
changes. One team had tried to maintain a set of links from user stories to detail chap-
ters in a specification document. However, the chapters changed from time to time – 
rendering the links useless – so that the team ultimately gave up. 

5 Discussion 

Handling multiple requirements artifacts is challenging. Our results indicate that 
only one kind of requirements artifacts often is not enough for a software project. In 
most projects, multiple artifacts are used to support different requirements communi-
cation activities. However, our results also indicate that requirements artifacts often 
are not well integrated. Relations and dependencies between artifacts are not visible. 
If developers or customers do not keep them in mind or spend extra time to search 
artifacts, they miss important information. 

Requirements communication with customers is not supported well. We see a strong 
need for more work on supporting customers or business analysts in communicating 
requirements. Customers are forced to create or accept artifacts in formats suited for 
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developers. They cannot understand most of these languages and time pressure does 
not leave them the time anymore to learn them. Instead, they should communicate 
requirements in a form that is tangible for them and developers should be able to inte-
grate these forms into later work items. User stories answer the purpose of making it 
easier for customers to communicate requirements and even participate in guiding 
development. However, often they are not used for this purpose. We have seen user 
stories being used as a means for developers to split work items and make work more 
manageable, having to be translated permanently for customer communication. In 
order to support the needs of both, developers and users, stories at different levels of 
granularity are needed. As suggested by interviewees, it makes sense to work with 
business user stories and technical user stories in combination. 

Mapping requirements artifacts has a high potential. We have seen many problems 
that could be mitigated if requirements artifacts were used. A lot of effort could be 
saved for manually checking items for consistency, or proving that all items have 
been translated. In addition, several requirements engineering activities could also be 
improved. For example, developers could be warned about dependencies before they 
implement a story card or when user oriented elements are changed. If abstract mod-
els could be linked with concrete models or requirements elements, the requirements 
engineer could also use complex abstract models for customer communication. Parts 
of the abstract model could be directly translated to concrete models, providing an 
understandable view on the details. In the interviews, we got the impression that many 
of the potential benefits of mapping seem vague to most practitioners. 

Good lightweight requirements communication is working well. Many interviewees 
reported that they were solving many tasks through direct communication. As Table 2 
illustrates, many of the discussed activities were aided by direct communication. 
Many interviewees stated that they had intensified verbal communication between 
different roles – mostly through weekly or biweekly meetings – only in the last few 
years. They reported to have experienced many improvements since the introduction 
of such meetings. This is a good advancement. Lacking communication between the 
customer and development sites has been a problem for several years. However, we 
also saw new problems come up in the interviews when the reliance on verbal com-
munication was too high. Interviewees reported that sometimes, the only way to 
detect a dependency or misunderstanding was when one particular person - who often 
was the only one having the necessary knowledge - brought it up in the according 
planning meeting. This strategy has worked out in many cases but is quite incidental. 
The described situations raise questions, like whether more means are needed to im-
prove knowledge distribution in teams, and how such communication-reliant  
approaches can be scaled. 

6 Threats to Validity 

This section discusses threats to validity based on Runeson and Höst [23]. 
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A threat to construct validity arises because the information provided by the partic-
ipants is interpreted by the researcher to form categories. This categorization is not 
unique. The interview character of the study implied that not all questions were posed 
explicitly. By using interviews (in contrast to surveys, for instance) we were able to 
counteract misunderstandings with the participants. 

Various aspects could influence the internal validity of our results. The types of a 
project and its customers greatly influence requirements communication and there-
with the success of requirements engineering activities and utilized artifacts. To miti-
gate this threat, we interviewed practitioners from different types of companies and 
different projects. The participants were self-selected, i.e. they knew in advance that 
the interview would cover requirements artifacts and had agreed to participate in the 
study. We cannot rule out the possibility that they had a higher interest in require-
ments engineering practices and the usage of artifacts than the majority of software 
engineers. The methods they apply in requirements engineering, the artifacts they use 
and their perceptions of the benefits of those artifacts could be influenced by their 
general interest in RE. 

The number of participants could influence external validity. We have interviewed 
only 21 practitioners, so it is likely that we have not covered all situations in require-
ments communication. Also, the participants are all from German companies. How-
ever, since we have spoken to people within different company settings, different 
projects, and different roles, the variety of covered perspectives is very high. In addi-
tion, we have reached a state in which answers were repetitive to insights from pre-
ceding interviews and further interviews lead to a diminishing number of results for 
our research questions (similar to theoretical saturation in Grounded Theory [24]). 

Reliability is affected by the number of participants, which is too low to claim sta-
tistical significance, and the fact that the interviews and their analysis were conducted 
by one person. A different researcher could convey the questions and also interpret 
the answers differently. 

We have used a qualitative research approach, which reflects subjective opinions 
and experiences of the participants. These cannot be generalized. Despite this and the 
above limitations, we believe that our results have a value for researchers and also for 
practitioners. They provide insights into the practice, increase the understanding of 
the employment of requirements artifacts, and indicate possible challenges. 

7 Conclusions 

We have interviewed 21 practitioners about their handling of requirements artifacts 
and report on their experiences, named challenges, and advances in using mapping 
techniques. We have found that various artifacts are needed. Developers require de-
tailed items of fine granularity but also need to keep an eye on overarching aspects 
like the product vision and goals. Customers need very concrete artifacts to express 
their expectations. Project managers need a way to see the connections to the total 
amount of upcoming work. 
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The employment of multiple different artifacts imposes challenges like scattering 
of information, incomplete translations, or inconsistencies between artifacts. For these 
reasons, methods for mapping and linking requirements artifacts should be common 
proficiencies in requirements engineering. However, we have seen it rarely employed 
in practice. Most participants stated that they found explicit mapping or linking of 
artifacts too costly in their project context. Indeed, mapping is not necessary in all 
situations. However, if the methods and tools could be improved to better facilitate 
artifact mapping, this would assist in many software projects. 

With our results, practitioners can get an increased understanding of an artifact’s 
utility for different activities, get an overview on mapping techniques and understand 
what might prevent project members from using them. Researchers gain insights into 
the handling of requirements artifacts in practice and into challenges that need to be 
solved as well as investigated further. 

In the future, we would like to work on improving facilitation of requirements 
mapping by building on the insights from this study. Further, we have seen that arti-
fact mapping is not crucial in all kinds of projects.  It would be interesting to investi-
gate which project aspects constitute a need for mapping. Another interesting aspect is 
how to determine – especially in early project phases – which linking techniques and 
also which artifacts will be helpful in the project 

Acknowledgments. I would like to thank all interview participants for their time, all the valua-
ble insights, and the exceedingly interesting conversations. 

References 

1. Cockburn, A.: Agile Software Development. Addison Wesley (2002) 
2. Bjarnason, E., Wnuk, K., Regnell, B.: Requirements are slipping through the  gaps - a 

case study on causes & effects of communication gaps in large-scale software develop-
ment. In: Requirements Engineering Conference (RE) (2011) 

3. Bjarnason, E., Wnuk, K., Regnell, B.: Are you biting off more than you can chew? a case 
study on causes and effects of overscoping in large-scale software engineering. Informa-
tion and Software Technology 54(10), 1107–1124 (2012) 

4. Abelein, U., Paech, B.: State of practice of user-developer communication in large-scale IT 
projects. In: Salinesi, C., van de Weerd, I. (eds.) REFSQ 2014. LNCS, vol. 8396, pp. 95–111. 
Springer, Heidelberg (2014) 

5. Marczak, S., Damian, D., Stege, U., Schroter, A.: Information brokers in requirement-
dependency social networks. In: Requirements Engineering Conference (RE) (2008) 

6. Knauss, E., Damian, D., Cleland-Huang, J., Helms, R.: Patterns of continuous require-
ments clarification. Requirements Engineering Journal (2014) 

7. Kumar, S., Wallace, C.: A tale of two projects: a pattern based comparison of communica-
tion strategies in student software development. In: Frontiers in Education Conference. 
IEEE (2013) 

8. Fernandez, D.M., Penzenstadler, B.: Artefact-based requirements engineering: the AMDiRE 
approach. Requirements Engineering Journal (2014) 

9. Gross, A., Doerr, J.: What you need is what you get!: the vision of view-based require-
ments specifications. In: Requirements Engineering Conference (RE) (2012) 



 How Artifacts Support and Impede Requirements Communication 147 

10. Sharp, H., Robinson, H., Petre, M.: The role of physical artefacts in agile software devel-
opment: Two complementary perspectives. Interacting with Computers 21(12), 108–116 
(2009) 

11. Gallardo-Valencia, R.E., Olivera, V., Sim, S.E.: Are use cases beneficial for developers us-
ing agile requirements?. In: Fifth International Workshop on Comparative Evaluation in 
Requirements Engineering (CERE) (2007) 

12. Patton, J.: User Story Mapping. O’Reilly Media (2014) 
13. Imaz, M., Benyon, D.: How stories capture interaction. In: INTERACT 1999, pp. 321–328. 

IOS Press (1999) 
14. Antonino, P.O., Keuler, T., Germann, N., Cronauer, B.: A non-invasive approach to trace 

architecture design, requirements specification and agile artifacts. In: 23rd Australian 
Software Engineering Conference (ASWEC), pp. 220–229 (2014) 

15. Abelein, U., Paech, B.: A proposal for enhancing user-developer communication  in large 
IT projects. In: 5th International Workshop on Cooperative and Human Aspects of Soft-
ware Engineering  (CHASE), pp. 1–3 (2012) 

16. Rashid, A., Sawyer, P., Moreira, A., Araujo, J.: Early aspects: a model for aspect-oriented 
requirements engineering. In: Requirements Engineering Conference (RE) (2002) 

17. Gotel, O.C.Z., Marchese, F.T., Morris, S.J.: On requirements visualization. In: 2nd Inter-
national Workshop on  Requirements Engineering Visualization (REV) (2007) 

18. Creighton, O., Ott, M., Bruegge, B.: Software cinema – video-based requirements engi-
neering. In: Requirements Engineering Conference (RE) (2006) 

19. Bouillon, E., Mäder, P., Philippow, I.: A survey on usage scenarios for requirements tra-
ceability in practice. In: Doerr, J., Opdahl, A.L. (eds.) REFSQ 2013. LNCS, vol. 7830,  
pp. 158–173. Springer, Heidelberg (2013) 

20. Ben Charrada, E., Koziolek, A., Glinz, M.: Identifying outdated requirements based on 
source code changes. In: Requirements Engineering Conference (RE) (2012) 

21. Anderson, K.M., Sherba, S.A.: Using open hypermedia to support information integration. 
In: Reich, S., Tzagarakis, M.M., De Bra, P.M.E. (eds.) AH-WS 2001, SC 2001, and OHS 
2001. LNCS, vol. 2266, pp. 8–16. Springer, Heidelberg (2002) 

22. Hayes, J.H., Dekhtyar, A., Osborne, J.: Improving requirements tracing via information re-
trieval. In: Requirements Engineering Conference (RE) (2003) 

23. Runeson, P., Höst, M.: Guidelines for conducting and reporting case study research in 
software engineering. Empirical Software Engineering 14(2), 131–164 (2009) 

24. Glaser, B.G., Strauss, A.L.: The Discovery of Grounded Theory: Strategies for Qualitative 
Research. Observations (Chicago, Ill.). Aldine de Gruyter (1967) 



Consonance Between Economic and IT Services:
Finding the Balance Between Conflicting

Requirements

Maryam Razavian(B) and Jaap Gordijn

VU University Amsterdam, Amsterdam, The Netherlands
{m.razavian,j.gordijn}@vu.nl

Abstract. [Context and motivation] Service Orientation has been
heralded as the solution for seamless alignment of the business and
IT. [Question/problem] Alignment, however, remains far from being
resolved. [Principal ideas/results] While alignment research typically
concentrates on mapping the counterpart elements, this paper provides
a case for what we coin consonance—the mutual adjustment of con-
flicting requirements between business and IT perspectives. In previous
work, we have identified inherent discrepancies between the requirements
of the business- and IT perspectives. [Contribution] In this paper, to
better understand such discrepancies and the kind of support needed for
their consonance, we have carried out a real-world example in the music
industry. Moreover, we study consonance in a networked setting; both
in terms of a business network of enterprises, and in terms of a cross-
organizational IT network. The use of the consonance approach in this
example reveals important lessons learned.

1 Introduction

Service orientation has transformed many traditional, internally focused, infor-
mation systems into externally visible e-services—commercial services provided
via information technology (IT) offering customer value in return for payment
or something else of value. Consider for instance the music industry, our real-
world example domain. When radio stations broadcast music, they have to pay
to Intellectual Property Rights (IPR) societies, who in turn distribute money
over IPR owners such as artists, sing & song writers, and producers. Clearing
rights and repartitioning the collected money over the IPR owners are com-
mercial services, enabled by IT, which are of value to the rights owners and
the radio station. Usually, a music track entails a number of IPR owners which
can live, to complicate things, in different countries. Consequently, more than
one IPR society is involved if a radio station broadcasts a track, as societies
are often organized per type of IPR owner, country and value adding activity
(e.g., clearing or repartitioning). This case, thus, forms a network of enterprises
and individuals (radio stations, IPRs, IPR owners), using each other’s services.
This network is both a business and IT network; a business network because the

c© Springer International Publishing Switzerland 2015
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parties involved exchange things of economic value with each other, and an IT
network as IPR management is largely supported by cross-organizational IT.

This example illustrates that in order to design, manage and maintain require-
ments for e-services, multiple perspectives should be taken into account, includ-
ing the strategic, economic, process, and IT perspective [1]. In this work we
scope down to two perspectives: namely the economic perspective and IT per-
spective. These two perspectives view e-services very differently, pursue different
goals, and focus on different requirements. For example, the economic perspective
views the IPR e-service as a number of commercial services that are of economic
value for IPR owners, therefore satisfy the requirement of a profitable company.
The IT perspective, on the other hand, focuses on exposing the functionality
and architecture of cross-organizational IPR information systems, and ensures
that they are reusable and flexible. Although the economic and IT perspectives
view e-services differently, they are also related. For instance, in the IPR case,
payment by the radio station for the usage of a music track (economic perspec-
tive) should be properly supported by administration of granting the right and
handling of payments (IT perspective).

In general, developing economic e-services requires a dialogue between the
economic/commercial considerations and information technology choices. In other
words, in the context of e-service design, Requirements Engineering as a discipline
should not only cover information system requirements, but also economic con-
siderations, and their interrelationships such as economic sustainability of the e-
service to be developed.

Considering economic and IT requirements of e-services is vastly complex. In
earlier work [2], we found that this complexity roots in the conflicting and even
contradicting requirements of the two economic and IT perspectives. Intuitively,
these conflicts necessitate trade-offs, which are in their own right new problems,
potentially more complex than the originals. Although conflicting requirements
are inherent in the service alignment endeavors, none of the existing approaches
capture them explicitly. Because of the focus on requirements discrepancies, we
refer to the term consonance to characterize our approach.

In this paper, we propose a tractable, easily understandable, and model-based
approach to deal with such requirement conflicts—by treating them as first class
citizens of the requirements engineering process for e-services. Tractability refers
to the idea that our approach should be carried out rather easily, and in a
short time frame, as most innovative e-service development projects due the
competitive nature require fast execution. Understandability is an important
concern because our approach has to deal both with commercial, business and
IT-oriented stakeholders. Finally, our approach is model-based to be usable in
an information system development follow-up project.

This approach has emerged from our experience in a real-world example with
an IPR society, where it proved effective in understanding the current state of
consonance. On the long term, our research goal is to provide an assessment
instrument that evaluates whether a change in the economic perspective (e.g.
a change in the value proposition) can still be supported by service oriented
information technology, so considering the future state of consonance.
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The contribution of this paper is threefold: (i) we provide a consonance app-
roach that brings a series of discrepancies between economic-and IT perspectives
into focus. (ii) we approach the consonance of business and IT from the customer
value proposition point of view, as well as the economic value network. This is in
contrast with many approaches on business/IT alignment (e.g. [3]) that usually
start with an understanding of the business strategy or business goals (e.g. [4])
or even business processes. (iii) we distinguish ourselves by taking a network
perspective on business and IT; as industrial practice often relies on networks of
enterprises offering jointly a bundled service, rather than just a single enterprise
offering a simple service.

2 Context and Groundwork

2.1 Multiple Perspectives on Services: A Balancing Act

Service-oriented requirements engineering can be perceived as developing at least
the economic and IT perspectives on a single artifact, namely the service at
hand. These two perspectives have different foci: the economic perspective con-
centrates on commercial services for whose provision someone has to pay, while
the IT perspective considers the IT elements that realize the commercial services.
Following this observation, a service in the economic perspective, has a (number
of) IT service counterpart(s) in the IT perspective; aligning the two perspectives
‘only’ requires to link the counterpart services between the two perspectives.

However, in earlier work [2] we found that this perception constitutes the
major reason behind why service alignment is so difficult. In particular, we argue
that the economic- and IT perspectives are not two faces of the same concept;
instead they are two very different concepts, pursuing different and even con-
flicting requirements, and are comprised of inherently different elements. For
instance, the economic perspective refers to commercial services, whereas the IT
perspective is about web services. Although web services may put commercial
services into operatfion, from an ontological point of view they are very different
citizens. Such fundamental conflicts and differences between the two perspectives
makes the alignment a complex, wicked problem [5].

In the same earlier work [2] we proposed inherent discrepancies between
the two perspectives highlighting their conflicting requirements. Addressing these
conflicting requirements means making trade-offs. One example of such a trade-
off is profitability/sustainability versus openness. For our example on IPR, on
the one hand, a IPR society is supposed to be at least economically sustainable,
thus operating at as low costs as possible, such that the maximum amount of
collected money can be paid to the appropriate IPR owners. On the other hand,
however, IPR societies should be open in terms of operating with other actors
(both business- and IT-wise). Such openness comes with a price which is a pres-
sure on sustainability, and at the end of the day, decreases the amount of money
to be paid to IPR owners. In general, for the earlier mentioned discrepancies, we
claim that the economic and IT-perspectives should explicitly address the con-
flicting requirements in order to a find a balance. We refer to such a desired state
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as consonance—where the very different requirements are in harmony—rather
than alignment (i.e., only linking the counterpart elements).

2.2 Our Consonance Approach

In this paper we capture the As-Is situation of the economic- and IT perspective
of the IPR example and analyze the state of consonance between the two per-
spectives. We model the economic perspective using e3value [6] and explain this
perspective along the line of the IPR example in Section 3.1. We model the IT
perspective using SoaML [7] and explain it in Section 3.2. We chose these
notations because they (i) capture the relevant perspective adequately, (ii) are
expected to satisfy our requirements with respect to tractability and understand-
ability, and (iii) are model-based. However our consonance approach is notation
agnostic; any modeling notation that fulfills the above goals and motivate con-
ceptual overlap between the perspectives can be used.

To capture the state of consonance between the economic and IT perspec-
tives, we need an effective common ground that closes the gap between the
elements of the two perspectives. In [2] we provide such a common ground in
the form of core elements of Service Orientation, including: actor, service, inter-
action, and contract. What these core elements imply, however, is very different
in the two perspectives, rooting in the inherently different requirements of the
two perspectives. Table 1 provides an overview of the conceptual discrepancies
of the core elements in the two perspectives as well as their rationale.

Moreover, to make consonance between two perspectives, we must perform
trade-offs among the various requirements classified as belonging to each of the
two perspectives. The requirements of the two perspectives may influence each
other in positive or negative manner. In our approach we directly focus on these
influences and their associated trade-offs. In short, our consonance approach
embraces the following steps:

– Step 1. The starting point is to model the the As-Is and To-Be states. For
the economic perspective, we can construct a basic e3value model for the e-
service at hand that at least contain the the core elements: the most important
“actors” (e.g., the e-service provider and its customers and suppliers); the
most important “commercial services”; the “contracts” and the “interactions”
between actors. For the IT perspective, we should model the service network
architecture with the types of “actors” that collaborate to provide IT services,
provided and consumed “services” expressed as “contracts”, as well as the
“interactions” between actors involved in a contract should be modeled too.

– Step 2. For each of the core elements, we evaluate to what extent the corre-
sponding requirements of the two perspectives are fulfilled (see Table 1). For
instance, focusing on “actors”—looking from the lenses of the economic per-
spective we check if they are economically sustainable (economic perspective)–
looking from the lenses of IT perspective, we check if the IT enables the actors
to come and go on-the-fly. For our example on IPR, we check if the IPR society
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Table 1. Overview of the different requirements of the core elements between the two
perspectives [2]

Economic Perspective IT Perspective

Actor Actors instances who are profit-and-
loss responsible legal entities. Ratio-
nale: the economic perspective focuses
on how each actor would make profit or
increases its utility.

Service provider or consumer that
are open. Rationale: This perspec-
tive cares for flexibility and openness
(actors should be able to come and go
on-the-fly).

Service Commercial services that for their
provision an actor has to give some-
thing of value in return Rationale:
economic perspective deliberately focuses
only on services that have direct eco-
nomic value.

Repeatable and reusable capabili-
ties that can be invoked by var-
ious consumers. Rationale: IT per-
spective cares for reusability of services
enabling their economies of scale.

Contract Caring about how actors assign eco-
nomic value to the obtained ser-
vices. Rationale: economic perspective
cares about what an actor offers and
what an actor requests in return.

Agreements about how to techni-
cally interact, such as protocols.
Rationale: IT perspective cares about
information needed for communication

Interaction Economic value transfers such as ser-
vice outcome or transferring money.
Rationale: Economic perspective focuses
on interactions that represent reciprocal
value transfers—value transfers that rep-
resent a change in valuable rights, such
as right to use a services or ownership.

Message exchanges between partic-
ipants. Rationale: IT perspective cares
for loosely coupled interactions to max-
imize independence of services as well
as their providers and consumers.

operates at lowest costs, such that the maximum amount of collected money
can be paid to the appropriate IPR owners. From IT perspective, however,
IPR societies should be open in terms of operating with other actors (IT-wise).

– Step 3. We analyze the trade-offs required for simultaneously fulfilling the
requirements of the two perspectives. The essence of this step is to explore
and scope the consonance areas of concern, broadly. Then, one core element is
selected, we go deep in both the economic- and the IT perspectives, and find
the desired, possibly future, requirements of economic- and IT perspectives,
e.g., having economically sustainable actors (Economic Perspective) that are
open (IT perspective), simultaneously. At this stage, we should assess if such
ideal state is possible; and if not we should do trade-offs. For trade-off analysis,
one can follow the existing approaches such as ATAM [8]. While assessing the
state of consonance in depth, we can regularly switch to breadth-first and
explore the context of consonance again, and vice versa.

3 Running Example: Clearing and Repartitioning
Intellectual Property Rights on Music

Our real-world example is on an Intellectual Property Rights (IPR) e-service.
This e-service involves a large international network consisting of IPR societies
as well as IPR owners (e.g. artists, producers) and IPR users (e.g. radio station,
restaurants). In general, many different IPRs exist; however in this paper we
focus on the right to make content public. Commercial entities (e.g. radio sta-
tions) have to pay IPR owners (e.g. artists) a fee for using intellectual property
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(e.g. a music track), if they make it public. The IPR society collects money from
the IPR user (called right clearance) and pays money to the IPR owners (called
repartitioning). Clearance and repartitioning are commercial services that are
semi-automated. In the following, we explain the economic- and IT perspectives
of the current state of IPR e-service, using the scenario of a restaurant playing
background music.

The goal of our study was to get a close up reality of what is like when con-
sonance is assessed from discrepancy and conflict point of view. We focused on
the Clearance and Repartitioning commercial services of the IPR society. The
stakeholders, who were experts in economic- or IT perspective, were the Chief IT
and Chief Financial Officer of the IPR society. We organized a number of work-
shops where, together with stakeholders, we applied our consonance approach
(see Section 2.2). We audio recorded and later analyzed the workshops.

3.1 Economic Perspective

Fig. 1 shows an e3value model representing that a restaurant plays background
music and has to clear intellectual property rights for that. The model shows
the value transfers for a time period of one year.

As there are many restaurants, the Restaurant actor is modeled as a market
segment. Usually, restaurants do not play background music themselves but
obtain a stream of background music from a Background music provider. Because
there are a number of background music providers to choose from, the provider
is modeled as a market segment too.

The restaurant has to exchange objects of economic value with three parties:
(1) the already mentioned Background music provider, and (2) two IPR societies
(RS1 and RS2). Because the restaurant plays the music in public, the restaurant
has to pay the relevant IPR societies for the right to make public (RTMP). The
fee depends on the number of square meters of the restaurant.

In general, IPR societies differ in the right(s) they clear and for whom they do
so. IPR societies can perform two tasks: clearing, and repartitioning. Clearing is
about granting the right to the IPR user and getting paid for that. Repartitioning
is about paying the collected fees to the IPR owners. Sometimes IPR societies
can do both tasks, but they may also concentrate on one of these tasks.

In this study, we assume that there are two IPR societies involved to clear
the rights to make public. For brevity, we detail only such a society, namely RS1.

Considering the Background music provider, we see that the background music
provider also has to clear rights with the relevant IPR societies. This is because
the background music provider also makes the music public (namely to the
restaurants) and consequently has to pay for that. Again, the background music
provider is charged, but now based on market research in combination with the
playlist of the broadcasters and the background music suppliers. For playlist
reporting, background music providers are supposed to behave as Radio stations
reporting their playlists; consequently playlist reporting by the background music
providers are not shown explicitly in the e3value model.
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 [music stream]

 [MONEY]

 [RTMP]  [MONEY]

 [RTMP]

 [MONEY]

 [contract compliance]

 [playlist]  [MONEY] [RTMP]

 [RTMP]
 [MONEY]

 [RTMP]
 [MONEY]

 [MONEY]

 [music usage info]

 [MONEY]

 [licensing admin service]

 [MONEY]

 [payment service]

 [MONEY]

 [payment service]

 [MONEY]

 [invoicing service]

 [MONEY]  [payment service]

Fig. 1. As-Is value model for handling music rights - background music in restaurants

Considering RS1, we see that this society performs two value activities: (1)
Clearing the right to make public, and (2) Repartitioning the right to make public.

The clearing activity obtains from each restaurant an amount of money
yearly. The clearing activity obtains also money from the background music
providers. Parts of performing the clearing activity are outsourced, in this case
the licensing administration, and invoicing. Consequently, the results of these
activities are modeled as separate value object services in the model, for which
RS1 pays a fee. The shared service in turn uses a banking service to collect pay-
ments by the restaurants and background music providers. The repartitioning
activity obtains the money pot build by the clearing activity, and divides the
pot over the IPR owners. To do so, the IPR society obtains the playlists from
a number of important radio stations. In order to obtain the playlists, the IPR
societies offer legal contract compliance in return. Radio stations are obliged to
give these playlists, as a result of their contracts with IPR societies. Addition-
ally, market research is done to understand the tracks played by other IPR users
than radio stations, so e.g. the restaurants. To this end, the IPR society hires
a Market research company to perform the market research on music usage. The
playlist and market research information is used to divide the money pot over
the IPR owners. Finally, in order to do the actual payment, the IPR society uses
a banking service, for which it pays a service fee.
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3.2 IT Perspective

The IPR society operates its core activities, i.e., clearing and repartitioning,
through a number of software systems, that are interconnected and are exposed
to the outside world as services; and by consuming IT services provided by other
actors. The interactions between the services are mainly message- and/or file-
based.

With respect to the clearing service, Fig. 2.I shows that the restaurant uses an
application, here called :BMuser, that invokes the streaming service (the service
realizing the :Streaming contract in Fig. 2) of the :BMProvider. To pay the fee for
broadcasting music to the IPR society both :BMuser application of the restaurant
and the :BMProvider of background music provider invoke the :Clearing service.
The bottom of Fig. 2.I shows that the IPR society carries out the clearance
activity with two external parties: :SharedSeviceCenter and :InvoicingProvider.
The IPR society has a software system called :UserLicenseSys that manages the
licenses that music users (e.g., restaurants) obtain. In order to get the infor-
mation about the new businesses the IPR society invokes the service enabling
:LicenseAdministration of the :SharedSeviceCenter. For payments to be payed
by music users, the clearance management system :ClearanceMngSys calls the
:Payment service of the invoicing provider.

For the repartitioning service, the radio stations and the background music
providers are obliged to provide playlist information to the IPR society. The IPR
society provides the :Playlistinformation that music users can use to report the
playlist information. To receive the playlist information gathered by the market
research company the IPR society calls the :MusicUsage service. The IPR society
(:RightSociety in Fig. 2) provides :Repertoire Info Service to the IPR owners
in order to register intellectual work (e.g., a track in which they produced).
That way IPR owners (e.g., record company) can invoke this service to manage
repertoire information of their intellectual property.

4 Consonance between the Perspectives

We see consonance as a general problem aiming at relating the two economic-
and IT perspectives and addressing a set of general trade-offs that cross-cut
the two perspectives. Previous section presented the result of Step 1 of our
consonance approach where we modeled the economic and IT perspective of the
IPR e-service. In this section we relate these two perspectives. First, we zoom
into the different requirements of the two perspectives and the extent to which
they are met (Step 2). Next, we present the resulting trade-offs of fulfilling both
perspectives’ requirements, simultaneously (Step 3). Due to space limitations,
we only report the more interesting trade-offs related to actors and services.

4.1 Actors That Are Economically Sustainable and Open

Economic sustainability of actors From the economic perspective, we assessed
whether and how each actor is economically sustainable. In particular, we looked
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I. Clearing Service Network 
Architecture

II. Repartitionig Service 
Network Architecture

Fig. 2. As-Is IT architecture for handling music rights - background music in
restaurants
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at two main aspects: (i) if/how the actors create some sort of profit and (ii) if
the economic model is durable.

Related to profitability of the IPR society, stakeholders emphasized that
unlike what is normally the case with commercial entities, the goal is not max-
imizing the profit of RS itself. Instead, RS aims at maximizing the profit of the
IPR owners (artists and producers). To this aim, RS seeks for minimizing its
internal costs and maximizing the payment to the IPR owners.

Related to the durability of their economic model, RS aims at being eco-
nomically independent, i.e., covering their costs and increase their value. The
stakeholders noted that they include their costs in the calculation for reparti-
tioning money to the IPR owners, meaning that the amount of incoming money
(clearance fee) is always greater than the outgoing money. This ensures that
they remain economically independent.

However, focusing on the durability of the economic model for the IPR owners
(i.e., artists and producers), the stakeholders highlighted an important point of
concern about the timing of payment. Currently, when a track of an artist is
played on the radio, the artist will receive the money (for making that track
public) approximately one year later. This implies that the artists loose one
year of interest on their money. The same applies for the producers (e.g., record
companies). The stakeholders emphasized that today these payments constitutes
a significant part of the income of the producers.

Bottom Line: to ensure economic sustainability of IPR owners the timing of
the payments should to be improved.

Openness of actors. From the IT perspective, we assessed to what extent the
cross-organizational IT network allows the actors (service providers and con-
sumers) to join and leave the network on-the-fly. In particular, we looked at
whether the IT architecture (see Fig. 2) allows for addition of new types of
actors.

The stakeholders emphasized that new technological advancements are intro-
ducing new type of actors in IPR societies. For example, internet-based tech-
nologies have introduced new types of music broadcasting such as Podcasting.
Podcasting music allows the precise counting of music use if each listener reports
track usage to a counting service. Reporting the music usage can be done through
three types of actors (i) music users via their application, (ii) the podcasting
music provider, and (iii) a third-party playlist provider. This implies that the
IT perspective needs to be open enough to support addition of the new types
of actors such as podcasting music provider or playlist provider. What hinders
such openness, however, is the lack of use of open standards. Currently, in the IT
architecture of IPR e-services the communication between actors is file-based,
meaning that they have to agree upon and communicate based on a pre-defined
format. A better alternative would be to use open, web-based standards such as
WSDL and web service technology. The current IT architecture, however, does
not support web service standards.
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Moreover, currently IPR handling in many countries is a monopolistic activ-
ity as IPR societies are appointed and controlled by the local government. In the
near future, however, it is expected that the private entities will be allowed to
act as IPR societies. Music users, artists and producers may then select their
preferred IPR society for clearance and repartitioning. To fulfill this requirement
the IPR societies need to collaborate with each other and even collect fees for
international IPR owners, rather than national ones. This introduces a new level
of openness enabling actors to change roles and join and leave the IPR service
network on-the-fly.

Bottom Line: lack of standardization has hampered the openness for actors
which, according to the stakeholders, is absolutely necessary for the future needs
of the IPR society.

Consonance between economically sustainable and open actors. In short term,
there are trade-offs between the economic sustainability and openness of actors.
Enabling the IT perspective to support openness does not come for free and
requires significant investments. These investments initially might negatively
affect economic sustainability. On long term, however, openness and economic
sustainability can be synergic. If the actors are open (e.g. based on standards,
web-services and alike), they can more easily, and so more cheaply, interact with
IPR users (such as radio stations). Additionally, if international societies interact
with each other using standards, it could be easier to exchange rights, payments,
and playlist. Thus, more international rights could be cleared against lower costs.
Therefore, the total amount of money to be paid increases as (i) increase in
number of IPR owners leads to increase in amount of collected money, and (ii)
standardization leads to lower costs. Therefore, the increase in amount of col-
lected money and cost reductions results in higher payments to more IPR owners.
Consequently, on the long term, there is no trade-off between sustainability and
openness, rather they re-enforce each other.

4.2 Services That Are Value Adding and Reusable

Value-adding services From the economic perspective, we assessed whether the
services create value for the consumers. Simply put, if the services are activ-
ities that consumers are willing to pay for. As shown in Fig. 1, there are two
commercial services: Clearing and Repartitioning. The stakeholders indicated that
two main factors determine the value of IPR services to the IPR owners: (i) high
precision in repartitioning calculations, and (ii) maximizing the money being
paid to the IPR owners. To ensure high precision, there are important manual
actions, although the largest part of the two services is carried out automatically.
For instance, matching a played track with the artists is carried out, partially,
manually. Such manual operations, although benefiting the precision, however
have some disadvantages: they increase human resources costs as more human
effort is needed; they require skilled personnel, hence training costs; and they
include faults caused by human mistakes (e.g., typos). Since manual operations
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have costs, they negatively affect the second value factor, i.e., maximizing the
money being paid to the IPR owners.

Bottom Line: although precision in the repartitioning of collected money
between the IPR owner is a good motivation for manual operation of some busi-
ness activities, increasing the level of automation has obvious business benefits.

Reusability of services. From the IT perspective, we assessed if the services are
reused in various business scenarios, and found that this is not the case for the
IPR e-services, although there are many reuse opportunities. for instance, the
stakeholders pinpointed that two of the main assets of the IPR society are (i)
repository of repertoire information, and (ii) business licenses; with the IPR
society’s move to internationalization of their services, it becomes essential that
the repertoire and licensing data services (i.e., services realizing :RepertoireInfo

and :LicenseAdministration contracts in Fig. 2), are reusable by various inter-
national societies and in different business scenarios.

Bottom Line: future scenarios require higher levels of reuseability of services.

Consonance between value-adding and reusable services On one hand, there are
trade-offs between high precision in the repartitioning calculations and maximiz-
ing the money being paid to the IPR owners. Our discussions with the stake-
holders revealed that precision in the calculations is their highest priority. Thus,
their current trade-off (semi-automated over fully automated services) remains
unchanged. On the other hand, there are trade-offs between reusability and value
creation of services, because reusability comes with a price, and decreases the
amount of money being paid to the IPR owners.

5 Lessons Learned

In this work we focused on the conflicting requirements between the economic-
and IT perspectives and addressed their consonance as the mutual adjustment
of those conflicts. In what follows, we discuss our observations related to the
application of our approach, lessons learned, and foreseen improvements.

5.1 Exposing Consonance Trade-offs

Observation. We observed that by focusing on the conflicting requirements, our
approach makes the implicit trade-offs about consonance of the economic- and IT
perspectives explicit. For example, by simultaneously focusing on the economic
sustainability and openness of actors, we triggered stakeholders to identify var-
ious associated trade-offs. The e3value and SoaML models are kept deliberately
simple to facilitate the tractability and understandability requirements of our
approach. We observed that the stakeholders understood the models, and used
the two models and their corresponding differences as a starting point for iden-
tifying the trade-offs and design problems.
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Lesson. In exposing trade-offs our approach showed to be effective. To do so,
the used models should only capture the essentials and therefore be easy to
understand. The approach directly revealed which conflicting requirements got
higher weight, and whether this is desirable. In sum, it led to a lean and to-the-
point approach to consonance where the primary focus is on trade-offs.

Improvement. The stakeholders showed interest in having views and viewpoints
[9] that are specifically made for their domain. Those viewpoints should frame
and highlight the conflicting requirements and visualize their possible prioriti-
zation.

5.2 Short-term Consonance Trade-offs Can be Long-term Synergies

Observation. We observed that although, in shorter period of time (e.g., 1 year),
some of the conflicting requirements lead to trade-offs, in the long term (e.g.,
after 5 years) those requirements can be synergic. An example is the economic
sustainability and openness of actors (see Section 4.1). Openness comes with a
price that is a pressure on sustainability. On the long term, however, openness
serves economic sustainability as it maximizes the amount of money to be paid
to the right owners.

Lesson. Mainly in the reasoning leading to identification of trade-offs the notion
of time remains implicit, although it is inherent in trade-off analysis and decision
making [10]. In this work we learned that it is important to turn this situation
around by explicitly capturing the timeframe of trade-offs.

Improvement. The stakeholders emphasized the importance of tools and tech-
niques that explicitly capture and visualize consonance trade-offs, over time.

6 Discussion

6.1 Impact of Consonance on Requirements Engineering

Concerning our interpretation of e-services—commercial services which are
provisioned via information technology—development of e-services obviously
requires a software engineering effort, and as part of it, a requirements engineer-
ing process. Such a requirements engineering process entails the business devel-
opment activity, too. This implies that requirements engineering for e-services
is not limited to software system requirements only, but should incorporate eco-
nomic requirements, such as economic sustainability of the e-service at hand for
all actors involved also. This is already acknowledged by recent requirements
engineering approaches [11], for instance in the field of goal modeling [12]. How-
ever, our approach recognizes specific goals such as economic sustainability.

In addition, early exploration of e-services needs development of both eco-
nomic and IT requirements in harmony. IT requirements are important because
e-services heavily rely on technology for their provisioning (most digital content
services are in fact substantial IT operations). Economic considerations, such
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as economic sustainability are important because otherwise the commercial ser-
vice would not be offered in the first place. Significant trade-offs between these
two type of requirements need to be addressed early in the requirements engi-
neering process because both economic sustainability and feasible information
technology are needed for the e-service at the same time.

6.2 Related Work

Alignment has been researched in the fields of Requirements Engineering, Busi-
ness Science, and Computer Science. In what follows we classify a number of
recent approaches. What is common among these approaches is that they focus
only on mapping different elements, and balancing incompatible objectives is not
supported. This implies that the current focus consists of mapping the matching
elements, rather than balancing discrepancies and conflicts. This work, to the
best of our knowledge, is the first that externalizes the conflicting requirements
and makes the trade-offs posed by such conflicts explicit.

Alignment Approaches in Requirements Engineering. Alignment in
Requirements Engineering (RE) field is considered a form of requirements engi-
neering. RE acknowledges that different stakeholders are involved, each with a
different interest. Thus for proper requirements engineering, multiple perspec-
tives have to be taken [13]—for example, an economic and IT perspective. From
a requirements engineering point of view, these perspectives must represent the
same system. Or in other words, the perspectives must be aligned [13]. Most of
the approaches in RE map business elements to IT requirements (e.g., business
strategy to requirements [12,14]). Our focus, however, is to treat the discrepan-
cies as first class elements and balance conflicting requirements.

Alignment Approaches in Business Science. An analysis of over 150 articles
reveals that most approaches in this field focus on integration between business-
and IT strategies and requirements of a single enterprise [3]. In recent years, a
number of approaches addressed alignment in networked organizations [11,15,
16]. Their IT perspective, however, is scoped down to high-level analysis models
only (e.g., business and coordination process models [17]).

AlignmentApproaches inComputerScience.Alignment in these approaches
entails mapping different service-oriented elements. Some link service network-
and business process models [18]; while others link business- and software service
models [19]. Although the aforementioned approaches appear to be quite differ-
ent, they all converge to a common perception of “business”, i.e., activities or ser-
vices that are eventually supported by IT services. In this sense, business services
are higher-level abstractions of software services, the same as analysis models are
higher level abstractions of design models. In practice, however, “business” does
not entail higher level abstractions of IT services only. In turn, business might
include elements that are in essence inconsistent with their corresponding IT ele-
ments. We argue that such simplistic perception of “business” is one of the main
sources of confusion which make alignment especially challenging.
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7 Conclusion

When Service Orientation was first introduced, many companies perceived it as
providing the solution for the old alignment problem. After a decade, alignment
still remains unsolved. Our consonance approach addresses a fundamental issue
in the alignment problem: the implicit treatment of the important and diffi-
cult trade-offs between the two economic- and IT perspectives. Our approach,
which brings the discrepancies and trade-offs into focus, can be adopted incre-
mentally to make adjustments between the conflicting requirements. One way
of addressing the consonance trade-offs is to guide the decision making using
conflict-centric architectural viewpoints. In the requirements exploration phase,
it is important to use tractable and easy understandable requirement representa-
tion formalisms, due to the limited time available due to the competitive nature
of e-service projects, and the broad range of stakeholder interests. To this aim,
future work will design viewpoints for aligning economic- and IT perspectives.

In this study we have relied on input and feedback from the stakeholders of
IPR to study whether our consonance approach supports their reasoning. The
feedback, although informal, has been positive. The consensus was that the mod-
els brings attention to what really matters in each perspective, and that the focus
on discrepancies help their reasoning for alignment. Future work includes empir-
ical validation of the effects of consonance approach in practitioners’ reasoning.
This requires engagement of a broad community of practitioners in e-service
projects .

A limitation to generalizability of results is that the study was conducted at
one company which means the findings are specific to this study. Two aspects,
however, mitigate such limitation (i) to cover both economic- and IT perspec-
tives, we chose stakeholders with different roles of he Chief IT and Chief Finan-
cial Officer of the IPR society, who hold extensive experience and are aware
of requirements of each perspective. (ii) being heavily involved in collaboration
with other sister IPR societies in Europe and United States, the stakeholders
brought insight from IPR networks in those countries as well. Both aspects play
in favor of generalizability of our results.
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Abstract. [Context and motivation] Stakeholder requirements are notoriously 
informal, vague, ambiguous and often unattainable. The requirements engineer-
ing problem is to formalize these requirements and then transform them through 
a systematic process into a formal specification that can be handed over to de-
signers for downstream development. [Question/problem] This paper proposes 
a framework for transforming informal requirements to formal ones, and then to 
a specification. [Principal ideas/results] The framework consists of an ontolo-
gy of requirements, a formal requirements modeling language for representing 
both functional and non-functional requirements, as well as a rich set of refine-
ment operators whereby requirements are incrementally transformed into a for-
mal, practically satisfiable and measurable specification. [Contributions] Our 
proposal includes a systematic, tool-supported methodology for conducting this 
transformation. For evaluation, we have applied our framework to a public re-
quirements dataset. The results of our evaluation suggest that our ontology and 
modeling language are adequate for capturing requirements, and our methodol-
ogy is effective in handling requirements in practice.  

Keywords: Requirements modeling language · Functional requirements · Non-
functional requirements · Ontologies 

1 Introduction 

Stakeholder requirements are notoriously informal, vague, ambiguous, and often unat-
tainable. The requirements engineering problem is to formalize and transform these 
requirements through a systematic process into a formal, consistent and measurable 
specification that can be handed over to designers for downstream development. In 
fact, this is the core problem of Requirements Engineering (RE).  

Predictably, there has been much work on transforming informal requirements to a 
formal specification, going back to the early 90s and before [1][2]. Some of this work 
exploits AI techniques such as expert systems and natural language processing (NLP) 
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[1]. Other proposals offer a systematic way for formalizing a specification [2]. How-
ever, the core problem has not been addressed effectively and has remained open, as 
attested by current requirements engineering practice, where word processors and 
spreadsheets continue to constitute the main tools for engineering requirements. For 
example, according to a webcast audience poll conducted by Blueprint Software Sys-
tem in 2014, more than 50% of the participants said that they are using documents 
and spreadsheets for conducting requirements1 engineering. To address the poor sup-
port for collaboration, traceability, and management offered by such vanilla tools, 
there have been proposals for requirements-specific tools (e.g., Rational DOORS [3]) 
that support RE-specific activities, such as elicitation, modeling, specification and 
traceability management. However, these tools pay little attention to the derivation of 
requirements; instead, they focus more on the management of derived requirements. 

Our work attacks the problem afresh, making the following contributions: 

• Offers a comprehensive ontology of requirements, which consists of various kinds 
of goals: functional, quality and content goals (descriptions of world sates, i.e., 
properties of entities in the real world). In addition, our specifications include func-
tions (aka tasks), functional constraints, quality constraints, state constraints (ma-
chine states that reflect world states) and domain assumptions. 

• Proposes a requirements modeling language that can capture the kinds of require-
ments identified in our requirements ontology, as well as interrelations between 
them. We also provide a methodology for refining informal stakeholders require-
ments into formal specifications. 

• Presents a three-pronged evaluation of our proposal using a prototype supporting 
tool and the PROMISE requirements set [4]. First, we classify the whole set of re-
quirements according to our ontology in order to evaluate its coverage; second, we 
encode all the requirements in the set using our language to assess its adequacy; 
third, we apply our methodology to two case studies from the dataset, where for-
mal specifications were derived from informal requirements for a meeting schedu-
ler and a nursing scheduler exemplar2.  

The rest of the paper is structured as follows: Section 2 reviews related work, Sec-
tion 3 outlines our research baseline, Section 4 presents our requirements ontology, 
Section 5 sketches the language for capturing requirements, Section 6 presents a me-
thodology (including refinement operators) for deriving formal specification from 
informal stakeholder requirements, Section 7 presents the three-pronged evaluation, 
Section 8 summarizes contributions and offers a glimpse of forthcoming work. 

2 Related Work 

The transformation from informal requirements to formal specifications has been the 
subject of research for more than 25 years. Early work by Fraser et al. [5] proposed 
guidelines for developing VDM specifications from Structural Analysis (mostly Data 

                                                           
1  http://www.blueprintsys.com/lp/the-business-impact-of-poor-requirements/ 
2  Due to space limitations, only the meeting scheduler case study is presented in this paper. The 

two complete case studies are available at http://goo.gl/GGceBe. 
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Flow Diagrams). Giese at al. [6] tried to relate informal requirements (UML use case) 
to formal specifications written in Object Constraint Language (OCL). Seater et al. 
[7] have discussed how to derive system specifications from Problem Frame descrip-
tions through a series of incremental steps (problem reduction). These approaches 
focus on functional requirements (FRs), and pay little attention to non-functional 
requirements (NFRs).  

KAOS [2] constitutes a landmark goal-oriented methodology for deriving formal 
operational specifications from informal stakeholder requirements. In KAOS, goals 
elicited from stakeholders are formalized using Linear Temporal Logic (LTL), refined 
to sub-goals through a set of refinement patterns, and operationalized as specifications 
of system operations (pre-, post- and trigger conditions) by following a set of formal 
derivation rules [8]. This transformation process has been extended by many other 
researchers for deriving formal system specifications from KAOS goal models, as in 
[9]. The KAOS methodology does facilitate the derivation of functional system speci-
fication from stakeholder goals; however, it does not offer support for specifying and 
refining NFRs, and does not address ontological considerations for requirements. 

The NFR Framework (NFR-F) [10] was the first proposal to treat NFRs in depth. 
NFR-F used softgoals (goals with no clear-cut criteria for success) to capture NFRs. 
Softgoals have the syntactic form “type [topic]” (e.g., “accuracy [account]”, where 
“accuracy” is a type and “account” is a topic). The framework offers contribution 
links for linking software design elements to softgoals, and several operators for de-
composing softgoals. Our work builds on these ideas, but aims to offer a comprehen-
sive set of concepts for modeling and analyzing all requirements, not just NFRs. 

Quality quantification has been used repeatedly to make NFRs measurable. In this 
regard, ISO 9126-2 [11] proposed a rich set of metrics for quantifying various quality 
attributes, while the P-language [12] suggested use of “scale and meters” to specify 
NFRs. However, these proposals do not offer guidelines or methodologies for deriv-
ing formal NFR specifications from informal ones. Techne [13] has proposed opera-
tionalizing softgoals into quality constraints which do come with clear-cut criteria for 
success. Techne facilitates the quantification of softgoals; however, like its NFR-F 
ancestor, it does not treat well existential dependencies between qualities and func-
tional goals, a distinguishing feature of our proposal. 

Ontologies, typically ontologies of specific domains for which requirements are 
desired, have been employed in RE mainly for activities or processes [14]. These 
efforts, however, are not proposals for an ontological analysis of requirements no-
tions. In fact, few researchers have attempted to ontologically analyze requirements. 
Our goal here is in the ontological classification and conceptual clarification of differ-
ent requirement kinds. In this spirit, the work that is strongly related to ours and rece-
ives the most attention in the literature is the Core Ontology for RE (aka CORE) [15]. 
Our work proposed in [16] and continued here is in line with CORE in several as-
pects. For instance, both proposals are founded on the premise that requirements are 
stakeholder goals and that NFRs should be interpreted as requirements that refer to 
qualities. However, there are also important differences between the two proposals. 
Firstly, CORE is based on the DOLCE foundational ontology, and ours is built on 
UFO [17]. As discussed in [16], UFO offers a richer set of categories to cover some 
important aspects of the RE domain, especially regarding the analysis of functional 
and quality requirements (as shown in Section 4). Secondly, CORE contains a number 
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of deficiencies in handling NFRs [16]. For instance, it is unable to capture a class of 
requirements that refer to both function and quality, or neither qualities nor 
processes/events (in ontological term, perdurants), but entities (endurants), and it does 
not favor the expression of requirements that are vague but do not refer to qualities. 

3 Research Baseline 

This work builds on our recent work on quality requirements (QRs) [16][18], where we 
proposed an ontology for classifying, a formal language for modeling, and some refine-
ment operators for refining QRs. Our existing requirements ontology (as shown in the 
unshaded part of Fig. 1) is based on a goal-oriented perspective where all requirements 
are goals of one sort or another. That ontology, however, focuses on quality goals (QGs) 
and quality constraints (QCs) that are used to capture quality requirements (QRs). These 
constitute the most important class of what has been traditionally called non-functional 
requirements (NFRs). The difference between a QG and a QC is that the former is vague 
while the latter comes with a clear-cut criterion for success.  

According to [18], we treat a quality as a mapping from its subject to a quality re-
gion, and define a QR as a QG that requires a quality to map into values within a region 
QRG. Therefore, we write a QG as Q (SubjT): QRG, a syntactic abbreviation for ∀x. 
instanceOf (x, SubjT) → subregionOf (Q(x), QRG), meaning that for each individual 
subject x of type SubjT, the value of Q(x) should be a sub-region of (including a point 
in) QRG. Note that the subject of a quality is not limited to an entity, function/task or 
process, but can also be a goal, as well as a collective of entities or processes (e.g., as in 
“90% of all executions shall be within 5 sec.”). 

Using this syntax, the requirement “the product shall return (file) search results in 
an acceptable time” can be captured as in Eq. 1.2. Quality constraints (QCs) that 
operationalize QGs use the same syntax, but must have a measurable region (see Eq. 
1.3). For more interesting examples please refer to [16][18].  

search’ := search <actor:{the product}><object: file> 

QG1-1 := processing time (search’) : acceptable 

QC1-2 := processing time (search’) : ≤ 8 sec. 

(1.1) 

(1.2) 

(1.3) 

In addition to the syntax, we provide operators for refining QGs/QCs, including relax 
and focus. Relax is used to make a requirement practically satisfiable or alleviate incon-
sistency between requirements. Specifically, we use U (universality), G (gradability), 
and A (agreement) operators to relax practically unsatisfiable requirements. For exam-
ple, we weaken “all the runs of file search” to “x% of the runs” by using U, relax “with-
in 8 sec.” to “nearly within 8 sec.” by using G, or relax “(all the) web users shall report 
the UI is simple” to “y% of the web users” by using A. Focus offers two ways to refine a 
QG: via the quality Q based on reference quality hierarchies (e.g., ISO/IEC 25010 [19]) 
or via the subject type SubjT according to the parts of an entity or the functional goal 
hierarchy. Take a “security” QG in a software development process for example, in the 
former case, stakeholders may lay particular emphasis on one of its sub-qualities, say 
“integrity”; in the latter case, we may not need to secure the entire system (e.g., the 
interface) but some important parts (e.g., the data transfer module).  
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4 An Ontology for Requirements 

In this section, we extend the ontology of NFRs in our previous work [18] to a full-
fledged ontology for requirements, with a focus on functional and content requirements. 
Our classification criteria is based on fundamental concepts such as function, quality 
and subject (the bearer of a quality function), along with the ontological semantics of 
the Unified Foundational Ontology (UFO) [17]. In general, both functions and qualities 
are existentially dependent characteristics that can only exist by inhering in their sub-
jects (bearers). For example, the product search function or the reliability of an  
e-commerce website would depend on that specific system. Roughly, a quality is always 
manifested as long as it exists. In contrast, a function (capability, capacity) is ontologi-
cally a disposition, and is only manifested when certain situations hold. Function ma-
nifestations amount to happenings of events that bring about effects in the world. 

In UFO, most perceived events are polygenic, i.e., when an event is occurring, 
there are a number of dispositions of different participants being manifested at the 
same time. For example, a manifestation event (i.e., a run) of the product search func-
tion will involve the capacities of both the system and a user. In software develop-
ment, we can design the capacities of the system (a search function), but often make 
assumptions about the capacities of the user (e.g., the user is not visually impaired, 
the user masters a certain language). These kinds of requirements will be captured as 
functional goals and domain assumptions in our requirements ontology. 

An overview of our extended requirements ontology is shown in Fig. 1, with new 
concepts shaded. A goal can be specialized into a functional goal (FG), quality goal 
(QG) or content goal (CTG), to be discussed in detail later. Note that a goal may be-
long to more than one category, such as FG and QG (e.g., “the system shall collect 
real-time information”), or FG and CTG (e.g., “… display students records, which 
include ID, name, GPA, etc.”). When this is the case, a goal is refined into FG and 
QG sub-goals, or FG and CTG ones. As in [18], a goal can also be operationalized by 
domain assumptions (DAs), which are assumptions about the operational environment 
of the system-to-be. E.g., “The system will have a functioning power supply”.  

 

Fig. 1. The extended requirements ontology (based on [18]) 

Functional Goals, Functions and Functional Constraints. A functional goal (FG) 
represents a requirement that is fulfilled through one or more functions. Following the 
ontological underpinnings of our approach, an FG would come with the following  
associated information: (1) function — the nature of the required capability; (2) situation 
— the conditions under which the function can be activated; often this includes  
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pre-conditions (characterizations of the situation), triggers (the event that brings about 
that situation), but also actors (agents), objects, targets, etc.; (3) event — the manifesta-
tions or occurrences of the function; (4) effect (post-conditions) — situations that are 
brought about after the execution of the function; and (5) subject — the individual(s) that 
the function inheres in. For example, in the requirement “the system shall notify the real-
tor in a timely fashion when a seller or buyer responds to an appointment request”, the 
“notify” function, which inheres in “the system”, will be activated by the situation “when 
a seller or buyer responds to an appointment request”. Moreover, its manifestation, a 
notification event, is required to occur in a timely fashion (note this is not an effect, but a 
quality of the notification).  

A functional constraint (FC) constrains the situation in which a function can be 
manifested. That is, an FC is usually stated as a restriction on the situation of a func-
tion. For example, in the FG “users shall be able to update the time schedule”, one 
may impose a constraint “only managers are allowed to perform the update”.  

As we can see in these examples, FGs and FCs cannot be simply taken as proposi-
tions, as some goal modeling techniques have it. Rather, they are descriptions. In-
spired by this observation, we use an “attribute: descriptor” language to capture them. 
E.g., the “notify realtors” and the “update time scheduler” examples can be captured 
as in Eq. 2 and Eq. 3, respectively. Note that the curly brackets indicate a singleton, 
and ‘:<’ denotes description subsumption (e.g., Eq. 3 says that the update function is 
subsumed by things that only have managers as their actors). 

 FG2 := Notify <actor:{the system}><object: realtor><trigger: responds< 
<actor: seller  buyer><target: appointment request>> 

    FC3:= Update <object: time schedule>:< <actor: only manager>>> 

(2) 

(3) 

Content Goals and State Constraints. Content goals (CTGs) describe desired proper-
ties of world states, i.e., properties of entities in the real world. For example, a student 
in the real world has Id, name and GPA. To satisfy a CTG, the system-to-be must 
consist of states that reflect such world states. For example, to satisfy the aforemen-
tioned CTG, the student record database table of the system must include three col-
umns: Id, name and GPA. Such desired machine states are termed state constraints. 

Typically, CTGs are needed when defining: (1) data dictionaries, which describe 
required entities with associated attributes (e.g., the student example above); (2) mul-
tiple objects of a function, e.g., in “the system shall display movie title, director, ac-
tor, etc.”, there is an implicit concept “movie detail information”; We show these two 
examples as in Eq. 4.1 and Eq. 4.2 below. 

CTG4-1 := Student record :< <ID: String> <name: String> <GPA: Float> (4.1)
  CTG4-2 := Movie detail information :< <title: String> <director: String>  
  <actor: String> 

 (4.2)

Note that although CTG4-1 and CTG4-2 describe a set of attributes (and their as-
sociated value regions) that should be manipulated by the system, they are not QGs. 
The key point is that it is not descriptions of qualities required to be present in the 
system-to-be, but rather requirements on desired properties of entities in the world, to 
be fulfilled by the system-to-be.  



170 F.-L. Li et al. 

5 A Requirements Modeling Language  

We give the syntax of our language in Fig. 2 using Extended-BNF. Nonterminal are 
in italics, and terminals are quoted or derived from “…Name” nonterminal. 

We start with the definition of Attr, an “attribute: descriptor” pair as shown in line 
1. An attribute can relate an individual to more than one instance of the description, in 
which case we can use cardinality constraints “≥ n”, “≤ n”, “= n”, “n” or “SOME” (n 
is a nonnegative integer, “SOME” means “≥ 1”). For example, “<registerFor: ≥ 3 
course>” is a description of individuals who register for at least 3 courses. If the car-
dinality part is omitted, it is by default “= 1”. The keyword “ONLY” implies that the 
attribute can only have individuals of type described by “Descriptor” as fillers. We 
currently do not provide a built-in set of attributes, which requires an ontology of 
software systems and of the application domain. That is, we allow engineers to invent 
new attributes when needed. 

(01) Attr := '<' AttrName ':' [ [ '≥' | '≤' | '=' ] n | 'SOME' | 'ONLY' ] Descriptor '>' 
(02) Descriptor := atomicValue | automicDataType | SubjT 
(03) SubjT := Entity | Function | Function'.'AttrName  

| 'NOT' '(' SubjT ')' | SubjT  '∧' SubjT  | SubjT  '∨' SubjT 
(04) Entity := EntityName Attr* | Attr+ | '{' IndividualName+ '}'  
(05) Function := FuncName Attr* 

(06) Goal := GoalName 
(07) FG := Function  
(08) QG(QC) := QualityName '(' SubjT ')'  ':' RegionExpr  
(09) RegionExpr := region | QualityName '(' SubjT ')'   
(10) CTG(SC)  := Entity  ':<' Attr+ 
(11) FC := SubjT ':<' Attr+  
(12) DA := SubjT (':<' | '≡') SubjT 

 

Fig. 2. The Extended-BNF syntax for our language 

The descriptor of an attribute can be an atomic value (e.g., “Trento” as the value of 
address, “5€€ ” as the value of price), atomic data type (e.g., String, Double, and Text), 
or a subject type SubjT (line 2). A SubjT can be an entity, a function, a filler of an 
attribute in a function, the negation of a SubjT, the conjunction or union of SubjTs 
(line 3). Note that a SubjT is a type (or a class in object-oriented terms), and not an 
individual (instance). If the SubjT is a singleton, we wrap it with a curly bracket, e.g., 
{the product}. The constructors ‘NOT, ‘∧’, and ‘∨’ applied to SubjT are standard set 
operations. An example can be “(active ∨ outdated) ∧ record”. Note that a function is 
treated as a type, having its runs as associated set. 

An entity is composed of an optional entity name and a list of “attribute: descript-
or” pairs, or a set of specific individuals (line 4). An anonymous entity is an entity 
with omitted name. For example, “<accessedBy: manager>” represents a type of enti-
ty that is accessed by managers. A function is represented in a similar way, but must 
have a function name (line 5). Since a SubjT (e.g., an entity or function) itself can be 
further qualified by attributes, resulting in nested descriptions (a trademark feature of 
Description Logics). For example, in “the product shall record all the equipment that 
has been reserved”, “equipment” is the object of the function “record”, and also has 
an attribute “status” (see FG6 in Eq. 6). 
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FG5 := Protect <actor: {the system}><object: user info ∧ private > (5)

FG6 := Record <actor: {the system}> 
<object: equipment <status: reserved>> 

(6)

QG7 := understandability ({the interface}): intuitive (7)

CTG8 := Non-clinical class :< <course name: String>  
<lecture room requirements: Text> < instructor needs: Text> (8)

In general, when a goal has not yet been specialized into sub-kinds like FG, QG or 
CTG, it can be simply written as a natural language string (Fig. 2, line 6). A FG is 
described as a required function (line 7). E.g., “user private information shall be pro-
tected” is captured as in Eq. 5. In line 8, a QG/QC is denoted in the form of “Q 
(SubjT): QRG” (adopted from our previous work [18]), where QRG can be either a 
region (e.g., low, fast, [80%, 95%]) in a value space or an expression that takes val-
ue/region from a value space (line 9). For instance, “the product shall have an intui-
tive user interface” is captured as in Eq. 7, in which “the interface” is a singleton. 

Note that the syntactic form of QGs/QCs enables us to capture the important inhe-
rence relation between qualities and subjects: by “Q (SubjT)”, we mean the quality Q 
inheres in an individual that is of type SubjT and, SubjT can be a function, an entity, 
or a goal. That is, a QG/QC in our framework is able to take a function or an entity 
involved in a function as its inhering subject. Capturing this inherence relation 
enables us to better manage QRs and FRs, as shown in our case study in Section 7. 

A CTG (resp. SC) specifies the world (resp. machine) state of an entity through 
“attribute: descriptor” pairs. For example, the CTG “a non-clinical class shall specify 
the course name, lecture room requirements, and instructor needs” is captured as in 
Eq. 8. We use the subsumption relation (‘:<’) instead of definition (‘≡’) because the 
specific entity could also have other properties not characterized at the moment. E.g., 
a non-clinical class may include extra attributes, such as “course introduction”. An 
FC is defined in a similar way, but can be imposed on either a function or an entity 
(type). E.g., “only managers are allowed to access data tables” can be captured as 
“data table :< <accessedBy: ONLY manager>”. Finally, a DA assumes a SubjT to be 
subsumed by or equal to another SubjT. For instance, the DA “the system will run on 
Windows” can be encoded as “{the system} :< <operation system: Windows>”. The 
definition relation (‘≡’) in DAs can be used to connect semantically equivalent con-
cepts, e.g., “list of class ≡ sequence of class”.  

The semantics of our language can be formalized by translation to a logic that has 
its own formal semantics already. As an example, interested readers can refer to our 
technical report available at http://goo.gl/GGceBe for a translation of our language to 
a Description Logic (DL) language, OWL [20] in this case . 

6 A Methodology for Transforming Informal Requirements 
into a Formal Specification 

In this section we first introduce two refinement operators that will be used for refin-
ing requirements, and then present a three-staged methodology for transforming  
informal requirements to a formal specification. 
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Refinement Operators. In our previous work [18], we have proposed Relax and Fo-
cus to refine QGs. Here we extend the set of refinement operators with Operationali-
zation and Contribution, to facilitate the transformation process.  

Operationalization. In our framework, operationalization transforms requirements 
to specifications. In general, a FG can be operationalized as function(s) and/or FC(s), 
a QG is operationalized by QC(s), and a CTG is operationalized by SC(s). FGs can be 
treated as the effect (post-condition) of functions: once the operationalizing functions 
are performed, the corresponding FG will be satisfied. To operationalize QGs, they 
must be made measurable — clear quality metrics and value regions must be defined. 
E.g., “good security” can be operationalized as “monthly unauthorized access shall be 
less than 3”. For this purpose, standards like ISO/IEC 9126-2 [11] that have proposed 
a rich set of metrics for quantifying qualities are helpful. We make use of such stan-
dards in our methodology. To operationalize CTGs that describe world states, we 
need the system-to-be be in certain machine states (e.g., having a certain data base 
schema). Note that a goal (FG, QG or CTG) can be operationalized by domain as-
sumptions (DAs). That is, it can be assumed true as long as the DAs hold. 

Contribution. When QGs are operationalized as QCs, we only have the evaluation 
or success criteria for corresponding QGs. To meet these criteria, the system-to-be 
often needs to perform some functions, adopt certain designs, or impose suitable func-
tional constraints. We use the classic contribution links “help”, “hurt”, “make” and 
“break” from NFR-F, to capture the relations between such functional elements and 
QGs. E.g., to achieve the “good security” QG above, we may need to include in our 
design functions such as “authenticate users” and “authorize users” to prevent unau-
thorized access. Note that contribution links are used to capture relations between 
functional elements and QGs at design-time, and QCs that measure QGs are evaluated 
at run-time. E.g., in the above example, at design time we may take that “good securi-
ty” will be satisfied if the two contributing functions are present; at run-time, we need 
to monitor and check if “monthly unauthorized access” is less than 3 times (a QC).  

A Three-Staged Methodology. Our methodology consists of three phases: (1) an in-
formal phase, where informal requirements are disambiguated and broken down into 
goals representing single requirements; (2) a formalization phase, where each infor-
mal goal is formalized, along with its relationships to other goals; (3) a smithing 
phase, where refinement operators are iteratively applied on formally specified goals 
to derive unambiguous, satisfiable, mutually consistent and measurable specifications.  

Informal Phase. Each requirement is treated here as a proposition and can be mod-
eled and refined using existing goal modeling techniques (e.g., Techne [13]). The 
main tasks of requirement engineers in this phase are to: (1) identify key stakeholder 
concerns and classify them according to the requirements ontology of Fig. 1; (2)  
decouple composite concerns to make them atomic, and (3) refine high-level require-
ments to low-level ones and link functional elements to QGs in the spirit of goal-
oriented refinement techniques.  

Step 1: Identify key concerns and classify requirements. We ask the question “what 
does a requirement r concern?” to determine its classification, and provide some op-
erational guidelines as follows:  

• If r refers to both function and quality, then it is a composite goal. E.g., “the system 
shall be able to interface with most DBMSs” is composite since it refers to a func-
tion “interface” and a universality quality “most” over the set of DBMSs. 
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• If r refers to only function(s), then it is a FG.  
• If r refers to only quality(-ies) and is vague (clear) for success, it is a QG (QC)  
• If r constrains the situation of a function (e.g., actor, object, pre-condition, etc.), 

then it is a FC. E.g., “the students added to a course shall be registered”.  
• If r makes an assumption about the environment of a system, then it is a DA. For 

example, “the product will be used in an office environment”.  
• If r describes the attributes a real-world entity shall possess, then it is a CTG.  

Step 2: Separate Concerns. In case a requirement r is a combination of concerns, 
they need to be separated:  

• If r is a combination of function and quality, it can be focused into a FG and a QG. 
E.g., the DBMS example shall be decomposed into a FG “the system shall be able 
to interface with DBMSs” and a QG “most of the DBMSs”. 

• If r refers to sibling functions/qualities, it shall be separated such that each result-
ing requirement concerns one function/quality. E.g., “the system shall allow enter-
ing, storing and modifying product formulas” shall be decomposed into “the system 
shall allow entering …”, “… storing …”, and “… modifying …”.  

• If r refers to nested qualities, we decouple them starting from the innermost layer. 
E.g., the QG “at least 90% of the tasks shall be completed within 5 sec.” can be de-
coupled into two QGs: QG1 “processing time within 5 sec.”, and QG2 “QG1 shall 
be fulfilled for more than 90% of tasks” (a universality QG).  

• If r is a mix of function and content, it is suggested to define a CTG and a FG, 
respectively. E.g., for “display date and time”, we will have a CTG that defines an 
entity “calendar” with attributes date and time, and a FG “display calendar”. 

• If r includes purposes or means, it shall be decomposed to different goals, which 
will be connected using refinements or contribution links. E.g., for “the product 
shall create an exception log of product problems for analysis”, we will have a FG 
“analyze product problems” being refined to “create an exception log”.  

Step 3: Refine Requirements. In this step, we refine high-level goals to low-level 
ones by utilizing AND-refine or refine, and link functional elements to QGs through 
contribution links based on domain knowledge.  

Formalization Phase. Here we formalize each goal in accordance with its classifica-
tion. In the discussion below we focus on FGs, QGs and CTGs. As for other elements 
such as FCs and DAs, readers can refer to our syntax introduction in Section 5.     

• Functional Goals. For FGs, we often need to find out its actor, object, and some-
times its target, pre-, post- and trigger conditions. For example, for “when a confe-
rence room is reserved, the scheduler shall be updated”, we can write “update 
<object: scheduler> :< <trigger: reserve <object: room>>”. 

• Quality goals. The three key elements of a QG include quality, subject and desired 
quality region. Note that the subject can be either a bare function/entity or a complex 
description. For example, for “90% of the maintainers shall be able to integrate new 
functionality into the product in 2 work days”, there are two qualities: “operating time” 
for an integration process and “universality” for the set of maintainers. We thus define 
two QGs: “QG1 := operating time (integrate <actor: maintainer> <object: new ∧ func-
tionality> <target: {the product}>): 2 work days”, and “QG2 := U (QG1.actor): 90%”.   
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• Content Goals. CTGs require the system-to-be to represent certain properties of 
entities in the real world. For example, “the system shall display date and time” 
will be captured as a CTG “Calendar :< <hasDate: date> <hasTime: time>” and a 
FG “display <actor: {the system}><object: calendar>”. 

The encoding process facilitates the detection and resolution of ambiguity: if there 
is more than one way to encode a requirement, then there is ambiguity. E.g., “notify 
users with email” is ambiguous since it can be mapped into “notify <object: user> 
<means: email>” or “notify <object: user <hasEmail: email>”. In such situation, 
stakeholders have to identify the intended meaning(s).  

Smithing Phase. Once goals have been formalized, we iteratively apply refinement 
operators relax, focus, operationalization, and contribution to derive satisfiable and 
measurable requirements specifications:  

Step 1: Relax. In this step, we analyze whether a requirement is practically satisfia-
ble or not, and use the three operators U, G, A, or a composition thereof to relax a 
requirement to an acceptable degree. For instance, the requirement “all the tasks shall 
be finished within 5 sec.”, captured as “QG1:= processing time (tasks): within 5 sec.”, 
can be relaxed by using G: “QG2 := G (QG1): nearly” (all the task shall be nearly 
within 5 sec.), or U: “QG3 := U (QG1): 90%” (90% of the tasks shall be within 5 
sec.),  or even both “QG4 := U (QG2): 90%” (90% of the tasks shall be nearly within 
5 sec.). The A operator is mainly applied to subjective QGs, e.g., “the interface shall 
be simple”, captured as “QG5 := appearance ({the interface}): simple”, can be re-
laxed using A as “QC6 := A (QG5): the majority of surveyed users”. 

Step 2: Focus. We focus QGs in two ways: via the quality Q or via the subject type 
SubjT. For example, the QG “usability ({the product}): good” can be focused into 
“learnability ({the product}): good” and “operability ({the product}): good” by fol-
lowing the quality hierarchy in ISO/IEC 25010. These quality goals can be further 
refined along subject hierarchy, e.g., a meeting scheduler often has functions like set 
up meeting and book conference room, so the quality “learnability” can be further 
applied to these functions, obtaining QGs “learnability (set up meeting): easy” and 
“learnability (book conference room): easy”. 

Step 3: Operationalization. In this step, we operationalize FGs as functions, FCs, 
DAs or their combinations thereof, QGs as QCs, and CTGs as SCs. Our understand-
ing of manifesting events of functions as polygenic enables us to systematically ope-
rationalize FGs. Take the example of “the system shall notify realtors in a timely 
manner”. What kind of effect is required to satisfy the FG? Is it the case that the goal 
is satisfied by merely a message being sent by the system? Or, alternatively, does the 
FG also require the message to be properly received by realtors? In the former case, 
we only need to design a “send notification” function and simply assume certain ca-
pacities on receiving (adding one or more DAs). However, in the latter case, we 
should design both the sending and receiving functions such that the joint manifesta-
tions of these functions have the desired quality (i.e., “timely”). When operationaliz-
ing QGs, vague by nature, to measurable QCs, we suggest using “prototype values” 
[16] to help define quality regions. For example, to operationalize the QG “the learn-
ing time of meeting scheduler shall be short”, we first ask stakeholders “how long is 
short?” Their answers provide prototype values. We can then employ mathematical 
techniques such as probability distribution or Collated Voronoi diagram, using the 
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obtained prototype values to derive corresponding regions [16]. When operationaliz-
ing CTGs, properties of real-world entities being characterized will be mapped to 
corresponding machine states, often data base schemas. For example, the CTG “Stu-
dent :< <hasId: String> <hasName: String><hasGPA: Float>” will be operationalized 
as a SC “Student Record: <Id: varchar> <name: varchar> <GPA: float>”.  

Step 4: Contribution. As discussed, we use contribution links to capture the rela-
tions between functional elements and QGs. Note that a functional element may help 
(make) some QGs but can also hurt (break) others, capturing trade-offs between re-
quirements. For example, “encrypt data” can help a security QG while hurting a per-
formance QG. In this case, we can further prioritize QGs through eliciting priorities 
from stakeholders [13]. Sometimes stakeholder requirements contain low-level con-
cerns such as “the system shall be developed using the J2EE runtime library”. In this 
case, it is necessary to consider refinements from a bottom-up perspective: often we 
ask “why” to elicit the implicit higher-level requirement, e.g., good interoperability 
with respect to different kinds of operation systems in this example. 

7 Evaluation  

We present results of our evaluation using the PROMISE (PRedictOr Models in 
Software Engineering) requirements set, which includes 625 requirements collected 
from 15 software projects [4]. This dataset comes with an original classification of 
requirements kinds: 255 items are marked as functional requirements (FRs) and the 
remaining 370 non-functional requirements items are classified into 11 categories 
such as security, usability and availability. The counts of original classifications are 
shown in the second column of Table 1. 

The aims of our evaluation are: (1) evaluate the coverage of our requirements  
ontology by classifying the whole set of requirements; (2) evaluate the expressiveness 
of our language by formalizing all the 625 requirements using our syntax; (3) illu-
strate the effectiveness of our methodology by applying it to two case studies from  
the dataset: meeting scheduler and nursing scheduler. Due to space limitations, we 
present only statistics of our evaluation and the meeting scheduler case study here. 
The complete information of our classification and formal descriptions of the  
625 requirements, the two case studies and our technical report can be found at 
http://goo.gl/GGceBe. 

Evaluating Our Ontology. We went over the full dataset, identified the key concern 
of each requirement, and classified them by following the classification guidelines 
proposed in step 1 of the informal phase. We show our classification counts in Table 
1, where we use ‘+’ to indicate a combination of concerns within a requirement (e.g., 
FG+QG means a mix of FG and QG). These classification results extend the results 
over the 370 NFRs presented in our previous work [18]. 

From each row of table 1, we can see how the original categorization of require-
ments is distributed across our ontological classification. For example, from the origi-
nal 255 FRs, we identified 183 FGs, 6 QGs, 9 FCs, 21 CTGs, 1 FG/FC+QG,  
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Table 1. The ontological classification of the 625 PROMISE Requirements 

Requirements 
Category Original  FG QG FC CTG FG/FC 

+ QG FG+FC FG+ 
CTG DA 

Functional 255 183 6 9 21 1+0 6 29 0 
Usability 67 7 46 2 0 11+1 0 0 0 
Security 66 11 2 39 0 9+2 3 0 0 
Operational 62 14 10 13 0 10+2 6 0 7 
Performance 54 3 43 1 0 4+1 1 0 0 
Look and Feel 38 9 20 0 1 6+2 0 0 0 
Availability 21 0 20 1 0 0 0 0 0 
Scalability 21 1 19 0 0 0 1 0 0 
Maintainability 17 1 10 3 0 2+1 0 0 0 
Legal 13 1 11 1 0 0 0 0 0 
Fault tolerance 10 4 4 0 0 2 0 0 0 
Portability 1 0 0 0 0 0 0 0 1 

Total 625 234 191 69 22 46+9 17 29 8 

 
6 FG+FC, and 29 FG+CTG. Here 51 out of the 255 (20.0%) of the FRs concern con-
tent. We found that most of the security related NFRs are often FG/FC related (the 
third row): 97% of them are identified as FGs, FCs, or combination with other con-
cerns (11 FGs, 39 FCs, 11 FG/FC+QG, and 3 FG+FC). For example, for “only man-
agers are able to deactivate user accounts” (originally classified as a security NFR, 
but in fact is an FC), the system needs to check whether the actor is a manager or not 
when the deactivation function is accessed. One can also see that many requirements 
(101/625, 16.2%) are a mix of concerns (with ‘+’ in their labels).  

Our evaluation shows that FCs, CTGs, and the mix of concerns such as FG+FC, 
FG +QG, and FG+CTG are not trivial and need more attention in practice. The results 
also provide evidence that our requirements ontology is adequate for covering re-
quirements in practice. 

Evaluating Our Language. After classification, we rewrote the set of all 625 re-
quirements using our language to evaluate its expressiveness. In this step, we sepa-
rated the concerns of a requirement if it was composite, and encoded it by following 
the guidelines presented in the formalization phase. Our syntax was able to capture all 
625 requirements, resulting in 1276 statements (nearly double the amount of original 
requirements), including 419 FGs/Fs, 313 FCs, 375 QGs, 90 CTGs and 79 DAs. Note 
that there are 7 instance-level constraints (7/625, 1.12%) identified in our evaluation. 
We are able to express these constraints by using the “same_as” DL constructor [21]; 
however, the use of “same_as” imposes severe limitations on reasoning.  

The count of each type of statement in our language does not strictly correspond to 
the classification counts in Table 1. For example, we have 22 CTG and 29 FG+CTG 
in Table 1, but ultimately 90 rather than 51 CTGs. This is because the original dataset 
includes many composite and nested requirements, e.g., sibling functions, nested 
qualities and content, and we broke these up into separate requirements when encod-
ing them. In addition, we treat domain knowledge as domain assumption(s). For in-
stance, “Open source examples include Apache web server Tomcat” was captured as 
“DA := Tomcat :< web server ∧ open source”.  
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Our language and guidelines facilitate the identification of ambiguity. During the 
formalization process, we identified 24 ambiguous requirements (3.84%), and elimi-
nated the ambiguity by choosing the most likely interpretation. For example, “notify 
users with email” will be encoded as “notify <object: user> <means: email>”. Note 
that although we could have found some ambiguities by reading natural language 
requirements text, using a more ad-hoc, less systematic approach, such an approach 
would likely cause us to miss many ambiguities; as such naïve approaches do not 
force the user to carefully analyze and classify the text. Furthermore, once ambigui-
ties are found, an ad-hoc approach would not tell us what to do when an ambiguous 
requirement is found. Our approach provides a systematic way for not only identify-
ing but also dealing with ambiguities in requirements. 

Our guidelines also contribute to making requirements accurate and concise. E.g., 
for a rather informal statement “the product shall make the users want to use it”, we 
can identify its focus by asking the question “what does it concern?”, and restate it as 
a QG “attractiveness ({the product}): good”, which can be further refined, .e.g., 
“number of users ({the product} <period: one week after its launch>) : ≥ 1000”.    

Evaluating our Methodology. We performed two case studies on the meeting schedu-
ler (MS) and nursing scheduler (NS) project, adopted from the PROMISE data set. 
Here we present the MS case study.  

The Meeting Scheduler (MS) project has 74 requirements, including 27 FRs and 47 
NFRs. A meeting scheduler is required to create meetings, send invitations, book 
conference rooms, book room equipment, etc. We classified the 74 requirements ac-
cording to our ontology, separated the concerns of requirements when needed,  
encoded them by using our syntax. Next, we refined quality goals using the set of 
provided operators, including relax, focus, and operationalization, to make them prac-
tically satisfiable and measurable. Finally, we obtained a specification, which consists 
of 67 functions, 67 QCs, 8 FCs, 3SCs, and 10 DAs (155 in total).  

We kept the requirements (goals, FGs, QGs and CTGs), specifications (functions, 
QCs, FCs, SCs and DAs), and the derivation process (refinement, operationalization, 
contribution, etc.) in a textual goal model, and then translated the whole model to 
OWL. To support this process, we developed a translation tool based on the OWL 
API, and used it to systematically and automatically translate the resulting require-
ments specification into an OWL-ontology.  

The major benefit of translating a requirements specification to an OWL-ontology 
is the convenience of obtaining an overview of concerns, such as quality, function, 
and entity: we are able to ask a list of questions as shown in table 2 (technically, these 
questions will be translated into DL queries) 3. For instance, we can ask “<inheresIn: 
{the product}>” (an instantiation of Q2) to retrieve the set of qualities that inhere in 
“the product”. Note that these questions are not exhaustive. If desired, we can ask 
more complex questions like “what functions are required to finish within 5 sec.?” in 
the form of “<hasQuality: ProcessingTime <hasValueIn: within 5 sec.>>”. 

                                                           
3  Note that we are not using the full expressive and reasoning power of OWL. We are current-

ly investigating translation to other logics and extending our language to allow more inter-
esting forms of reasoning. 
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Table 2. Example useful queries over the requirements specification  

ID Concerned Questions  Syntax 
Q1 What kinds of subjects does a quality refer to? <hasQuality: QualityName> 
Q2 What qualities are of concern for a subject? <inheresIn: SubjT> 
Q3 Who performs the function? <isActorOf: FG> 
Q4 What is the function operating on? <isObjectOf: FG> 
Q5 What functions do a subject is involved in? <object: SubjT> 

 

Threats to Validity. In our evaluation, the ontological classification of requirements 
and the encoding of natural language requirements as formal descriptions are per-
formed by experienced modelers (the authors). In the future work, we intend to have 
others use our requirements ontology and modeling language to confirm their adequa-
cy in capturing requirements. Also, although we have evaluated our requirements 
ontology and language on only one requirements dataset, the threat to our evaluation 
is low: (1) the size of the dataset we used is large (including 625 items); (2) the data 
set is collected by a third-party for software engineering research, hence not biased by 
ourselves. As for the case study, the meeting scheduler example we used (i) is one of 
the requirements exemplars for evaluating different kinds of research approaches [22] 
(ii) is able to demonstrate the different kinds of concepts and operators proposed in 
our approach (e.g., many of its NFRs need the relaxation and focus refinement; it does 
include ambiguous requirements that need to be disambiguated). We are also planning 
to evaluate our framework on industrial examples.  

8 Discussion and Conclusions 

We propose a framework for transforming informal requirements to formal require-
ments specifications. Our proposal includes three key contributions to the state-of-the-
art: (i) a novel requirements ontology, (ii) a description-based requirements modeling 
language, and (iii) a methodology (including a set of refinement operators) for trans-
formation purposes.  

Our proposal also addresses several important challenges associated with NFRs 
[23]: (1) NFRs are often vaguely stated and hard to measure; (2) it is hard to specify 
crosscutting concerns for NFRs; (3) it is difficult to get an overview of NFRs that are 
associated with a FR; (4) it is not obvious where to document NFRs, etc. Our metho-
dology addresses the first issue. Our treatment of NFRs captures the inherence  
(existential dependency) between NFRs and FRs, together with our language and tool 
support, we can easily know what subjects does an NFR refer to and what qualities 
are of concern with regarding to a subject, thus addressing the second and third issue. 
In fact, capturing the inherence relation also contributes to resolving the fourth issue: 
we can define a FR as a subject and relate concerned NFRs with it through the inhe-
rence link, turning the whole requirements to a structurally connected graph. In this 
way, NFRs and FRs are not separated anymore, as they are in the IEEE 830-1998 
standard. 
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Note that our language is designed for requirements engineers rather than stake-
holders. Users of our language need to have necessary knowledge and/or need to be 
trained. Moreover, our approach has limitations on handling temporal constraints. We 
currently represent temporal constraints with attributes such as “before”, “after”, and 
“concurrent”. However, the reasoning part of such representations is severely limited. 
Finally, our language is unable to capture algebraic constraints such as “given an 
initial balance a, after a withdrawal of b, the balance shall be a – b = c”.  

Several issues remain open, notably inconsistency handling. The resolution of in-
consistency may require one to prioritize, relax (e.g., relax the quality region, adding 
pre-condition) or even drop requirements. This interesting point will certainly be fur-
ther explored within our framework. Another important issue is how to effectively 
manage requirements evolution. Currently, we are capturing interrelations between 
FRs and QRs. It will be very interesting to see how a requirements knowledge base 
evolves with changing requirements, a major topic in Software Engineering for the 
next decade. 
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Abstract. [Context and motivation] Validating natural language
requirements is an important but difficult task. Although there are tech-
niques available for validating formalized requirements, the gap between
natural language requirements and formalism is huge. [Question/
problem] As part of a larger piece of work on temporal requirements
consistency checking, we developed a front end to semi-automatically
translate natural language requirements into an formal language called
Temporal Action Language or TeAL. This work is based on an underly-
ing assumption that human analysts can assist us in filling in the miss-
ing pieces as we translate natural language temporal requirements to
TeAL.[Principal ideas/results] We performed a study to validate this
assumption. We found that using the statements generated by our front-
end tool appears to be more effective and efficient than a manual process.
[Contribution] We present the design of our front-end and a study that
measures the performance of human analysts in formalizing requirements
with the help of an automated tool.

Keywords: Formal specification · Temporal requirements ·
Translation · Requirement comprehension

1 Introduction

Temporal requirements specify the temporal properties of the system, such as
temporal dependency or timing constraints of different tasks. Such temporal
requirements play an important role in the software systems that involve time
critical data, instrumentation, and guidance control. A mission-critical finan-
cial trading system requires that certain transactions occur within a certain
amount of time of other transactions (such as posting the proceeds of a stock
sale or logging realized dividend payments). An e-commerce system requires that
a payment be received prior to submitting an order for processing. A safety-
critical pacemaker system requires that pacing occur within milliseconds of cer-
tain detected events.

As these examples suggest, errors in specifying, interpreting, or implement-
ing temporal requirements can lead to disastrous consequences. If one or more
requirements related to the pacing of the heart are in conflict, a negative heart
c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-16101-3 12



182 W. Li et al.

event might not trigger a required life-saving pacing event. To address such
issues, we undertake consistency checking of temporal requirements. This is a
labor intensive and tedious task, however. Indeed, it is possible that a specifica-
tion of a system contains so many temporal requirements (and related contextual
requirements) that it is not possible to check them manually. Hence we look to
automation for assistance.

Many powerful formal languages and specification techniques have been
offered to support temporal consistency checking [5,12,17]. Nonetheless, the
main challenge for the automation of temporal requirement consistency check-
ing is that they are typically represented as natural language text. There are
several reasons for the use of text. Text is highly expressive, there is little to no
learning required to use it and, when carefully used, natural text is precise and
unambiguous. Yet, fully automated processing of textual requirements remains
a distant goal. To take advantage of the power of formal methods in analyzing
requirements specified in text, we need ways to translate the natural language
requirements into some formal language. However, every attempt to do so runs
into the question of whether the formal representation correctly captures the
intended meaning of the natural language requirements.

To address this long-standing criticism of formal methods, we have developed
an intermediate language to bridge the syntactically significant gap between
low-level formalisms and natural language temporal requirements: the Tempo-
ral Action Language (TeAL) [20]. We developed fully automated methods to
translate TeAL to low-level logic formalisms such as answer-set programming
(ASP) [22,24] programs and linear temporal logic (LTL) [13] theories (the trans-
lation is the subject of another publication [19]). That reduces the overall prob-
lem of consistency checking to that of producing correct TeAL theories from the
natural language representations of temporal (and contextual) requirements, and
brings up a key question: how can TeAL theories be created more efficiently?

We introduce a semi-automated method that translates natural language to
TeAL. The natural language requirements are taken from real datasets such as
CM1 [1], a set of requirement documents produced by NASA. Sample require-
ments taken from CM1 follow:

– R1: If the value is not received, then a NAK message will be transmitted to
the ICU within a second.

– R2: The DPU-SCUI shall be capable of deliverying one STPDU to the SCU
every M milliseconds.

– R3: The DPU-CCM shall process real-time non-deferred commands within B
ms of receipt from the ICU or the SCU.

The efficiency of this method rests on the assumption that humans can assist
us during the translation. We performed a study to validate this assumption.
We found that our tool is more effective and efficient at the translation task
than a manual process. We posit the following research questions:
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– RQ1: Does the front-end produce outputs that improve the effectiveness of
generating correct TeAL statements?

– RQ2: Does the front-end produce outputs that improve the efficiency of gen-
erating correct TeAL statements?

RQ1 and RQ2 are important as they directly evaluate the quality of the method
we developed and implemented for generating AlmostTeAL statements in an
automated way. For RQ1, we measure how many TeAL statements written by
the participants are correct (Precision), how many correct TeAL statements are
written (Recall), and how many edits are required to change the statements
generated by participants to correct TeAL statements (Temporal Error Rate).
We also measure the participants’ subjective opinion about the difficulty of the
task. For RQ2 we measure the time spent on the task. The null hypothesis for
RQ1 and RQ2 is that there is no difference in these measures with or without
the statements generated by the front-end.

This paper represents the first study to evaluate human ability to assist with
semi-automated translation to a formal language. Measures used in other fields
such as foreign language translation have been applied in the study in order to
gauge human ability to assist with TeAL translation. The paper is organized as
follows. Section 2 briefly describes the formal representations studied. Section 3
discusses the related work. Section 4 presents our approach to natural language
temporal requirement translation. Sections 5 and 6 discuss validation and results,
respectively. Sections 7 and 8 analyze the results and the feedback we collected
from participants. Section 9 provides conclusions and a look at future work.

2 Formal Representation of Temporal Requirements

Earlier, we introduced Temporal Action Language (TeAL) as a formal language
for supporting software requirement analysis [20]. The TeAL language is an
extension of Action Language AL [4], a language designed for modeling actions
and their effects and for reasoning about ways in which a system can evolve. The
TeAL language retains all the features of AL and can also be used to specify
temporal constraints. Because TeAL is used to bridge the gap between natural
language requirements and low-level logic formalism, we designed its syntax to
be as close to natural language as possible to minimize analysts’ time and effort.
We briefly describe the syntax below (see [20] for a full description).

The basic components of TeAL are actions, fluents, and temporal conditions.
Actions change the state of the system. They are performed by agents. For exam-
ple, the TeAL expression connect(serA,nodeA) represents an action to establish
a connection to nodeA; serA is the agent that performs this action. Fluents rep-
resent atomic (boolean) properties of the system. Complete and consistent sets
of (possibly negated) fluents describe the state of the system. For example, the
fluent connected(serA,nodeA) represents that the server serA is connected to
the node nodeA. Temporal conditions specify temporal relationships on times
when events occur. Such events include the start and end of actions as well
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as the changes of system properties (fluents). In TeAL, we use two prompts:
commence Act and terminate Act , to represent the time when action Act
starts and successfully finishes. In TeAL one can also relate two consecutive
occurrences of the same action to each other. To distinguish between them, TeAL
provides the keywords previous and next, as in: commence previous Act and
terminate next Act . A fluent appearing in temporal conditions represents the
time when this fluent becomes true. Similarly, the negation of a fluent in tempo-
ral conditions represents the time when this fluent becomes false. Additionally,
we view the start of the system as a special event; startTime represents when
it happens.

Time moments represented by actions and fluents are connected by tempo-
ral relationships. Given two time moments, t1 and t2, the basic relationship
between them can be: “t1 before/after t2,” or “t1 and t2 are at the same time.”
Additionally, requirements may specify more information, such as “t1 before t2
for some amount of time.” TeAL provides eight keyword phrases to represent
temporal relationships. Most types of temporal relationships specify both time
moments explicitly as, for example, in the expression

received(server,message, node) within 5 second after

terminate send(node,message, server)

which encodes the requirement “the message is received by the server within 5
seconds after it is sent by the node.” Such elementary relationships between time
points are called temporal conditions.

The keywords and, or, and not, as well as the if . . . then . . . phrase, can be
used together with temporal conditions to represent their boolean combinations,
called temporal constraints. The specific form of a temporal constraint used in
TeAL is

if A1 and . . . and Ak, then B1 or . . . or Bm; (1)

where A1 and . . . and Ak and B1 or . . . or Bm are temporal conditions or
their negations. An example of a temporal constraint in TeAL is an expression:

if not commence print(server,message) within 5 second

after received(server,message, node)
then terminate send(server, alarm) within next 2 second;

It captures the constraint “if a message is not printed within 5 seconds after it
is received, the server shall send an alarm within 2 seconds.”

3 Related Works

Our research is closely related to natural language understanding, a major task
in natural language processing (NLP) [28]. This task focuses on converting natu-
ral language text into formal representations so that programs can handle them.
Applications that accept natural language text as input often perform parsing of
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the text and then represent the parsed text as a logic set. These logic sets can be
processed and used to assess the semantics of the text. Natural language process-
ing toolkits such as Stanford parser [7,14] and OpenNLP library [3] support most
of the common NLP tasks, including chunking, parsing, speech tagging, and tok-
enizing. It should be noted that the Stanford parser also extracts dependencies,
which are the grammatical relations between words. This type of information is
very useful for our research, the details will be given in the introduction of our
proposed approach.

Another NLP task that is important to our research is Semantic Role Label-
ing (SRL) [11]. The SRL technique detects the semantic arguments of verbs
or predicates and the roles of these arguments. For example, given “a system
updates data,” SRL finds the verb update with system as its agent and data as
its object. The SRL technique proves to be very useful in extracting actions and
fluents from natural language. Such information is necessary for building TeAL
theories.

NLP has been used to validate natural language software requirements. Fliedl
et al. [10] introduced an approach for the linguistic analysis of requirements texts.
This approach uses semantic tagging and chunk-parsing techniques to identify
system information from natural language text. Deeptimahanti and Babar [8]
developed a tool for generating UML models from natural language require-
ments, extracting the necessary information actors and their actions using NLP
techniques. Weston et al. [30] proposed a tool framework for automatically pro-
cessing natural language requirements into a formalized model. This tool frame-
work uses grammatical patterns to identify the parts of a program that affect
other parts of the system in natural language documents. In the approach intro-
duced in this paper, we also use natural language processing tools to identify
information such as agent, precondition, and phrases with specific patterns (e.g.,
within followed by a time period). The details will be discussed below.

We address only a subset of the research on assisting analysts to specify
temporal properties due to space constraints. Dwyer et al. [9] found that most
properties related to time can be classified into a set of patterns. Smith et al. [26]
developed a tool Propel for assisting analysts to precisely capture temporal prop-
erties based on these patterns. Propel offers restricted natural language tem-
plates to help analysts specify the properties. Konrad and Cheng [15] introduced
another tool SPIDER for instantiating system properties. The key component of
SPIDER is a set of patterns for real-time properties and a structured natural lan-
guage grammar that supports these properties [16]. SPIDER assists analysts in
deriving the natural language properties using the correct phrases based on the
grammar. Mondragon and Gates developed Prospec [23] for specifying proper-
ties that can be classified in Dwyer et al.’s patterns. Prospec supports composite
patterns, but analysts cannot specify the properties in natural language. In the
approach introduced in this paper, we collected a set of phrases that are closely
related to temporal information and try to identify them from natural language
requirements automatically. The construction of AlmostTeAL statements using
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such information is also automated so that analysts’ task is reduced to validating
the AlmostTeAL statements.

4 Translation from Natural Language Requirements

We aim to create a semi-automated approach for checking temporal consistency
of requirements given in natural language. Our idea is to translate the require-
ments into a theory in a low-level formal system, which can be analyzed auto-
matically. As mentioned earlier, the “distance” between natural language and
low-level formal methods is substantial. We propose to use an intermediate lan-
guage, TeAL, to bridge the gap. Thus, to translate text requirements into a
low-level formal system we needs to translate from text to TeAL. We present
and study one such method in this paper.

The method decomposes the task into four steps, presented below (Figure 1):

– Step 1: extract relevant requirements
– Step 2: identify system information
– Step 3: generate AlmostTeAL statements
– Step 4: build a TeAL theory that models the system

The first three steps are fully automated and generate a collection of AlmostTeAL
statements. The last step requires the involvement of an analyst whose task is
to convert AlmostTeAL statements to TeAL statements that correctly repre-
sent input requirements. Once a correct TeAL theory is generated, the result
of process can be fully automated. The theory is translated into ASP using our
translator [19]. The ASP program is then processed using existing tools, and the
results illustrate if the requirements are consistent or not.
Step 1 (extract relevant requirements): Temporal requirements, such as
“R1: If the value is not received, then a NAK message will be transmitted to
the ICU within a second.,” must be identified and extracted from the collection
of requirements. Most temporal requirements contain keywords such as before
and within, or patterns such as “do action every x seconds.” It is viable to
detect many, if not all, of the temporal requirements based on these keywords
and patterns. The technique described by Nikora [25] and NLP techniques [6]
can be used to address this task and have been incorporated into our front-end
translator. The limitation of this method is that temporal requirements with
typos or grammatical errors (e.g., wthin) cannot be identified.

Given a set of temporal requirements, we also need to identify non-temporal
requirements that are related to them and that might contain relevant system
information. The same techniques as listed above can be used here because
typically these non-temporal requirements share terms such as entity names
with the temporal requirements (not temporal ones that are already found).
We employ these techniques in our tool. By the end of this step, the tool has
identified all requirements that are necessary for modeling the system.
Step 2 (identify system information): Given a list of requirements found
in Step 1, several types of system elements must be identified: vocabulary and
constraints.
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Fig. 1. Steps for Generating TeAL Statements

The vocabulary consists of the names of objects of the system and their
properties. It also includes names of fluents and actions. Our front-end tool
uses the semantic role labeling (SRL) technique and Stanford Parser to assist in
extracting the vocabulary. As mentioned earlier, SRL finds actions and repre-
sents them as predicates such as: transmit(NAK message,ICU). Some fluents,
such as received(Receiver,Msg,Sender), can also be found in this way. How-
ever, SRL cannot detect any fluent from the text “system is in safe mode,”
while there is a fluent in(system,safeMode). Therefore, our tool uses Stanford
Parser to extract fluents such as this one. The parser generates a set of typed
dependencies for given texts. Each typed dependency represents a relationship
between two words. In this case, the useful dependencies are: nsubj (is, system)
and prep in(is,mode). These two dependencies illustrate that the system is “in
a mode,” and this should be modeled as a fluent. Our tool also uses these typed
dependencies to decide the types of the semantic arguments. For example, with
the typed dependency prep from(receiver , sender), our tool decides that the
received action has an argument whose type is receive from. Typed dependencies
are useful because requirements often lack information on all of the arguments.
For example, given the phrase “if the value is not received,” SRL will consider
that the action receive only has one argument: the value. But if there is another
requirement with the typed dependency prep from(receiver , sender), the tool
can infer that the receive action has another argument, and the generated action
will be:

receive( , value, )

When the tool generates a translation such as this, analysts are alerted that
something is missing.
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Constraints can be temporal or non-temporal. Temporal constraints often
contain patterns for specifying temporal relationships among events. For exam-
ple, “do action within x seconds after” and “do action every x seconds” are
patterns that are commonly used in temporal requirements. These patterns can
be represented by Tregex Patterns [18] such as

(PP < ((IN < within)..(CD$ + NNS )))

for the within pattern, where PP is prepositional phrase, IN is preposition or
subordinating conjunction, CD is cardinal number, and NNS is plural noun. We
use these patterns to extract the temporal constraints like “a NAK message will
be transmitted to the ICU within a second.” We collected a list of such patterns
by reviewing requirement documents from different areas (the full list of patterns
can be found at http://progit.netlab.uky.edu/frontend).

Additionally, we need to identify the relationships among actions, fluents, and
temporal events. For example, we need to find out if a fluent is the precondition
or the effect of an action, if two temporal relationships are disjunctive with each
other, or whether a temporal relationship is a precondition or not. Our tool
uses patterns and typed dependencies mentioned above for this task. The useful
dependencies are neg , conj or , and conj and , which correspond to negation,
disjunction, and conjunction. The patterns

(SBAR < ((IN < if)$ + S))

and

(SBAR < ((WHADVP < (WRB < when))$ + S))

are used for matching texts of the form “if something” or “when something.”
The temporal relationships and fluents that are included in these texts will be
marked as preconditions. Given the sample requirement above: “If the value is
not received, then a NAK message will be transmitted to the ICU within a sec-
ond.” our tool finds the following information: receive(value) and transmit(NAK
message,ICU) are actions, and

transmit(NAK message, ICU) within a second

is a temporal relationship. In addition, the tool establishes that receive(value)
is to be included in the precondition. Because there is negation in the precon-
dition, the precondition becomes not receive(value). Besides, if there are other
requirements that contain the information of “receive from somewhere,” the tool
will update the action to:

receive( , value, )

It should be noted that many non-temporal constraints are treated as “com-
mon sense” or tacit knowledge, and they will not appear in the requirements.
For example, no requirement will specify that “a message cannot be received if

http://progit.netlab.uky.edu/frontend
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it has not been sent.” However, such common sense knowledge is necessary for
modeling a system. One possible way to further automate the identification of
such unspecified information is by using some kind of “common sense library.”
A possible choice is ConceptNet [21], a commonsense knowledge base that focuses
on physical, temporal, and social aspects. It is also possible to use libraries that
are domain specific, such libraries should cover the fundamental constraints in
the domain.
Step 3 (generate AlmostTeAL statements): Our front-end tool builds
AlmostTeAL statements based on the information generated in Step 2. For
instance, for each action, the tool analyzes the information extracted in Step 2
to find this action’s possible effects and preconditions, connect them with the
conjunction or disjunction operator, and use them to construct precondition
and effect statements. The tool also analyzes related temporal relationships to
organize them into the “if . . . then . . .” expressions.

As mentioned above, some data may still be missing in the representation
and some data may be unspecified. Given the sample output of Step 2, our tool
generates:

if not receive( , value, )
then transmit(NAKmessage, ICU) within a second;

Step 4 (build a TeAL theory that models the system): Analysts need to
generate TeAL statements based on the outputs of the front-end tool. More
specifically, analysts need to perform the following tasks:

– Read the AlmostTeAL statement to decide what it means.
– Compare the AlmostTeAL statement and its corresponding natural language

and generate a correct TeAL statement.

Given the sample output of Step 3, analysts need to remove all errors in that
AlmostTeAL statement and complete it to form a TeAL statement:

if not receive(receiver, value, sender)
then transmit(NAKmessage, ICU) within 1 second;

In this case the analysts need to specify whether the constraint concerns the time
when actions are commenced or when they are terminated. Also, analysts need
to add the arguments for the receive action: the entities that receives and sends
the value (here denoted by receiver and sender). However, the AlmostTeAL
statement is very close to the TeAL statement we want to generate. And it
is also close to natural language text, so the analyst’s task is manageable and
ultimately may even be further automated.

5 Empirical Evaluation

This section addresses validation of the usefulness ofTeAL and of theAlmostTeAL
tool. As mentioned earlier, our semi-automated method requires analysts’ involve-
ment before correct TeAL theories are generated. This involvement takes place in
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Step 4, as Steps 1 - 3 are fully automated in our front-end tool that generates
AlmostTeAL statements. Once AlmostTeAL output is available, analysts must
add missing elements and remove inaccuracies in these statements so that a cor-
rect TeAL theory can be passed to the fully automated step of translating into a
low-level formal system. The effectiveness and efficiency of this step greatly affects
the effectiveness and efficiency of the entire method and is the focus of this paper.
Dependent and Independent Variables. This study uses one independent
variable: Method (abbreviated as M )). There are two levels of this variable:
TeAL, and TeAL with the assistance of AlmostTeAL.

Th research question RQ1 addresses the effectiveness of generating TeAL
statements. The dependent variables that address RQ1 are: Precision (Prec1),
Recall (Rec1), and F-measure (F1) of predicates and temporal relationships
(send, received, within next 10 second); Precision (Prec2), Recall (Rec2), F-
measure (F2) of arguments (e.g., node, message, server as arguments of send
and received), Translation Error Rate (TER)[27], and Translation Difficulty
Score (TDS).

The basic structure of TeAL statements is represented by predicates (Pred)
and temporal relationships (Temp). Identifying predicates and temporal relation-
ships is the key component of our front-end tool because the basic structure of
TeAL statements is represented by these two types of information. For instance,
received within 10 seconds after send is intuitive, though it needs more detail to
be a correct TeAL statement.

The measure Rec1 is defined as the percentage of correct Pred/Temp that
are written, while the measure Prec1 is the percentage of written Pred/Temp
that are correct.

Rec1 =
# of correct Pred/Temp written

# of correct Pred/Temp

Prec1 =
# of correct Pred/Temp written

# of Pred/Temp written

The measure F1 is a harmonic mean of Prec1 and Rec1:

F1 =
2 ∗ Prec1 ∗ Rec1
Prec1 + Rec1

The above formula puts equal importance to both Prec1 and Rec1.
Our tool also identifies arguments. Arguments are necessary for generating

correct TeAL statements. For instance, the example above needs the arguments
of send and received.

Similar to the measures above, Prec2 defines the percentage of correct argu-
ments that are written, Rec2 defines the percentage of written arguments that
are correct, and F2 is a harmonic mean of Prec2 and Rec2.

We also use TER to measure how close a generated TeAL statement is to
the TeAL statement that correctly specifies the system. The measure TER is an
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error metric for machine translation that measures the number of edits required
to change a system output into a target text:

TER =
# of edits

average # of words in target text

where possible edits include the insertion, deletion, substitution of single words,
and shifts of word sequences. We convert each TeAL statement into a sequence
of words so that we can use this measure. For instance, we will convert

received(node,msg, server)
within 10 second after terminate send(server,msg, node)

into: received node msg server within 10 second after terminate send server msg
node and then compare this sequence of words to the answer set to determine
how many insertions, deletions, can changes are required.

The measure TDS is a rating on a scale from 1 to 5 indicating the partic-
ipants’ subjective opinion about the difficulty of translating from natural lan-
guage to TeAL with/without AlmostTeAL. The dependent variable that address
RQ2 is the average time (T) spent on each question. The measure T, or Time,
evaluates the efficiency of the method.
Hypothesis. The null hypothesis for RQ1(H0RQ1) is that there is no difference
in the Prec1, Rec1, F1, Prec2, Rec2, F2, TER, and TDS between TeAL
and ATeAL. The alternative hypothesis (H1RQ1) is that there is a difference
between the two methods.

Similarly, the null hypothesis for RQ2 (H0RQ2) is that there is no difference
in the measure T of TeAL and ATeAL. The alternative hypothesis (H1RQ2) is
that there is a difference.
Study Design. We conducted a study that evaluated effectiveness and efficiency
with and without AlmostTeAL. The study involved thirty four participants, all
students in computer science courses at the University of Kentucky. A pre-study
questionnaire was given to all the consenting (per IRB regulations) participants
in order to gauge prior experience and comfort with requirement analysis and
formal languages. Additionally, each participant received a ten minute intro-
duction about the background of the experiment. Participants were also given
a fourteen minute training video and a training document. The training video
introduced the syntax and semantics of TeAL. It focused on the representation
of actions, fluents, and temporal relationships. The video includes AlmostTeAL
as well. The training document covered everything in the video. The participants
were required to watch the video or read the document before the main study
task.

After the introduction, the main study assignment was administered. Each
participant received a user ID. Each participant received a set of eight questions
during the main study task:

– Given a natural language requirement (with/without AlmostTeAL), write
down its corresponding TeAL statement.
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We broke the participants into two groups based on their experience in require-
ments and formal languages. We randomly divided the participants of each expe-
rience level into two groups of the same size. One group wrote TeAL statements
with the help of AlmostTeAL, another group did not have AlmostTeAL state-
ments.

Participants were asked to complete the tasks in the classroom. They were
also asked to record the time they spent on each question. After completing the
main study task, participants were asked to submit a hardcopy of the results and
complete a post-study questionnaire that asked for their reaction to requirement
analysis and formal languages. The study used examples from two datasets: 511
Regional Real-Time Transit Information System Requirements (511phone) [2]
and CM1 [1]. The 511phone dataset presents the system requirements for the
Bay Area 511 Regional Real-Time Transit Information System (available open
source). The requirements are primarily focused on the performance of the 511
System and data transfers with the transit agencies. The CM1 dataset is a
requirement document produced by NASA for one of its science instruments. The
document was released by NASA for use by the software engineering research
community. The full requirement package is available upon request.
Threats to Validity. Our study was subject to a number of threats to validity,
mitigated to the best of our ability. A threat to internal validity is the limited
amount of time given to the participants to learn TeAL. The fourteen minute
video and a document may not be enough for students to acquire the notation of
TeAL. We were constrained by the amount of time available in the class period.
To address this, we separated the training session and the experiment into sepa-
rate sessions (separate consecutive class periods). This allowed the participants
more time to understand TeAL and AlmostTeAL by using the training video and
document. Another threat to internal validity is that we created answers for the
questions and used them as the golden answer set. Because we designed TeAL
and have much experience in creating TeAL statements from natural language
requirements, the quality of the golden answer set can be assured.

Our work with student participants represented a threat to external validity.
However, these students all have at least three years of background in computer
science and they understand the concepts of software engineering and require-
ments engineering. Their background allows them to perform small tasks of
requirement analysis the same as professionals with no significant differences [29].
Another threat to validity deals with our use of two datasets. Though both
511phone and CM1 datasets are from real projects, the study results may differ
for different datasets in different domains. One solution is repeating the exper-
iment with other datasets from other domains. The third threat to external
validity is the motivation of the participants. Students were given extra credit
to participate. This did not ensure that they answered all questions “seriously”
or thoughtfully. We noticed that two participants read the training document
during the experiment before they answered the questions. It is possible that
they had not read it before the experiment. This could affect the correctness of
their answers and the time it took for them to answer.
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Dependent variable issues that threaten construct validity were reduced by
the use of standard measures. We address this validity threat by using different
sets of measures: precision, recall, F-measure, TER, and TDS, to analyze differ-
ent aspects of ”the effectiveness of generating TeAL.” We use Prec1/Rec1/F1
to measure the effectiveness of identifying predicates and temporal relationships,
Prec2/Rec2/F2 for the effectiveness of identifying arguments, TER for the
edits required from generated TeAL statements to correct answers, and TDS
for the subjective point of view from participants. Another threat to construct
validity is that participants may have guessed the research hypothesis, that is,
they may have assumed that AlmostTeAL was the focus of the research with
an aim to improve effectiveness and efficiency before they worked on the main
study assignment. We addressed this validity threat by not telling them that
TeAL and AlmostTeAL are our research areas.

6 Results

Table 1 presents the results of the study whether using ATeAL is more effective
than generating TeAL expressions directly (RQ1) and whether using ATeAL
is more efficient than using TeAL directly (RQ2).

Table 1. Mean values of Prec1, Rec1, F1, Prec2, Rec2, F2, TER, TDS and T

Prec1 Rec1 F1 Prec2 Rec2 F2 TER TDS T

TeAL 84.13% 85.63% 84.58% 65.25% 58.31% 60.96% 52.75% 3.38 282 sec

ATeAL 89.39% 89.28% 89.11% 84.89% 83.28% 83.97% 25.11% 4.33 167 sec

Specifically, Table 1 shows the mean values of precision (Prec1), recall
(Rec1), and F-measure (F1) for predicates and temporal relationships. When
ATeAL is used, the results are better in all aspects than when TeAL is used
alone. However, the results are very close in this part of the study. The values
of Prec1, Rec1, and F1 also illustrate that participants performed well in cap-
turing the general structure of TeAL statements, but the possibility of incorrect
or missing predicates/temporal relationships cannot be ignored, no matter what
target language is used.

Table 1 also shows the mean values of precision (Prec2), recall (Rec2),
and F-measure (F2) for arguments. The ATeAL method is better than TeAL
for 20% in precision and 25% in recall. The results show that it was much more
difficult for the participants to generate correct and complete arguments without
the help of AlmostTeAL.

The results of TER, TDS, and T show that the participants wrote better
TeAL with the help of AlmostTeAL statements: the number of edits required
from the generated TeAL statements to the correct TeAL was halved. The
results on TDS illustrate that the participants generally felt more comfortable
and found it easier to write TeAL statements with AlmostTeAL statements
presented. Finally, participants reduced time spent by 40% with the help of
AlmostTeAL statements.
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7 Discussion

Based on the results above, it is clear that the AlmostTeAL statements generated
by our front-end tool improve the process of generating TeAL statements in both
effectiveness and efficiency.

Fig. 2. Results of Objective Measures

Figure 2 compares between TeAL and ATeAL with regard to the objective
measures concerning effectiveness: Prec1,Rec1,F1,Prec2,Rec2,F2, and TER.

Though there were practical differences in the Prec1 and Rec1 of our study,
the differences were not statistically significant. The high Rec1 and Prec1 val-
ues (84%-89%) show that one possibility is that these elements can be identified
without the help of AlmostTeAL. Yet the performance of ATeAL is still slightly
better than TeAL.

The results ofPrec2 andRec2 show that participants had a hard time in iden-
tifying arguments without AlmostTeAL: they missed about 40% of arguments,
while 35% of the arguments they identified were incorrect. TheAlmostTeAL state-
ments greatly improved both precision and recall to 83%-84%. The differences
in the Prec2 and Rec2 measures are extremely significant. It appears that
AlmostTeAL finds more correct arguments than the participants. Additionally,
the missing pieces in AlmostTeAL can remind participants what information to
look for when they read natural language requirements. Participants also reduced
time spent by 40% and halved their error rate with the help of AlmostTeAL
statements. The differences in the TER and T measures are also extremely sig-
nificant. The decrease of TER, together with the increase of Prec2 and Rec2,
proves the effectiveness of ATeAL.

Additionally, the feedback from participants proves that they prefer ATeAL
to TeAL. On the one hand, 56% of the participants thought it was difficult to
write TeAL statements without any hints (TDS ≤ 3); on the other hand, 83%
of the participants felt the presence of AlmostTeAL provides useful information
(TDS ≥ 4).

Returning to the questions of interest, based on the study we found that:

– RQ1: Appears to be yes. While the differences in Prec1 and Rec1 are not
significant, the differences in other measures are all extremely significant.
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The AlmostTeAL statements generated by the automated method help ana-
lysts to produce TeAL with fewer errors. Analysts also prefer the ATeAL
method. It is not clear if we have sufficient evidence to reject the null hypoth-
esis.

– RQ2: Yes. The AlmostTeAL statements generated by the automated method
reduces the time needed for this process. We can reject the null hypothesis in
favor of the alternative (H1RQ2).

8 Feedback

We get several comments from the post-study questionnaire about TeAL. There
are positive comments such as: “The syntax and order of arguments felt nat-
ural” and “TeAL provides a consistent and precise structure for interpreting
requirements and relationships. There are also comments that point out prob-
lems, such as: “It was a little unclear how much was always required to be strict
about things,” “it was hard to be certain about if I was successfully stating
things in perfect TeAL,” and “Sometimes I wasn’t sure what words to use.”
These comments remind us to further improve the effectiveness of step 2 and
step 3, as better AlmostTeAL statements will solve/partially solve these prob-
lems. Additionally, we are considering providing other information together with
AlmostTeAL, such as reminding analysts that certain parts of the AlmostTeAL
statements are incomplete, or presenting a list of possible values for arguments.

9 Conclusion and Future Work

This work tackles a fundamental problem of requirements engineering. Require-
ments are most often given as natural language text and so are prone to ambigu-
ities, incompleteness, and inconsistencies. To manually analyze requirements for
correctness is hard and error-prone itself. The solution is in automation of the
process. However, the distance between a natural language and a low-level for-
mal one for which automated reasoning tools are available is large. We proposed
to bridge the gap by means of an intermediate-level formal language TeAL. We
use our translator tool to generates expressions in “AlmostTeAL” that are close
to the correct ones in TeAL so that we can significantly ease the analyst task
to produce final correct TeAL results. The effectiveness of the proposed app-
roach largely depends on the help that AlmostTeAL can provide. We performed
an experiment to study this problem and provided evidence that suggests that
using the AlmostTeAL generated by our front-end improved efficiency of analysts
and helps with accuracy.

We leaves several interesting questions for the future. First, we plan to
enhance our translator tool by developing modules of common (tacit) knowledge
that we expect will improve the accuracy of the translation process in Steps 1-3.
Second, we are looking for methods to demonstrate possible incompleteness and
ambiguity in AlmostTeAL. Third, our experience with the front-end translator to
AlmostTeAL demonstrates it can be enhanced to provide analysts with feedback
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on obvious problems with the requirements (some entities never defined, missing
terms, etc.). Thus, the quality of the input requirements can be improved even
before they are translated into low-level formalism for consistency analysis. We
plan to explore this direction in depth. Finally, because in this empirical study we
only had very limited time for training, and the participants were non-experts,
we plan a second study with professionals with adequate training.
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Abstract. [Context & motivation] Digital Addiction, e.g. to social networks 
sites and games, is becoming a public interest issue which has a variety of so-
cio-economic effects. Recent studies have shown correlation between Digital 
Addiction and certain negative consequences such as depression, reduced crea-
tivity and productivity, lack of sleep and disconnection from reality. Other re-
search showed that Digital Addiction has withdrawal symptoms similar to those 
found in drug, tobacco, and alcohol addiction. [Question/problem] While in-
dustries like tobacco and alcohol are required by certain laws to have a label to 
raise awareness of the potential consequences of the use, we still do not have 
the same for addictive software. [Principal ideas/results] In this study, we  
advocate the need for Digital Addiction labels as an emerging ethical and pro-
fessional requirement. We investigate the design of such labels from a user’s 
perspective through an empirical study, following a mixed-methods approach, 
and report on the results. [Contribution] Our ultimate goal is to introduce the 
need for labelling to both researchers and developers and provide a checklist of 
questions to consider when handling this non-functional requirement.  

Keywords: Digital addiction · Ethical and professional requirements · NFR 

1 Introduction 

Digital Addiction (hereafter DA) is becoming a serious issue which has a variety of 
consequences such as reduced involvement with their real life communities [1] and 
lower Grade Point Averages due to its negative impact including procrastination, 
distraction, and poor time-management [2]. People who feel insecure in real life often 
try to compensate in the digital world [3]. When that later option fails, it reduces even 
more their self-confidence and self-esteem [4]. Studies showed that addiction to Fa-
cebook has a negative impact on romantic relationships (leading to divorce in some 
cases) due to disclosure of private information, cyber-stalking and electronic surveil-
lance by one’s partner [5].  

Young [6] classifies online addiction into five types: Computer (games) addiction, 
Information overload, Net compulsions, Cyber-sexual addiction, and Cyber-
relationship addiction. Social network addiction, which is relatively new, would map 
to the last category but it may still include elements of the others, e.g. games. Such 
DA has characteristics similar to those found in “traditional” addiction such as mood 
modification, salience, tolerance, withdrawal symptoms, conflict, and relapse [7]. 
This paper will take social networks and games as exemplar addictive software.  
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However, in spite of this increasing recognition of the phenomenon of DA, there is 
still not enough data to decide whether the medium, in this case software and online 
space, has the main responsibility for addiction or whether personal characteristics is 
the genuine source and the medium is just a facilitator or a tool [4,5,7]. That is, the 
fundamental reason, at least in the beginning, may not be necessarily the subject of 
addiction, i.e. the software in our case. In all cases, awareness that a medium could 
facilitate an addictive behaviour should be a moral requirement if not a legal one.  

DA is still an under-researched concept especially in the software engineering 
community. In our previous work [8], we defined DA from a requirements engineer-
ing perspective as “the excessive use of certain software-mediated operations to reach 
certain requirements. This includes the case when the use itself is compulsive or im-
pulsive and also the case when the user cannot switch to other available alternatives to 
reach the same requirements without a good reason”. The impulsive and compulsive 
use could lead to unconscious and hasty actions, which exacerbate the consequences 
and necessitate even more a sort of warning and awareness messages.  

In this paper we explore the responsibility of the software industry in raising aware-
ness of the potentially addictive nature of their products. Unlike industries like tobacco1 
and alcohol, which are required by law to raise such awareness through labels, software 
is still not seen subject to such social and ethical requirement. We confirm and enhance 
our initial argument and discuss thoughts on utilising the perception of users to best 
design DA labels. We follow a mixed-methods approach starting with a qualitative 
interview-based phase and following with a quantitative survey-based phase. We draw 
conclusions that we believe will inform further research on the topic and draw attention 
to this emerging professional non-functional requirement.  

The paper is structured as follows. In Section 2 we describe the study design phas-
es. In section 3, we report on the results of the first phase together with the degree of 
agreement of the larger samples involved in the quantitative phase. In Section 4, we 
present a set of research challenges with regard to the engineering of the labelling 
requirement. We conclude the paper and present future work in Section 6.  

2 The Study Design  

We study DA labels from a user perspective.  Users are the ultimate target of such 
warning or awareness messages and thus their perspective is premium. Labelling is 
different from controlling. Labelling is to raise awareness and aid certain perceptions 
and behaviour change. Thus, it is a sort of recommendation similar to the Nudge ap-
proach to behaviour change in the health and social field where the recommender 
attempts to encourage people to make a better choice but do not actually attempt to 
control them. An example is to put health warnings on cigarettes but not make smok-
ing illegal [14]. In [9] we conducted a study to understand how users would like  
recommendation messages to be delivered. The study concluded that besides the basic 
feature of having a relevant message in terms of content and presentation, users  

                                                           
1  http://www.tobaccolabels.ca  
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require three other features: control, awareness, and adaptivity. These features guided 
the design of our interview questions and the following survey quantitative phase.  

• Message. Users would like to see relevant content, i.e. content which addresses 
their particular needs rather than generic messages. The presentation and the me-
dium used to deliver the content are an integral part of the message.   

• Control. Users would like to be able to specify when and how a label should be 
shown and when to leave that decision to software. This includes the content, the 
presentation, the time and the inference strategy software follows to come up with 
a suitable label.  

• Awareness. Users would like to be informed of the reasons why a label is being 
shown to them and what was collected about them to form it. It is a mixture of pri-
vacy and curiosity concerns. In other words, this relates to the meta-data users 
would like to know about the label and its development process. 

• Adaptivity. Although users would like a certain degree of control, they would still 
like software to reason on their behalf and choose the best way to deliver the labels 
according to their dynamic context.  

11 participants, five male and six female, aged between 19 and 35 years old, were 
recruited for the interview where four were professionals and seven were students 
studying Computing (four) and Psychology (three). Seven of them were selected after 
a pre-selection survey as they were all flagged up after the survey that they felt they 
would like to be assisted by labelling and warning messages to control their usage. 
For counter balancing, four participants, who did not feel the labelling was an effi-
cient idea, were also invited to be interviewed. These four participants gave us an idea 
of what could be obstacles to achieving users’ acceptance of DA labels. Each inter-
view lasted about 30 minutes and the conversation was audio recorded and tran-
scribed after acquiring the consent from the participants.  

To confirm and enhance the results obtained through the content analysis of the in-
terview, we designed a survey of nine questions, each covering some of the findings 
related to the Content, Presentation, Control, Awareness and Adaptivity of the DA 
labelling. The survey was disseminated through mailing lists to students at Bourne-
mouth University, BCS-HCI mailing list, the social media and mailing lists of the 
authors. The survey started with a test question informed by the CAGE questionnaire 
[15] to detect whether a participant has any sort of addictive usage. 16 participants did 
not pass the test questions and their survey was terminated. 72 participants completed 
the survey (35 male, 36 female, and one preferred not to say). The age bands distribu-
tion was 18-25 (47%), 26-34 (33%), 35-44 (6%), 45-54 (4%), 55-64 (8%), 65+ (0%), 
and 2% preferred not to answer. The survey was tested on three participants before 
being disseminated.  

3 Findings 

In addition to the four facets of the DA message described in Section 2, we also aimed 
to get users’ general view of the concept. This is due to the novelty of the concept 
itself, which makes the investigation of its feasibility and potentials important per se 
before delving into the details of how it should be developed.  
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3.1 General View 

The term Digital Addiction did not raise any concerns to any of the interviewees and 
survey participants. The interview participants felt that DA is a sort of addiction al-
though it may not have the same physiological consequences as substance addiction. 
Interviewees emphasized the social and mental well-being as the area in which DA 
has major effects. However, we are still unsure whether people will still like to be 
called “addicts” in the labels directed to them. One participant warned that the term 
may put some people off and may make them react negatively unless an appealing 
argument is made for their particular usage. 32% of the survey participants thought 
DA labelling is certainly needed, 50% thought is likely a good idea, 15% thought it is 
unlikely to be useful and 3% thought it is not going to work. This shows the high 
potential of investigating the topic.  

Interestingly, according to the participants’ comments, addiction is not only that re-
lated to the excessive usage, compulsively and/or impulsively, it is also about the 
actions a person would do in a hasty and non-thoughtful style with little resistance to 
the temptation for that. E.g. in a party a user may take pictures and post without think-
ing of the consequences. The ease of the process and the speed and the scale of infor-
mation spread become over-attractive and encourage hasty actions to certain people. 
In addition to this observation, DA in its intuitive sense of over-spending time on 
digital media is not necessarily to achieve some sort of entertainment (called info-
tainment). DA may be caused by the fact that users feel the need to be online all the 
time to ensure the sanity of their social presence, e.g. no one is annoyed by their posts 
or felt ignored if they did not respond.  

The concept of DA labelling is seen a powerful tool for a number of reasons. The 
first is that many people are simply unaware of how much they use social networks 
and games. A warning message would inform them in the first place even without any 
other content other than the time they spent. The label is also needed when there is a 
significant risk that the usage interrupts and distracts other activities, e.g. students 
having a “cyber-break” during a lecture. The label has particular value when users are 
unaware of potential withdrawal symptoms. E.g. some people feel lost without their 
connection to their social network or gaming community which could often happen 
not only because of technical errors but also due to social reasons, such as being 
banned by a group, or losing online fans, etc. For certain vulnerable groups, e.g. 
children, the label is not only important for the user but also for their carer. Finally, 
although it is generally agreed that software, like social networks and games typically 
aim to attract more users, labelling remains a moral and ethical responsibility which 
will inspire users trust in the software and increase their loyalty.  

In spite of that, certain cases would hinder the feasibility and meaningfulness of 
such a label.  Some of our participants emphasized that it is not purely a decision of 
the individuals to control their usage when everyone else is using it and they need to 
react. This means DA label targeting and advising the individuals needs to be aware 
of that. DA is in part a collective responsibility. One interviewee said that “if every-
one posts what is needed only, people would not feel the need to check often and 
spend much time. It is like offering a person a drink”. It is also stated that the label is 
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secondary to the software design itself. It would be seen awkward to have a very 
tempting design and then show a label warning of the consequences of use. This view 
argues that it will be more sensible to embed the control of use in the design itself and 
aid users technically in moderating their excessive use instead of the labels. In an 
extension to that, DA label should not mean exempting developers from the responsi-
bility of a deliberate inclusion of addictive elements in their software. Finally, a label 
is seen as ineffective when the original reason for DA is more than a careless usage. 
Depression and tension could lead to people spending hours and hours on games and 
social networks. Warning messages would look like a noise in that case. Similarly, 
introverts in real life could find compensation online and their excessive usage is the 
norm where their engagement in real-world in-person is seen the exception. Labels 
may mean little to them.  

An interesting observation about DA label is the possibility to turn it to a social la-
bel in two ways. It could compare to other users who agreed to share their statistics of 
usage and, also, it could be generated by colleagues instead of software. This is simi-
lar to the case when friends try to warn someone to stop drinking in a party. There is 
still a space for dual use here which needs research, e.g. competing on drinking more.   

3.2 Message: Content and Presentation  

Regardless of the information content and the way it is presented, it is generally 
agreed that positive and gentle approach should be followed until it is an extremely 
excessive usage. This positive labelling will not put users off so they may stop the 
usage of the software all together. An encouraging approach would not leave a nega-
tive effect on the self-esteem, e.g. feeling over-guilty especially those who are una-
ware of the whole concept. Finally, judging a person usage to be a sort of addiction is 
an approximation so it may be wise to avoid confirmation and being so strict. In the 
following, we list the elements which could form the content of DA messages. 
Throughout the paper, the percentages represent the number of survey participants 
who ticked the option  

Usage Related: 

─ Time already spent on the software (86%) 
─ The number of times I checked/visited the software (56%) 
─ Usage "bill", like mobile bills and bank statements (47%) 
─ The features which I heavily used (e.g., Like, tagging, messaging etc.) (17%) 

Consequence Related: 

─ Consequences on real social life (e.g., relations breakdown) (51%) 
─ Effects on physiological and mental health (e.g., eye strains, tension etc.) (50%) 
─ Damage on your public profile (potentially seen by employer, etc.) (39%) 
─ The ease and speed of information spread once shared (32%) 
─ Potential risks on you, e.g. when you use social networks in excessive, hasty and 

unthoughtful way (29%) 
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─ Consequences on your on-line relationship with others (e.g., hasty and not though-
tful interactions could be misinterpreted etc.) (29%) 

─ Consequences on online contacts (e.g., hasty and excessive tagging and sharing 
could affect the privacy of people involved in the posts) (19%) 

Advice Related: 

─ Suggestion/advice on potentially interesting real life activities based on your usage, 
e.g. going to a social event which matches your detected online interests (44%) 

─ Factual and proved statements about the benefits of regulating usage styles (38%) 
─ Suggestions/advice on how to regulate the usage style, e.g. using filters to reduce 

the amount of feeds/notifications (33%) 

By analysing the comments in both phases, the features offered by software and 
cause DA falls into four categories which are similar to the game elements categories 
proposed by Bartle’s specification explained in [10].  

─ Achievement: when the software feature drives the user to achieve more, e.g. users 
who keep checking and posting to increase their rank and social capital.   

─ Exploration: when the feature keeps the degree of curiosity high and drives the 
person to keep connected to know what is next. 

─ Socializing: when the wealth of connectivity features and ease of access make one 
overly a socializer. This is sometimes due to a sort of escalating commitments 
where people are online, not because of the pleasure, but to see what others would 
require from them and whether they upset someone or got negative comments.  

─ Killing: which is more obvious in the case of gaming where a mental satisfaction 
and stress relief are achieved when one causes harm, virtually, to someone else.  

On top of the four features, there are meta-features that increase the addictive na-
ture of software. This includes the ease of use, the real-time nature, the scale of com-
munication and vast diversity of information in an easily navigable cyberspace. These 
features mean additional attraction which would encourage addictive usage style.  

In terms of presentation, DA messages could be delivered via various modes. Each 
one depends on different factors such as the device used, the activity being done, the 
stage of addiction and the personality type. We identified eight ways such messages 
could be delivered. The percentages reflect the amount of survey users who wanted it. 
An investigation of when to use each delivery method is still to be researched:  

─ Time-based progress status (e.g., clock/timers for your usage amount) (61%) 
─ Dynamic colouring of interfaces to reflect your degree of usage (e.g., Green bar for 

reasonable use, Red bar for excessive use, etc.) (53%) 
─ Pop-up notifications (44%)  
─ Personalised metaphors (e.g., an avatar of you when being overly engaged) (31%) 
─ Hardware based interactions (e.g., vibration and flickering on mobile phones or 3D 

glasses of gamers) (26%)  
─ Sounds (e.g., beeping when you overly play a game or check Facebook) (21%) 
─ Offline notifications, e.g. sent as a message or email (19%)  
─ Analogy to traditional addiction (e.g., a metaphor of consumption of number of 

"digital" alcohol glasses) (18%)  
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The participants emphasized a number of characteristics DA labels should enjoy in 
order to have a positive reaction from the users. This included:  

─ Supportive content (61%). DA labels may not be necessarily in the form of a warn-
ing form. For example, when losing a game, a user would like a message moderat-
ing that feeling which will reduce the desire to start another round. Encouraging 
the healthy use is also part of this case.   

─ Non-repetitive content (54%). Users will tend to ignore DA labelling if when it 
issues messages with similar content and presentation style.  

─ Not overly-negative content (51%). Users do not like to be overly-warned as this 
could lead to disrupt their healthy usage. This is similar to the case where gambling 
is overly associated with people losing their properties and savings, time and social 
position while it is still possible that people use it moderately as an entertainment 
tool.  

─ Socially-generated content (36%). It appeared that messages could be made by 
friends and this would increase their exciting nature for some users. It is similar to 
the case when one receives a friendly comment to stop drinking. Similarly the 
software would need to offer friends to do the same. 

─ Precautionary content (36%). This is a proactive approach to DA labels. E.g. the 
message may not be about the current excessive use but the potential to get it or 
about the high-dependency on software which may lead to serious consequences 
when lost, e.g. when the connection or a password is lost, a page is closed, a mem-
bership is terminated, etc. 

3.3 Control 

The control aspect relates to what decisions users would like to have over DA label-
ling and how to express that to software. As a general principle, the interviewees em-
phasized that labelling, and following what is suggested in it, should remain a choice 
of the user (or a carer in the case of minors). Unlike alcohol and tobacco, the label 
could also trigger mechanisms to react to an addictive usage style, e.g. blocking for 
few hours or reducing some features such as limiting the amount of posts one can 
make per day. Although this is possible, interview participants’ agreed that a user 
would always find a way, probably other software, when overly warned and con-
trolled. Thus, we excluded this option and we would consider it part of a more like 
parental control than warning.  

In terms of What, users would like to be able to control. 36% of the survey partici-
pants would like the software to be highly autonomous in forming and delivering 
labels once they enabled the labelling service. Still, the participants have preferences 
about being able to control the various settings of labelling: 

─ The frequency of sending labels (60%),  
─ How the label should be presented (graphics, sound, email, etc.) (50%),  
─ The time(s) the label should be delivered (44%),  
─ The actions that trigger a label (e.g., the things when used/done would require a 

generation and delivery of a label) (40%),  
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─ The type of information the label could contain (39%),  
─ The accepted sources of the label (e.g., accept labels designed by certain develop-

ers, institutions or people) (38%),  
─ The strategy through which the labelling is decided (proactive or reactive to my 

usage style, comparative/relative to others or absolute) (31%).  

In terms of How, it seems there is a degree of complexity in how users makes deci-
sions. Besides the technical complexity of deciding what to control and what to leave 
to software, users have a paradoxical requirement to be looked after by a trusted 
hand, whether software or friends, but without being controlled and overly warned at 
the same time. An interviewee gave an interesting analogy saying that “it is similar to 
the feeling when one takes the bottle of wine from you because you have to drive or 
to go to work the day after”.  This point could be divided into two facets:  

─ Resistance to change. This is a challenge to handle during the initial period of is-
suing the labels. An analogy to that is the resistance to tobacco labels and smoking 
designated areas. Interviewees expected that, by time, people will accept DA labels 
as part of the new online norms. From engineering perspective, the management of 
that change is a socio-technical problem which is exacerbated by the current view 
of social media of being an indicator of trendiness by many people. This is analog-
ous to the stereotype of smokers and drinkers in old marketing adverts and classic-
al movies till laws prohibited that considering it a sort of manipulation.  

─ Calibrated agreement. Users tend to accept software to take decision on issuing 
DA labels and even enacting some sort of precautionary procedures, e.g. cooling-
off period, when trust is established. Interviewees indicated that they would like to 
start with a clear separation of decisions and calibrate the relation over time so that 
a mutual understanding between their personal preferences and software reasoning 
is eventually established. This is similar to a supervision relationship, in business 
and academia, which calibrates overtime and eventually yields a mutual agreement 
through a sort of natural selection of a range of attitudes and treatments. The im-
portance of this comes from the need to avoid making DA labelling specification a 
burden on users’ experience which is the focus of the rest of this section.  

In terms of the technical specification of DA labels, interviewees indicated the 
need for a range of facilities which would make labelling both accepted and efficient. 
Interviewees indicated that they are already involved in a plenty of other configura-
tions, such as security and privacy, and adding yet another one for DA labels will be 
another threat to their comfortable usage. This is not only about setting up the label-
ling configuration but also the worry of how this would work given the newness of 
the concept. We identified various aspects on DA label specification: 

─ Time-based specification. The basic form of permission given to software, in rela-
tion to issuing the DA label, is time-based. This includes both the time to issue the 
label, e.g. when users exceed a certain time, and the time to present it, e.g. once us-
ers log in/out. The threshold is not necessary on the amount of time and the amount 
of checks but also on the nature of the actions. It is also context dependent, e.g. 
“extra use” meaning in holidays is different from it in work days.  
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─ Features-based specification. Certain features of software seem to be highly addic-
tive and lead to a hasty and excessive usage style, which, in turn, could also lead to 
consequences not only for the user but also their community. Users appreciate the 
control given to the software in issuing the warning label in relation to those fea-
tures. E.g. sharing and tagging are examples of features where people may feel un-
able to control at certain point. An interviewee mentioned that “it is so easy and 
tempting to press the button, but once it goes you may not be able to retract”.  

─ Complementary actions. The label should be seen as a part of an integrated process 
of a usage regulation, i.e. it is not a standalone treatment. This is especially true in 
the case of social software where there could be social consequences of not being 
online and such as losing attention and being missed when needed. The label 
should be complemented with supplementary procedure, which avoids the case that 
the new usage style harms the basic requirements, e.g. turning the profile message 
to explain absence to close friends. These actions could be part of the configuration 
and control of DA labels which make the process more holistic.  

─ Social Control. An interesting observation is that people would accept warning 
messages to come from their friends and contacts. This is not necessarily done on a 
one-to-one or direct basis. A person could generate messages to be shown to all 
friends or group members who exceed a certain limit. Although this idea seems fu-
turistic, it stimulated interesting discussions. Some participants indicated that 
groups could nominate a guard or agree on norms of usage and DA labels should 
follow that mutual agreement and could be shown as a positive social pressure. 
This is a sort of blended control where software, users and the group take part of it.  

─ Specification reuse. Specifying DA labels and how this should be inferred and 
presented would add additional overhead. The idea of reusing labelling patterns 
suggested by trusted social entities, such as health institutes or close friends, seems 
to be interesting. This is similar to eating style proposed by reputed diet specialists.  

3.4 Awareness 

In [9], we showed that people would like to know why a certain recommendation is 
being delivered to them at a certain time. This is mainly for privacy and curiosity 
concerns and others sorts of meta-data to describe the label. People would like to 
know, or be offered to know, how the DA labels are processed for them and why a 
message is presented in a certain format and language. This becomes more of an issue 
when trust has not been established yet and when labelling is conducted as social 
activity, e.g. recommendations coming from colleagues as described in 3.3.  

A general view is that the usage of online software, especially social networks, en-
tails that certain usage data are collected about the user. Interviewees agreed that see-
ing a label warning about a usage style does not raise unusual privacy concerns in 
comparison to those already recognized. For example, it is commonly known that data 
about the amount a user spends on a certain page are sometimes used to infer the 
market trends and preferences of certain populations. However, in the case of the 
labelling, and given the fact it is typically to aid users, these typical concerns could 
have consequences on the efficiency and acceptance of the label itself and users expe-
rience with the software in general. The following points elaborate that further.   
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─ Trust. People would start to question how DA labels were inferred when the soft-
ware does not inspire their trust in the first place. Building a trust relation seems to 
be superior to warning the user of their addictive usage, no matter how right the 
warning is. Participants indicated that, besides the baseline trust with the software 
as a whole, the labelling-related trust is typically built through (i) factual correct-
ness, e.g. by giving accurate and unbiased information, (ii) treatment, e.g. the lan-
guage used and (iii) transparency of inference, i.e. the possibility to see what and 
how data were used. Some users would increase their level of trust in the software 
when they become aware that it is careful about them and it is putting its popularity 
at risk (knowing that they may simply leave it) to keep their usage within healthy 
levels. That is, the message would need to convey this caring attitude.  

─ Loss of relationship. As a continuation of the previous point, labelling could lead 
to a loss of closeness between users and software. Some participants stated that at 
times they may feel someone is picking on them. It is important to choose the right 
wording and graphics, e.g. loss vs. gain framing [11]. Being positive seems to 
moderate the negative feeling of being overly unhealthy at least for those who are 
unaware of the whole concept of DA and its potential consequences.  

─ Moderate labelling. The users should be made aware of the approximate and  
potentially imprecise nature of the label. Unlike tobacco and alcohol, where the 
consequences are pretty tangible and measurable, the consequences of DA are not 
necessarily visible and may not be the same for every person. The consequences 
are to a large extent related to the social and mental well-being rather than physio-
logical. Awareness of the users about the approximate nature of the label is also an 
ethical principle, at least currently, due to the lack of experiments on DA. 

─ Informed consent, iteratively. People should be made aware that DA labelling is 
going to be installed and they should have the right to choose or exclude it. An  
explanation of the data which are going to be collected will inspire trust. For each 
label, a link to the stats which explain how the label was generated will be likely 
appreciated. Although this may not be interesting to many, but the fact it exists will 
increase trust and transparency and it will be consistent with the fact that labelling 
is ultimately an ethical and professional practice.   

─ Indirect disclosure. Users should know how their usage data will inform the design 
of others labels, e.g. when calculating the usage of an average user. This may not 
be always clear. For example, when a label contains a comparison of a person 
usage to the friends in a certain group, this in part implies how that group is collec-
tively using it. This, in some cases, could mean much knowledge about individuals. 
In the case of social control of labelling the situation becomes paradoxical where a 
user would need to balance between giving the group some control over the label-
ling and being at the same time reserved on sharing usage information.  

─ Developers’ awareness. Another interesting point was raised about the need to 
educate developers themselves to appreciate the dual usage of their software prod-
uct. Their awareness will be the first step before they can raise users’ awareness. 
70% of the survey users believed that this is not a main concern of developers. 
Some survey participants who disagreed or remain neutral gave a contradicted 
view saying that making the software addictive is a deliberate goal in certain cases.  
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Table 1 shows the survey results on the same aspect (SA: Strongly Agree, A: 
Agree, N: Neither Agree nor Disagree, D: Disagree, SD: Strongly Disagree). 

Table 1. Users view on the awareness dimension of DA label  

Statement SA A N D SD  

Software needs to inspire my trust before I accept labelling. 31% 54% 13% 3% 0%  

Labelling may lead to less natural use of software and make me 
lose closeness with it (no matter how useful labelling is). 

4% 26% 44% 22% 3%  

Software can only have approximation and estimation about my 
usage, so it should always make labels less confirmatory. 

4% 50% 35% 8% 3%  

I should be able to know how the label was generated and why; 
this will increase my acceptance of it. 

25% 58% 8% 6% 3%  

I need to be able know how my usage data and reactions to 
labels are used even if this is to enhance the labelling service. 

14% 54% 22% 8% 1%  

I feel software developers/industries are often unaware of, or 
uninterested in, the addictive nature of their software and its 
consequences 

24% 46% 11% 11% 8%  

3.5 Adaptivity 

Adaptivity, in essence, means the ability to change the labelling as a response to some 
independent variable, called an adaptation driver. Adaptivity is a cross-cutting aspect 
which relates to the content of the message, its presentation, and the switch between 
the different styles of controlling the labelling process. We here discuss the adaptation 
drivers and what they affect in the labelling elements.   

─ Stage of addiction. The grade of DA should be taken into account when deciding 
the friendliness of the language used in the message, gain vs. loss framing, the me-
dium of presentation, the persistent of the message, and ultimately the amount of 
control given to the software. It is not always straightforward to measure the stage 
of addiction. Time spent and hasty actions are not the only measure to consider. 
Participants mentioned cases where people could leave the windows open without 
being really engaged with it. Other usages could relate in part to their daily work 
updates. That is, the weight of the usage time should be different.  

─ Computing device. People demonstrate different addiction patterns depending on 
the computing device they use. For example while checking a mobile phone fre-
quently is just a way to let time pass in the waiting room, refreshing a website on a 
PC in the same way would not be often a typical use. The computing device also 
affects the feasibility of each way to deliver the warning message. For example, 
much illustration is unlikely recommended on mobile devices. The context of use 
in the case of mobile devices is a factor while it is moderately an important factor 
in the case of stationary access. For example, a warning would need to check 
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whether a person is walking when mobile phones are used to estimate the risk and 
issue a suitable label. The same check would not be needed in the case of a PC.  

─ Time. The time of usage is also an important factor to consider when adjusting the 
label. Using social networks at night is typically more acceptable than using during 
the day. Weekends and holidays are also known for leisure activities including the 
infotainment and relatively higher usage of social media.  

─ Social context. It seems that one of the important factors is also the seasonal en-
gagement with software which may not be a sign of excessive usage. E.g. in a fes-
tival time people tend to use social media more and sometime in exaggerated style. 
This is analogous to some tolerance in food and drinking style in a festival period.  

─ Personal profile. This includes mainly the age. In the case of children, the label 
would may even need to be addressed, or at least a copy of it, to some guardian, 
though again this introduces further ethical and perhaps legal dimensions. It ap-
pears there may also be some personality traits that lead to the acceptance of the 
language used in the label and the persistent nature of that label. Although we can-
not confirm any correlation without further investigation, we could make few ob-
servations. For example, some participants liked the idea that the label is persistent 
so that they take it seriously while others did not like that. Some participants pre-
ferred to be called by their own names as a sign of respect while others saw that ir-
relevant especially when it is coming from software. The presentation as a pop-up 
seems to be necessary for certain people while others prefers a less direct style 
such as the light and the colour based alert. Although these settings are adjustable 
by the user, an intelligent inference and a mapping of individual users to Personas 
seems to be necessary at least to suggest a default option to users.   

Table 2 shows the survey results on the same aspect.   

Table 2. Users view on the adaptivity dimensions DA label  

Statement SA A N D SD  

The progress or stage of my addictive or excessive or hasty use 
(e.g., by changing the language and frequency accordingly) 

25% 67% 7% 0% 1%  

The type of devices I am using (e.g., my usage patterns and 
preferences on labelling may differ between mobile devices and 
computers) 

24% 61% 8% 7% 0%  

The time aspect (e.g., weekends and night time are probably 
peak time for using social software but it does not mean my 
usage would be excessive) 

29% 49% 13% 8% 1%  

My social context (e.g., in holidays or parties, one may post 
more on a social network) 

15% 53% 18% 11% 3%  

My personal profile (e.g., age, profession and sociability are all 
factors when judging whether it is an addictive use) 

18% 40% 22% 17% 3%  
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4 Engineering Challenges for DA Labelling Requirement  

Labelling is fundamentally a requirements engineering problem. It is an ethical and 
professional practice requirement and, given the clear consequences in certain cases 
and feedback from users groups it may be eventually enshrined in law [12]. In terms 
of beneficiaries, and in addition to the users themselves, software developers also gain 
potential benefits from implementing labelling, regardless of the existence of laws 
and social norms. As we explained in Section 3.4, users tend to trust the software 
more when it cares about their healthy usage and trust would typically increase their 
loyalty level. Obviously, we still need to study the fine line between carefulness and 
annoyance and how software should reason about that. Health and Welfare Services, 
both public and private sector, are further examples of “off-stage” actors where there 
is already growing interest in the possibility of using addiction-aware software to 
maintain the mental and social-wellbeing of users [13].   

Our study identified four paradoxical requirements of users which DA labelling 
process would need to handle: 

• Control vs. autonomy paradox: users would like software to be autonomous in 
measuring their usage and issuing the labels. At the same time, they would like to 
have a control over the process. Almost all the survey participants who chose to 
give the autonomy to software chose also to control certain aspects over the label-
ling (Section 3.3). While the comfort is the motivation for the first, the effort 
needed for the second is clearly an obstacle to the design of such software. We 
proposed the notion of calibrated agreement as a sort of natural selection to elect 
the best control strategies between users and software over time. While this could 
also be the case for other kinds of requirements, e.g. privacy and security, there is 
an extra motivation in the case of DA labelling. This is mainly due to the supervi-
sion and mentorship nature of this requirement unlike the classical case where us-
ers use a sort of control panel to specify their software settings. Also, DA labels are 
not necessarily generated and sent by software but could also be sent by social enti-
ties, individuals and groups, which would add a social dimension to the control.  

• Appreciation vs. Annoyance paradox: users stated that their level of trust in the 
software would increase when it offered the labelling service. This will be still true 
even if they do not like this service all the time. From the interview comments and 
also those provided in the text entries in the survey, we observed that users would 
still have a complex set of requirements on how labelling should work, which 
makes it relatively easy for the labelling to become an annoyance. While this re-
lates to the previous paradox in part, software industries would be still sceptical 
about introducing a label and unsure of at what stage this should be done. Man-
agement of the change when introducing the labels to existing software is one fur-
ther challenge. Introducing it with new software, as one of the interviewees said, 
may be a better option as “if it appears as part of the terms and conditions, one 
would both appreciate and be prepared to see it in the future”.  

• Being cared vs. privacy. Seven of the interviewees and 36% of the survey partici-
pants found the idea of socially generated labels interesting and would want to 
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make the control of software usage a sort of ‘enjoyable’ social activity. Knowing 
that more information about their usage will help others to give more meaningful 
DA labels, though privacy concerns are still clearly an obstacle. Interestingly users 
tended to have different preferences depending on whether the carer was ‘just’ 
software or a social entity. The space for negotiation and changing perception in 
sharing as a mutual care and community-related activity is still worthy of further 
work. This is particularly true given the novelty of the concept.  

• Individual vs. collective paradox. Users indicated that the reason why they may 
excessively be online is mainly because others are online and that they feel they 
might be missing something if they stop. We may think of the DA label in this case 
as a label directed to a community rather than to an individual all the times. How-
ever, the border between the two is blurred.  

DA labelling requires a multidisciplinary research by nature. A requirements engi-
neer would need to understand how users and other stakeholders like these labels to 
be designed, deduced and presented for specific software. While these decisions may 
still relate to the nature of that software and its design objectives, they would not be 
achievable simply by consulting users and probably the entity who will own the soft-
ware. These decisions require foundational research which is in part a requirements 
engineering research. Amongst other areas, this should include the following:  

─ Generating factually correct DA labels content, e.g. proven consequences. While 
this is clear in substance addiction, the research on DA is still in the early stages.  

─ Laws and code of ethics. It is becoming regular news on the media that the use of 
certain software features, e.g. the Selfie and games, is causing harm to people.  
The laws and also software engineering code of ethics would need to be updated to 
handle the peculiarities of the addictive nature of software. DA labels are still seen 
an option rather than a norm or even professional practice.  

─ Fuzziness and metrics. Monitoring usage and judging its addictive nature will need 
metrics that manage to represent a complex set of behaviours, particularly given 
the fuzzy nature of the concept. For example, 78% of users wanted software to ap-
preciate that in holidays and at certain time of the day their usage could follow a 
different pattern to their normal levels. Similarly, as with physical addictions, such 
as to alcohol, some people have different thresholds of what an excessive use is, 
and this is further complicated by the fact that the amount, say consumed, is not 
always the sole indicator of dependence. For this reason, only 11% of our users 
disagreed that solely measuring their usage is never going to be sufficient as a pre-
dictor of addiction, and, therefore, DA labels would need to be less confirmative; 
one alternative being some kind of individual calibration.  

─ Alignment. We can view the DA labelling as an alignment problem in which the 
software has a requirement to align with health and social care regulations. How-
ever, although we use the term “addiction”, the phenomenon of the excessive, im-
pulsive and compulsive usage of software is still not formally considered a sort of 
addiction or disorder. We would still need a multidisciplinary research to come up 
with metrics for the healthy usage and what properties to ensure in the software de-
sign to maintain it. 
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In the case of DA labelling, and DA in general, requirements elicitation has a particu-
larly private nature. To add weight to our argument, our pre-selection survey enabled 
us to interview only those who declared a sort of addictive usage. However, during 
the interview, participants moderated quite significantly their description of their 
usage style. People would typically feel uncomfortable declaring their true usage style 
when they are identified. This will call to a requirements elicitation which is a mixture 
of psychology and software engineering practice, in order to tackle DA labelling.  

5 Conclusions 

We advocated the need for Digital Addiction labels and studied how this should be 
implemented from a user’s perspective through an empirical study. The vast majority 
of participants, +80%, confirmed it is potentially a good idea to aid them regulate 
their usage style. Besides the results which one would intuitively speculate about the 
content and presentation (time spent and clock, etc.), our study led to interesting find-
ings. These are mainly in the area of the paradoxical need for freedom and being su-
pervised in the same time, the novel ways of generating and communicating the label, 
the private nature of this requirement, the need for metrics for addictive usage, to 
name a few. Our future will delve into the details of each of these challenges from the 
perspectives of both requirements engineering and cyber-psychology.  
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Abstract. [Context and motivation] The increasingly complex business and 
development environment brings challenges to IT system development and re-
quirements engineering (RE) activities. [Question/problem] The goal of the 
case study was to investigate what the challenges of a customer organization’s 
RE process are in the outsourced development environment and what demands 
these challenges bring to RE process development. The case study was con-
ducted in a Finnish insurance company. [Principal ideas/results] The results 
are based on 17 interviews and the analysis of 15 large projects. The case study 
indicates that one of the biggest challenges is to develop business and IT as a 
whole. When combining business process and IT system development, re-
quirements are an important tool. Another critical challenge in the outsourced 
environment is that the RE process is distributed between the customer organi-
zation and the supplier. Furthermore, highly integrated IT systems and enter-
prise architecture bring demands to RE process. [Contribution] The paper  
describes a complex environment in which the customer organization develops 
IT systems, and systematically defines challenges related to the RE process. 

Keywords: RE process · Outsourced environment · Large complex projects 

1 Introduction 

Companies invest millions every year in IT system development aiming at adding 
business value to achieve strategic goals. IT projects consume customer organiza-
tions’ resources and are seldom finished in accordance with their original schedule 
and budget or deliver the benefits expected [1]. To improve project outcomes, re-
quirements engineering has been identified as one of the success factors in software 
projects [2] [3].  

Today, many companies focus on core business and software development is out-
sourced to external suppliers. In outsourced processes, high-quality requirements are 
needed in acquisition, customer-supplier relationships need to be established and 
knowledge must be transferred between the customer and the supplier. The develop-
ment environment has also become increasingly complex, and new themes  
have emerged in the RE field such as business process focus, systems transparency, 
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integration focus, distributed requirements, layers of requirements, packaged soft-
ware, centrality of architecture and interdependent complexity [4]. Requirements are a 
notable risk for causing project failure [5] [6] [7] [8]. Most of the research of the out-
sourced project risks is focused on the vendor side of a project, but the client perspec-
tive has been ignored [8]. 

Large-scale and outsourced development projects can be a challenge for non-
technical customer organizations and also the case study organization has faced these 
challenges in the large development projects. As a solution, the aim was to develop RE 
processes to better support projects. Straight forward answers to customer organiza-
tion’s RE process development issues were not available in the RE text books. There-
fore, there is a need to understand current state of the customer organization to develop 
new RE processes and practices. The research question of the case study is: What are 
the challenges of customer organizations’ RE processes in the outsourced environment 
and what demands do these challenges bring to RE process development? 

2 Related Work 

To understand the role of the customer in the RE processes, we studied definitions of 
the term “customer”. One definition points out that requirements are specified and 
thus owned by the customer: “An individual or organization who specifies the re-
quirements and formally accepts delivery of a new or modified hardware or software 
product and its documentation” [9]. Wiegers defines customer as “an individual or 
organization who derives either direct or indirect benefit from a product” [10]. 

The term “acquirer” is also used in the IEEE Software lifecycle processes standard 
[11] and the definition of the acquisition process includes, among others requirements 
definition, solution selection, RFQ (Request for Quotation) preparation and accep-
tance of the solution. However, we prefer the term “customer organization” to point 
out that, in addition to the acquirer part of the organization, the involvement of many 
stakeholders such as management, requirements analysts, business specialists, users 
and enterprise architects is needed. 

Based on our literature review, RE of in-house development and product develop-
ment has been studied (e.g., [3] [4] [12] [13] [14] [15] [16]). However, customer’s 
viewpoint seems to be less discussed. Wiegers [10] defines requirements as a corner-
stone of the outsourced development process. Hull et al. [17] identified stakeholder 
requirements management as the acquisition organization’s main concern. Also RE 
challenges have been studied in the offshore outsourcing context. Bhat et al. [5] iden-
tified conflicting vendor-client goals, low client involvement, conflicting RE ap-
proaches, disagreements in tool selection, and communication and sign-off issues as 
challenges in a global IT-services organization. Furthermore, based on three case 
studies, Abdullah and Verner [7] [8] identified conflicting, over-specified, inadequate, 
incorrect and unclear requirements as project risk factors. The significance of differ-
ent RE practices in the outsourced projects [18] and coordination of vendor and client 
of outsourced development projects have also been studied[19].  
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3 Research Method 

3.1 Case Study Organization 

The case study organization was an insurance company that specializes in statutory 
pension security in Finland. The company has more than 560 employees. Its business 
is information centric and legislated. The number of IT systems is 210 and these sys-
tems are highly integrated. In the past, the company had an internal IT department 
that was responsible for the development, maintenance and production of IT systems 
and also knew the business part well. IT system development was outsourced 2006 
and is nowadays provided by external suppliers. Most of the suppliers are well known 
international software suppliers.  

The RE process of the case study organization was defined during the years  
2006-2007. The RE process description and guidelines are simple. They include basic 
activities such as requirements elicitation, analysis, specification, validation, and 
management. A small set of RE practices such as requirements collection workshops, 
usage of Office templates to document requirements and requirements reviews are 
recommended and they are used in most of the IT development projects. 

3.2 Data Collection and Analysis 

The research was performed based on interviews, document reviews and validation 
workshops (Table 1). The interviews were semi-structured and they were conducted 
in Finnish. The themes of the interview questions were 

• changes in the development environment and effects upon RE  
• RE experiences from large development projects 
• demands and development ideas to improve the RE process  

Table 1. Summary of data collection methods 

Method Data collection 
Interviews 17 interviewees were selected based on the organizational and project 

roles to comprehensively represent different kinds of projects and 
organizational functions responsible for RE and project work.  

Documenta-
tion review  

The requirements and project documentation of 15 large strategic 
outsourced projects were studied.  

Validation 
workshops 

To validate the findings, 5 workshops were performed with the inter-
viewees and other RE practitioners of the case study company. 

 
The questions that have been translated into English are available in the interview 

guide [20]. The interviewees included five business developers/specialists, three steer-
ing group members of IT development projects, two requirements definition special-
ists, two process developers, two IT managers, two IT architects, and one project 
manager. The duration of the individual interviews was approximately an hour. All 
the interviews were recorded and transcribed.  
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In addition to the interviews, requirements documents, project plans and final re-
ports of 15 large projects were studied from the RE point of view. These projects 
covered all strategically important outsourced IT system development of the case 
study company during 2006-2014 and they were typically delivered by multiple sup-
pliers. The costs of the projects varied from 1M€€  to 35M€€ .  

The interview data was analyzed iteratively. The unit of analysis was large IT de-
velopment projects and the focus of the investigation was to analyze RE challenges. 
We analyzed the interview data with open-coding content analysis [21]. A large num-
ber of challenges and background information was identified based on the interviews 
and they were analyzed together with the challenges identified from the project do-
cumentation. The challenges were clustered to categories and modelled further based 
on validation feedback. The first author of the paper was responsible for the analysis 
She had worked in the organization in a wide variety of roles and, therefore had prac-
tical experience with the company’s RE practices and development projects.  

Five workshops were organized to validate the findings with the interviewees and 
IT management. During the validation workshops, the first author presented the re-
sults of the analysis and the participants gave feedback on the results. The validation 
workshops lasted 2-4 hours. The results of the analysis were also validated iteratively 
by the two researchers. The second author had participated in a previous RE process 
development project of the case study company and had, therefore, some background 
knowledge about the customer organization. The third author did not know the case 
study organization and her role was to act as an external reviewer of the findings. This 
paper was also reviewed by two IT executives. 

4 Challenges and Demands of RE Processes at Customer 
Organization 

Based on the study, we identified 42 challenges that established demands upon the RE 
process development. These challenges were categorized during the analysis phase 
into seven themes that are presented in Figure 1. The following subsections describe 
the challenges and demands related to the seven themes. 
 

 

Fig. 1. Categories of the challenges related to the customer organization’s RE process 
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4.1 Human Resources, Organizational Capabilities and Knowledge 

Human resources, organizational capabilities and knowledge of the individuals in the 
project team was one of the main themes identified. The main focus of the customer 
organization is on the business and, therefore, there are only a limited number of pro-
fessional developers. As most of the practitioners participate in development part-
time, RE processes, practices and tools needed to be adapted to the resources of the 
semi-professional business organization.  

Based on the study, the amount of time, resources, knowledge and skills needed for 
requirements definition in large-scale projects came by a surprise to the interviewees. 
The importance of requirements was underestimated or misunderstood by the busi-
ness people and there was a hurry to move on to implementation of the project. Fur-
thermore, knowledge and willingness to use practices varied in the organization.  

In the highly integrated IT system environment, the amount of internal stakeholders 
tends to grow large: business management, end users, specialists in different business 
units, process or business developers, IT architects and IT management. Customer or-
ganizations have political aspects to be considered, as different stakeholders often have 
conflicting requirements based on their organizational responsibilities. In the studied 
projects, a large amount of external stakeholders was also identified: officials, legisla-
tors, external business partners, and other companies in the field with common IT solu-
tions. The importance of taking customer needs (customer of the customer organization) 
into account has also been a trend. Challenges and related demands are summarized in 
Table 2. 

Table 2. Summary of the challenges related to human resources, capabilities and knowledge 

Challenges  Demands for RE process development 
Semi-professional 
practitioners  

RE process documentation, models and tools must be unders-
tandable for business practitioners without extensive technical 
training and skills. 

Limited develop-
ment resources 

With the resources available, best-fitting RE processes and 
practices should be selected to maximize the benefits.  

Need for support of 
the RE process 

Practitioners require support when utilizing new RE practices 
and tools for the first time. Practical training and hands-on-
support were preferred by the practitioners.  

Cultural differences 
inside the organiza-
tion 

Organizational change management is needed to communicate 
the importance of requirements and implement RE processes 
in practice.   

Large number of 
stakeholders 

The RE process is needed as a tool to build common understand-
ing among the stakeholders. In addition to internal stakeholders, 
the importance of external stakeholders and customers of the 
customer organization has also increased. 

Selecting a RE 
project team 

Customer organizations’ project teams should consist of busi-
ness specialists with in-depth and comprehensive knowledge 
of business processes, requirements analysts gathering re-
quirements and skilled project managers. 
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4.2 Business Development and IT as Whole 

In the case study organization, IT development is seen as one part of business devel-
opment and the best total effectiveness has been achieved in programs developing 
both business and IT. Previously the business development has been IT-intensive, and 
more focused on improvement of the current state. Now, the focus is on development 
of the whole operating model and making strategic transformations via development 
programs. Challenges related are summarized in Table 3. 

Table 3. Summary of the challenges related to business development and IT as whole 

Challenges  Demands for RE process development 
Development of the 
whole operation 
model instead of 
only IT 

IT development was seen as a part of the development tool-
box. Customer organizations’ scope is to improve and develop 
business as a whole; i.e., business processes and services, 
organization and IT.  

Steering projects 
based on strategic 
goals 

Development programs and projects are seen as an important 
tool to accomplish company strategies through strategic trans-
formation. Strategic development goals were seen as high-
level requirements steering the project. Requirements gathered 
from users and other stakeholders should be prioritized by the 
goals defined.  

Combining business 
process develop-
ment and IT system 
development 
 

Business process development brings requirements to system 
development and IT system development opportunities and 
limitations to business process development. Requirements 
are a tool to combine both approaches. Also, Business Driven 
Development (BDD) [22] was utilized in the subject organiza-
tion in four development projects. 

Managing organiza-
tional change and 
business transforma-
tion 

Customers’ project scope includes also organizational change 
management, business transformation and other activities 
related to changing the software tools used in the business 
processes. The supplier implementing the system has the 
project scope. 

Long lifecycle of 
requirements 

Customers’ RE processes begin much earlier than software 
project and last to the end of the solutions lifecycle – from the 
development idea to business benefits. The lifecycle of a re-
quirement may last for a quarter of a century. In an ideal case, 
requirements are up to date and a part of maintenance docu-
mentation. 

Traceability from 
the business re-
quirement to the 
benefits received 

Requirements have a major impact upon the business benefits 
delivered. In the projects studied, IT development did not 
always deliver solutions that fulfilled the requirements and 
targeted business benefits were compromised. In an ideal 
case, traceability exists from a business requirement to im-
plementation. The interviewees emphasized that being  
active in requirements management is important for deli-
vering the expected benefits.  
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4.3 Decision-Making Processes 

Connecting requirements engineering to the decision-making processes of the cus-
tomer organization was identified one of the important themes. The connection to 
procurement and project management processes was identified: the project scope is 
defined by requirements; solutions fulfilling the requirements should be selected, as 
well as the software supplier. Also, a link to the customer organization’s financial 
processes exists: requirements have major impacts upon development costs, mainten-
ance costs and business value delivered. Challenges related to decision-making 
processes are summarized in Table 4. 

Table 4. Summary of the challenges related to decision-making processes 

Challenges Demands for RE process development 
Scoping and plan-
ning the project 

Well-defined requirements scope the project and concretize 
the project goals. Requirements are a useful tool in project 
task planning. 

Linking require-
ments to business 
case 

Business case estimation and investment calculation were 
seen as tools to link the goals, scope, requirements, develop-
ment and maintenance costs, and expected benefits together. 
Good requirements are so concrete that benefit and cost esti-
mation can be done. An iterative approach has been useful 
because the organization learns during the requirements defi-
nitions, procurement state and implementation of the project. 

Involving manage-
ment  and making 
decisions 

Management should define goals as well as review and accept 
high-level requirements. Requirements management should be 
actively performed to analyze possible changes to goals and 
desired benefits. 

Prioritization of 
requirements and 
requirements sets 

The importance of prioritization of requirements was empha-
sized to focus upon strategic development, limit scope and 
improve cost efficiency. To maximize the benefits received 
from the development, requirements delivering the highest 
benefits should be implemented. Investment calculation for 
each requirement of a large project is impossible, but a rough 
estimation of costs and benefits is also useful.  

Selecting the sup-
plier and solutions 
that meet the re-
quirements 

When selecting the supplier to deliver the implementation 
project, bids should be evaluated based on the requirements. 
In addition to high quality and low costs, solution should meet 
the requirements. 

Acceptance of the 
solution delivery 
based on the re-
quirements 

Acceptance testing and validation of the delivery should be 
done based on the requirements. However, in most of the 
projects studied, more detailed design specifications replaced 
original requirements in test planning. 

Managing actively 
requirements 

Requirements management should be performed actively dur-
ing the procurement and project. Requirements should be up-
to-date throughout the project. 
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4.4 Sourcing Model  

Based on the study, the company’s sourcing model has a major impact upon the RE 
processes, techniques, tools and resources needed. Three sourcing models were identi-
fied from the projects studied: 1) in-house, 2) outsourced partnership, 3) outsourced 
development with procurement procedures. In addition to three models, most of  
the projects/programs studied had multiple suppliers, up to 15; and, as a specialty  
of the business field, common IT system development projects between several  
customer organizations exist. A summary of the related challenges is defined in  
Table 5. 

Table 5. Summary of the challenges related to sourcing model 

Challenges  Demands for RE process development 
In-house develop-
ment 

The organization has an internal common RE process, infor-
mal and close cooperation between its business and IT people, 
internal development costs and decision making. 

Outsourced partner-
ship development 

Established RE processes with the customer and IT develop-
ment partner; cooperation usually begins in the early phases of 
the requirements definition, which eases the work of customer 
organization; external development costs limit the use of part-
ner organization specialists; partner has business and IT envi-
ronment knowledge. 

Outsourced  
development with 
procurement proce-
dures 

Customer organizations need to define high-quality require-
ments independently for the procurement/RFQ process; 
cooperation with the supplier begins after procurement; new 
supplier needs to learn the business and IT environment; 
common RE process must be established during the first 
project; and, in the projects studied, subsequent projects are 
easier as the partnership is established. 

Multi-supplier 
projects 

Customer organizations have a role as an integrator of the 
whole; several suppliers deliver components for the solution; 
one business requirement often has dependencies upon many 
projects and good requirements management practices are 
needed to support projects; utilizing tools in requirements 
management has been beneficial; requirements management 
must be effectively performed to keep track of solutions deli-
vered by different suppliers; well defined and managed re-
quirements are needed to glue all the parts into the solution to 
deliver business value. 

Multi-customer 
projects 

Negotiation of requirements between the customers is impor-
tant. Combining business needs, IT environment and systems 
for common interfaces, registers and system logic.  
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4.5 Type of Solution 

Based on the interviews and study of the projects, five categories of solution types were 
characteristic: 1) tailored software implementation, 2) implementation of software prod-
uct (COTS), 3) software as service (SaaS) or buying outsourced services, including IT, 
4) development of current IT systems, 5) integration work. Based on the study, the se-
lection of a solution had an impact upon the RE tasks; amount of work and cooperation 
with the supplier and support for different kind of solutions were required from the RE 
process. Different solution types identified in the projects are summarized in Table 6. 

Table 6. Summary of the challenges related to type of the solution 

Challenges Demands for RE process development 
Tailored software 
implementation 

In the large-scale tailored implementation projects, require-
ments definition work demands a lot of time, resources and 
modeling skills. All the functional and non-functional re-
quirements needed must be defined. Cooperation between the 
customer and supplier is vital to share the knowledge and 
workload of large-scale requirements definition work. As an 
advantage, the process may be defined based on the business 
needs. Previously most of the solutions were tailor made; 
today, however, this is rare.  

Software product 
implementation 
(COTS) 

Business requirements and, usually, functional and non-
functional requirements are needed to compare software prod-
ucts. From the customer point of view, it is vital to understand 
how requirements may be fulfilled (basic functionality vs. 
configurations vs. modification) and cooperation with suppli-
ers is needed. In addition to software product implementation 
projects, the solution usually requires modifications to other 
systems and integrations – requirements for these parts should 
also be defined. Usually, the company’s own business 
processes are adjusted to the processes supported by the soft-
ware product, instead of modifying the product, to avoid in-
creased maintenance cost. 

Software as a Ser-
vice or buying an 
outsourced service  

Requirements are needed to compare the services offered by 
different service providers. The organization’s internal 
process is adjusted to the process supported by the standard 
service.  

Development of 
current IT systems 

Large-scale projects were implemented to current IT systems 
due, for example, to changes in legislation or increases in 
automation level. Understanding of the current solution is 
needed and system documentation is used as a basis of the 
requirements definition work. Cooperation with the supplier 
in the early phases of requirements definition was seen as 
beneficial. 

Integration work All programs studied included integration work, from 10% up 
to 100% of total workload. Both business- and architecture- 
related requirements are relevant. 
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4.6 Distributed RE Process between Customer and Suppliers 

Requirements engineering is cooperation between the customer and the supplier or-
ganization. The customer organization owns the requirements and has the business 
knowledge. The supplier has technical knowledge. In the projects studied, the  
customer had the main responsibility of defining high-level requirements, while the 
supplier was responsible for more detailed specifications. The challenges related to 
distributed RE processes are summarized in Table 7. 

Table 7. Summary of the challenges related to distributed RE process 

Challenges Demands for RE process development 
Optimized cooper-
ation in the RE 
process with the 
supplier 

Cooperation with the supplier in the early phases was seen as 
beneficial in many projects to transfer knowledge for imple-
mentation. 

Distribution of RE 
work between the 
customer and a 
supplier 

Based on the study, customer organizations should have 
internal or external requirements analysts to produce high 
quality requirements for procurement of large-scale projects. 
Also, internal RE processes and tool support were needed by 
the practitioners. The supplier’s skilled requirements ana-
lysts were important for project success. 

High quality re-
quirements for 
RFQ/RFP and 
procurement 

For RFQ (Request for Quote) or RFP (Request for Proposal), 
customer organizations need to define requirements and their 
own or external RE resources are needed. Requirements 
direct suppliers to provide comparable bids – all suppliers 
must receive the same information.  

Iteratively improv-
ing requirements in 
cooperation with 
suppliers 

Requirements definition is a learning process; from 2–4 ite-
rations were performed in the studied projects. The customer 
learns from the solutions available and the supplier learns 
from the customer’s needs and environment.  

Common under-
standing of the 
project scope and 
complexity 

In addition to written requirements, discussions and clarifica-
tions are needed to build common understanding and trust. 
Customers need to understand how the solution meets their 
requirements and suppliers must to understand business 
needs and the whole complexity of the project.  

Requirements vital 
part of the project 
contract 

Requirements are a vital part of a contract between a cus-
tomer and a supplier and thus a baseline of the scope. Also, 
agile projects demand high-level scoping. 

Negotiation of RE 
practices 

The system work models, modeling techniques, tools, re-
sponsibilities and distribution of work varied based on the 
supplier. RE practices need to be negotiated.  

Design specifica-
tions defined by 
the supplier specify 
the solution 

Requirements are further specified during the system specifi-
cations. Customer organizations define the requirements and 
suppliers have documentation responsibility for design speci-
fications in cooperation with the customer.  
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4.7 IT Environment, Enterprise Architecture and Development Portfolio 

Program portfolio and the size and complexity of the project bring demands to RE 
processes. Requirements modeling techniques varied in the projects studied, as the 
modeling demands in different application domains are different. In the customer 
organizations, each project is somewhat unique and implemented only once, whereas 
software suppliers may learn from previous projects with certain software products, 
technology and application domains.  

Also, the importance of enterprise architecture has increased, as the number of 
technologies and complexity of solutions has grown rapidly. Projects hardly ever 
begin from scratch and the solutions made must fit into the company’s technical envi-
ronment – requirements from the enterprise architecture and other systems to be inte-
grated must be collected.  In addition to the enterprise architecture approach, solution 
architecture is needed in mapping the requirements to solutions. Also, a solution may 
fit the business need, but it may cause high maintenance costs if it is unsuitable for the 
IT environment. The customer organization must have a lifecycle approach. Sustaina-
ble long-term solutions are needed, not just fast and cheap solutions from the project 
scope. Challenges and related demands are summarized in Table 8. 

Table 8. Summary of the challenges related to company IT environment, enterprise architecture 
and development portfolio 

Challenges  Demands for RE process development 
Development pro-
gram portfolio, size 
and complexity of 
the projects 

Complex large-scale projects require different practices, tools 
and support from the RE process than small maintenance 
projects. The RE process, practices and tools were developed 
in the case study organization to better support large projects.  

Enterprise architec-
ture, IT environment 
and maintenance 

Enterprise architecture, current IT environment and mainten-
ance of the systems bring limitations and requirements. Nego-
tiation of the technical or non-functional requirements is 
essential as they often have an impact upon the selected  
solutions and may add costs. 

Different types of 
projects and solu-
tions  

RE process and practices must be flexible to support the needs 
of different types of projects, whether it is about renewing 
service production processes, ERP implementation or manda-
tory changes to legacy systems. However, the core of the RE 
process may be similar in all the projects. 

Other development 
methods, models 
and frameworks 
utilized 

RE processes should fit into the methods, models and frame-
works utilized in the company that are related to business 
development, program and project management, enterprise 
architecture, procurement, risk management and other related 
processes. 

Modeling compre-
hensive require-
ments from the en-
terprise context 

Requirements modeling should cover comprehensively differ-
ent aspects from the enterprise context: service design, business 
processes, business logic and functionality, data, integrations, 
IT solution should also fit into enterprise architecture.  
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5 Discussion 

We identified seven categories of challenges that establish demands to the customer 
organization’s RE process. This case study describes a complex environment in which 
the customer organization develops IT systems, and it systematically defines chal-
lenges related to the RE process. The results of the study are based on the 17 inter-
views of practitioners from different roles, experiences gathered from the 15 strategic 
large outsourced projects and the in-depth analysis of the current state in one custom-
er organization. Here we discuss the main findings of the case study and relate them 
to existing RE literature. 

Our results emphasize the importance of understanding the current state of re-
sources available, organizational capabilities and knowledge in the RE process devel-
opment. It is important to select RE practices and tools that support the needs of the 
customer organization. The customer organization has the business knowledge and 
ownership of requirements, but it was unclear what capabilities and roles customer 
organization should have and which RE activities can be outsourced in the distributed 
RE process. Our previous case studies have also highlighted the importance of human 
factors, and the usefulness and practicality of the RE process [15]. Furthermore, ade-
quate RE processes and role awareness [3] and high-level customer involvement [6] 
have enhanced the success of RE processes. 

The business focus is an important characteristic of the customer organization’s RE 
process. Instead of just IT systems development, the development of the whole oper-
ating model (business processes, services, organization and IT systems) was empha-
sized in this study. Business development sets requirements to system development 
and vice versa. Furthermore, a business requirement may often be fulfilled by both 
system requirements and business development tasks. The business process focus has 
also been identified as a current RE trend by Hansen, Berente and Lyytinen [4]. In the 
case study company, two important questions are: 1) how can business and IT devel-
opment be combined effectively in the RE process and 2) can business-driven devel-
opment [22] bring IT and business closer together? Combining process modeling to 
service design and service blueprinting [24] might be a good combination in the fu-
ture development projects. 

From the point of view of the case study organization, requirements were an essen-
tial tool to ensure that the expected benefits are received with the accepted costs. A 
critical question is how to connect the RE process to business case estimation, project 
scoping, procurement and other decision-making processes of the company. Studies 
related to scoping projects effectively [6] and requirements prioritization, for exam-
ple, extreme prioritization [12] may be useful. Strategy steering and goal orientation 
were also identified as notable themes. Also a relevant question is how to steer 
projects to achieve strategic development goals? The goal-oriented RE [24] [25] 
could bring business goals closer to the RE process of the case study organization. 

RE processes in the outsourced environment requires close co-operation between 
the customer and the supplier. Requirements evolve iteratively during requirements 
definition, procurement and implementation of projects between the customer and the 
supplier. The importance of communication between the stakeholders in addition to 
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high quality documentation, handshaking and discussions between the customer and 
supplier were emphasized in the study. In practice, what kind of RE process should be 
used to transfer knowledge between the customer and the supplier efficiently in out-
sourced projects during procurement and implementation of the project? Agile RE 
practices such as iterative RE and face-to-face communication [12] might yield solu-
tions. Furthermore, shared goal, culture, process, responsibility and trust between the 
customer and the vendor were identified as success factors of offshore outsourcing 
projects [5]. Tiwana suggests that totally novel projects require extensive client-
vendor communication across all phases of the development projects; customer 
should have more technology knowledge and vendor more business knowledge [26]. 

Based on the study, the sourcing model has a major impact upon the RE process in 
the outsourced environment. In the literature, distributed requirements and interde-
pendent complexity have been identified as RE trends [4], and a long-term relation-
ship with a service provider organization, domain knowledge, communication and 
trust as success factors of the RE process [14]. Our findings indicate that the complex-
ity of the requirements management increased in the projects with multiple suppliers. 
In the studied projects, the number of suppliers climbed as high as 15 due to the high-
ly integrated systems and a business requirement was fulfilled by several solutions 
delivered by different suppliers. The customer acted as an integrator and had a re-
sponsibility to coordinate all suppliers to deliver implementation matching the re-
quirements. The question is how to deal with RE challenges in complex multi-supplier 
projects with suppliers with software development methods, processes and tools?  

In the literature, packaged software and integration focus have been identified as 
current RE trends [5]. These were also a trend in the studied projects. Our findings 
also support the findings of Sadraei et al. who report that the RE process is highly 
dependent upon the context [3]. Based on the study, type of the solution had an im-
pact upon the RE workload, RE activities needed: tailored software solutions needed 
detailed RE models, whereas in the projects related to software products, understand-
ing of how products features meet the requirements was considered essential.  

The number of available requirements modeling techniques, frameworks and tools is 
high and it is challenging to select the most suitable technique for the project context. 
Based on our study, requirements modeling should cover different aspects: strategic 
development goals, business processes, service design, functionality, information and 
data, system integrations and IT infrastructure.  Typically, several modelling techniques, 
tools and extensive modelling skills were needed to model requirements for procure-
ment. One of the open questions is how to support needs of the customer organization in 
requirements modeling? 

Centrality of architecture has been identified as a current RE trend [4] and model-
ling system environment and architecture have been identified as significant RE prac-
tices for outsourced projects [18]. Our findings also indicate that both enterprise and 
solution architectures are important in the context of RE processes. 
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6 Threats to Validity 

Threats to validity were analyzed based on the framework by Runeson et al. [27]. The 
first author of the paper is an employee of the case study organization, which is both a 
strength and a possible threat to validity of the results. Based on the practical expe-
rience of the case study organization’s RE process and projects, the author has back-
ground information to deeply understand the research context. Also, interviewees 
were comfortable and motivated to discuss challenges as results were also used in the 
case study organization’s RE process development and the researcher had access to 
all necessary project documentation. As a threat, the researcher’s own experience may 
have affected the interpretation of the results. To improve reliability of the results and 
avoid biased interpretation, we used investigator triangulation. Two external research-
ers participated in the case study planning and the analysis of the results. To avoid 
construct validity threats, we organized validation workshops where the practitioners 
of the case study company reviewed the findings iteratively.  

As an external validity threat, the results of a single organization may not be gene-
ralized as such to other customer organizations. To validate the results further, studies 
of RE challenges in other customer organizations would be beneficial. However, simi-
lar kind of organization structures, processes and sourcing models are used by other 
organizations in the banking and insurance sector as well as in many public sector 
organizations, and thus, the challenges and further research topics identified may be 
relevant for a large number of organizations. The identified demands for RE process 
development may bring useful viewpoints for RE process developers and practitioners 
participating in IT development projects. In addition, the findings may be useful for 
supplier organizations to understand better customers’ challenges and to improve co-
operation in the RE process. 

7 Conclusions 

Our case study suggests that the development of the customer organization’s RE 
process in the outsourced environment is both critical and challenging. We identified 
42 challenges that bring demands to the RE process. It is very important that the RE 
process supports a company’s development processes such as procurement, software 
project management and business process development. The RE process should also 
satisfy demands that come from the IT environment and enterprise architecture. In the 
customer organization, the focus is more on the strategic business goals, business 
process development and stakeholder needs, and IT is one of the tools to develop 
business. The RE process documentation and good RE practices must be understand-
able for business personnel without extensive RE training and skills.  

The RE process must also be flexible. The sourcing model and the type of the solu-
tion have a significant impact on how requirements work is done in projects. Close 
cooperation with suppliers is also a vital part of the distributed RE process. Require-
ments evolve iteratively during collaboration. Therefore, requirements should be ac-
tively managed with the supplier throughout requirements definition, procurement 
and implementation of projects. 
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This paper is both an experience report from a case study organization and a prob-
lem statement of the RE challenges that a customer organization can have in the  
outsourced environment. We hope that the results of this case study serve as an inspi-
ration for other RE researchers who are interested in solving complex challenges. We 
also hope that the results are useful to other customer organizations and software sup-
pliers. In the future, we will focus on two research questions. Firstly, we will investi-
gate how to combine business and IT development in the RE process. Secondly, we 
will study more closely the distribution of the RE process between the customer and 
supplier in the outsourced environment. 
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Abstract. [Context & motivation] For market-driven software prod-
uct developing organizations operating on a competitive open market, it
is important to plan the product’s releases so that they can reach the
market as early as possible with a competitive level of quality compared
to its competitors’ products. Hence, quality requirements can be seen as
a key competitive advantage. The QUPER model was developed with the
aim to support high-level decision-making in release planning of quality
requirements. [Question/problem] As a follow up on previous studies
on QUPER, this study investigates: What are practitioners’ views on the
utilities of QUPER extended with guidelines including domain-specific
examples? [Principal ideas/results] In the presented case study, a set
of detailed guidelines of how to apply QUPER in practice, including how
to handle cost dependencies between quality requirements, was evaluated
at a case company in the mobile handset domain with 24 professionals
using real quality requirements. [Contribution] The results point to
the importance of having concrete guidelines combined with instructive
examples from real practice, while it is not always obvious for a practi-
tioner to transfer cost-dependency examples into the domains that are
different from the example domain. The transferability of guidelines and
examples to support methodology adoption is an interesting issue for
further research.

Keywords: Software engineering · Requirements engineering · Release
planning · QUPER · Quality requirements · Empirical case study

1 Introduction

In market-driven software product development, humans make decisions based
on both explicitly and implicitly known objects and constraints. Any computa-
tional technique, in isolation, is unlikely to provide meaningful results since only
a small part of the reality can be captured in these techniques [20]. Release
planning, the process of deciding which features and quality level should be
c© Springer International Publishing Switzerland 2015
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included in which release [3], which is both a cognitively and computationally
difficult problem [20], is classified as a wicked problem [9] since different kinds of
uncertainty make it difficult to formulate and solve the problem. Moreover, the
objective of release planning is to ’maximize the benefit’; however, the difficulty
lies in how to give a measurable definition of ’benefit’ [20].

An especially challenging problem for organizations developing software-
intensive incremental products offered to a market is to set the right quality
target in relation to future market demands and competitor products. When is
the quality level good enough? When is the quality level a competitive advan-
tage? Several methods and approaches supporting strategic release planning are
reported in the literature. For example, Release Planning Prototype [10] and
EVOLVE [15]. These techniques use generic algorithms to resolve the release
planning issue. Using generic algorithms may not be worthwhile if the input
data to the process is highly uncertain.

To the best of our knowledge, only few studies have looked into strategic
release planning of quality requirements (QR), despite their importance for mar-
ket success [4], [16]. According to the survey by Svahberg et al. [32], only two
strategic release planning methods address quality constraints: The quantitative
Win-Win model [28] addresses effort and time constraints, but not the quality
level of QR, while the only method to address quality and cost constraints of
QR is the QUPER model [32].

This paper is based upon previous work published in [6], [8], [22], [24] where
different aspects of the QUPER model were introduced. This paper adds the fol-
lowing contribution to our previous investigations of QUPER, (1) the detailed
practical guidelines of how to apply QUPER in practice, with an illustration of
a QR, (2) the added step of how to incorporate cost dependencies between QR.,
and (3) Two new evaluations of the complete version of the QUPER model with
11 professionals in the first evaluation and 13 professionals in the second evalu-
ation at a case company to evaluate QUPER’s applicability using the detailed
guidelines with real QR.

The remainder of this paper is organized as follows. Section 2 offers an
overview of related work, while background and motivation are presented in
Section 3. Section 4 offers an introduction and exemplification of the QUPER
model. Section 5 presents how QUPER was evaluated at the case company, and
lessons learned are discussed in Section 6. Limitations of the study are discussed
in Section 7, while Section 8 gives a summary of the main conclusions.

2 Related Work

There are several release planning methods in the literature, varying from infor-
mal approaches such as planning games in agile development [11] to more rigor-
ous and formal methods as described in [15], [29], [31]. Svahnberg et al. identified
24 methods for strategic release planning, where 10 methods are extensions of
others, thus 14 original methods were identified [32]. Of the 24 identified meth-
ods, 16 are related to the EVOLVE-family [15], [19], [29]. In addition to the
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EVOLVE-family, other release planning methods include, e.g. software product
release planning through optimization and what-if analysis [2], combining opti-
mized value and cost with requirements interdependencies [9], and an approach
using linear programming [1].

In Saliu and Ruhe [31], seven different release planning methods using algo-
rithms are compared and evaluated. The evaluated methods are: estimation-
based management framework for enhancive maintenance, incremental funding
method, cost-value approach for prioritizing requirements, optimizing value and
cost in requirements analysis, the next release problem, planning software evo-
lution with risk management, and EVOLVE*. The main difference between the
methods is in how many properties that are considered. In addition, three main
deficits in the evaluated methods were discovered: (1) no major focus on sys-
tem constraints, (2) not enough decision support tools that are fully developed
(except for Release-Planner, which is a tool based on the overall architecture of
EVOLVE*), and (3) largely focused on ’fixed release intervals’.

In ’traditional’ release planning, FR are favored, while quality aspects, such
as performance and reliability, are missing in related products [27]. One approach
to include quality aspects in release planning is to use EVOLVE II to generate
alternatives for cost devoted to functional versus quality requirements [27]. For
example, one alternative devotes 100% of the resources to functionality, while a
second alternative devotes 90% to functionality and 10% to quality. Although
this approach includes the cost for QR in release planning, what level of quality
the next release should have on a continuous quality scale for specific quality
aspects is not considered. It may be possible to combine QUPER with EVOLVE
II by using QUPER to decide the needed level of quality and then use this as
an input to EVOLVE II for resource allocation. However, such combinations are
out of scope of this study and may be objects of further studies.

Software quality is not only defined by the relevant perspectives, but also
by the context in which it exists [17]. For example, just as each line of cars
has a target market, software quality must be planned to allow a development
company to meet its business objectives. Less than perfect software quality may
be ideal [33], but deciding what is good enough can only be decided in a given
business context [17]. Thus, the tough question to answer is ’when is the quality
level good enough’? This question is one of the motives behind the development
of QUPER, and the study of its applicability in a real-world context with domain-
specific examples to illustrate guidelines.

3 Background and Motivation

The development of QUPER was prompted by the faced challenges of rapid tech-
nology development in combination with increasing market demands on expand-
ing product portfolios targeting a wide scope of different capabilities and price
ranges in the mobile device industry [25]. Moving towards rapidly changing mar-
ket requirements and environmental regulations has urged dramatic changes in
software companies for future economic survival. Moreover, global competition
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forces companies to become more competitive and responsive to consumers and
market developments, and creating value for software companies is more impor-
tant than ever before.

The need for a supporting model for handling and working with QR in this
context was explicitly identified during an investigation of the cross-company
requirements engineering (RE) process between two case companies [25]. Fur-
thermore, the companies explicitly stated the importance of having a handle on
QR, which has been confirmed by Berntsson Svensson et al. [5].

Two main factors motivated the creation and evolvement of QUPER: (1) a
direct need identified in industry and (2) a suitable model was not found in the
literature, i.e. a model for supporting release planning of QR (see Section 2).

Regarding the industry need, there was an expressed interest from the two
cross-companies to improve the way of working with QR towards the needs of the
market. The actual need for this type of model has become even more apparent
after the initial development of QUPER. A different organization in a different
domain than the mobile handset showed an interest in applying QUPER to
their organization [8], due to which they experienced similar challenges as the
two cross-companies.

Looking at the state of art, there is research being conducted in the area of
release planning in a market-driven development situation. Although there is an
identified need in industry to support QR in release planning, and it is important
to have a handle on QR [5], there is a lack of an appropriate model. Offering
support for release planning of QR prompted the effort to develop QUPER in a
generic way for organizations faced with certain issues, rather than tailoring the
model towards on organization.

4 QUPER Guidelines with Examples

This sectiondescribes the guideline-supportedQUPERmodel for elicitationofQR.
The main new contribution of this paper is the practical guidelines (see Steps 1-7
below) with an illustration of a QR when applying QUPER in practice. Moreover,
the detailed guidelines include an added step of how to identify cost dependencies
between QR (see Step 7 below). For a more detailed description of the QUPER
model, see e.g. [24], [22]. An overview of the detailed guidelines are described in
the following sub-sections, while a more detailed and complete description of the
guidelines are available in [21].

The reason for adding the cost dependency step is because dependencies may
have a major impact on the estimated cost for other QR. The cost to improve
the quality level for one QR may imply an improved level of quality for other
QR. This may lead to a change of other QR cost barriers and which QR to select
for the coming release. Therefore, it is important incorporate a cost dependency
step in the QUPER model.

Step 1 - Identify candidate QR. When defining QR, it is important to
consider relevant features, market segment, competitor, and hardware platform
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capability. Once such feature has been identified, the consequences for the par-
ticular QR should be consider, for example:
– Different mobile phones offered to different market segments may have different

requirements on image quality
– A competitor may recently have released a mobile phone with better gaming per-

formance changing the perception of gaming quality
– Today’s hardware is not the same as tomorrows, features may run much faster
– Users’ evolving expectations, expects better performance in the latest mobile phones

If several QR have been identified, it may not be useful to apply QUPER’s
steps on all of them. Quality requirements where QUPER may not be relevant
include, for example:
– Quality requirements that refers to a certain standard
– Quality requirements where a certain level of quality is always the same, e.g. in

mobile TV where 28 frames per second is standard

Step 2 - Define scale and unit. For the selected QR, define a scale and a
measurement unit that can be used to express the level of quality of QR. A scale
can for example be ”time” and the measurement unit can be ”minutes”.

Step 3 - Identify reference levels. For each QR, it is useful to identify refer-
ence levels based on actual products. Reference levels can be based on competing
as well as own products (Qref). Estimates can be given in three forms, depending
on how the potential uncertainty in the estimates should be captured:
– Point estimates including a single figure, e.g. 3 minutes
– Interval estimates including a [min, max] interval, e.g. 3-4 minutes
– Triangle distribution estimates including a three-tuple of [low bund, most probable,

high bound] figures that show the estimated probability distribution, e.g. low: 3
minutes, high: 5 minutes, probable 4 minutes.

The reference levels further calibrate the estimates and provide objective
measures to relate the QR to. Figure 1 illustrates added reference levels for the
QR Time shift buffer size.

FEATURE: Mobile TV Time Shift
ID: MTV_12
QUALITY REQUIREMENT: Time shift buffer size
DEFINITION: The number of minutes of HDTV buffered
REFERENCE LEVELS

PRODUCT: Competitor X LEVEL: 20 min
PRODUCT: Own product Y LEVEL: 40 min
PRODUCT: Competitor Z LEVEL: 160 min

Fig. 1. Illustration of added reference levels

Step 4 - Elicit quality breakpoints. When all reference levels have been
identified, for each QR, the market expectations should be defined in terms
of the values of quality breakpoints. First, determine the utility breakpoint,
which is the lowest acceptable value on the market for a given segment.

How to judge what is lowest acceptable value:
– Is it possible to sell this feature at this quality? If not, then below utility
– Will this quality generate a too high return rate? If yes, then below utility
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Then, determine the saturation breakpoint, representing quality levels that
are clearly considered excessive by the market .

How to judge what is excessive quality:
– Over this breakpoint will not sell any more products
– Over this breakpoint will not give any market advantages
– Will enhance the user experience

Finally, the differentiation breakpoint somewhere between utility and sat-
uration is determined. Values above this quality level gives market advantage
compared to the current products of your competitors.

How to judge differentiation quality:
– The quality will be better than competitors
– The quality can be used in marketing the product

Similar to step 3 (Identify reference levels), estimates can be given in three
forms; however, point estimates are the preferred form (see Step 3 for more
details).

Figure 2 shows the identified quality breakpoints for Time shift buffer size.

FEATURE: Mobile TV Time Shift
ID: MTV_12
QUALITY REQUIREMENT: Time shift buffer size
DEFINITION: The number of minutes of HDTV buffered
REFERENCE LEVELS

PRODUCT: Competitor X LEVEL: 20 min
PRODUCT: Own product Y LEVEL: 40 min
PRODUCT: Competitor Z LEVEL: 160 min

QUALITY BREAKPOINTS
UTILITY: 15 min RATIONALE: all products are able
SATURATION: 200 min RATIONALE: films are shorter
DIFFERENTIATION: 50 min RATIONALE: high price point

Fig. 2. An illustration of quality breakpoints have been defined

Step 5 - Estimate cost barriers. When market expectations have been iden-
tified, for each QR, estimate the cost in terms of the values of cost barriers (CB).
To identify the CB, practitioners with good domain and architectural knowledge
may be needed. If possible, identify similar quality requirements’ CB from pre-
vious projects and use as input. Although it is possible to identify and estimate
one, two, or several CB for each QR, the recommended number of CB is two.
The first CB is mainly related to software changes, while a second CB is mainly
related to new hardware components, or affects the entire software architecture.

First, estimate the first CB in terms of cost (C1) and at what quality level
(Q1) where an increase in quality has a high cost penalty.

How to identify the first cost barrier:
– Q1: May relate to software changes, for example, requires a change in one or a few

parts of the architecture, extensive optimization of code, or a major re-work of the
code

– Q1: May only affect your own and/or closely related projects’ code/architecture
– C1: Represents the cost penalty of raising the quality level from the current quality

level (Qref) to Q1

Then, estimate the second CB in terms of cost (C2) and at what quality level
(Q2) where an increase in quality has a high cost penalty.
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How to identify the second cost barrier:
– Q2: May affect major (if not all) parts of the entire products’ architecture
– Q2: The hardware’s physical constraints may be used as Q2
– Q2: May require major infrastructure (e.g. code optimization) changes in several

projects
– C2: Represents the cost penalty given that the C1 investment has been made, when

raising the quality from Q1 to Q2

In Figure 3, cost barriers have been identified for Time shift buffer size.

Step 6 - Set candidate requirements. Now, make estimations, propose can-
didate requirements, discuss and decide actual requirements for coming releases,
where estimates can be given in three forms (see Step 3). One way to specify a
requirements quality interval is by using both a Good and a Stretch target. The
actual QR is the interval that is specified by the two targets. It is possible to
define the requirement interval in the following ways:
– With both a Good target and a Stretch target
– With only a Stretch target, which means the highest value is specified
– With only a Good target, which means the lowest accepted value is specified

Figure 4 shows the identified target, as an interval using Good and Stretch,
for Time shift buffer size.

BARRIER
Qref: 40 min
Q1: 90 min RATIONALE: new SW architecture needed

C1: 4 weeks
Q2: 180 min RATIONALE: new HW component needed

C2: 24 weeks

FEATURE: Mobile TV Time Shift
ID: MTV_12
QUALITY REQUIREMENT: Time shift buffer size
DEFINITION: The number of minutes of HDTV buffered
REFERENCE LEVELS

PRODUCT: Competitor X LEVEL: 20 min
PRODUCT: Own product Y LEVEL: 40 min
PRODUCT: Competitor Z LEVEL: 160 min

QUALITY BREAKPOINTS
UTILITY: 15 min RATIONALE: all products are able
SATURATION: 200 min RATIONALE: films are shorter
DIFFERENTIATION: 50 min RATIONALE: high price point

Fig. 3. Illustration of feature with cost barriers

Step 7 - Identify cost dependencies. If cost dependencies among QR are con-
sidered important to identify for cost estimations, then, for each top-n QR, iden-
tify which modules (architectural components/parts) that needs to be changed
if that QR is to be improved beyond the ”next” breakpoint (either utility or
differentiation depending on its current position).

How to identify potential dependencies:
– If two (or more) QR affect the same architectural part(s), they may be dependent

on each other.
– Identify dependencies by already existing dependency tools/models, e.g. by a trace-

ability tool or a Feature Dependency Model.

When potential cost dependencies among the top-n QR have been identified,
for each top-n QR: (1) list which other top-n QR that are easier/cheaper to
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BARRIER
Qref: 40 min
Q1: 90 min RATIONALE: new SW architecture needed

C1: 4 weeks
Q2: 180 min RATIONALE: new HW component needed

C2: 24 weeks

FEATURE: Mobile TV Time Shift
ID: MTV_12
QUALITY REQUIREMENT: Time shift buffer size
DEFINITION: The number of minutes of HDTV buffered
REFERENCE LEVELS

PRODUCT: Competitor X LEVEL: 20 min
PRODUCT: Own product Y LEVEL: 40 min
PRODUCT: Competitor Z LEVEL: 160 min

QUALITY BREAKPOINTS
UTILITY: 15 min RATIONALE: all products are able
SATURATION: 200 min RATIONALE: films are shorter
DIFFERENTIATION: 50 min RATIONALE: high price point

STRETCH: 90 min RATIONALE: if SW architecture is feasible
GOOD: 80 min RATIONALE: will beat most

TARGET

Fig. 4. Illustration of feature with targets

improve if this QR is improved, and (2) list which other top-n QR that are more
difficult/expensive to improve if this QR is improved.

Then, an expert subjectively (based on experience and ”gut feeling”) select m
QR (e.g. the ones that will be implemented, the most important QR to improve
the level quality) that is a subset of the top-n QR (m ≤ n) and set a quality level
target for each of these m QR that seem to provide a reasonable cost increase.

Then, for this set of m QR; make an effort estimation in weeks or months
informed by the above, by first making individual effort estimates of each m QR
given that all of the targets are implemented by subjectively taking into account
the ”synergies” and the ”counter working” in step 5, and the sum all up to a
complete effort for the m QR.

Finally, if the total effort is too high or too low compared to available
resources then change the subset in a ”smart way” (this new candidate set is
derived subjectively based on ”gut feeling” and the experience of the expert) to
arrive at another ”better” effort estimate.

5 QUPER Case Study Evaluation

This section describes the evaluation methodology of QUPER as it was evaluated
in industry with a case company. The evaluation is guided by this research
question:

RQ: What are practitioners’ views on the utilities of QUPER extended with
guidelines including domain-specific examples?
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5.1 Case Company Description

The development of the detailed practical guidelines of how to apply QUPER in
practice in this paper was developed and evaluated at a large company operating
in a market-driven RE context using a product line approach. The company has
about 5,000 employees and develops embedded systems for a global market.
A typical project has around 60-80 newly added features, from which 700-1000
system requirements are produced. The company has a very large and complex
requirements legacy database with requirements at different abstraction levels in
orders of 20,000 requirements, which makes it an example of a very large-scale
RE context [23]. About 25% of the system and legacy requirements are QR,
i.e. either ’pure’ QR [7] or a requirement that has both functional and quality
aspects mixed [7]. A typical project at this company lasts for about 2 years and
is implemented by 20-25 teams with about 40-80 developers per team.

5.2 Evaluation Methodology

Two evaluations of the complete QUPER model was carried out using a qualita-
tive research approach, namely in-depth semi-structured interviews [26] and self-
administrated questionnaires [13], [26]. Each of the two evaluations are described
in detail below.

FirstevaluationPlanning/Selection: Thefirst stepwas toplan the studyandhow
to evaluate the QUPER model at the case company. The interview instrument (see
Table 1)wasdesignwith inspiration from [8],while the self-administratedquestion-
naire (see Table 2) was inspired by [6]. The self-administrated questionnaire used a
seven-point Likert scale, representing levels of agreement from ’strongly disagree’
to ’strongly agree’. When conducting research using self-administrated question-
naires, it is possible to test the internal consistency [12] (a typeof reliability) and the
shared variance through, e.g. a factor analysis [14]. However, these tests are depen-
dent on how many responses obtained per item (over-determination of factors). In
this case we have a very low variable/factor ratio (only 24 responses for 11 factors),
therefore we believe that such an analysis is not feasible in this case[12], [18]

To test the interview instrument and the questionnaire, two pilot interviews
were conducted to improve the instruments prior to the industry evaluation. The
two pilot studies led to improved wording of a number of questions, one question
was removed due to that it would give the same answer as another question, and
two questions were completely rewritten in accordance to feedback.

The selection of practitioners for participating in the first evaluation was
conducted in cooperation with two managers at the case company. The two
managers identified the subjects that he/she thought were the most suitable
and representative of the company to participate in this study. That is, the
researchers did not influence the selection of subjects, nor did the researchers
have any personal relationship to the subjects. Eleven practitioners, representing
different roles and areas were chosen. The roles chosen are: 4 product managers,
2 project managers, 1 software architect, 1 test manager, 1 head of software
quality, and 2 senior software engineers.
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Table 1. The Interview Instrument

Questions about the QUPER model

What is your general view of using QUPER?

What was helpful compared to the previous way of working?

Was it easier to coordinate the decision process?

What were the challenges in applying QUPER

Do you think the estimates (targets) will be more accurate with
QUPER?

Can the use of QUPER improve the decision-making process?

Final question

Is there anything else you would like to add that we have not mentioned

Table 2. The Questionnaire

Q Do you agree that...?

Q1 QUPER is easy to understand

Q2 QUPER’s guidelines work in an industrial setting

Q3 QUPER improves the understanding of needed level of quality

Q4 QUPER improves the understanding of QR

Q5 QUPER improves the decision-making process, e.g. release planning, of
QR

Q6 QUPER’s benefit view is helpful when specifying QR

Q7 It is difficult to identify the breakpoints

Q8 QUPER’s cost view is helpful when specifying QR

Q9 It is difficult to identify the cost barriers

Q10 QUPER’s roadmap view is helpful when specifying QR

Q11 Applying QUPER takes too much time to be useful

Applying QUPER in practice: The second step involved applying the QUPER
model in practice. The practitioners received the detailed practical guidelines to
follow the steps using real QR from their projects. The variation of how many
QR each practitioner applied QUEPR’s steps to range from a few QR up to 20
(the actual QR are not revealed for confidentiality reasons). The main goal of the
second step was to achieve an understanding of the detailed practical guidelines
usefulness and applicability in an industrial environment.

Datacollection: The third stepwas carriedoutusing semi-structured interviews [26]
in the offices of the practitioners and lasted between 40 and 60 minutes each. Dur-
ing the interviews, the purpose of the evaluation was explained. Then, the practi-
tioners answered the self-administrated questionnaire, followed by questions (from
the interview instrument) about applying the complete QUPER model in practice,
whichwasdiscussed indetail.We took records in the formofwritten extensivenotes
in order to facilitate and improve the analysis process. In addition, the interviewer
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had the chance to validate the questions with the interviewee lessening changes of
misunderstandings. That is, the interviewer went back to the interviewee to vali-
date the interviewers interpretation of the results to minimize misinterpretations
and validate the results.

Analysis: The collected data was analyzed using content analysis [26]. The con-
tent analysis involved marking and discussing interesting sections of the tran-
scripts. The first author examined the sections individually. The category analy-
sis included examination of the content from different perspectives and a search
for explicitly stated or concealed pros and cons in relation to the usefulness and
applicability of the model. For the self-administrated questionnaire data given
by the subjects, descriptive statistic was performed.

Second evaluation Planning/Selection: A second evaluation of the QUPER
model was conducted with 13 new practitioners. The researchers contacted a
”gate-keeper” at the case company who identified the subjects that he/she
thought were the most suitable and representative of the company to partic-
ipate in this study. The roles chosen are: 6 product managers, 3 project man-
ager, 2 senior software engineers, 1 test manager, and 1 software developer. We
continued with the sampling strategy developed in the first evaluation.

Applying QUPER in practice: The second step, similar to the first evaluation,
involved applying QUPER in practice. We followed the same structure as in
the first evaluation, i.e. the practitioners received detailed practical guidelines
of how to use the model. These guidelines were used when applying QUPER to
real QR from the practitioners real projects. The number of applied QR varies
from 2 to 8 (the actual QR are not revealed for confidentiality reasons).

Data collection:The semi-structured interview approach was continued. The inter-
views varied between 50-65 minutes in length. Extensive written notes were taken
in the same manner as in the first evaluation.

Analysis:Since we sought after a comprehensive view of the complete data set, the
data from the first evaluation was analyzed together with the data from the second
evaluation. In the final analysis we used the four categories (Sections 6.1 - 6.4) that
emerged in the first evaluation. The extensive notes from the entire data set were
analyzed by the first author were interesting quotations were marked with one or
more of the four categories. For the analysis, all related note quotations for each
category were complied and printed into a readable format. The results from the
analysis are found in Section 6.

6 Lesson Learned

Below, lessons learned and the results from the self-administrated questionnaire
are discussed. The results from the self-administrated questionnaire are shown
in Table 3.
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Table 3. Distributions of questionnaire answers

ID Strongly Disagree Slightly Neutral Slightly Agree Strongly

disagree disagree agree agree

Q1 0 0 0 4 7 11 2

Q2 0 0 0 0 3 16 5

Q3 0 0 0 0 6 12 6

Q4 0 0 0 2 11 7 4

Q5 0 0 0 10 0 10 4

Q6 0 0 0 4 9 9 2

Q7 0 4 7 7 2 4 0

Q8 0 0 0 11 2 9 2

Q9 0 0 2 9 5 6 2

Q10 0 0 0 0 0 11 13

Q11 2 12 2 6 2 0 0

6.1 Ease of Use

In general, the practitioners agree that the QUPER model is easy to understand
(Q1 in Table 3), that the detailed guidelines work in an industrial environment
(Q2), and the model does not take too much time to apply in practice (Q11).

During the interviews, several practitioners explained that the detailed guide-
lines (Section 4) are very helpful due to easy steps to follow, and in particular
the provided examples (see Figures 1-4) for each step. Moreover, the steps in the
detailed guidelines have about enough information, not too much or too little to
be applicable in industry. Several practitioners stressed another important issue
in relation to QUPER’s applicability in industry, all steps are not mandatory
to use. According the practitioners, if they are ”forced” to go through all steps,
some people may be too scared to use the model. One practitioner explained fur-
ther, ”a model cannot be too big or too complicated, it must be a ’light model’
to be applicable in industry, which QUPER fulfills”. In addition, the steps in the
detailed guidelines were seen as following a logical order when applied to QR.

Although the practitioners viewed QUPER as easy to use and understand,
there were two main concerns about the detailed guidelines. First, a need for
more examples, in particular of other QR than performance requirements, e.g.,
usability requirements. One practitioner asked, how do you specify a usability
requirement using the QUPER model when the usability is not related to perfor-
mance requirements? The second main concern was related to inconsistent usage
of the model. The practitioners believed that some people may use the concepts
of the QUPER model in different ways, and a special concern was related to that
higher quality is sometimes related to higher value, while other times a lower
value means higher quality.
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6.2 Importance of the Three Views

In Table 3, the results show that the roadmap view is the most important view
of the QUPER model (Q10 in Table 3). In addition, the benefit view may be
helpful when specifying QR (Q6 in Table 3), while the cost view is the least
important (Q8) of the three views. One explanation of why the roadmap view
is seen as the most important view was discovered during the interviews. The
information from both the benefit and cost view is visualized in the roadmap
view. Hence, the other views are not seen as important.

In Table 3, the results show that the identification of breakpoints in the bene-
fit view is viewed as neither difficult, nor easy (Q7). The reason may be explained
by the different approaches of identifying the breakpoints. During the interviews,
four different approaches of how to identify the breakpoints were discovered:
(1) using their own subjective estimate, i.e., the practitioner has an understand-
ing, based on his/her experience and ”gut feeling”, of the estimates for the
breakpoints, (2) to perform several new tests of the competitors’ products level
of quality, and use these values as input when estimating the breakpoints, (3) if
these tests (as described above) have all ready been performed, it is easy to
access a database with this information, and (4) to use advanced and extensive
market analysis techniques to identify the breakpoints.

The cost view was viewed as the least important among the three views,
which is related to the perceived difficulties on estimating the cost of require-
ments according to the practitioners. Several practitioners explained that cost
estimation, in general, is always difficult regardless if it is for FR or for QR. The
difficulties lie in the ability to estimate the cost and map that cost to a real
value, i.e., not only using cost estimations for resources planning, but actually
estimate the actual cost of implementing QR. This may explain why the practi-
tioners viewed it slightly difficult to estimate the cost barriers (Q9 in Table 3).
In addition, one practitioner explained, to estimate a cost barrier, an extensive
estimation analysis work may be needed, which will be time consuming and
therefore not useable in practice.

6.3 Applicability of the Cost Dependency Step

The cost dependency step in the QUPER model (see Section 4), was viewed as
easy to follow, and at the same time detailed enough to be useful in practice. The
detailed guidelines provided the practitioners with a good enough understanding
of potential dependencies between QR. According to several practitioners, the
detailed guidelines for the cost dependency step are similar to their approach of
dealing with dependencies between features. However, one practitioner believed
that this step might be difficult to follow and apply for some practitioners.

6.4 Supporting Release Planning

In general, all practitioners agreed that QUPER improves the understanding
of QR (Q3 in Table 3), and that the model would improve the decision-making
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process in, e.g., release planning of QR (Q5 in Table 3). In addition, the roadmap
view is seen as the central part of the improvement in the decision-making process
(Q10 in Table 3).

During the interviews, the practitioners explained the importance of the
roadmap view. The roadmap view provides the decision-makers with an overview,
which is a good basis for discussions of which quality level to aim for in the com-
ing releases. One practitioner further explained, it is easier to understand the
thought behind, and the need for a certain level of quality when it is presented
on the roadmap view since it is related to the market and the competitors.

The importance of relating the needed level of quality to the market and
the competitors was expressed by several of the interviewed practitioners. One
practitioner explained, ”the relation to the market and our competitors is very
important for our ’selling features’ since we will have a better understanding if
we are market leaders or not”. Furthermore, the decisions about the needed level
of quality will have a better substance compared to just presenting a metric of
the quality level. In addition to the decision-making process, the practitioners
believe that the QUPER model could improve the communication between the
people. For example, the concepts of QUPER provide them with a ”common
language” that everybody (that has used QUPER) understands and make sure
they are talking about the same things.

Although this first evaluation of the complete QUPER model shows promis-
ing results, the practitioners had a few concerns. First, there may be difficul-
ties to convince others at the case company to use the model. It is easier to
just decide the level of quality out of the blue instead of learning a new model
and follow a set of guidelines. Some of the practitioners suggested to have a
workshop to teach the QUPER model to the employees of the case company
where a ”QUPER expert” should be present at the first time. Second, according
to one practitioner, it is important to choose the right QR to apply QUPER.
The QUPER model cannot be applied to all QR, e.g., certain QR must have
a specific level of quality to fulfill a certificate or a standard. Third, as several
practitioners stated, to fully understand and evaluate the improvements of the
decision-making process, the QUPER model should be used in a project from
the start of a project until the product is launched to the market.

7 Limitations

Threats to validity are outlined and discussed based on the classification by
Runeson et al. [30].

One threat is related to the selection process of subjects for interviews (con-
struct validity). Selection bias is always present when subjects are not fully
randomly sampled. A possible bias may be that only subjects that have a pos-
itive attitude towards QR and the QUPER model are selected. However, the
subjects were selected based on their role and experience of using QUPER by
a ”gate-keeper” at the case company. Moreover, the use of very enthusiastic
or skeptical subjects could be a threat. In this study, several of the subjects
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have been involved during the entire, or part of the evolvement of the QUPER
model. Hence, they may have a positive attitude towards the model from the
beginning. To minimize this threat, several subjects that had not been part of
the evolvement of the model were included in the sample size. In addition, the
presence of a researcher may influence the behavior of the subjects, more specif-
ically, subjects being afraid of being evaluated. This threat was alleviated by the
guarantee of anonymity as too all information divulged during the interviews,
and the answers were only to be used by the researchers.

Since this study is of empirical nature, incorrect data (internal validity) is a
validity threat. In case of the interviews, taking records in form of written exten-
sive notes assured the correct data. In addition, the researchers had the chance
to validate the questions and answers with the subjects lessening the chances
of misunderstandings. The reliability of the study relates to whether the same
outcome could be expected with another set of researchers. To increase the reli-
ability of this study, a systematic and documented researcher process has been
applied where a trace of evidence has been retained for each analysis step. The
traceability back to each source of evidence is documented.

The ability to generalize the results beyond the actual study (external valid-
ity) is a threat to validity. Although the case company is large and develops
technically complex embedded systems, it cannot be taken as a representative
for all types of large companies developing embedded systems. Hence, the results
should be interpreted with some caution. However, some of the problems intro-
duced as motivation behind the conception of QUPER, to some extent could be
general for organization faced with developing embedded products for a mar-
ket. In addition, from a perspective of the concepts and practical application of
QUPER as described in this paper can give an overview of the challenges facing
the companies where QUPER has been implemented.

8 Conclusions

This paper presents the first complete version of the QUPER model, including
the detailed guidelines of how to apply QUPER in practice. As part of QUPER’s
development, evolvement, and refinement, parts of the model has been validated
in a series of steps in prior industry validation [6], [8], [22], [24]. During these
prior validations, QUPER has matured, and improvements have been made. In
this paper, the complete version of QUPER was evaluated in industry at one
case company with 24 industry professionals using real QR.

The results point to the importance of having concrete guidelines combined
with instructive examples from real practice, while it is not always obvious for
a practitioner to transfer cost-dependency examples into the domains that are
different from the example domain.

Future work includes evaluations in industry in different domains where the
long-term effects of using QUPER need to be investigated to fully validate its fea-
sibility and scalability. Furthermore, to replicate this empirical study in the same
domain, but in different companies to compare the usefulness and applicability
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of the QUPER model is an interesting future work. Moreover, the transferabil-
ity of guidelines and examples to support methodology adoption, and the use of
analogy-based estimations are interesting issues for further research.
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Abstract. [Context and motivation] Stakeholders who are highly distributed 
form a large, heterogeneous online group, the so-called “crowd”. The rise of 
mobile, social and cloud apps has led to a stark increase in crowd-based set-
tings. [Question/problem] Traditional requirements engineering (RE) tech-
niques face scalability issues and require the co-presence of stakeholders and 
engineers, which cannot be realized in a crowd setting. While different ap-
proaches have recently been introduced to partially automate RE in this context, 
a multi-method approach to (semi-)automate all RE activities is still needed. 
[Principal ideas/results] We propose “Crowd-based Requirements Engineer-
ing” as an approach that integrates existing elicitation and analysis techniques 
and fills existing gaps by introducing new concepts. It collects feedback 
through direct interactions and social collaboration, and by deploying mining 
techniques. [Contribution] This paper describes the initial state of the art of 
our approach, and previews our plans for further research. 

Keywords: Requirements engineering · Requirements elicitation · Crowdsourcing · 
Text mining · Data mining 

1 Introduction 

Offering services and applications online opens the way to a potentially large market, 
but competition is high in this field. This pressures developers and service providers 
into continuously exciting their customers with positive interactions and innovations 
in order to prevent them from switching to competitive solutions. Requirements engi-
neering (RE) plays a pivotal role in mapping and anticipating the stakeholders’ needs. 
However, traditional RE techniques depend on co-presence (i.e., on the analyst(s) and 
stakeholder(s) gathered at the same time and place) and therefore do not scale well to 
settings with many distributed stakeholders [1]. As online users are physically distri-
buted, remote RE techniques are required that allow the analyst(s) and the many 
stakeholders to be active in different places and at different times [2]. 

Existing techniques in the area of remote RE techniques rely on (semi-)automating 
aspects of RE (e.g., [2, 3]), but the greatest challenge is to bridge the gaps between 
them in an integrated approach. We argue in this paper that research has so far  
focused on particular sub-domains and has not approached this field holistically 
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enough, even though automation has lifted the limits on the quantities of data, or the 
number of stakeholders these data are collected from. This is why we propose an inte-
grative approach coined “Crowd-based Requirements Engineering”; a semi-
automated RE approach for obtaining and analyzing any kind of “user feedback” from 
a “crowd”, with the goal of deriving validated user requirements. The domain of RE 
should consider the crowd as a pool of current and potential stakeholders wherever 
customers share or exchange their experience with a particular product and the extent 
to which it meets their needs, because requirements can be derived from such state-
ments (i.e., user feedback). 

However, to elaborate such an approach, a comprehensive taxonomy of user feed-
back is needed first, as current RE tools for obtaining requirements through remote 
techniques focus on specific feedback types and typically use just one interaction 
method [4]. Additionally, because these tools do not gather the various types of user 
feedback systematically, they potentially overlook relevant data and are prone to fos-
tering selection bias [4]. Thus, only if data are gathered across all dimensions and 
match the different user preferences regarding feedback will these data be representa-
tive of the crowd as a whole. 

In order to develop a crowd-based RE platform and overcome known challenges, 
we first need to get a better understanding of the state of the art and the concepts that 
are central to this approach. Hence, this paper addresses the following research ques-
tions: 

• RQ1. Which solutions have been suggested and/or developed to counter the deficits 
of traditional RE in crowd settings through the use of automation? 

• RQ2. How can user feedback be categorized into relevant dimensions? 

In Section 2, we discuss work related to the key concepts of Crowd-based RE, and we 
present a brief overview of related work on existing solutions (RQ1) in Section 3. In 
Section 4, we provide an outline of our research including a first taxonomy of user 
feedback dimensions (RQ2). Finally, in Section 5, we conclude and describe our next 
steps. 

2 Related Work: Conceptualization 

This section considers the key terms underpinning Crowd-based RE. Central to this 
approach is the crowd, which generates user feedback across multiple dimensions 
through a wide range of communication channels and media. This user feedback can 
be obtained through techniques such as crowdsourcing, and analyzed through text 
mining and data mining, as will be discussed in Section 3. 

The concept of a crowd originates from psychological observances of social conta-
gion and other behavioral patterns that occur among large and inherently heterogene-
ous groups of people who are physically aggregated in an environment [5]. Reciprocal 
relationships and powerful group behavior develop through a chain reaction, and are 
propagated through particular triggers [6]. The displayed behavior of an online crowd, 
where people are explicitly not gathered in one place, is remarkably similar to that of 
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a real crowd, though varying in speed, size and scope [6]. As a result, we define a 
crowd as “a group of current and/or potential stakeholders, large enough in size to 
display group behavior, who have a common interest in a particular service”. 

The user feedback that a crowd provides can be analyzed to derive needs, wishes, 
ideas, bug reports, and clues about trends in order to anticipate new innovations. As 
this information is provided by many stakeholders, problems frequently encountered 
with small sample sizes can be overcome. For example, as stakeholders from different 
cultures and with different backgrounds will have different attitudes towards a partic-
ular subject, this may cancel out the deliberate withholding of information by other 
stakeholders due to political, social, or emotional reasons [2]. 

Fundamental research into the characterization of user feedback is scarce, although 
several works provide important insights. An analysis of feedback behavior in Ap-
ple’s AppStore [7], among others, revealed that few users write more than one review; 
that more reviews are written directly following a new release, and that applications 
with which users build a “relationship” (e.g., social media apps, games) receive con-
siderably more reviews. In [4], four clusters of user types are presented by their atti-
tude towards providing feedback (see Figure 1), differing in such factors as openness 
towards being asked or reminded to provide feedback; the extent to which privacy 
outweighs allowing (anonymized) data mining, and whether feedback is provided out 
of an intrinsic motivation or because of social factors. Finally, user feedback was 
characterized in [8], while [9] provides a user feedback ontology to clarify the con-
cepts of this domain. 

3 Related Work: Tooling 

In this section, we discuss existing tools that collect and/or analyze types of user 
feedback obtained from a crowd. Socially oriented collaboration tools primarily make 
use of crowdsourcing techniques, collaborative solutions, and participatory design [2]. 
Crowdsourcing solutions such as CrowdREquire [10] offer a bounty to the crowd 
member(s) who provide(s) the best requirements specification at the request of a 
client (i.e., a software developer), while other solutions focus on error detection  
(denoted “crowdtesting”) or usability testing [11], for which A/B testing is often very 
suitable. According to [2], web-based approaches should be augmented with social 
network analysis and recommender systems in which stakeholders write, prioritize, 
and vote for requirements. Examples are presented in [12–14]. Requirements may 
also be organized and linked automatically, for example based on their semantic simi-
larity [15]. 

Mobile apps provide a front-end that guides users through a reporting process 
through which they can provide additional media besides written language, while data 
analysis takes place on a server (e.g., [16–17]). OpenProposal is a toolbar plug-in 
through which users can annotate screenshots of desktop software [18]. 

Text mining tools predominantly focus on analyzing presently available data with-
out actively involving stakeholders, thereby not supporting elicitation directly [2]. 
Rather, they determine the relevance and importance of a sentence or statement 
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through natural language (NL) algorithms, usually based on app store reviews (e.g., 
[19–20]). Forum discussions, for example in a bug-tracking system, can be analyzed 
by calculating the strength of a proposed idea based on the quantity and valence of the 
responses [21]. 

Finally, data mining techniques such as usage mining provide support for uncover-
ing ‘unknown unknown’ requirements [2]. These requirements are not expressed, 
articulated, or even accessible in the stakeholders’ minds, even though they are the 
most likely to provide innovative and radically new ideas [2]. Usage mining can  
discover and predict patterns such as typical and deviant workflows, associations, 
shortcuts, and bottlenecks [22], which might point to the existence of an ‘unknown 
unknown’ requirement. 

4 Research Outline 

Currently existing tools gather statements either through social collaborations, text 
mining, or data mining, but a systematic practice is still missing [4]. To date, no 
known tool integrates multiple approaches or caters to the various ways in which 
different user personality clusters prefer to provide user feedback, thereby potentially 
excluding groups of stakeholders. Realizing a multi-method solution would greatly 
expand the amount of data gathered, reduce selection bias, and enable more statisti-
cally sound comparisons to be made. This is why in this section, we propose an inte-
grative solution that combines the existing approaches and also covers dimensions so 
far neglected. 

 

Fig. 1. A tentative model of Crowd-based RE. The behavioral clusters are adapted from [4]. 

Figure 1 shows how our proposed model processes user feedback by data type. 
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events, and analysis patterns subsequently select and sort the data. For qualitative 
feedback (lower process chain), users have either already provided feedback, or need 
to be motivated to do so through interactions and incentives. Relevant statements are 
filtered and analyzed through NL analysis. Some data can be analyzed through both 
processes, for example by both identifying (quantitative) patterns in a video and 
processing the (qualitative) transcript of the audio recording or an observer’s notes. 
The results of the two processes can be aggregated and validated to obtain require-
ments. 

In order to develop suitable analysis methods to take all types of crowd members 
into account, and to understand in which ways they prefer to provide user feedback, 
we have so far identified five feedback dimensions from the literature (see Table 1). 
The “mode” dimension is similar to the “communication” of feedback described in 
[8]. The “awareness” dimension uses different terms than the “explicit” and “passive” 
types of feedback presented in [4, 8] due to possible confusion over the different ap-
plications of the word “explicit”, and because a stakeholder can never be passive 
when generating feedback. These types of feedback are covered by combinations of 
our dimensions. 

Existing tools either ask users to provide (targeted, qualitative) feedback, crawl 
presently available (non-targeted, qualitative) feedback, or collect usage data (non-
targeted, quantitative feedback), which means that many other configurations of the 
user feedback dimensions are not being covered at this point, which our approach 
aims to resolve. Statements containing tacit requirements (e.g., “This is a crap app” 
[19]), which are often considered non-informative, are inherently relevant to our ap-
proach. As the author of such a statement was sufficiently (dis)satisfied to make the 
effort of providing feedback, requesting further clarification would yield targeted 
feedback. By logging the source of a statement, dimensions such as online or offline 
feedback, or the type of stakeholder who provided the feedback, can be implicitly 
captured by our dimensions. 

Table 1. Taxonomy of user feedback dimensions 

Dimension Type Description 
Awareness Targeted Intentionally provided to improve the product or with a 

reasonable expectancy it will be used for that purpose 
 Non-targeted Relevant information without such intention or expectan-

cy 
 Tacit Too unclear to understand what it refers to 
Mode Direct Provided in an interaction with the developer as addres-

see 
 Indirect Left at or communicated through another medium 
Data Type Qualitative Natural language expressions (including transcripts) 
 Quantitative Statistically analyzable as well as quantifiable data 
Intention Rating With a particular valence 
 Justifying Explaining why the user has a particular opinion 
 Demanding Clearly verbalizing a need 
Homogeneity Public crowd Expressed in an open setting 
 Private 

crowd 
Expressed in a closed group 
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5 Conclusion and Next Steps 

In this paper, we have proposed Crowd-based Requirements Engineering, our umbrel-
la term for all automated RE techniques, including crowdsourcing, text mining, and 
data mining. This approach is unique in that it attempts to create a holistic approach in 
which all RE activities are represented. We have described how we plan to involve 
the crowd and the user feedback we obtain from them in all its facets. We have given 
a summary of existing concepts and tools in this field (RQ1) and introduced an initial 
taxonomy of user feedback (RQ2). Besides refining our concepts and taking smaller 
steps such as expanding tools that crawl only one app store with interfaces to other 
app stores, our next research steps will mainly be concerned with overcoming the 
challenges faced to develop such a platform. In particular, we would like to investi-
gate: 

• How to solve the reticence or concerns of stakeholders regarding the provision of 
feedback through the use of suitable motivational instruments and appropriate le-
vels of intrusiveness? 

• How to deal with legal and intellectual property considerations? 
• How to extract requirements from user feedback for each configuration of the five 

dimensions through suitable algorithms that do not interfere with one another? 
• How to classify, prioritize, cluster, and validate robust requirements, using algo-

rithms, data validity measurements, and direct interactions with users? 
• How to present the vast number of requirements and statements clearly, displaying 

only relevant data and using aggregations such as graphical visualizations? 
• How to secure data traceability for effortless rollback using data attributes? 
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Abstract. [Context and motivation] There is a scarcity of proposals for func- 
tional requirements modelling for the interactive TV applications (iTV); this is a 
complex problem due to several fields/factors/dimensions/trends involved; there-
fore, it is necessary to give support to model iTV requirements. [Ques- 
tion/problem] We have found in the literature some iTV task classifications; 
some of their limitations are: classifications of actions were not proposed, the ac-
tion classes found are not enough, it was not explained for each functionality kind 
how to systematically describe its members in terms of action classes of a tax-
onomy of actions, and the task classes are not enough for practical iTVs. [Prin-
cipal ideas/results] For iTV applications we defined two UML profiles: one ex-
tending use case diagrams (UCD), and another extending activity diagrams (AD) 
for describing use cases (UC); 4 real iTVs were (partially) considered to illustrate 
the use of both profiles. [Contribution] Both profiles describe useful classifica-
tions with tasks/actions classes not found in the literature; for the identification of 
UCs we consider using few criteria instead of considering a lot of task classes; for 
every UC kind we indicate which action kinds must be used (for describing UCs 
of this kind); our approach allows to answer the question: to what kind of stake-
holder a UC implementation should be assigned. 

Keywords: Interactive TV applications · Enhanced TV applications · Functional 
requirements · Use cases · UML 

1 Introduction 

In [1] an iTV is a user experience that involves at least one user and one or more audi- 
ovisual and networked devices. According to [7] an enhanced iTV (eTV) is a service 
which directly enhances a particular TV program or event, considering look and feel - 
graphic design -, user-journey – navigation - and user-experience – functionality. A 
social TV system supports distant or collocated viewers to communicate with each 
other. A second screen in [8] is an additional device that connects viewers to com- 
plementary content, while they watch TV via applications, derivative content and 
features that are synchronized with TV programs. According to [12] a task describes 
an activity that has to be carried out to fulfil the user's goals. In [5] an action is  
the fundamental unit of behaviour specification; an action takes a set of inputs, and 
con- verts them into a set of outputs. 
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In some works of the area of iTV development it was stated the importance of a 
requirements phase for iTV construction, e.g. see [2, 3, 4]. For iTV development it is 
important to use knowledge of areas such as HCI, multimedia systems and infor- 
mation systems; some growing trends concerning iTVs are: the use of a second 
screen; the development of social TV systems; the collaborative TV systems, e.g. col- 
laborative rating and filtering systems; context-awareness. The reasons to have a sys- 
tematic approach to model iTV requirements are: to manage the complexity, to use 
important concepts with a clear meaning, to reduce gaps in requirements, to reveal 
conflicting or unfeasible requirements; to better understand the requirements. It is not 
enough to use only a generic notation for requirements (e.g. task diagrams, UML 
diagrams), because it is necessary to give more support to analysts, e.g. using iTV 
taxonomies/criteria for tasks/actions, using precisely defined concepts, and using 
patterns for describing tasks of a given type in terms of actions. There is a scarcity of 
proposals for describing iTVs functional requirements; we have only found some iTV 
task taxonomies - see [6, 7, 8, 9]; these proposals have the following limitations:  
1) action classifications for iTVs were not proposed; 2) the task classes found for 
actions are not enough - for  lacking action types see Sec. 2; 3) it was not explained 
how to systematically describe non-basic tasks of a given class in terms of action 
classes of a taxonomy of actions; 4) they did not consider how to organize tasks and 
functionali- ties, e.g. for distributing their development to specialized stakeholders, 
and to decom- pose a system into subsystems; 5) we did not find some important 
functionality clas- ses - see Sec. 2 for examples. 

We have found several taxonomies of iTVs in the literature (between them, [6], 
[7], [10], [11] are the relevant ones), they present some criteria/dimensions that can be 
used to classify an eTV; however, as we will see some important criteria/dimensions 
are lacking. 

We needed to choose between using task diagrams (e.g. CTTs), and using UML 
profiles extending requirements diagrams. Due to the complexity of iTVs, to give 
enough support to the analyst it is necessary to have too many task classes; another 
idea is to characterize a task according to some relevant criteria; with this approach a 
few criteria need to be considered instead. UML profiles (and not task diagrams) are 
prepared for associating several criteria to elements; therefore, we decided to work 
with UML; other reasons for using UML are: UCDs allow organizing functionality 
into packages (we use this facility in this paper), and UCDs allow associating several 
actors to a UC. 

In this paper we define: a classification of eTVs by considering existing and new 
dimensions/criteria, a UML profile extending UCDs considering the relevant crite- 
ria/dimensions for iTVs (these criteria are enough to consider all the task classes 
found), and a classification of actions to describe UCs. For each type of UC, we ex- 
plain what kinds of actions are mandatory for describing UCs of this stereotype. Both 
UML profiles for requirements were tested with 4 real case studies of different eTV 
types (see [13, 14, 15, 16]). 
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2 Taxonomy for eTVs and UML Profiles 

We consider criteria for eTVs that affect either functionality identification (i.e. with 
an impact on the types of tasks needed) or functionality organization, e.g. groups of 
functionality to be assigned to different kinds of developers. In Table 1, we evaluate 
the relevant iTV application taxonomies found in the literature according to 5 criteria. 
For the case of social iTV systems we have the following criterion: If the iTV allows 
synchronous communication between users (i.e. in real time) or not (with a time lag). 
From [6] we take a classification for social iTV systems. 

Table 1. Comparison of taxonomies for iTVs in the literature 

 Criterion Kunert 
[7] 

Rodriges 
[10] 

Soares 
[11] 

Cesar 
[6] 

C1 Semantic relationship with the pro- 
gram´s content 

Yes Yes yes no 

C2 Temporal synchronization with the TV 
Program 

Yes Yes yes no 

C3 The viewer participates in the program Yes No no no 
C4 The iTV is social No No no yes 
C5 The iTV allows synchronous communi-

cation between the users 
No No no yes 

In this work, we consider the 5 criteria of Table 1, and we add 3 new criteria. The 
iTV classes found that are a combination of some of the 8 criteria were excluded from 
our criteria selection. C6) the viewer creates content, e.g. application in [16]; C7)  
the viewer involves himself in commercial processes, e.g. shopping, apply for event 
tickets as spectator (e.g. ITV the X Factor – see [13] - in redeem UC); C8) there is a 
second screen, e.g. applications in [13], [17], [18]. 

In the literature about iTVs we have found classifications of tasks in which the us- 
er participates; such classifications have several classes, are incomplete, and are not 
appropriate UC taxonomies, because there exist UCs that need to include tasks of 
more than one task class; for these reasons, we considered different criteria for UC 
development; these criteria cover the topics considered by the task classes found and 
new topics not found. A UC may consider more than one criterion for functionality 
classification. We use the word information with the meaning: content associated to 
the program, media, data about users, data about the system state, data in data sources. 

CF1: One or more CRUD operations requested by the user (in [9]). Stereotypes: 
«view»: The user either involves in information search, or browses information, or 
looks at notifications. «modify»: The user creates/edits/deletes information; the result of 
a modification is stored in persistent/volatile media, locally (i.e. in the viewer’s device) 
or externally. «transaction»: The user inputs some data, a transaction is exe- cuted, and 
its results are displayed. CF2: («interaction between persons») the viewer interacts with 
somebody (motivated by [8] that uses socializing), e.g. communication between users, 
game playing. CF3: («change state») A transition is performed that changes the applica-
tion’s state. CF4: («sync») The UC is temporarily synchronized with the TV program.  
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CF5: («external») The UC contains a task that is performed outside the iTV, e.g. by an 
external application. CF6: («sysCreate») the system cre- ates automatically some infor-
mation without user participation. 

Criteria from CF3 to CF6 are not present in the found taxonomies of iTV tasks. 
Stereotypes for actors: «user»: a human user role. «broadcaster»: the broadcaster;  
it is used when some broadcaster’s information arrives. «timer»: a timer; it is used for 
periodic tasks that are triggered by a timer’s timeout. «externalApp»: an external ap- 
plication; it is used either when an external application triggers a UC using a notifica- 
tion, or when a UC sends a service request to an external application. 

To organize the UCs, and to assign their development to the different stakeholders 
we considered the stereotypes (not found in the literature): «first screen»: the UC 
package contains the accessible UCs from the first screen, i.e. TV set showing a  
pro- gram. To implement such UCs is needed experience in iTV middleware, e.g. 
DVB- GEM, SBTVD-Ginga, HbbTV. «second screen»: the UC package contains the 
acces- sible UCs from the second screen. To implement such UCs is needed expe-
rience in a mobile platform, e.g. Android and iOS. These UC packages are needed for 
the appli- cation prototype in [19]. 

For each iTV criterion some UCs stereotypes are mandatory for iTVs respecting 
the criterion: stereotypes for CRUD operations for C1; «sync» for C2; «modify» for 
C3; «interaction between persons» for C4 and C5; «modify» for C6; «transaction» or 
«modify» for C7; think if «second screen» and «first screen» are necessary for C8. 

UCD of the ITV the X Factor (see [13]): «change state» Log in, «modify» Regis- 
ter, Login is extended by Register. «broadcaster» iTV triggers «sync» «modify» Rate 
performance (the viewer rates the performances in real-time during each show to earn 
a spot on our coveted leader board),   «view» Biggest performances (the viewer 
watches the biggest performances minutes after they appear on TV); «view» «exter- 
nal» Check offers (the viewer views current offers  from the partners of ITV – e.g. 
Domino that sells pizzas - in the wallet), «transaction» «external» Redeem (the viewer 
redeems a selected offer - some earned points are given in exchange for the selected 
offers). Check offer is extended by Redeem. Check offer and Redeem are associated to 
«externalApp» partner. The ITV the X-Factor considers all the UCs in only a second 
screen. 

We consider two kinds of action classes: actions to be developed by UI designers 
for user-system interaction (e.g. for input and output of information), and actions to 
be implemented by developers (autonomous actions, i.e. performed by the system 
without user intervention); as a consequence, each role group will develop the actions 
for which they are more experienced, and there is no interaction between UI designers 
and developers for developing an action. The action classes were obtained by figuring 
out how to decompose relevant classes of tasks in the literature into more basic ac- 
tions, and by considering the push and pull strategies (see [20]). 

Action stereotypes for UI designers: «input»:  for either input of data, or inter- 
action of the user for functionality/content access (in [6], [7], [9] there are only some 
specific input tasks). «edit»: (in [9]) for the user edition of content that is present in 
the UI. «output»: (in [9]) for the system presenting content/data/collection. «feed- 
back»: for the system provision of feedback to the user in answer to a user initiated 
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action/activity (in [12]) The following stereotype is not present in the iTV task taxon-
omies found: «prompt»:  for the system presenting a call to action, or asking for the 
provision of data by the user. Action stereotypes for developers: «search»: (in [7]) 
for the search of content in a repository. «control»: for control of media content (e.g. 
start, pause, rewind, resume, stop, record, enable/disable accessibility features - e.g. 
closed caption, audio description, sing language) – [9] presents some tasks for control. 
The following stereotypes are not present in the iTV task taxonomies found. «notifi- 
cation»: for only the reception of an event notification. «participate»: after the view- 
er answers a question (e.g. of a quiz, poll, voting),  his (perhaps processed) answer is 
sent. «communicate»: to send information entered by the viewer to another person. 
«job»: for autonomous actions not respecting the previous stereotypes. 

Table 2 lists for each UC stereotype the action stereotypes that are mandatory to 
describe a UC of this kind, in the order that should appear in the UC description. UCs 
of stereotype «sync» usually start their execution with a «notification» action. A UC 
may have more than one stereotype in the table’s rows; in such cases the behaviours 
of stereotypes can be combined in sequence. 

Table 2. Mandatory action stereotypes for use case stereotypes 

UC stereotype mandatory 
«view» Search inside the application: «prompt», «input», «search», «output» 

Search in external source: «prompt», «input», «job», «output» 

Media playing: «control» 
«modify» «prompt»,  («input» or «edit»), «job», «feedback» 
«transaction» «prompt», «input», «job»,  «feedback» 

«interaction bete-
wen  
persons» 

Communicate: «prompt», «input», «communicate», «job» 
Playing: «prompt», «input», «job», «output» 
Receive communication: «notification», «output» 

«change state» «prompt», «input», «job» 

«sysCreate» «job» 

In UC rate performance of ITV The X factor ([13]), the user is notified to rate a 
performance («notification»); the user chooses a value («input»); finally, the selected 
option is sent («participate») and stored by the system («job»). In UC share rate of 
[13], the user requests to share the performance’s rate («input»); the system prompts a 
friends list («prompt»); the user chooses a friend («input»), and selects share («in- 
put»); finally, the data for sharing is sent («communicate») and stored («job»).  In UC 
make caption of CW The Vampire Diaries ([16]) the user chooses to insert caption 
(«input»); the system takes a screenshot of the episode («job»), and shows it («out- 
put»); finally, the user edits a caption («edit») that is added to the screenshot. 
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3 Related Work 

For functionality identification, the relevant task classes for us are those whose in- 
stances need for their description at least one autonomous action, and one user-system 
interaction action. For action identification the relevant task classes for us are those 
whose instances are either autonomous actions or user-system interaction actions. 
Table 3 compares the found relevant literature according to 8 requirements. For each 
requirement (named with its identifier – 1st  column) a cell’s (identified with the cite 
number - instead of author’s name) rating is justified giving the extent of considera- 
tion of the requirement or some lacking task classes (considered by us). 

Table 3. Evaluation of approaches in the literature for classification of tasks/actions 

REQ Topic Kunert  [7] Cesar [6], [9] Roy [8] 
R1 CRUD R: yes,  CUD: reg yes CR: yes 
R2 Interaction between per- 

sons
Communicate, 
play game.

Communicate yes 

R3 State change reg - no no 
R4 Temporal synchronization No no no 
R5 Inclusion of external tasks reg - reg - no 
R6 System creates information No no reg 
R7 Autonomous action types reg - reg - no 
R8 User-system interaction 

action types 
reg - reg no 

 
For our work we rate all the requirements with yes. Justification of the ratings: R1: 

[7]: not delete and edit; R3: [7]: a few specific tasks for state change and not the crite- 
rion. R5: [7] only shopping and additional videos (they may include external tasks) 
and not the criterion; [6], [9] only view extra material (it may include external task) 
and not the criterion. R6: [8]: only recommendation and not the criterion.  R7: [7]: 
search and only download for job, not considered: notification, control, send partici- 
pation, and send communication; [6], [9]: some tasks for control, session transfer for 
job; not considered: search, notify, send communication, and send participation; R8: 
[7]: some tasks for input, output; not considered: edit, prompt, and feedback. [6], [9]: 
some tasks for input, edit, output; not considered: prompt and feedback. 

4 Conclusion 

Our UML profiles were designed for iTV in general and with emphasis on eTVs. We 
have not considered context aware iTVs and non-functional requirements. 

We define some tasks for the systematic description of requirements: classify the 
application according to some dimensions/criteria, which allows us to analyse an eTV 
in terms of dimensions that are important for its development; apply rules that for an 
eTV criteria tell what UC stereotypes are needed, this is to help the novice analyst in 
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the iTV domain to identify functionality; identify the UCs according to criteria, and 
analyse a UC in terms of the needed criteria for it, in order to give support to the ana- 
lyst to identify and understand UCs nature; describe UCs with ADs using an action 
taxonomy, this allows the analyst to describe UCs systematically; use guidelines for 
describing UCs of a given stereotype in terms of actions, this is to help the novice 
analyst in the iTV domain to describe UCs. 

For the 4 case studies, for the UC descriptions covered, the set of action stereo- 
types we have defined are enough. In addition, we checked that our action taxono- 
mies/UC taxonomies take into account the classes of tasks found in the literature. 

The eTV classification criteria are useful to suggest 4 of the UC stereotypes (that 
is 50 % of them); we suspect that «view» and «change state» (25% of the UC stereo- 
types) are frequently present in eTVs (this is confirmed by our case studies). We ex- 
plained only for 6 UC stereotypes (75 % of them) what actions are mandatory; for the 
«external» stereotype we only needed to explain how to describe an external search; 
the requirements of «sync» were only explained for the case of a synchronized notifi- 
cation by the system (it demands the use of «notification» at start of a UC). 
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Abstract. [Context and motivation] Requirements engineers create large 
numbers of artifacts when eliciting and documenting requirements. They need 
to navigate through these artifacts and display information details at points of 
interest for reviewing or editing information. [Question/problem] Traditional 
visualization mechanisms such as scrolling and opening multiple windows lose 
context when navigating and can be cumbersome to use, hence. On the other 
hand, focus+context approaches can display details in context, but they distort 
the data shown (e.g., fisheye views) or result in a large display canvas which 
again requires scrolling (e.g., zooming in ADORA). [Principal ideas/results] 
We are developing a novel method for displaying just the information needed to 
perform an intended task. Our method partitions the available screen space into 
regions. The boundaries of regions are simulated with a model consisting of vir-
tual magnetic balls and springs that behaves like a physical system. This model 
supports the requirements engineer in selecting how the relevant information 
should be displayed. [Contribution] In this paper, we present preliminary re-
sults on how our conceptual solution works and what benefits are expected. 

Keywords: Requirements engineering · Visualization · Focus+context · Phys-
ics-based interface · Magnet 

1 Introduction 

When eliciting and documenting requirements, requirements engineers create a large 
number of artifacts (e.g., documents, models, or sketches). Creating and working with 
these artifacts on electronic devices entails two visualization problems, particularly 
when working with displays of limited size (e.g., tablets): (i) There are artifacts such 
as large models or sketches that are larger than the available display. (ii) A require-
ments engineer frequently needs to view more than one artifact concurrently in order 
to comprehend or edit these artifacts.  

Today’s tools employ traditional techniques for tackling these visualization prob-
lems: the first problem is typically addressed by scrolling and the second one by 
opening multiple windows [1]. These techniques work well for focusing on individual 
pieces of information, but they do this at the expense of losing the information about 
the context that those pieces are embedded in. Therefore, working with traditional 
visualization mechanisms is cumbersome when the elements to be displayed in detail 
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are part of a network of interconnected elements, which is typically the case in Re-
quirements Engineering (RE). On the other hand, there are so-called focus+context 
visualization approaches that can display details in context [1], [6]. However, the 
existing approaches distort the data shown (e.g., fisheye views) [4], [10] or result in a 
large display canvas which requires scrolling (e.g., zooming in ADORA) [8]. 

In our research we are developing a new visualization mechanism called FlexiView 
which solves, in a unified way, both visualization problems mentioned above. Based 
on a physical metaphor of magnets and springs [2], [9], [11], FlexiView shall be able 
to flexibly visualize detailed requirements artifacts without losing the surrounding 
context within a display canvas of fixed size. In contrast to existing visualization me-
chanisms, FlexiView will be designed such that it can be used for visualizing both 
single artifacts (e.g., a graphic model diagram or a sketch) and a network of multiple 
different artifacts. 

The rest of the paper is organized as follows. In Section 2, we briefly discuss the 
goals of our approach. Section 3 reviews the relevant literature. In Section 4, we pre-
sent our approach and discuss its features and benefits. Section 5 concludes the paper. 

2 Research Goals 

Our goal is to develop a unified focus+context visualization mechanism which is 
tailored to requirements engineering. With our approach, we aim at overcoming the 
problems of existing visualization approaches for RE artifacts, thus allowing the con-
struction of innovative RE tools (e.g., for supporting lightweight requirements model-
ing [5]) as well as improving the way how existing RE tools visualize information. 
We envisage that such tools will (i) reduce the time and energy spent on navigating 
among various artifacts, (ii) prevent users (requirements engineers as well as stake-
holders and developers) from getting lost in the navigation space, and (iii) make the 
set of RE artifacts better comprehensible for users. We expect that our visualization 
mechanisms will be useful also for visualizing other artifacts, e.g., in software archi-
tecture, but we will concentrate on RE artifacts in our research. 

3 Related Work 

Scrolling and opening multiple windows are traditional ways to deal with a large 
number of artifacts. They have been used in almost all available user interfaces. How-
ever, they lose context and create visual discontinuities, thus causing cognitive over-
head for the user [1]. 

Focus+context visualization techniques display the focus within its context in a 
single continuous view. The theoretical foundation for focus+context interfaces was 
established by Furnas [4], who describes generalized fisheye views. This is a general 
interaction framework for information filtering according to the user’s current point of 
interest. This concept was later used for creating Graphical Fisheye Views (GFV) 
[10]. GFV is a non-linear distortion-oriented graphical visualization technique and 
supports multiple foci. The results are sometimes reported as too distorted. Many 
derivations of fisheye views can be found in literature, such as JellyLens [7] that 
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morphs around arbitrary geometric features in the data. In the ADORA project, a fi-
sheye zoom algorithm for visualizing and manipulating hierarchical graphical ADORA 
models was developed [8]. The algorithm provides an editable layout which is stable 
under multiple zooming operations. However, zooming in multiple points may result 
in a large canvas which requires the user to scroll again. 

In the field of graph visualization, many techniques and algorithms have been cre-
ated for viewing large graphs. A particular thread of work deals with manipulating 
graph visualizations based on a physical metaphor [9], treating graph nodes as metal 
balls and edges as springs that are flexibly attached to those balls [2]. By applying 
forces to such a network of balls and springs, for example by placing magnets, inter-
esting parts of a graph can be highlighted or magnified [11], thus allowing the con-
struction of intuitive, user-friendly graph visualization and navigation mechanisms.  

4 FlexiView: A Magnet-Based Visualization Approach 

FlexiView combines the concepts of fisheye zooming and magnet-based graph visual-
ization into a new technique for visualizing and manipulating requirements artifacts. 
We have chosen this technique due to its potential for solving both visualization prob-
lems mentioned in Sect. 1 (visualizing large individual artifacts as well as sets of in-
terconnected artifacts) in a uniform way on display devices of limited size. Subse-
quently, we illustrate the idea using a typical scenario occurring in early stages of 
requirements engineering: we have a set of interconnected artifacts, each artifact be-
ing a chunk of text, a sketch, a model fragment, an image, etc. 

4.1 Conceptual Solution 

FlexiView partitions the whole working space into regions in such a way that each 
region contains just one element (i.e., a single artifact in the scenario mentioned 
above). For the sake of simplicity, we will call these elements objects. Unlike other 
visualization techniques, users interact with regions instead of objects. The interac-
tions of the users affect the regions and any change in the regions affects the objects 
consequently. To manipulate the size of the regions, we model the region boundaries 
with a physical spring model [2] (Fig. 1a) and apply forces to that model using virtual 
 

 
                       (a)                                        (b) 

Fig. 1. (a) A sample of regions modeled by metal balls and springs. (b) The positions of the 
balls are determined by three forces: the Spring Repulsive Force (SRF), the Spring Attractive 
Force (SAF), and the Magnet Repulsive Force (MRF). 
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The size and the position of the objects are controlled by the regions they reside in. 
When the position or the size of a region is changed by the user, the new position or 
size of the objects residing in that region will be calculated accordingly. The result 
will be the enlargement or shrinkage of objects. Eventually a new view of the original 
information is produced. Figure 2 shows three steps of a user interaction. The first 
image (2a) shows some objects representing requirements artifacts, their relations and 
their regions. The regions are modeled by our balls and springs model. In the second 
image (2b), the user has created a virtual magnet with negative polarity (the red ball) 
in the region of interest. The magnet has repelled the balls and caused the region of 
interest to increase in size. The object in this region is enlarged and can be displayed 
with more detail, hence. Conversely, the bottom left region has become too small to 
display its object in detail, so this object is replaced by a more abstract representation. 
In Figure 2c the user has increased the power of the magnet, resulting in a larger re-
gion of interest and further shrinkage of the other regions. 

In order to replace objects in shrunk regions with more abstract representations and 
those in enlarged regions with more detailed ones, we keep display metadata for all 
objects [3]. We assume that we have at least a three-level hierarchy: project – artifact 
– contents of artifact. If an artifact, for example, is a symbol-and-line drawing, the 
symbols in that drawing constitute another level of hierarchy. 

The applications used to create and edit artifacts store them in their own file format 
on local or remote storages or in repositories. We assume that these applications pro-
vide a kind of plug-in of FlexiView such that FlexiView can access the information 
required to display the artifacts and/or their constituents. Thus, users can explore in-
formation by navigating in and between artifacts with FlexiView while they can still 
manipulate and modify the content shown using the corresponding applications. 

4.2 Algorithms for FlexiView 

We are currently exploring existing graph manipulation algorithms that can be 
adapted for implementing the FlexiView approach. As in other work [11], we do not 
strive for physical accuracy, modeling exactly Hooke’s law for the springs and the 
laws of magnetism for the magnets, but use the physical model as a metaphor for 
guiding algorithm design. The users of FlexiView will not have to bother with phys-
ics. For them, using a magnet will feel like having a wizard that magnifies the region 
of interest on the display by a user-controlled factor and shrinks the rest accordingly. 

4.3 Expected Benefits 

Keeping the overview. A strong magnet can enlarge a region up to almost the whole 
working space and consequently shrink the other regions and their residing objects 
down to almost a dot. However the overview still exists. Although the undersized 
objects may be unclear, showing their relations and their positions keeps the complete 
image of the information in the user’s mind.  

Minimizing distortion. All focus+context techniques distort the image of the  
information. In FlexiView the information inside each region alone is not distorted. 
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The overall distortion available gradually increases when moving away from the cur-
rent foci and decreases reaching far regions. Furthermore, the neighboring structure 
and relative position of the regions is kept intact. This way, the user is still capable of 
mapping the produced view to the original one, thus causing less disorientation. 

Editing ability. Distorted views may improve the visualization, but are not pleasant 
when it comes to editing tasks. In our approach each region acts as an undistorted 
drawing canvas which enables users to edit information conveniently. 

Being reversible. The altered views of the information are temporary views which 
are produced during specific tasks. The benefit of using magnets as tools of interac-
tion is that by removing them, the original view reappears on the screen immediately. 
Moreover, the sequence of creating magnets on the screen can be undone not only in 
the reverse order but any magnet can be removed regardless of existing magnets cre-
ated after it. 

4.4 An Application Scenario 

We illustrate the expected benefits of FlexiView with an application scenario from RE. 
Imagine a requirements engineer works on a requirements change request concerning 
the behavior of a component X. Let’s follow this engineer’s work through a sequence of 
steps. (1) The engineer starts from an overview that displays an interconnected set of 
requirements artifacts. (2) She places a magnet on the component X icon so that the 
constituents of component X appear. (3) She then places the magnet on the state ma-
chine icon of component X and increases the strength of the magnet until the state dia-
gram appears. (4) Now she can study this diagram and figure out how it would be im-
pacted by the requested change. (5) Next she wants to know the corresponding stake-
holders. Placing another magnet on the pre-tracing link, she follows that link to the list 
of stakeholders, where she intensifies the strength of this magnet to see the actual stake-
holders for the state machine of component X (the size of the state machine will shrink 
when displaying the stakeholder list, but it will remain a focus area on the display as its 
magnet is still there). (6) For a critical stakeholder, the engineer now wants to view this 
stakeholder’s business goals. She moves the second magnet from the stakeholder list to 
the business goal specification, following the corresponding link.  
The stakeholder list disappears as soon as the magnet is moved and the region contain-
ing the business goal specification is enlarged. (7) By controlling the intensity of the 
magnet, she can now navigate into the business goals. (8) Having studied this informa-
tion, she now wants to modify the state machine of component X. As the magnet on the 
state machine of component X is still there, she just removes the magnet from the busi-
ness goal specification and the display reverts exactly to the situation that she had in 
step (4), thus allowing her to make the intended modification. 

4.5 Research Status 

We started this research in spring 2014 with conducting a thorough literature  
review. Based on the results of this review as well as an analysis of navigation and 
visualization problems identified in our FlexiSketch project [12], we have developed 
the concepts of FlexiView as a new technique for visualizing and manipulating re-
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quirements artifacts. We are currently investigating algorithms for implementing our 
approach. Our research will continue with actually implementing FlexiView and 
creating a test environment which will allow us to evaluate our approach against other 
approaches for visualizing and editing a set of requirements artifacts. We will eva-
luate the usefulness of FlexiView for performing typical RE tasks such as creating 
and understanding artifacts, tracing and change management. Additionally, we will 
deploy our approach on FlexiSketch [12], where we plan to conduct real-world evalu-
ation studies. 

5 Conclusions 

In this paper we have previewed FlexiView: a novel visualization technique which 
aims at enabling requirements engineers to work with multiple interconnected arti-
facts on screens of limited size and, using the very same visualization technique, ena-
bling them to navigate in artifacts that are larger than the available screen. Based on 
its underlying physical metaphor of springs and magnets, we expect FlexiView to 
provide seamless and natural looking multi-focus zooming. Due to its generic nature, 
FlexiView will be embeddable in both existing and novel tools that manipulate re-
quirements artifacts such that these tools deliver their services through the FlexiView 
visualization mechanisms. 
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Abstract. [Context and motivation] Before a software project officially starts, 
there is a stage that has not received much consideration in literature: the pre-
contract or bidding stage. [Question/problem] In this phase, basic Require-
ments Engineering (RE) activities are conducted without having a budget, yet. 
In this paper, the SmartOffer project is described, which aims on improving RE 
during this precontract phase. [Principal idea/results] Therefore, bidding 
processes of several organizations were analyzed and commonali-
ties/differences were identified. The consolidated process is described in this 
paper. It consists out of four abstract phases: assessment of demand, concep-
tion, proposal, and actual project conduction. Mandatory and optional process 
steps within these phases allow for being tailored to different companies and 
products. [Contribution] The consolidated bidding process provides the poten-
tial for automation and tool support. In consequence the precontract phase will 
be more efficient and effective. Building a tool supporting this process as well 
as evaluating this tool will be addressed in future work to complement this re-
search preview. 

Keywords: Software projects · Precontract phase · Bidding phase · Proposal · 
Requirements engineering 

1 Motivation 

Software Development is characterized through a deficit of resources. At the same 
time, the importance of software is growing, as digital equipment is used in more and 
more business and private areas. Because of this, the software development has to be 
efficient and in the majority of cases, software projects are developed by external 
partners [1]. To be able to work with an external partner, the placing of a software 
project is a buying process, consisting of a proposal and the acceptance of this  
proposal.  

So before a software project starts, there is a phase that has not received much con-
sideration in requirements engineering literature yet: the precontract or bidding phase 
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during which a rough concept of the software to be implemented has to be established 
in the form of a bid or proposal. 

An important part of a bid is a cost estimate that should be as precise as possible. 
For this cost estimate, an initial requirements analysis and documentation is neces-
sary, because nobody is able to calculate a project without knowing what to imple-
ment. The proposal is used to enhance the comprehension of the project and provides 
a basis for the contract to be concluded with a prospective customer. So it has to be 
written and presented in an understandable way especially for the decision makers 
that are not willing and able to read a complex IT documentation.  

The problem is that during the bidding stage, detailed requirements analyses are 
not yet possible because the analysis is not paid and the bidders are competing with 
other suppliers. If a bidder is not awarded the contract for the software project, the 
incurred expenses are not covered. As software budgets are running short, an efficient 
approach for preparing a bid is needed, to reduce this unclear investment.  

On the other hand the preparation process involves risks and uncertainties for both, 
the purchaser and the service provider. There is an asymmetry of information between 
the two parties. The potential service provider doesn’t know the requirements and the 
budget, the purchaser only has a limited notice of the provider’s actual reputation in 
the project field [2]. 

Therefore, both partners try to exchange the information required for decision-
making. For the service provider, this means that he has to prepare a bidding docu-
ment and demonstrate his capacity. 

Bidding documents have to convince the customer of the bidder’s competence and 
of the idea that he is the right partner for the respective project [10]. This can only be 
reached with professional and elaborate bids, the implementation of which, however, 
causes great effort. To be able to do this, we are looking into the process of bid prepa-
ration in our partner companies. 

The SmartOffer project is focused on the problems in this phase of a software 
project especially from the view of small and medium-sized enterprises (SMEs). The 
main goal of the SmartOffer project is to develop an innovative tool-based methodol-
ogy for the improvement of the pre-project phase (especially for SMEs) looking at the 
development of dialogue-oriented, Internet-based systems and Web applications. 

In the next section, the state of the art in this area is described, while Section 3 
summarizes the methodology and first results. Future work is described in Section 4. 

2 State of the Art: Preparation of Software Projects 

The purpose of the precontract phase is the preparation of a bid. A bid contains the 
scope and conditions of a software project and defines the legal framework for its 
implementation. 

In the common process models of software engineering, the precontract phase is 
not integrated in a suitable way [4], [13]. The projects generally begin with a detailed 
stage of requirements engineering and then pass on to conception and realization [5]. 
Only the V-Modell XT and the CMMI Standard include an adequate precontract 
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phase but have the main view on the purchaser and not on the service providers [6]. 
Also many known requirements engineering methods, are not applicable for the prep-
aration of software projects in the context of the bidding stage. Methods like an  
opinion surveys or customer monitoring are to cost intensive for the requirements 
exploitation. And functional descriptions or documentation models like the UML are 
too abstract and thus not suitable to convince decision makers [6]. 

Especially in SMEs, bids often cannot be prepared as carefully and detailed as ne-
cessary, because they are prepared by the company management itself and the  
margins of these projects are lower than in large-scale enterprises [12]. So time and 
money that they are able to spend for creating a bid is very limited. Further, to suc-
cessfully sell a project, it does not only need to be understandable, but also communi-
cate confidence that attracts customers and transports the project ideas.  

To transport ideas to the decision makers on customer side, a visualization of what 
you want to do is not only helpful, but often necessary [9]. This is especially the case 
in the area of dialog oriented systems, where usability and look and feel have great 
influence on the project success. This phenomenon is known as IKIWISI (“I know it, 
when I see it”) and deals with the problem that the software users do not understand 
the requirements until they see them [8]. Thus, the presentation view is an important 
basis for the dialog with the customer [7]. This is due to the fact that the decision 
makers are often no IT specialists themselves and cannot understand abstract models 
or descriptions.  

So in the SmartOffer project we want to spend attention on the precontract phase 
and develop a method that enables SMEs to efficiently create attractive and competi-
tive bids that satisfy the need of the potential customers. 

3 Research Preview: Methodology and First Results 

The first goal of the SmartOffer project was to analyze the process of bid preparation 
in the companies being partners of SmartOffer. To achieve this goal three 1-day 
workshops (one with each company participating in the SmartOffer project1) took 
place to see how their current work in bidding processes look like, which tools they 
use and how we can make the bid preparation faster and more efficient in the future. 
The industry partners participating in the SmartOffer project represent a wide band-
width of software developing domains, from developing individual Web pages over 
Web-based applications up to highly multipliable configurable software products. All 
of these project partners have several years of market experience in a bunch of cus-
tomer as well as software product development projects. 

3.1 Methodology for Process Definition 

All the workshops were conducted using the IESE business process elicitation method 
[11], which consists of the following activities: 

                                                           
1 Official Web page of the SmartOffer project: http://www.smartoffer-projekt.de 
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• Element selection – Identification of: activities, artefacts, roles, and tools. 
• Process forming – Participants had to create a process covering all their activities. 
• Evaluation – Feedback about advantages and disadvantages regarding their own 

process, as well as change requests were collected.  

While sharing many commonalities, all the individual elicited processes were con-
solidated and put into an as-is reference process. Depending on their organization, 
different terminology, tools, or even execution orders were used for describing similar 
facts. This leveraged the consolidation of a unified process. 

Identified weaknesses and improvement ideas regarding the individual processes 
that were shared by at least 2/3 of the project partners were considered for further 
improvement. Stepwise these weaknesses and improvement ideas were used to adapt 
the activity descriptions or the process flow of the unified process accordingly. In this 
way, all the deficiencies were addressed and aggregated into a so-called to-be refer-
ence process. 

Finally, this to-be process has been stressed by an expert review, in which repre-
sentatives of the companies, but those who were not involved in the elicitation 
process before, judged the adequateness and suitability of the to-be process based on 
their past project experience. First, they assessed the overall applicability of the to-be 
process in their company before they described their expected performance improve-
ments (e.g., more cost efficient, but also other quality attributes such as degree of 
reusability, or the overall quality of the potential resulting proposal). The results of 
these reviews were provided via email and consolidated by the paper authors.  

Important threats of validity for this methodology include the fact that all compa-
nies came from a similar domain prohibiting a generalization of the to-be process 
applicability for other bidding processes. Furthermore, the to-be process was only 
evaluated by expert review and not actually applied in a case study, or, at least, a con-
trolled experiment.  

3.2 The Pre-Project (To-be) Reference Process 

In total, the developed to-be process consists of 40 activities (mandatory and op-
tional) which cover all actions and their results necessary in order to create a valid 
bid. Fig. 1 shows the overall process. On an abstract level, the activities can be 
grouped into four logical project phases depending on the position within the process: 

• Assessment of demand – all activities to gather information and requirements 
• Conception – all activities that are conducted for internally creating the bid. 
• Proposal – all activities to submit the bid. 
• Project – the final phase in which the project itself – if granted – is executed. 
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Fig. 1. The pre-project process  
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Beginning of the process is the state “customer interest exists” (Fig. 1). To under-
stand the problem domain a set of actions aim on gathering information about the 
initial problem and to evaluate the findings (Assessment of Demand). Result is a set 
of basic requirements to be used for all further activities. The second phase (Concep-
tion) is conducted to consider plausible solution ideas and to determine the degree of 
possible proposal reusability (less expensive) and which parts have to be built from 
scratch (more expensive). After an iterative expert based estimation, the bid is gener-
ated. The third phase (Proposal) includes all activities to sell the bid to the potential 
customer, which can be support by personal presentations, dialogs, or even by a run-
ning prototype. The conduction of the final project is represented in the last phase 
(Project). Experience gained during the execution of a project provides valuable feed-
back regarding its offer. Such lessons learned need to be processed and considered for 
future project offers (e.g., adjusted templates, realistic estimates). 

4 Summary and Prospects 

The SmartOffer project investigates in the bidding phase of a software project  
especially from the view of small and medium-sized enterprises (SMEs). Short-term 
goal is to identify a unified process, which can (partly) be supported by a tool in the 
long-term. 

So far a common process (including mandatory and optional activities) could be 
identified, shared by all the industrial project partners. This was possible due to the 
fact that these companies already unintentionally prepared bids in a systematic man-
ner, which were overlapping in between all parties. Taking disadvantages and change 
requests into account the shared process could be restructured and evaluated within 
the participating industrial partners. This process was presented in this paper. 

After identifying all necessary steps of the process, potential for automation will 
evaluated and implemented in future work: (1) Currently, the process is characterized 
by media disruptions as well as by the usage of a plethora of different tools. The idea 
is to automate frequently used steps (e.g., reusing building blocks) and provide a more 
efficient workflow by one holistic tool. (2) Hence, the tool will support the pre-
requirements process to guarantee completeness, collect and compare success indica-
tors of several bids over time, and generate the bid, i.e., final document to be sent to 
the to-be customer. (3) At the end, we will evaluate the best-practice process as well 
as the tool by comparing the results (i.e. resulting bids generated by and with them at 
the industrial partner’s sites) against the bidding processes of the industrial partners 
used at the beginning of the project  

Acknowledgment. This work was funded by the German Federal Ministry of Education and 
Research (BMBF) in the SmartOffer project under grant number 01IS13024. The authors as-
sume responsibility for the content. 
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Abstract. Context & motivation: Today, embedded systems are
increasingly interconnected and operate in a rich context of systems
and internet-based services. Iterative development is one strategy of
developing such cyber-physical systems. It enables exploration of early
prototypes of a feature in the context of its intended use and collect-
ing telemetric data from test-runs. This is a rich data source that can
be leveraged for learning behavioural requirements for a feature. Ques-
tion/problem: However, we found practitioners struggling with deriving
requirements for the next iteration from such test-runs in a systematic
and repeatable way. Principal ideas/results: We allow test drivers to add
markers when the system behaves unexpectedly by introducing a ded-
icated feedback tool. Preliminary evaluation shows that these markers
lead to better feedback to the development team and indicates a positive
impact on the development cycle. Contribution: We give an example,
report experiences, and discuss industrial implications of feedback sys-
tems and in situ requirements gathering in iterative system development.

Keywords: In situ requirements · Feedback system · Requirements and
continuous integration

1 Introduction

In the automotive industry, recent advances in connected car technology – i.e.
connecting vehicles to the internet – have led to development of internet-augmen-
ted driver assistance systems. These systems utilise the car’s internet connec-
tion to assist the driver by providing them with live updates on information
that is potentially important to their safety, such as traffic and weather condi-
tions. Consequently, requirements are context dependent and upfront analyzis of
requirements needs to be complemented by iterative development and learning
in a realistic context. The success of in situ requirements approaches (such as
[4,6]) indicates that such exploratory testing in iterative development can lead
to a better understanding of requirements.

This paper reports on the introduction of a feedback system to facilitate col-
lecting context-specific, spontaneous feedback in situ with the goal to support
c© Springer International Publishing Switzerland 2015
S.A. Fricker and K. Schneider (Eds.): REFSQ 2015, LNCS 9013, pp. 277–283, 2015.
DOI: 10.1007/978-3-319-16101-3 20
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development engineers of the Active Safety Division at Volvo Car Cooperation
(VCC) in iterative system development. Its purpose is to allow systematic gath-
ering of requirements from field tests and provide analysts with data reported
directly by test drivers to plan for the next iteration. Preliminary evaluation
based on a prototype of the feedback system and interviews with developers
indicates that the approach is indeed valuable: The feedback system supports
development engineers in collecting and understanding requirements based on
observations about how driver assistance systems behave in the field.

While introducing the feedback system, we followed a design science approach
[10], which implies iterative design, development, and evaluation of our candi-
date solution in close collaboration with its stakeholders. Thus, our lessons learnt
from integrating a feedback system into industrial iterative system development
are incorporated into our solution design to a large extent. We will describe the
feedback system with its intended context of use as well as its central features in
the next section. Then, we will report on our preliminary evaluation and discuss
how a feedback system can impact the effectivity of learning requirements (dis-
covering new or refining existing requirements) in iterative system development.

2 Concept: Learn Requirements During Test Drives

Recent research indicates that some requirements only emerge in operational
contexts: Seyff et al. argue that capturing the needs of users in the field strength-
ens user participation in requirements engineering activities [6]. Schneider shows
how raw user feedback on a running system can be transformed into requirements
[4]. Different approaches of capturing context during requirements elicitation
have been proposed, such as a model-based approach by [7], which models the
system context with aspects such as participants, activities and environments.
Another option is to unobtrusively observe users engaging with the system in
the intended context of use [1] or to provide them with focused feedback chan-
nels allowing stakeholders to provide feedback when and where a situation worth
reporting is encountered [5]. All these approaches imply a certain alignment to
the system under development. Therefore, we start by describing the specific
context in which we introduce the feedback system for iterative requirements
gathering, before we highlight its important concepts and features.

2.1 Research Context: Active Safety at Volvo Cars

We aim at supporting requirements gathering during test-drives for the Road
Friction Information system (RFI), developed by Active Safety Devision at Volvo
Car Corporation (VCC). RFI is a warning system for sharing information about
low road friction [8]. RFI uses the Connected Car technology (i.e. Volvo cloud
services, [2]) for sending data about low road friction to the cloud when cars
enter a slippery road patch. A warning message is then sent to other connected
cars in the area to which the information is relevant, and is displayed to drivers
on the car’s digital instrument panel. Since the RFI system is a new technology,
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Fig. 1. From left to right: The center console (Volvo XC902), the first suggested solution
design, and its implementation

it has to undergo a thorough examination in different driving conditions to learn
its exact operational requirements and to avoid a large number of situations
where the RFI system would either warn when it should not, or not warn when
it should. Therefore, it is important to continuously collect experience with the
system and to use it systematically during development.

At Active Safety, a project usually starts with a list of the planned driver
assistance system’s requirements. Systems with high safety-criticality, such as
collision mitigation systems, require well-defined requirements. Other systems,
such as RFI, are initially only defined by a rough outline and requirements are
iteratively refined by the development team. In this study, we are especially
interested in qualitative testing between iterations, where the system is tested
under realistic conditions in its intended context of use. After such tests, test-
drivers pass information on the test orally to developing engineers, less frequently
a co-worker on the passenger seat takes notes.

2.2 Critical Features of the Feedback System

Our implementation is based on four iterations through the regulative cycle pro-
posed for design science research [10]. Thus, the features presented here are the
result of close cooperation between researchers (moderating the process, propos-
ing initial designs and prototypes of the system) and practitioners (sharing expe-
riences from daily work, testing prototypes in a realistic context). We worked
with four engineers at VCC: The fourth author, an experienced engineer, pro-
moted the idea of the feedback system internally and interfaced the researchers
as a product owner. Two other experienced engineers provided feedback on the
different versions of the feedback system from the context of their project work.
A fourth engineer helped as an expert in HMI design.

The product owner envisioned the feedback system to be installed in a touch
screen located in the car’s center console, which usually offers an interface for
2 http://www.kbb.com/car-news/all-the-latest/volvo-concept-coupe-previews-2015-

xc90-design-cues/2000009640/
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Table 1. Critical features of a feedback system for the Road Friction System

Modes of Operation. Due to safety considerations, the system should provide two modes: In
Driving Mode, test-drivers can tag events (e.g. receiving a slippery road warning) for which they
would like to give feedback. Drivers will not be asked to perform any more operations at the time
to avoid diverting their attention from the road. Instead, they would be prompted for feedback to
tagged events at the end of the drive in Parking Mode. In this mode, the driver is required to
select the entity (e.g. the Road Friction Information system) to give feedback on, before selecting
feedback from predefined feedback options, adding a comment, and finally selecting a mood icon to
indicate the positive, neutral, or negative nature of feedback.
Feedback Facilities. The interplay of the two modes of operations as well as the information
needs of developing engineers for planning the next iteration sets the stage to optimize which
feedback to request in what situations. As a starting point, we offered users to give free text
feedback together with mood icons, which were well received and preferred over neutral tagging
(i.e. without indication whether the event was positive or negative) by practitioners. However, we
discovered the need of visual reminders of the situation, when post-processing feedback in parking
mode. Two types of reminders were suggested by practitioners. Firstly, a small map could be
shown in the corner, while adding more details to a tagged event. Secondly, to enable users to
discern many events on the map, a mindshot should be taken during the event. Suggestions
included taking a picture of the driver, additional mood icons, and short audio recordings right
after tagging. Complementing free-text fields, test-drivers requested predefined text blocks for
different events and feedback types.
Integration in Development Cycle. To provide useful requirements related information to VCC
engineers planning the next iteration, we decided to use a cloud database to store and share tagged
events. For each event, the database stores all user choices, e.g. mode, focal entity, feedback option,
and free text message. Additional metadata includes the test-car’s ID, information about the
test-drive (name of test-driver, start and finishing time, route, duration, and version number of the
driving assistance system under test), as well as date, time, and GPS positions of the events. VCC
engineers emphasized the potential of reliable and automatic collection of metadata to support and
speed up the use of feedback from test-drives, e.g. by facilitating triangulation with telemetric data.
Critical Quality Attributes. Crucial quality attributes for the feedback system are simplicity
and non-intrusiveness, thus allowing users to focus on their test activities without jeopardising the
driver’s or the passengers’ safety. We carefully designed the feedback tree (as suggested by
Schneider [4]) to reduce the need of typing text and to balance the amount of information shown
on the screen with the number of interactions needed to give feedback (see Fig. 1, right).

infotainment and navigational support (see Fig. 1, left). Table 1 shows the critical
features of the feedback system we developed, organized in four categories: Modes
of Operation, Feebdack Facilities, Integration in Development Cycle, and Critical
Quality Attributes.

3 Preliminary Evaluation

In our preliminary evaluation, we were guided by two research questions:
1. Does the feedback system increase the quality of feedback from test-drives?
2. Will the feedback system positively impact the iterative development of

connected systems?
To answer Question 1, we conducted four realistic test-drives with two VCC

test-drivers – each driver performed a normal test-drive (i.e. gave feedback after
the drive was finished) and a tool-supported test-drive, where the feedback system
was used. For Question 2, we interviewed the test-drivers after the test-drives.

3.1 Findings from Test-Drives

To test the RFI system in the field, VCC engineers generate a number of low
friction events along a certain route. Then, a test-driver drives along that route
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with a development car, looking for warning signals, and noting deviations from
expected behaviour. For our evaluation, we choose a 10km long route in Tors-
landa, Sweden, which is often used for test-drives by Volvo engineers. It includes
industrial area streets, intersections, and a stretch of highway. Low friction events
were simulated by the interviewer using tools developed for the RFI system.
Although simulated, these events come from the same cloud server as real events,
and are displayed in the car in the same way. The interviewer generated a num-
ber of simulated low friction events per route, informing the test driver whenever
an event should be displayed to the driver as a low friction alert. We then com-
pared the reported feedback with the road events generated by the interviewer
(see Table 2).

Normal Drive. We interviewed the test-persons after the test-drives (test-
person 1: 3h after the test-drive, test-person 2: 20min after the test-drive). With
this delay we simulated a real situation, where VCC developers are often not able
to evaluate a test-drive within short time after the drive. Both test-drivers and
researchers were surprised on the inaccuracy of this recollection (Table 2). Our
test-persons recalled three out of four events. The first test-person was misjudg-
ing the time of an event up to 30 min after it really occurred, while the second
test-person was able to give the correct time with acceptable accuracy (i.e. good
enough to allow later analysis). Despite this accuracy and the shorter delay,
even test-person 2 was unsure about the circumstances of the events. Only one
test-person could correctly localize one event with acceptable accuracy. In other
cases, they were able to name the street on which the event occurred (which is
16km long) or misplaced it altogether. In some cases, they were unable to state
what kind of event occurred (warning, when none should have been given; no
warning, when a warning should have been given).

Tool-Supported Drive. In the tool-supported drive, we did not check for the
event location, as this was automatically captured from the GPS. Instead we
investigated if the correct mood icon was selected (happy, neutral, or sad) and
if the event type was correctly identified (e.g. too many warnings at the same
time). During the drive, the test driver tagged a number of events using the feed-
back system (operated by the interviewer for safety reasons), and then used the
prototype again after the finished drive to specify these events by selecting enti-
ties and giving free text feedback. We created a larger number of friction events
in tool-supported drives (9 per drive, compared to 4 in normal drives) in order
to explore whether there was a limit to the number of events remembered by the
engineers in tool-supported drive. No such limit was found, which we attribute
to the fact that the test drivers did not have to concentrate on remembering
time and location of the feedback events, only the type of occurrence.

3.2 Findings from Interviews.

Metadata is an Important Asset. Our interviewees acknowledged that the
observed inaccuracies (especially of the event time) in normal test-drives would
significantly impact the workload of engineers, e.g. by increasing the amount of
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Table 2. Comparing the test-drivers’ recollection about events during test-drives with
and without feedback system (’+’ = correct, ’ !’ = not correct, ’–’ = forgotten)

Normal test-drive Tool-supported test-drive

Test- Characteristic Event Characteristic Event
driver 1 2 3 4 1 2 3 4 5 6 7 8 9

Time ! ! ! – Time + + + + + + + + +
1 Location ! ! ! – Mood icon + + + + + + + + +

Event type + – + – Event type + + + + + + + + +

Time + + + – Time + + + + + + + + +
2 Location ! ! + – Mood icon + + + + ! + + ! +

Event type + + + – Event type + + ! ! ! ! + ! +

data that a developer would need to analyze for refining system requirements
from observations. It is even possible that developers would discard observations
as false positives when looking at a wrong time span.

Speed-up Through Explicit Tool Support. The interviewees emphasized
the overall simplification of the process of gathering information on the RFI
system’s behaviour in the field. This includes automatic saving of metadata
about the car (contextual data), but also simplifying the development cycle by
eliminating the need to take notes while driving. With the system, test-drivers
will be able to leave the office, go for a test drive, and report accurate data with
minimal overhead (i.e. without bringing a laptop or another person’s assistance).

4 Discussion and Future Work

Detailed requirements of complex, connected embedded systems often surface
only when the system is used in its intended context, e.g. during field-tests
between iterations. In this paper we report experiences and a preliminary evalu-
ation from introducing a feedback system into iterative system development with
the goal to facilitate systematic collection of requirements-related data during
field-tests. Our findings indicate that efficient communication of test-drive results
to development engineers can be a crucial factor in the development of driver
assistance systems in the automotive industry. When developing such highly
connected systems, the ability to automate the process of getting test-driver
feedback together with contextual information to the developing team promises
to increase the quality of feedback and to speed up the development cycle, as it
allows engineers to focus on resolving issues instead of on searching their causes.

Our solution is very specific to the case at hand and tailoring it to exploring
features around self-driving and inter-connected cars during test-drives is prob-
ably one reason for the very positive feedback from our interviewees. However,
other industrial settings can profit from this blue-print for improving require-
ments management in continuous integration. In our case, both researchers and
VCC engineers were surprised to see how clearly test-drives with the feedback
system outperformed ad-hoc approaches. Being able to tag events as they hap-
pen and then to refine them later based on a dedicated tool can have a strong
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impact on the quality of feedback that is obtained from testing a system in its
intended context of use. In addition, automatically storing metadata such as
test-car ID and date of trip can improve the workflow significantly.

Based on our experience, we believe that using such metadata to synthe-
sise and triangulate observations with other means of data-collection (such as
telemetry) would be a good direction for future research. An engineer could
then explore in the collected data what exactly happened prior to an unex-
pected event, which allows extracting new or changed requirements. Especially
in the light of growing data volume collected by systems during usage, the times-
tamp of an observation will help in selecting the data that can be related to the
event. Future work should focus on special workflows and tool support to ana-
lyze requirements with data visualization support (as suggested by Wehrmaker
et al. [9]) as well as to mine requirements from telemetric data (as discussed by
Rook et al. [3]) to enable continuous integration.

Acknowledgments. We thank the VCC engineers for support and encouragement,
as well as K. Schneider and M. Tichy for their valuable feedback.
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Abstract. [Context & motivation:] Software development projects
involving geographically dispersed stakeholders often use web-based dis-
cussion forums to gather feature requests. Our previous study showed
that users have a tendency to create redundant threads as well as large
unfocused mega-threads. [Question/problem:] In this paper we pro-
pose novel solution for integrating user feedback into the process of
dynamically and iteratively clustering features into discussion threads.
[Principal ideas/results:] We integrate feed back in the form of stick-
together and move-apart advice, plus user-defined tags into our consensus
based clustering process. [Contribution:] Experimental results demon-
strate that our approach is able to deliver high quality and stable clusters
to facilitate forum-based requirements elicitation.

1 Introduction

Software development projects are typically initiated through a requirements gath-
ering phase in which business analysts work with project stakeholders to elicit the
functional and behavioral requirements of the system [17]. This is a critical phase
of every software project, and numerous case studies and surveys have shown that
incomplete or incorrect requirements are one of the primary causes of project fail-
ure, and lead to millions of dollars in lost revenue every year [14]. Traditionally the
process of requirements elicitation is performed using face-to-face techniques such
as interviews, brainstorming sessions, and other interactive workshop activities.
However, recent advancements in technology have led to a growing trend towards
using online forums and wikis to facilitate the requirements gathering process [9].
In these forums and wikis, project stakeholders gather in a virtual meeting place,
often asynchronously, to explore and specify the project requirements. Generally,
topic-based discussions take place within discussion threads, which are created on
demand by the project stakeholders [6]. For this forum process to effectively sup-
port the requirements process, the discussion threads need to work in much the
same way as in-person meetings by drawing together stakeholders with similar
interests so that they can explore and articulate their needs for the product
under development. In practice, this does not happen very effectively. A prior
survey we conducted of feature request forums for seven open source projects,
demonstrated that human users do not do a very good job in creating cohesive,
c© Springer International Publishing Switzerland 2015
S.A. Fricker and K. Schneider (Eds.): REFSQ 2015, LNCS 9013, pp. 284–299, 2015.
DOI: 10.1007/978-3-319-16101-3 21
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and distinct user defined threads [5,16]. Our study showed that almost all of the
forums contained one or more mega-threads which were used to discuss a broad
variety of topics, while at the same time over 50% of the discussion threads
contained only one or two feature requests or comments [6].

Problems associated with allowing users to define and manage their own
threads can be partially addressed through utilizing data-mining techniques to
manage both the creation of threads and the placement of new feature requests
into threads. However, the requirements elicitation phase of a project is fast-
moving and volatile with feature requests arriving as a continual or intermittent
stream of ideas. Furthermore, in some projects these feature requests arrive in a
random order so that early requests are representative of the full range of poten-
tial discussion topics, while in other projects features are explored sequentially
by topic and arrive in a more orderly manner. The clustering algorithm must
deliver high quality clusters despite the incremental arrival of feature requests in
order to create highly-focused discussion threads which at least partially replace
the need for face-to-face requirements gathering and/or analysis meetings. Fur-
thermore, the adopted algorithm must incorporate user feedback to improve
cluster quality and minimize unnecessary reorganizations of topics. Additionally
the algorithm must have a fast running time so as to not interfere with visi-
ble forum activities. These objectives give rise to the first research question of
whether it is possible to increase the stability of the incremental clustering pro-
cess without negatively affecting its performance or quality, and secondly, the
somewhat paradoxical question of whether user feedback can be incorporated
in the clustering process in order to change and improve the structure of the
clustering, without negatively impacting stability. In addition to evaluating the
stability of the clustering algorithm and its suitability for use in a requirements
forum, the novel contribution of this paper is the integration of various forms of
user feedback into the clustering process.

The remainder of the paper is laid out as follows. Section 2 briefly sum-
marizes our approach to requirements clustering and our novel approach for
integrating user feedback. Section 3 reports on a series of experiments that were
conducted to evaluate whether the requirements clustering algorithm delivers all
three objectives of high cluster quality, stability, and high performance. It then
evaluates several approaches for integrating user constraints to improve cluster
quality. Section 4 investigates the impact of tagging on clustering. Section 5 dis-
cusses threats to validity of our study while Sections 6 and 7 describe related
work and summarize our findings.

2 The Clustering Framework

The framework, which is depicted in Fig. 1, includes three distinct phases of
start-up, classification, and re-clustering. The architecture of the framework and
its default parameters were designed and determined empirically through prior
work [6,11]. During the start-up phase of a project, a web-based collection tool
is used to gather an initial set of feature requests from project stakeholders.
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Fig. 1. The requirements clustering framework with user constraints

Consensus-based clustering is then used to generate the first set of clusters and
subsequent feature requests are then classified into these existing clusters. The
framework continually monitors the data to determine when a new topic has
been introduced. It then identifies the least cohesive cluster, splits it into two
parts, and moves closely related feature requests into the appropriate new cluster.
After a predetermined number of new feature requests have arrived, the feature
requests are re-clustered using a seed-preserving version of Spherical K-Means
that is designed to increase stability while maintaining quality of the clusters.
The remainder of this section describes these processes and their underlying
algorithms.

2.1 Preprocessing of Feature Requests

Following standard information retrieval techniques [12], feature requests are
first preprocessed to remove common words such as “this” and “because” which
are not useful for identifying underlying themes. The remaining terms are then
stemmed to their morphological roots. Given the final dictionary of terms T =
{t1, t2, ..., tw}, each feature request x is represented as a vector over T : x =
(fx,1, fx,2, ..., fx,w), where fx,i is the weight associated with term ti in request
x. The weights are typically computed using the standard tf-idf approach from
information retrieval. Specifically, fx,i = tfx,i · log2(N/dfi) where N represents
the number of feature requests in the forum, tfx,irepresents the term frequency of
ti in the feature request x, and dfi represents the number of feature requests con-
taining ti. The similarity between each pair of request vectors a = (a1, a2, ..., aw)
and b = (b1, b2, ..., bw) is then computed using the Cosine similarity measure:

sim(a, b) =
∑

w
i=1ai · bi√∑

w
i=1a

2
i ·

∑
w
i=1b

2
i

(1)
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2.2 Clustering

Our clustering framework utilizes a technique proposed by Can [4] to predict
the appropriate number of clusters for the current dataset, and then utilizes
a consensus clustering approach, described in our prior work [11]. In each of
R runs, a proportion α of the whole dataset is randomly extracted and then
partitioned into K clusters using Spherical K-means (SPK) [10]. Based on prior
experiments α was set to 0.8. The remaining feature requests are then classified
into their most closely related clusters.

Our ensemble integration is based on the concept of an N by N co- associ-
ation matrix M . Let χ = {x1, x2, ..., xn} be the set of instances to be clustered.
A clustering ensemble P = {P 1, P 2, ..., PR} represents R partitionings of χ
where the partitioning P i = {Ci

1, C
i
2, ..., C

i
ki
} represents a set of clusters such

that
⋃ki

j=1 Ci
j . Then each element of the co-association matrix M represents a

voting score between a pair of instances

M(i, j) =
nij

R
(2)

where nij is the number of times the instance pair xi, xj is assigned to the
same cluster over the ensemble. The underlying assumption is that pairs of fea-
ture requests that truly belong together in a cluster, are likely to be placed
together in more of the individual clusterings, than pairs that do not belong
together. The final partitioning is usually generated from M using either hierar-
chical clustering to cluster over the co-association matrix [13], or graph partition-
ing algorithms [18], which transform the co-association matrix into a weighted
graph and then partition the graph into K parts through finding the K disjoint
clusters of vertices that minimize the multi-cut. In our framework we adopted the
hierarchical clustering approach. Although consensus clustering has a relatively
long running time, it delivers clusters that are consistently of higher quality than
the average SPK clustering, and invariably close to the optimal quality achiev-
able by an individual SPK clustering. Experiments validating this finding for
software requirements and feature requests are reported in a prior paper [11].

2.3 Managing New Feature Requests

Following the arrival of each new feature request the ideal granularity is recom-
puted to determine if a new cluster should be added. To add such a cluster in
a way that preserves stability of existing clusters while minimizing clustering
time, our approach identifies the least cohesive cluster, and then bisects it using
SPK with K = 2. The cohesion is measured by the standard SPK objective func-
tion as CH(Ci) =

∑
x∈Ci

sim(x, μi) where μi represents the centroid of cluster
Ci. After the split, feature requests from neighboring clusters are re-evaluated
to determine if they exhibit closer proximity to one of the two new centroids
than to their own currently assigned centroids. If this is the case, they are reas-
signed to the relevant cluster. To ensure continued clustering quality, the entire
dataset is re-clustered periodically after a fixed number of new feature requests
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have arrived. Re-clustering is performed using a modified SPKMeans algorithm
that we name the Seed-Preserving SPKMeans, designed to minimize the move-
ment of feature requests between clusters, through re-using the current set of
centroids as seeds for the new clustering.

2.4 Incorporating User Feedback

The requirements clustering framework also takes advantage of the interactive
nature of the discussion threads in order to gather user feedback about the qual-
ity of each of the clusters. Users who feel that a particular feature request does
not belong in a given thread can vote for its removal. Likewise, users who want
to encourage a set of feature requests to stay together in future re-clusterings
can vote to keep them together. In related work, several researchers have inves-
tigated the use of semi-supervised clustering techniques, in which the clustering
process is guided by prior knowledge or constraints collected through expert user
feedback [2,7,8,19,21]. The most commonly adopted user-generated constraints
are pair-wise Must- Link (ML) and Cannot-Link (CL) constraints, indicating
respectively whether a pair of instances should be placed in the same or in sep-
arate clusters. Due to inconsistencies when constraints are gathered from real
users these constraints cannot be treated as hard and fast rules. Our frame-
work adopts a consensus-based constrained clustering algorithm [11] which uses
COPK-means [21] to generate multiple constrained partitions and then combines
them using a consensus algorithm. In our implementation of COPK-means the
constrained instance assignment is not only applied to the usual batch assign-
ment stage of spherical K-means, but also to the incremental optimization stage.

The feedback provided by the users in a forum is used to generate pair-wise
constraints such that any two feature requests that users specify as belonging
together in the cluster will be transformed into an ML link, and any pair of
feature requests for which one belongs and one does not belong will be trans-
formed into a CL link. However, one potential limitation of this approach is
that gathering user feedback within the context of a discussion forum means
that only two of four possible scenarios can be captured. These four scenar-
ios could be described as stick-together, representing feature requests that are
already correctly clustered together, move-apart representing feature requests
that are incorrectly clustered together, stay-apart representing feature requests
that are correctly placed in different clusters, and move-together representing
those that are incorrectly clustered apart and should be placed together. By
capturing constraints within the context of a forum, our mechanism captures
only stick-together and move-apart constraints.

We illustrate our approach in Fig. 2 using posts extracted from the Sugar-
CRM discussion forum. In Fig. 2(a), a thread has emerged around the topic of
customer surveys. However, over time the topic has branched into a discussion
about online voting making the thread relatively incohesive. Four of the active
thread participants provide advice in terms of move-apart and stick-together
directives. For example, Flo advises that four of the posts must stay together
and that one should be moved apart. She offers no opinion on the other posts.
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(a) Stakeholders provide grouping advice in the form of move-apart and stay-together
votes. They can also add user defined tags to each post. This feedback is used by the
clustering algorithm to maintain stability of the discussion forums.

Su
rv

ey
s 

Customizable online survey 
deployment URL, 
Real-time response browsing 
and (survey) reporting 
Advanced (survey) statistics with 
graphing and (survey) charts 
Provides Anonymous (survey) , 
Tracked, or protected surveys 
Data export/import to 
Excel/CSV/spss file 
Secure ways for the voter to 
participate in election. 
Results reporting and charting 

Se
cu

rit
y 

Provide access control for each 
team or member 
User can choose different privacy 
options (visible, invisible, away,…) 
RBAC (role based) & Configurable 
visibility allows multiple 
organizations to communicate 
securely. 
Secure ways for the voter to 
participate in election. 
Maintain an audit trail 
Track all access 
Allow a supervisor to delegate.. 

Vo
tin

g 

Create various kinds of election (Phone voting, 
Online voting, Hybrid elections) 
Users can define voting policy and participant list  
Flexible ways to design ballots. Large Ballots and 
Specialized Layouts, 
Multimedia Ballots with Embedded Video 
Election notification (Business envelopes, email, 
postcards, fax,..)  
Reminds voter before election also supports 
customizable voter thank you response message 
Survey designer provides easily customizable look 
and feel surveys.  
Provides questions libraries to restore surveys as 
template and retrieve them. Posts related to surveys remain 

together in a thread. Posts related to voting are placed together into a 
new thread.  Additional posts expelled from  
other threads are merged into the new discussion. 

The post concerning secure 
voting is moved into a security 
thread. 

(b) The clustering algorithm is rerun. The algorithm follows the advice provided by the
users and produces new and/or refined discussion threads.

Fig. 2. The user-guided clustering process applied to posts extracted from the Sugar-
CRM discussion forum. Individual posts are summarized for clarity purposes.

Jim suggests separating the majority of posts into two groups (depicted by the
blue circle and red square respectively). Sally suggests that the two posts related
to online surveys and ballot design should stay together, and Yong outlines a
plan for creating two groups. Yong’s groups are similar to, but not the same
as Jim’s. In addition, two user-defined tags have been added. The clustering
algorithm takes this partial, and somewhat conflicting, advise into considera-
tion and produces the three threads shown in Fig. 2(b). The first thread rep-
resents the subset of posts from the original thread that refer to surveys. The
second thread contains posts related to voting and includes posts from the orig-
inal thread plus additional ones drawn from other threads. Finally, the post
related to secure voting gets moved into an existing thread discussing security.

Experiments reported in the following section of this paper evaluate the
impact of the user advice to improve quality, and also to determine if in fact,
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the stick-together constraints increase stability. Furthermore, to compensate for
the lack of move-together links, which are considered relatively informative for
improving cluster quality, the requirements framework also allows users to tag
the feature requests in order to augment their meaning and further improve the
benefits of incremental and constrained re-clustering.

3 Experimental Evaluation

This section presents a series of experiments that were designed to evaluate the
clustering framework’s ability to quickly and efficiently deliver cohesive, distinct,
and stable clusters.

3.1 Data Sets

The experiments utilized 8 datasets including six well-known TREC data sets
Tr11, Tr12, Tr23, Tr45, Tr41, and Tr31 [20] and two sets of real feature requests.
The first feature request data set, SUGAR, represents 1000 feature requests
mined from the forum of a customer relationship management tool named Sugar-
CRM, while the second dataset, STUDENT represents 366 feature requests col-
lected from students at DePaul describing their needs for an Amazon-like student
portal. The main properties of each data set are listed in Table 1. Benchmarked
answer sets, representing ideal clusterings, were available for all of the TREC
datasets. Similar answer sets were developed for SUGAR and STUDENT. The
SUGAR answer set was created by modifying the threads created by SUGAR
users, in order to merge very small threads, and by decomposing mega-threads
into more meaningful clusters. The STUDENT answer set was built from scratch
by three researchers at DePaul University.

Table 1. Data set properties: nd = number of documents, nw = total number of words,
K = number of clusters, and |d| = average number of terms per document

Data nd nw |d| K
STUDENT 366 908 8 29
tr11 414 6429 281 9
tr12 313 5804 273 8
tr23 204 5832 385 6
tr31 927 10128 268 7
tr41 878 7454 1957 10
tr45 690 8261 280 10
SUGAR 1000 3463 27 40

3.2 Validation Metrics

For purposes of the experiments described in this paper, cluster quality was mea-
sured using the Normalized Mutual Information (NMI) metric [13]. NMI measures
the level of agreement between two different clusters, in this case between the gen-
erated clustering and the answer set. More precisely it measures the extent that
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the knowledge of one clustering reduces uncertainty of the other. For two cluster-
ings P a and P b, NMI normalizes the mutual information between them I(P a, P b)
as the average sum of their entropies H(P a) and H(P b)

NMI(P a, P b) =
I(P a, P b)

[H(P a) + H(P b)]/2
(3)

Two different metrics were used to measure stability. They are described
using the following notation. T and T ′ represent two consecutive incremental
stages during clustering, P and P ′ represent clusterings generated during T and
T ′ respectively, and Ci and C ′

j are the clusters in P and P ′. For most of the
experiments, the well-known Jaccard index (JAC) is used to measure stability. In
P and P ′, pairs of feature requests fall into 4 classes labeled from a-d respectively
as follows: a: those assigned together in both P and P ′, b: those assigned together
in P but not in P ′, c: those assigned together in P ′ but not in P , and finally d:
those assigned separately in both P and P ′. JAC is then defined as

JAC = a/(a + b + c) (4)

A second metric measures the Percentage of feature requests Moving Per
Iteration (PMPI), and is computed as the number of feature requests that change
cluster from one increment to the next over the total number of feature requests
in the current dataset.

NMPI provides a more intuitive notion of stability than JAC. However, when
new seeds are used to re-cluster a dataset there is no simple way to determine
whether a feature request moves a cluster between P and P ′, and so measuring
movement is difficult. In contrast, the seed-preserving approach retains the orig-
inal centroids of P in P ′, and so it is possible to determine whether a feature
request stays in the same cluster or not.

3.3 Improving Stability

The first series of experiments compared the performance, quality, and stabil-
ity of the seed-preserving approach, versus the standard approach in which new
seeds were created at each re-clustering. The basic algorithm follows the incre-
mental re-clustering process described in Section 2 of this paper. Each experi-
ment was repeated 10 times, and the average result is reported. Although exper-
iments were conducted using varying sized increments, the increment size did
not significantly affect the results and so most of the results are reported at
increment sizes of 25, i.e. re-clustering is performed following the arrival of each
25 feature requests.

Performance. Table 2 reports the performance of the seed-preserving incre-
mental approach versus using new seeds for each re-clustering, and clearly
demonstrates that the seed-preserving method significantly decreased the run-
ning time of the algorithm. For example, the running time of the SUGAR data
was decreased from almost 109 seconds to just under 7 seconds.
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Table 2. Total Time Spent Clustering for Seed Preserving Clustering versus re-seeding
(secs)

Dataset Increment Size Single
1 10 25 50 clustering

STUDENT: (366 feature requests)
Seed Preserving Increments7.49 0.98 0.62 0.41 0.04
Standard Increments 101.82 10.78 4.74 2.92 0.73
SUGAR: (1000 feature requests)
Seed Preserving Increments85.54 13.24 6.66 4.27 0.22
Standard Increments 2347.31249.92108.6257.836.69

Fig. 3. Stability of different orderings of feature requests using seed-preserving and
standard re-clusterings

Stability. The next experiment used the JAC metric to compare the stability
of the seed preserving re-clustering versus standard re-clustering. In addition,
each approach was evaluated for two different arrival orders of feature requests in
order to determine if stability was achieved in each of these potential scenarios. In
the first case, the ordering of feature requests was randomly selected, while in the
second case feature requests were clustered using standard SPK, and then placed
into a randomly ordered queue. Feature requests were then randomly selected
from the first cluster in the queue until no more remained. They were then
randomly selected from the next cluster, and so on. This second case simulated
the scenario in which the arrival of feature requests followed some logical ordering
of topics.

Results reported in Fig. 3 plot the stability of the clusterings measured using
the JAC index, against the number of feature requests in the current dataset for
seed-preserving clustering with random arrival (SR) and ordered arrival (SA),
and standard clustering with random arrival (UR) and ordered arrival (UA). In
each of the eight datasets, the seed-preserving approach was demonstrated to
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Fig. 4. Percentage of Feature Requests moved per iteration (PMPI)

outperform the standard method. A comparison of the results from the random
arrival versus ordered arrival of feature requests showed that feature requests
that arrived randomly initially exhibited lower levels of stability, but then after
several increments matched or outperformed the stability of the ordered arrivals.
This suggests that in the case of random arrival ordering, early feature requests
caused some initial reorganization, but that once the primary topics were dis-
covered, the clusters began to stabilize. A second observation is that in the
case of random arrival order, the clusters stabilized significantly after arrival of
approximately 20-30% of the total feature requests. This suggests that the initial
instability might be avoided if there were a longer start-up period for gathering
feature requests before the initial clusters are formed.

To provide a more intuitive view of stability, Fig. 4 depicts the PMPI metric
showing the percentage of feature requests that changed cluster from one incre-
ment to the next for SUGAR and STUDENT datasets. As can be seen from the
graph, in early iterations there is movement of 10-13%, while in later iterations
of the SUGAR data this decreases to 2-6%. STUDENT did not entirely stabilize,
however this is probably due to the small size of the dataset.

Quality. The NMI scores of the final clusterings in comparison to the answer
sets were then computed to determine whether the seed-preserving algorithm
was detrimental to the quality of the clustering. Again, results are reported for
both ordered and random arrival orderings of the feature requests. Results are
reported in Table 3 for seed-preserving in random order, seed-preserving with
ordered arrival, standard with random arrival, and finally standard with ordered
arrival. These results showed insignificant differences between the quality of seed-
preserving versus non-seed preserving clusterings for both the ordered and ran-
dom arrival orderings. However, in 75% of the cases tested the seed-preserving
approach had slightly higher NMI scores than the traditional clustering method,
indicating no general loss in cluster quality when this approach was used.

Analysis of Results. These results demonstrated that the seed-preserving
algorithm effectively maintained the quality and performance of the clustering,
while significantly improving stability.
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Table 3. Cluster quality, measured using NMI, comparing the seed-preserving versus
standard clustering methods.

Increments of 10 Increments of 25
Dataset Seed Seed Standard Standard Seed Seed Standard Standard

Rand Ordered Rand Order Rand Order Rand Order

STUDENT 0.593 0.590 0.597 0.590 0.592 0.580 0.589 0.589

tr11 0.602 0.593 0.589 0.590 0.615 0.596 0.604 0.594

tr12 0.581 0.584 0.576 0.567 0.578 0.582 0.585 0.579

tr23 0.476 0.470 0.464 0.471 0.465 0.482 0.477 0.481

tr31 0.512 0.520 0.511 0.512 0.517 0.517 0.512 0.510

tr41 0.615 0.614 0.604 0.611 0.609 0.607 0.607 0.609

tr45 0.649 0.654 0.640 0.638 0.653 0.651 0.638 0.640

SUGAR 0.559 0.557 0.554 0.556 0.560 0.550 0.553 0.554

3.4 Improving Quality Through User Feedback

The second series of experiments evaluated whether user feedback could be used
to increase the quality of the clusters without negatively impacting quality. As
previously explained, the requirements gathering forum provides a natural con-
text for gathering feedback from users in an incremental fashion as users inter-
act with the discussion forums. However, this feedback creates a tension in the
clustering process. On one hand, the user feedback should cause restructur-
ing of unfocused clusters or misplaced feature requests, but on the other hand,
unnecessary change, especially changes which negatively impacts cluster quality,
should be minimized. This series of experiments therefore studied the impact of
pair-wise constraints inserted during the process of incremental clustering. For
these experiments, the increment size was fixed at 25, feature requests arrived
in random order, and 25 constraints were inserted at each increment.

Three different methods of constraint generation were explored. The first
approach served as a baseline and defined constraints by randomly selecting two
feature requests and generating an ML if both artifacts were assigned together
in the answer clustering, and a CL otherwise. The second method used bounded
constraint generation, by selecting constraints that lie at the boundaries of clus-
ters in order to maximize the benefits of constrained clustering. Boundary con-
straints are found by clustering the entire dataset using the consensus clustering
method described in Section 2.3, and then selecting pairs of feature requests
with scores in the co-association matrix within a given interval window. Based
on initial experimentation, the window was set to [0.1, 0.5] for this experiment.

The third method selected constraints only if both feature requests had been
placed in the same cluster. This simulated the more realistic case for the require-
ments domain, in which feedback was elicited from users during their real-time
interactions with the discussion threads. As previously discussed, this approach
limits the potential constraints to stick-together, and move-apart, while failing
to capture move-together, and stay-apart constraints.
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Fig. 5. Stability of seed-preserving re-clustering algorithm using different constraint
generation methods at increment sizes of 25

These three approaches were implemented for both seed-preserving and stan-
dard re-clustering methods, resulting in the following six cases: seed-preserving
random (SR), seed-preserving boundary (SB), seed-preserving cluster-based
(SC), standard random (XR), standard boundary (XB), and standard cluster-
based (XC) respectively.

Performance. Incorporating constraints into the re-clustering process increased
the runtime of each algorithm. For example the total clustering time for STU-
DENT using the seed-preserving algorithm and random arrival order increased
from 0.62 seconds to 10.28 seconds, and in SUGAR data from 6.66 seconds to
almost 262 seconds. As this time is dispersed across multiple clusterings this level
of increase in running time is not problematic within the requirements domain.

Stability. Stability results are reported in Fig. 5 and show that in general the
seed-preserving method outperformed the traditional algorithm when user feed-
back was incorporated into the re-clustering process. The bounded constraint
selection technique outperformed the random approach when the standard clus-
tering algorithm was used, but interestingly failed to outperform the random
approach when the seed-preserving algorithm was used. This observation might
be explained by the fact that boundary conditions are more stable in the seed-
preserving approach, and so only considering boundary constraints failed to
unearth some of the structural changes that needed to occur.

A second interesting observation is that the cluster-based method that uti-
lized only stick-together and move-apart constraints returned mixed results. In
datasets, such as TR31 and TR41 it outperformed the other constraint selec-
tion techniques, while in other datasets, notably including the two sets of feature
requests SUGAR and STUDENT, it performed significantly worse than the other
two methods.
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Fig. 5 also includes a baseline plot labeled (BL), which represents the case of
the seed-preserving clustering with random arrival ordering of feature requests
without constraints. In all eight datasets, the use of constraints decreased the sta-
bility of the incremental re-clustering; however this decrease was significantly less
marked when the seed-preserving algorithm was used. In other words, although
stability decreased when user constraints were incorporated, the seed-preserving
algorithm still maintained relatively high levels of stability in all three cases.

Table 4. NMI Scores with various user constraints

Name BL SR SB SC XR XB XC
STUDENT 0.592 0.610 0.650 0.656 0.611 0.636 0.642
tr11 0.615 0.641 0.700 0.675 0.624 0.702 0.683
tr12 0.578 0.610 0.692 0.682 0.622 0.676 0.681
tr23 0.465 0.499 0.509 0.532 0.523 0.504 0.539
tr31 0.517 0.547 0.582 0.568 0.542 0.583 0.573
tr41 0.609 0.639 0.698 0.67 0.633 0.693 0.672
tr45 0.653 0.682 0.719 0.724 0.673 0.721 0.718
SUGAR 0.560 0.571 0.611 0.598 0.571 0.609 0.608

Quality. The NMI scores of the final clusterings compared to the answer sets
were computed to determine whether the use of constraints improved the quality
of the clustering. Results are reported in Table 4. The first column represents the
baseline case of seed-preserving clustering with random ordered arrival of feature
requests but no user feedback. In every single dataset, all of the user constraint
techniques returned higher NMI scores than this baseline case. Seed-preserving,
randomly ordered algorithms showed an average NMI increase of 11.3

Analysis of Results. These results demonstrate that the stick-together and
move-apart constraints performed unexpectedly well in improving the quality of
the clusters, but also had some negative impact on the stability of the incre-
mental clustering algorithm. Despite the slightly higher stability of the bounded
approach, it is disadvantaged by the time-consuming pre-processing stage and
the need for users to participate in a series of training sessions. In contrast, the
cluster-based technique requires no special pre-processing and collects feedback
from users within the natural context of their regular forum activities.

4 Improving Quality Through User Tags

The final series of experiments were designed to evaluate whether user tags
might help increase the quality of the clusterings. As the use of tags does not
significantly impact performance, this experiment is evaluated with respect to
quality and stability only. A group of five DePaul MS students and faculty were
each asked to look through ten randomly assigned clusters from the STUDENT
dataset and to tag feature requests. They were instructed that these tags would
be used to help improve the placement of feature requests into correct clusters. As
a result, 141 of the 366 feature requests were tagged with additional information.
Some feature requests were tagged by more than one person, and on average
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each of the tagged feature requests were assigned 9.2 distinct terms. Terms from
each tag were then added to the text of the feature request, and subsequent
incremental reclusterings were based on the combined text of the feature request
plus the user contributed tags. Results, reported in Fig. 6, indicate that there
was almost no change in stability when tags were combined with each of the three
individual constraint generation methods. NMI scores were computed for each
of the final clusterings produced using tagged feature requests. Results, reported
in Fig. 7, indicate that the use of tags led to a significant improvement in cluster
quality. For example, the NMI score for cluster-based constraints improved by
12.4% when tagging was used.

Fig. 6. Stability of STUDENT data
when user tags are added

Fig. 7. NMI scores of tagged fea-
ture requests clustered incremen-
tally with user constraints

5 Threats to Validity

The primary threat to validity for our work is introduced by the scarcity of golden-
standard sets of clustered requirements, and the fact that there are several valid
clusterings for any particular dataset. It is extremely time consuming to manu-
ally cluster meaningfully sized set of feature requests and/or requirements, and
furthermore such datasets would not have been validated over time. To address
the first problem, we supplemented the requirements datasets with publicly avail-
able datasets including validated clusterings from the TREC dataset [20]. Datasets
with small document sizes were selected as they were most similar in nature to
requirements. Utilizing the TREC datasets and their previously validated answer
sets introduces greater external validity to our experiments. At the same time, we
included two datasets “student” and “SUGAR” which were built specifically from
feature requests. In general, the results from the feature request datasets supported
the findings from the TRECdatasets. A second threat to validity emerges from the
fact that user feedback was simulated for several of the experiments, and so the
results do not take into consideration the nuances of individual behaviour and the
willingness of users to provide feedback.
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6 Related Work

Constrained clustering has been investigated across a wide variety of algorithms,
including hierarchical clustering, non-negative matrix factorization, and parti-
tioned clustering, especially the variants based on K-means which can be fur-
ther categorized as constraint enforcement, learning distance metric, seeding,
violation penalty, and hybrid approaches. One representative technique for the
constraint enforcement algorithm is COPK-means [21], which strictly enforces
both ML and CL constraints during the cluster assignment stage. The algorithm
proposed by Xing [22] tries to learn a diagonal or full covariance matrix from the
constraints. Seeded-Kmeans proposed in [1] utilizes labeling information that is
more specific than standard ML/CL, of partial points to initialize the centroids
and constrain the cluster assignment. PCKmeans, which is a violation penalty
algorithm [2], modifies the objective function in K-means by adding a penalty
for constraint violations in the form of a weighted number of violations. MPCK-
means [3] is a metric learning-enhanced violation penalty algorithm, which com-
bines ideas from Basu [2] and Xing [22].

The characteristics of data in the domain of clustering feature requests differ
from the contexts of these previous studies, primarily with respect to the nature
of the data being clustered and the interactive user-feedback process enabled in
an online forum. Hariri et al., developed the Incremental Diffusive Clustering
(IDC) approach for creating high quality clusters of features [15]; however, their
approach is too slow for the dynamic environment of a requirements discussion
forum because it produces only one cluster per iteration.

7 Conclusions

The clustering algorithm in this paper was designed to address several problems
we observed in online forums that are used to elicit and discuss feature requests.
The redundant discussion threads and often isolated comments makes it diffi-
cult for forums to take the place of in-person meetings. The experiments we
conducted demonstrated that our seed-preserving approach to incremental clus-
tering can deliver high quality, and relatively stable discussion threads through-
out the incremental re-clustering process. This is of particular importance when
forums are used to support requirements gathering activities. Our experimental
results also demonstrated that incorporating user feedback in the form of stick-
together and move-apart links, and augmenting the feature requests with user
tags increases the quality of the generated clusters while maintaining much of
the stability provided by the seed-preserving clustering algorithm.

Acknowledgments. The work described in this paper was partially funded by
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Abstract. [Context & motivation] Requirements prioritization is typically ap-
plied in order to determine which requirements or features should be included 
in a certain release or implemented first. While most requirements prioritization 
approaches prescribe a fixed set of prioritization criteria that have to be as-
sessed during the prioritization process, there is often a need for criteria that are 
customized to the specific project situation. [Question/problem] However, de-
termining customized prioritization criteria is a time-consuming and laborious 
task. Instead of an in-depth analysis, criteria are often identified by gut feeling, 
which is error-prone and bears the risk of choosing misleading criteria. [Prin-
cipal ideas/results] This paper aims at identifying and categorizing prioritiza-
tion criteria discussed in the vast body of prioritization literature for software 
development. We describe a systematic literature review and, as a result, 
present a consolidated prioritization criteria model. [Contribution] Besides a 
comprehensive overview of prioritization criteria discussed in the literature, this 
paper introduces a classification schema that allows researchers and practition-
ers to identify prioritization criteria and related literature in a time-saving man-
ner. 

Keywords: Requirements prioritization criteria · Systematic literature review 

1 Introduction 

Requirements prioritization is an important aspect of any software development 
process. Requirements prioritization approaches are typically applied in order to de-
termine which requirements or features should be included in a certain release or 
which should be implemented first [1]. Beyond that, recent approaches even utilize 
prioritization in order to identify the requirements that shall be refined next during a 
requirements elicitation process [2] [3]. 

In all prioritization approaches, one or more criteria are taken into consideration in 
order to determine the value of the requirements. Criteria may be, for example, “busi-
ness value”, “implementation cost” or “risk”. Depending on the concrete prioritization 
approach used, the criteria are rated explicitly by different stakeholders (e.g., on Li-
kert scales) or determined automatically based on other information (e.g., by analyz-
ing system usage protocols). 
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Most requirements prioritization approaches prescribe a fixed set of criteria that 
have to be assessed during the prioritization process. Wiegers, for example, proposes 
in his method the use of the criteria “value”, “cost”, “risk”, and “penalty” [1]. Only a 
handful of approaches do not prescribe the use of any criteria: in the value-oriented 
prioritization (VOP) approach [4], for example, core business values have to be de-
termined first in order to assess the requirements against them.  

The benefit of predefined criteria is that they can be  used quickly out-of-the box. 
However, they often do not fit well into the given context [5]. Hence, there is a need 
for criteria that are customized to the specific project situation, but determining cus-
tomized prioritization criteria is a time-consuming and laborious task. Instead of an 
in-depth analysis, criteria are often identified by gut feeling, which is error-prone and 
bears the risk of choosing misleading criteria. Berander [5] already remarked that 
research should focus on finding efficient methods for the determination of criteria 
(and developing prioritization approaches that can be used flexibly with different 
criteria), rather than spending effort on optimizing the calculations of prioritization 
approaches. 

This paper aims at identifying and categorizing prioritization criteria discussed in 
the vast body of prioritization literature for software development. We describe a 
systematic literature review and, as a result, present a consolidated prioritization crite-
ria model which consists of around 280 criteria. Several systematic literature reviews 
have already been performed in the context of requirements prioritization (e.g., 
[6][7][8][9]). In contrast to these studies, the goal of our work is not to identify certain 
prioritization approaches but to identify the criteria that are discussed in the prioritiza-
tion literature. Our study is also not limited to any particular application domain, spe-
cific prioritization techniques, or special types of criteria (e.g., benefits). Furthermore, 
the goal of our study is not to merely collect these criteria, but to consolidate them 
and integrate them into a complete criteria model. We introduce a classification 
schema that allows researchers and practitioners to identify suitable prioritization 
criteria and related literature references in a time-saving manner. Thus, it is a first step 
towards the efficient selection of prioritization criteria for more flexible prioritization 
approaches. 

The remainder of this paper is structured as follows: Section 2 describes our re-
seearch approach, i.e. the systematic literature survey and the creation of the prioriti-
zation criteria model, section 3 discusses the details of the criteria model, and section 
4 finally concludes the paper and gives an outlook on future work. 

2 Research Approach 

In order to identify requirements prioritization criteria from the literature, we conducted a 
systematic literature review according to the guidelines of Kitchenham [10]. Thus, the 
first step (1) was the definition of a review protocol that defines the rationale for  
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the survey, the research question, the search strategy, and the selection and assessment 
criteria (see Figure 1). The research question to be answered was: “Which prioritization 
criteria are discussed in the requirements prioritization literature?” In order to answer this 
question, a search string (i.e., “requirements AND (value OR criteria OR metrics OR 
attributes OR measures OR factors) AND (prioritization OR negotiation OR "release 
planning" OR "decision making")”) was developed, tested, and applied to Scopus1 as 
well as to the ACM digital library2 in title, abstract and keywords. The reason for using 
these two libraries was that they cover most of the content from relevant publishers or 
databases [11] (e.g., from IEEE Xplore [12], Springer, Elsevier) and thus include most of 
the relevant work in the requirements engineering area (e.g., proceedings of the Interna-
tional Requirements Engineering Conference, proceedings of the REFSQ conference, the 
Requirements Engineering Journal, ICSE conference proceedings), as well as, for in-
stance, the LNCS proceedings, where many related papers are published. Thus, a direct 
search at IEEE Xplore, Springer Link or other sources was not deemed necessary. The 
search was limited to computer science and related fields and included all available pub-
lication years, publication channels (e.g., conference and workshop proceedings, disserta-
tions, journals, etc.), and publication types (e.g., method papers, experience reports, case 
studys, etc.). Although the tested search strings were used, it was found that many hits 
were not relevant for the research question. Those that do not deal with software re-
quirements prioritization (e.g., construction material selection, prioritization in networks, 
etc.) or do not fit the search terms (i.e., listed in the search result, but does not include the 
search terms) were excluded. By reading the publications’ titles and abstracts and com-
paring them with the exclusion criteria defined, we were able to dismiss many papers 
directly (2). 

In the third step (3), the remaining publications were accessed and classified into 
two categories in order to get an overview of the prevailing publication types: 

 
• Category 1: (Software) Requirements prioritization and negotiation approaches 

and release planning models (i.e., publications where a concrete approach is de-
scribed) 

• Category 2: Non-methodological publications in the context of requirements 
prioritization (e.g., empirical studies and literature reviews) 

 
Then the publications were analyzed in detail in order to identify prioritization cri-

teria mentioned in the text. If necessary (i.e., if references to prioritization criteria 
from other resources were mentioned), secondary resources from the references were 
also accessed (4) and analyzed according to the defined review criteria. 

                                                           
1 http://www.scopus.com/ 
2 http://dl.acm.org/ 
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• Due to the nature of the different publications (e.g., concrete prioritization me-
thod descriptions, empirical surveys, etc.), the criteria that we found were on 
very different abstraction levels. Whereas the criteria applied in method de-
scriptions are typically on a level that can be assessed on a scale by a stake-
holder, the criteria discussed in surveys are on a level where an assessment 
scale is hard to apply. Furthermore, some criteria are on a very abstract busi-
ness level (e.g., “market value”), while others are on a very detailed technical 
level, depending on particular requirements artifacts (e.g., “number of times 
use case appears in model”). 

• Often, publications use generic terms for the criteria, e.g. “risk”. In this case, 
we tried to find out from the surrounding text what exactly the authors meant 
with this term. Often it was possible to find a more concrete interpretation, 
such as “technical risk”. However, in some of the publications, it was not poss-
ible to find a concrete interpretation. Thus, only the generic term could be re-
ferenced. 

 
Finally, we were able to consolidate the vast number of criteria into a smaller set of 

around 280 criteria. Similar to a thematic analysis approach [16], we categorized them 
into several abstract categories during this consolidation. The clusters were built by 
browsing the criteria and identifying and naming themes to which the criteria belong. 
As a starting point, we named the major categories according to the structuring in [1]. 

In the last step (6), this categorization was iteratively refined, creating further sub-
categories. In addition, a definition was provided for each criterion in order to foster a 
common understanding of the criteria. Finally, the model was discussed with several 
requirements engineering experts. Based on their feedback, the model was slightly 
restructured into its final structure, which is described in section 3.  

Concerning the threats to validity, we consider two threats to be the most promi-
nent ones. First of all, despite the rigorous search strategy, there exists the possibility 
that we may have missed important publications. Publications might exist that are not 
indexed in the databases we used. Also, we might not have extracted all relevant pub-
lications using the search terms in their titles, abstracts, or keywords. However, we 
noticed during the extraction of the criteria that after a certain number of publications, 
no new criteria could be identified anymore. Thus, the integration of missing publica-
tions might not have a large impact on the model, as only few new criteria might ex-
ist. The second threat arises due to the challenges descibed above. As we had to con-
solidate the vast number of criteria into a smaller set, the possibility exists that some 
criteria were seen as synonyms, even if their meaning might actually be different. 
Thus, some criteria might have been discarded inadvertently. This is due to the fact 
that mostly no definitions for criteria were provided in the literature. However, we 
tried to minimize this threat by not eliminating questionable criteria, rather trying to 
integrate them into our taxonomy. Furthermore, due to the structure of the model and 
the definitions we created, it should be easy to integrate other criteria into the model. 
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Fig. 3. Top Ten

3.1 Structure and Term

During the creation of the c
ningful categorization, a co
needed to describe the dif
following, an overview of t
ceptual relationships is give
 

Fi

rr 

n Prioritization Criteria mentioned in the Literature 

minology 

criteria model we recognized that in order to create a m
ommon understanding is also necessary of the basic ter
fferent categories and subcategories of the model. In 
the most important terms used in the model and their c
en (see Figure 4).  

ig. 4. Terminology used in the Model 

 

mea-
rms 
the 

con-

 



 A Systematic L

Typically, the requireme
tion (software developmen
er/beneficiary of the softwa
stakeholder groups of the cr
for developing either a soft
(individual) software system
mer case, the software supp
the latter the customer orga
The software product is im
(e.g., developers, testers, us
ware product (either bough
by the end users in the cust
ness of the organization. Or
oper, which are typically in
under the term stakeholder.

 

Fig. 5. The

Literature Review of Requirements Prioritization Criteria 

ents are prioritized either by a software supplier organi
nt organization) or by a customer organization (rece
are system to be developed). Thus, both are also the m
riteria model. The prioritized requirements serve as a b

tware product/system to be sold on a software market or
m for a certain customer organization. Whereas in the f
plier prioritizes the requirements based on market needs
anization does so based on their operational business nee
mplemented in development projects by development s
ser interface designers) of the software supplier. The s

ht on the market or individually developed) is finally u
tomer organization in order to support the operational bu
rganizations, and mainly particular roles like user or dev

nvolved in or affected by the prioritization, are summari
 

e Structure of the Prioritization Criteria Model 

307 

iza-
eiv-

main 
asis 
r an 
for-
s, in 
eds. 
staff 
oft-

used 
usi-
vel-
ized 

 



308 N. Riegel and J. Doerr 

The model contains criteria that are useful in different requirements prioritization 
contexts. Thus, it is not customized for any specific point of view. Depending on the 
situation and the perspective of the decision maker (i.e., software supplier or customer 
organization), particular subcategories (and the included criteria) are more appropriate 
for the concrete prioritization than others. An overview of the structure of the model 
is given in Figure 5. In order to provide guidance, we included some indicators to 
facilitate navigation in the model based on the prioritization perspective. As it can be 
seen, the number of subcategories is not balanced between the different major catego-
ries. The reason for this is that the type and number of subcategories depend on the 
criteria found in the literature. 

In part, the criteria are also structured hierarchically, i.e., more specific criteria are 
subordinated under more generic criteria, if appropriate3. Furthermore, the criteria 
themselves are described in detail in a tabular form; an example is shown in Table 1. 
In the following sections, we will present the criteria that are included in the different 
categories. However, due to their vast number, we are not able to provide all their 
details here. 

Table 1. Criterion Description Scheme 

Criterion References Interpretation Exemplary Metric 

Example: 

Implementation cost / 

effort 

Example: 

[Wie99] 

[Moh08] 

[Fir04] 
 

Example: 

Costs of any kind (development, 

testing, integration, etc.) that are 

incurred if the requirement is im-

plemented. 

Example: 
E.g., effort in [per-
son-days] 

3.2 Benefits 

In this category, criteria are included that express or are related to benefits that are 
realized if the respective requirement4 is implemented (see overview in Table 2). We 
further divided this category into the following subcategories: 

 
• Customer Benefits: contains criteria that express or are related to benefits for a 

customer (e.g., “efficiency gains for customer, “competitive gains for custom-
er”). 

• System-related Benefits: contains criteria that express or are related to benefits 
with regard to a software system/product (e.g., “product quality”). 

• Market-related Benefits: contains criteria that express or are related to benefits 
with regard to the market to which a software product is related (e.g., “cus-
tomer loyalty”). 

                                                           
3  However, the subordinated criteria typically do not completely describe the superordinate 

criterion. 
4  Although the term feature is sometimes used in the literature instead of the term requirement, 

we do not distinguish between these two terms in our model. 
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• Organizational (Business) Performance Benefits: contains criteria that express 
or are related to operational performance benefits with regard to the operation-
al business of an organization (e.g., “cost saving”, “process efficiency”). 

• (Business) Strategy-related Benefits: contains criteria that express or are re-
lated to business-strategy related benefits (e.g., “contribution to business 
goals”, “long-term strategic value”). 

• (Particular) Stakeholder Benefits: contains criteria that express or are related to 
benefits for stakeholders in general (e.g., “stakeholder satisfaction”) or particu-
lar stakeholder groups, e.g., users of the software product or system (e.g., “end 
user satisfaction”). 

• Project-related Benefits: contains criteria that express or are related to benefits 
for a software development project (e.g., “relevance to project success”, “con-
tribution to overall release goal”). 

• Financial Benefits: contains criteria that express or are related to financial 
benefits (e.g., “ROI”, “NPV”). 

Table 2. Overview of the Criteria in the Benefits Category 

Benefits   

 Business value / business  importance / gain for organization 

   

System-related Benefits  Market-related Benefits 

 Product / system value 

 Linkage to overall system goals 

 Product / system quality 

 Ease of use / convenience 

 Scalability 

 Sustainability of solution 

 Changeable solution 

 Uniform solution 

 Performance 

 Stability 

 Security 

 Integrity 

 Availability 

 Testability 

 Accuracy 

 (Product) Market value 

 Customer loyalty / retention 

 Marketability / ability to sell 

 New business potential / product and service 

enhancement 

 Additional customer sales 

 Extra cost customer will spend 

 Market percentage 

 Competitiveness 

 Creation of competitive advantage 

 Status of competitors with respect to the re-

quirement 

 Innovativeness 

 Market technology trends 

 Brand protection 

 (Feature) Influence on buying decision 

 Resalable solution 

 (Long term) Product strategy 

 Fit with / effects on other products 

 
 
 
 

Table 2. (continued) 
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Project-related Benefits  Operational (Business) Performance Benefits 

 Project value 

 Relevance to project success 

 Importance wrt. / contribution to overall re-

lease goal 

 Release theme 

 Feature contribution to project vision 

 Synergy effects by combining tasks 

 Organizational effectiveness 

 Support of work 

• Fit with business processes 

• Contribution to user task 

• Feature / requirement  support for main 

(usage) scenario 

 Organizational efficiency / productivity im-

provement 

 Cost saving / reduction 

 Economies of production 

 Cost reduction of IT operation 

 Process / workflow efficiency 

 Speed 

 Throughput 

 Operational risk reduction 

 Countermeasure benefit 

 Inbound logistics 

 Supplier relations 

 Customer relations 

 Competitor relations 

 Business innovation 

 Deliveries 

 Third party relations 

 Marketing support 

 Decision making 

 Learning and knowledge 

 Organization culture 

 Information 

 Technology / tools 

 Strategy formulation and planning 

 Communication 

 Flow of products / services 

 Control and follow-up (improved reporting) 

 Change management 

 Integration and coordination 

 Flexibility 

(Particular) Stakeholder Benefits  

 Personal preference & stakeholder priority / 

preference / value / satisfaction / desire 

 End user value / satisfaction 

 Value creation for developer 

 Relevance to stakeholders' goals 

 Fit with skills / training 

Financial Benefits 

 Financial benefit / revenue 

 Return on investment (ROI) 

 Net present value (NPV) 

 Internal rate of return (IRR) 

 Payback period 

(Business) Strategy-related Benefits 

 Strategic alignment / suitability to business 

strategy 

 Importance / contribution to business goals 

 Criticality to mission success 

 Long term strategic value / strategic benefit 

 Tactical usefulness 

Customer Benefits 

 Customer value / satisfaction / preference 

 Efficiency gains for customer 

 Competitive gains for customer 

 Intermediary satisfaction 

 

3.3 Costs 

In this category, criteria are included that express or are related to costs that are in-
curred if the respective requirement is implemented (see overview in Table 3). The 
category is divided into the following subcategories: 
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• Generic Cost Types: contains criteria that express or are related to generic cost 
types (e.g., “life-cycle costs”, infrastructure”). 

• Development Time related Costs: contains criteria that express or are related 
to costs related to the development phase of a system or software product (e.g., 
“development cost”, “testing cost”). 

• Post-Development Time related Costs: contains criteria that express or are re-
lated to costs that are incurred after the development phase of a system or 
software product (e.g., “maintenance cost”, operational costs”). 

Table 3. Overview of the Criteria in the Costs Category 

Costs   
   

Generic Cost Types  Development Time related Costs 
 Life-cycle costs
 Total ownership cost 
 Money / finances / budget 
 Time 
 Labor 
 Overhead 
 Infrastructure 

 Hardware unit costs 
 Travel 
 Material 

 Implementation cost / effort 
 Development cost / effort 

• Task size 
 Documentation cost 
 Functional implementation effort 
 Technical implementation effort 
 Quality cost 

• Testing cost 
 Integration testing cost 
 User acceptance testing cost 

• Cost for fixing defects detected during 
testing 

 Quality (attribute) implementation effort 
 Risk mitigation effort / cost 

 Product costs 

Post-development Time related Costs 
 Post-development cost 

 Maintenance cost 
 Support costs 
 Operational costs 
 Shipping 

3.4 Risks 

In this category, criteria are included that express or are related to risks regarding the 
implementation of a requirement (see overview in Table 4). The category is divided 
into the following subcategories: 
 

• Business-related Risks: contains criteria that express or are related to risks 
with respect to the business (e.g., “loss of customers”, “sales barriers”). 

• Technical & Implementation-related Risks: contains criteria that express or are 
related to risks with respect to technology and implementation (e.g., “architec-
ture conflict”, “implementation difficulty”). 

• Stakeholder-related Risks: contains criteria that express or are related to risks 
for and induced by stakeholders (e.g., “personnel risks”, “risks of accep-
tance”). 

• Project-related Risks: contains criteria that express or are related to risks in a 
software development project (e.g., “overrun risk”, “over budget risk”). 

• Requirements Status related Risks: contains criteria that express or are related 
to risks due to the changes and imprecision of a requirement (e.g., “market 
changes”, “changes from technical perspective”). 
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Table 3. Overview of the Criteria in the Risks Category 

Risks 
 
Technical & Implementation-related Risks  Business-related Risks
 Technical risks

 Architecture conflict 
• Severe redesign of architecture 
• Impact on essential non-functional re-

quirements 
 Database risks 
 Product quality loss 

• Performance risks 
• Risk of maintenance 
• Loss of confidential data 

 Technical risk in current system 
 Technical risk in proposed system 
 (Technical) Complexity 

 Implementation risk 
 Implementation technology risks / tech-

nical uncertainty 
 Scope loss 
 Risk of buggy implementation 
 Implementation difficulty 

• Development risk 
• Difficulty of programming language 

used 
• Large Size 
• Tedium 
• Uncertainty 
• Novelty 
• Number of people involved 
• Organizational constraints 

 Implementation feasibility 
• Ease of realization (technical feasibili-

ty) 
 External risks

 

 Business risks
 Productivity loss 
 Loss of reputation 
 Loss of customers 
 Negative value of undesired event inherent 

in a feature 
• Security related risks / misuse case risk 
• Safety risks 

 Ease of realization (economic feasibility) 
 Ease of realization (social feasibility) 
 Ease of realization (political feasibility) 
 Market uncertainty 
 Sales barriers 
 Commercial concerns 
Project-related Risks 

 Overrun / schedule risk / loss
 Over budget risk 

 Fixing cost (losses) 
 (Implementation) Process risk 
 Environmental factor (development context) 
 Project duration 
 Project dependencies 
 Impediment of attaining the requirement in the 

project 
Stakeholder-related Risks 

 Personnel risks
 Estimation risks (in size & team productivity) 
 Risks of acceptance 
 (Decision) uncertainty 
 Part time team member use 

Requirements Status related Risks  
 Vague story
 Requirements volatility / stability 

 Changes from business perspective 
 Changes from technical perspective 
 Market changes 
 Legislative changes 
 Users change 
 Requirements become more clear during 

software life cycle 

 

3.5 Penalties & Penalty Avoidance 

In this category, criteria are included that express or are related to penalties that occur 
if the respective requirement is not implemented (e.g., “negative value”), as well as 
criteria that express or are related to penalty avoidance (e.g., “harm avoidance”) if the 
respective requirement is implemented (see overview in Table 5). The category is 
divided into the following subcategories: 
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• Operational (Business) Performance related Penalties: contains criteria that 
express or are related to penalties for the operational business of an organiza-
tion (e.g., “penalty in operation”). 

• Product- & Market-related Penalties: contains criteria that express or are re-
lated to penalties for a software product or with regard to the market to which 
the software product is related (e.g., “damage to product”). 

• Customer Penalties: contains criteria that express or are related to penalties for 
customers (e.g., “customer dissatisfaction”). 

• Financial Penalties: contains criteria that express or are related to financial pe-
nalties (e.g., “contractual commitment”). 

• Stakeholder Penalties: contains criteria that express or are related to penalties 
for stakeholders (e.g., “stakeholder dissatisfaction”). 

Table 4. Overview of the Criteria in the Penalties & Penalty Avoidance Category 

Penalties & Penalty Avoidance   
 Negative value / loss / damage / penalty to business / loss of value
 Harm avoidance 
   
Operational (Business) Performance related Penalties  Financial Penalties 
 How complicated would workaround be
 Penalty in operation / performance impact  

 Cost of not implementing
 Financial penalty / profit aspect (penalty) 
 Legal mandate / regulations 
 Promised / contractual commitment 

Product- & Market-related Penalties  Stakeholder Penalties 
 Detraction from product’s value / damage to prod-

uct 
 Market share aspect (penalty) 

 (Stakeholder) Dissatisfaction  

Customer Penalties  
 Negative value / damage / penalty for / loss to 

customer 
 Customer dissatisfaction 

3.6 Business Context 

In this category, criteria are included that are related to the business context of a re-
quirement (see overview in Table 6). These criteria do not express any concrete bene-
fit or loss that is realized when implementing a requirement, but rather describe con-
text factors that have a positive or negative influence on the requirement’s value. For 
example, if two requirements are equally beneficial, a context factor may help to dis-
tinguish them and help to decide which one to prefer. An example of such a criterion 
is “urgency”. Two requirements might be of the same benefit, but one is more urgent 
than the other. Thus, the more urgent one is preferred. The category is divided into the 
following subcategories: 

• External Context: contains criteria that express or are related to the external con-
text of an organization (e.g., “external dependencies”, “customer demand”). 

• Time & Schedule: contains criteria that express or are related to business-
relevant time & schedule contexts (e.g., “urgency”, “time to market”). 

• Utilization/Usage: contains criteria that express or are related to the business 
usage context (e.g., “frequency of use”). 
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• Stakeholders: contains criteria that express or are related to the stakeholder 
context (e.g., “originator of requirement”, “stakeholder agreement”). 

Table 5. Overview of the Criteria in the Business Context Category 

Business Context   
   
External Context  Utilization / Usage 
 After sale support
 External dependencies 

 Customer demand 
 Formal governmental demand 

 Frequency of use
 Actor priority / weight 

Time & Schedule  Stakeholders 
 Urgency 

 Time to market 
 Originator of requirement
 Stakeholder agreement 
 Likelihood of success 

3.7 Technical Context & Requirements Characteristics 

In this category, criteria are included that are related to or based on the technical con-
text of a requirement (e.g., “architecture impact”), as well as particular requirements 
characteristics (e.g., “readiness for implementation”). Just like the business context 
criteria, these criteria do not express any concrete benefit or loss that is realized when 
implementing a requirement, but rather describe context factors that have a positive or 
negative influence on the decision in favor of or against a requirement. An overview 
is shown in Table 7. The category is divided into the following subcategories: 

 
• Engineering Resources: contains criteria that express or are related to engi-

neering resources, i.e., basically human resources (e.g., “staff competence”, 
“resource availability”). 

• Time & Schedule: contains criteria that express or are related to implementation 
time and schedule (e.g., “development lead time”, “delivery date”). 

• Utilization/Usage: contains criteria that express technical usage requirements 
characteristics (e.g., “reuse potential”). 

• Dependencies: contains criteria that express or are related to dependencies of 
and between requirements (e.g., “implementation dependencies”, “cost depen-
dencies”). 

• Requirements Status & Qualities: contains criteria that express or are related to 
the status of requirements and the (specification) quality of the requirements 
(e.g., “traceability”, “completeness”). 

• Technology, Infrastructure & Architecture: contains criteria that express or are 
related to the technological, infrastructural, and architectural context of a re-
quirement (e.g., “importance for product architecture”, “infrastructure criticali-
ty”). 
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Table 6. Overview of the Criteria in the Technical Context & Requirements Characteristics 
Category 

Technical Context & Requirements Characteristics 
   
Engineering Resources  Dependencies 
 Staff competence / skills 

 Familiarity of the life-cycle model during the 
project 

 Experience on the area 
 Experience on development methodology 

used 
 Ability of analyzer 

 Motivation of the team 
 Balanced workload 
 Resource availability / capacity 

 Developer productivity 
• Velocity 

 Key resources 
• Resources for specification 
• Functional resources 
• Analysis and design 
• Implementation / Development 
• Testing 
• User interface 
• Research 

 Requirements dependencies
 Technical & functional dependencies 
 Number of requirements that depend on re-

quirement 
• Number of use cases this use case in-

cludes 
• Number of use cases that includes this 

use case 
• Number of use cases this use case ex-

tends 
• Number of use cases that extend this 

use case 
• Number of use cases inherited by this 

use case 
 Feature weight from use cases 
 Revenue dependencies 
 Cost / effort dependencies 
 Inter-domain dependencies 
 Dependencies among user stories 
 Dependencies among delivery stories (be-

tween non-functional requirements and 
architectural choices) 

 Implementation dependencies 
 Intra-domain dependencies 
 Dependencies due to downstream activities 
 Team-based dependencies 

Time & Schedule  Technology, Infrastructure & Architecture 
 (Implementation) time / schedule 

 (Development) Lead time 
 Delivery date / release date 
 Project deadline / temporality 

 System impact (changes to existing system) 
 Keep legacy system alive 
 (Impact on) Maintenance (of current sys-

tem) 
 (Long term) architecture Impact 

• Importance for product architecture 
• Technical debt 
• (Impact on long-term) Evolution (of 

system) 
 (Short term) Architectural / development 

impact 
 Infrastructure (criticality) 
 Preferred operating architecture 
 Technology opportunities 
 Technology should support current func-

tionality 
 Integration to external systems 

 System value of a feature (impacted compo-
nents) 

 Use case weight (transactions) 
 Adherence to corporate software design para-

meters 
 IT departments technical guidelines 

 Technical priority 

Utilization / Usage  
 Object usage for a particular scenario of the use 

case 
 Actor usage for a particular scenario of the use 

case 
 Reuse potential / reuse frequency 
 Number of times use case appears in model 
Requirements Status & Qualities 
 Readiness for implementation 
 Adequate / Sufficient detail in specification 
 Requirements quality / requirements specifica-

tion factors 
 Modifiability 
 Traceability 
 Testability 
 Completeness 
 Consistency 
 Understandability 
 Within Scope 
 Non-redundant 
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4 Conclusion and Future Work 

In this paper, we presented a prioritization criteria model as the result of a systematic 
literature review. It consists of about 280 prioritization criteria extracted from the 
literature and allows identifying prioritization criteria in a time-saving manner. It is a 
first step towards the efficient selection of prioritization criteria for more flexible 
prioritization approaches. It can be used as a basis for the further development of 
domain-specific criteria models. Future work on the model should include customiza-
tion for certain application domains to facilitate its usage. Also it cannot be ruled out 
that criteria might exist that were not identified during the survey and that must be 
integrated in the future. As a next step, we will customize the model for the business 
application domain in order to apply it in our prioritization framework [2]. 
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Abstract. Software has become an integral part of our daily lives and
should therefore account for human values such as trust, autonomy and
privacy. Human values have received increased attention in the field of
Requirements Engineering over the last few years, but existing work
offers no systematic way to use elicited values in requirements engineer-
ing and evaluation processes. In earlier work we proposed the Value Story
workshop, a domain-independent method that connects value elicitation
techniques from the field of Human-Computer Interaction to the iden-
tification of user stories, a common requirements specification format
in Requirements Engineering. This paper studies whether user stories
obtained in a Value Story workshop 1) adequately account for values,
and 2) are usable by developers. The results of an empirical evalua-
tion show that values are significantly better incorporated in user stories
obtained in a Value Story workshop than through user stories obtained
in regular requirements elicitation workshops. The results also show that
value-based user stories are deemed valuable to the end-user, but rated
less well on their size, estimableness and testability. This paper concludes
that the Value Story workshop is a promising method for embedding val-
ues in the Requirements Engineering process, but that value-based user
stories need to be translated to use cases to make them suitable for
planning and organizing implementation activities.

1 Introduction

Software systems affect human values such as trust, autonomy and security. For
instance, software systems that are password-protected support security, and
social network services promote friendship. Values can be defined as “what a
person or group of people consider important in life” [16]. Software affects the
values of its direct users, but also those of indirect stakeholders. For example,
parents often do not directly interact with the video games their children play,
but the software can still affect the parents’ values. Software systems can affect
human values in positive and negative ways. A negative effect, for example, is
that systems storing a lot of user data may hinder their users’ privacy. In other
words, software affects the values of direct and indirect stakeholders, either by
c© Springer International Publishing Switzerland 2015
S.A. Fricker and K. Schneider (Eds.): REFSQ 2015, LNCS 9013, pp. 318–332, 2015.
DOI: 10.1007/978-3-319-16101-3 23
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supporting or hindering these values.The effects of software on human values are
not always foreseeable, and this can yield solutions that are, for example, secure
but impossible to use, or efficient but not trustworthy.

We argue that, in order to minimize these undesired effects, values should be
accounted for in the Requirements Engineering process. We believe that explic-
itly identifying and considering stakeholder values during requirements elicita-
tion, identification and analysis will lead to software that better supports human
values. Furthermore, when values are systematically addressed in the Require-
ments Engineering process, general knowledge about value-based design solu-
tions can be gathered, e.g., by developing value sensitive design patterns [9].

Recently, human values have been receiving some attention in the field of
Requirements Engineering. This work mostly focuses on eliciting values [19,29,
33], but does not account for incorporating elicited values in the Requirements
Engineering process in a systematic way. Another research area that considers
values in software development is Human-Computer Interaction. In that field,
over the last two decades, several methodologies have been proposed to account
for values in design, e.g. [14,16,26]. In particular the Value Sensitive Design
(VSD) framework [16] contains a rich collection of tools and techniques for the
elicitation and analysis of values in the light of technology. However, also in the
field of Human-Computer Interaction, the process of translating elicited values
to actual requirements is not extensively addressed [10,22].

In earlier work, we began developing a workshop format that aims to bridge
the gap between value elicitation and analysis on the one hand, and software
requirements on the other hand [11,17]. This workshop format, called the Value
Story workshop, is a domain-independent method that uses techniques from VSD
to identify stakeholders and elicit their values, and combines these with a few
novel steps, in such a way that the results of the workshop can be captured in the
form of user stories. User stories are often used in Agile software development
to capture initial requirements, and can be used as a starting point for a full
requirements specification [4].

The Value Story workshop has potential as a way to embed stakeholder values
into the Requirements Engineering process, but this requires that the user stories
collected in a Value Story workshop indeed account for values, and that they are
usable by developers who will work with them. In this paper, we describe an eval-
uation study that examines whether the above two requirements are satisfied. In
the study, user stories collected in a Value Story workshop (value-based user sto-
ries) and user stories obtained through regular requirement elicitation workshops
(regular user stories) were evaluated by 14 experts, both from a Requirements
Engineering and a VSD perspective. To successfully embed values in the Require-
ments Engineering process, the value-based user stories should better account
for values than the regular user stories, and they should be at least as usable to
developers as the regular user stories.

The outline of this paper is as follows. In Section 2, we will provide an overview
of related work on values in software development in the fields of Requirements
Engineering andHuman-Computer Interaction. In Section 3,wedescribe theValue
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Story workshop and its imagined use in the Requirements Engineering process.
In Section 4, we describe the goals and the Requirements Engineering process of
the project in which the evaluation study was performed. In Section 5, provide the
methods, results and a discussion of the evaluation study. In Section 6, we end the
paper with a conclusion and suggestions for future work.

2 RelatedWork

Over the last 20 years, a considerable body of work has focused on developing theo-
retical andmethodological frameworks to dealwith values in designing information
systems. Much of this work has emerged in the field of Human-Computer Interac-
tion (e.g., [3,13,16]). In this sectionwewill discussVSD,oneof themost elaborateof
these frameworks. Furthermore, values have been studied in the field of of Require-
ments Engineering. In the second part of this section we will discuss approaches in
the field of Requirements Engineering that address human values.

2.1 Value Sensitive Design

VSD is “a theoretically grounded approach to the design of technology that
accounts for human values in a principled and comprehensive manner throughout
the design process” [16]. Key concepts in most work on VSD are values, stakehold-
ers, and value tensions. Values are defined as “what a person or group of people
considers important in life” [16]. Examples include human welfare, ownership and
property, privacy, trust and autonomy. Values can be explicitly supported values
(those the system is required to support), designer values (those held by the sys-
tem’s designers), and stakeholder values (those held by various stakeholders). VSD
distinguishes between direct stakeholders, who interact directly with the system or
its output, and indirect stakeholders,whoare impactedby the systemwithout inter-
acting with it directly. More recent work on VSD (e.g, [6,8,23]) has addressed value
tensions, which can arise when supporting one value, such as awareness, comes at
the expense of another, such as privacy.

The VSD methodology contains three parts: conceptual, empirical and tech-
nical investigations. Conceptual investigations involve the analysis of direct and
indirect stakeholders, their values, and how the envisioned technology affects their
values. Empirical investigations involve the elicitation of stakeholders’ views and
values, and evaluations of prototypes. Technical investigations involve the assess-
ment of existing technologies and solutions, and the development of prototypes.
VSD provides a number of specific techniques that support the conceptual and
empirical investigations, such as Value Scenarios [24], Value Dams and Flows [23],
and Envisioning Cards [15].

Many of these techniques focus on identifying or discovering values (and issues
related to those values). Other work on values in design has argued that value dis-
covery is not the only activity involved in systematically incorporating values in
the design process. Translation and verification are also required [13]. Translation
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involves operationalization (defining values in concrete terms) and implementa-
tion (specifying design features that correspond to identified values). VSD has
been criticized for lacking clarity on the concept values and their realization [7,
22,28], which suggests that translation is an underdeveloped activity in the VSD
framework. Thus, though Requirements Engineering might benefit from VSD
techniques to elicit and analyze values, VSD does not offer guidance on specifying
requirements to support identified values.

Van de Poel addresses the issue of translating values into design requirements
with his notion of a values hierarchy, a hierarchical structure of values, norms and
design requirements [28]. Van de Poel proposes a two-step process to translate
a general value to more specific design requirements: 1) translate a general value
into one or more general norms 2) translate these general norms into more specific
design requirements. Though this approach addresses the need for a technique
to translate values into requirements, Van de Poel does not describe how values
should be identified or elicited, nor does he offer suggestions on how to incorporate
the approach into a Requirements Engineering process.

De Greef and colleagues’ sCEthics method [7] also addresses VSD’s lack of
explicit and systematic elicitation of requirements by incorporating VSD tech-
niques in the situated Cognitive Engineering methodology [25]. sCEthics incorpo-
rates VSD’s stakeholder analysis into situated Cognitive Engineering’s analysis of
operational demands, and links identified values to situated Cognitive Engineer-
ing’s human factors considerations. This information is used to specify a require-
ments baseline, which includes a design rationale that consists of claims to justify
and use cases to contextualize the requirements. An evaluation of the sCEthics
tool revealed that though the tool was seen as useful in many ways, the part that
links ethical values to requirements needs to be improved [7].

2.2 Values in Requirements Engineering

Within Requirements Engineering, it has long been recognized that it is common
for systems to be created that are technically sound but do not meet the needs
of their human operators [12]. It is argued that this stems from a failure to view
information technology from a wider perspective and consider requirements that
arise from placing a system in a social context. Failure to distinguish between
user requirements and system requirements (and treating user requirements as
system requirements) can lead to problems [20]. It has often been acknowledged
that ‘soft issues’, such as politics and people’s feelings, motivations and values, are
important in the Requirements Engineering process, but relatively little guidance
is offered on how to deal with them [33].

Among these soft issues, human values have received relatively little atten-
tion, with only a few approaches in Requirements Engineering explicitly aimed
at dealing with values. Values such as privacy and safety might be dealt with as
non-functional requirements among other non-functional requirements, such as
performance and accuracy. However, this risks reducing human values to system
attributes, thereby missing the reflective understanding of these values and how
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they function in stakeholders’ lives. That understanding is required to soundly
incorporate values into a technical design [13].

Thew and Sutcliffe [33] introduced a method that aims to improve the elicita-
tion and analysis of soft issues, which include users’ motivations, emotions and val-
ues. Though this method deals with values, it focuses on how values influence the
Requirements Engineering process. The method identifies the Requirements Engi-
neering process management implications that values bring about, rather than
specifying system features to support those values.

Koch and colleagues [19] described a method (initially proposed in [29]) to
approximate users’ values while preserving their privacy. The method consists of
a research process in which key tasks are identified, and an application process in
which the users’ preferences for these tasks are inquired into and used to approx-
imate their values. This method helps elicit user values, but specifying require-
ments based on these values is an open challenge. Furthermore, the authors intend
to use values elicited with their method to adapt existing systems rather than dis-
cover requirements for new systems or features. Neither this method, nor Thew
and Sutcliffe’s, considers indirect stakeholders and their values.

Ramos and colleagues [30] argue that issues surrounding emotions, values and
beliefs in the Requirements Engineering process can prevent successful deploy-
ment of computer-based systems. To address this, they propose a constructionist
requirements elicitation process, which aims to create knowledge about emotions,
values and beliefs in the Requirements Engineering process. Though they mention
values and beliefs, the authors focus on eliciting emotions (and emotional issues)
that affect requirements, and offer little guidance on eliciting values or translating
them into requirements.

3 The Value StoryWorkshop

The Value Story workshop is the result of a series of workshops inspired on the
Value Dams and Flow method [23], in which we experimented with different for-
mats [11,17]. In its current format, the Value Story workshop contains the follow-
ing steps:

1. Identify direct and indirect stakeholders of an envisioned system
2. Identify the values of each stakeholder group
3. Provide one or more concrete situations for each value
4. Identify a stakeholder need for each concrete situation.

A concrete situation is an illustration of a possible effect (positive or negative)
on a stakeholder value, e.g. ‘if I am continuously recorded by video my privacy
is hindered’. A stakeholder need describes specific system features that support
these positive effects and/or diminish or remove the negative effects, e.g., ‘these
video recordings should not be stored’. In this workshop format, participants need
not refer to specific system features, which encourages them to maintain a broad
scope and leaves space to identify alternatives. Furthermore, the participants get
the opportunity to fill in themselves what the system should look like in step 4. The
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Value Story workshop was tested and positively received in two large European
projects: COMPEIT [5] and IQmulus [18].

The results of the Value Story workshop can be used to create user stories.
User stories are used in Agile software development to capture (high-level) require-
ments [4]. User stories normally have the following format: As a <role>, I want
<something> so that <benefit> (where the last part of the user story (so that
<benefit>) is optional). This format is suitable for representing the results of the
Value Story workshop because it involves the actor who issued the desire (<role>)
and the rationale behind the desire (<benefit>). The slightly adapted version
of the user story template has the following form: As a <stakeholder>, I want
<stakeholder need> in order to support <value>. Creating user stories according
to this template yields value-based user stories, also called Value Stories, to which
the workshop owes its name.

The user story template connects value-oriented techniques with existing
approaches in Requirements Engineering because of the relationship between user
stories and concepts in Requirements Engineering. There are different views on
this relationship. It has been argued that user stories, which describe “valuable
system functionality from [the] user perspective”, can be used to capture user
requirements [31]. Others compare user stories to use cases [27] or requirements
packages [34], both of which are familiar concepts in Requirements Engineering.

We suggest collecting value-based user stories in the early Requirements Engi-
neering phase (requirements elicitation or gathering), and using them as a start-
ing point to derive scenarios and use cases. Scenarios are narratives that include
a setting, actors with goals, and a sequence of actions and events [25], and a
use case is a description of the possible sequences of interactions between the
system under discussion and its external actors, related to a particular goal [2].
There are multiple approaches that systematically incorporate scenarios and use
cases in their Requirements Engineering process, such as Requirements Engineer-
ing with Scenarios for User Centered Engineering (RESCUE) [21], scenario-based
requirements engineering [32], and situated Cognitive Engineering (sCE) [25]. It
is beyond the scope of this paper to provide a detailed discussion of the relation
between user stories, scenarios and use cases. Our main point here is that by
representing Value Story workshop results as user stories, they relate to exist-
ing concepts in Requirements Engineering, and can as such be used in existing
Requirements Engineering processes.

4 Requirements Engineering in IQmulus

The study presented in this paper evaluates the outcomes of a Value Story work-
shop and of other requirements elicitation activities, both conducted in the IQmu-
lus project [18]. IQmulus is a 4-year European project that aims to make large geo-
spatial data sets more accessible to decision makers. In this section, we describe
the regular (i.e. not value-sensitive) and value-sensitive requirements elicitation
activities in the IQmulus project.
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4.1 Regular Requirements Elicitation

The regular requirements elicitation and identification process used in the IQmu-
lus project consists of three steps: collecting user stories, filtering and prioritizing
user stories, and deriving use case from the selected set of user stories. In this
section, we focus on the first step, the elicitation of user stories.

The collection of user stories was performed by the user partners of the IQmu-
lus consortium, potential future users of the system being developed in the IQmu-
lus project. User stories were collected through workshops with local stakeholders.
These semi-structured workshops were guided by a questionnaire that was specif-
ically developed for this purpose. The questionnaire consists of four parts. Part A
contains questions about the stakeholder’s general background, such as ‘What is
your role?’ and ‘How many years of experience do you have in that role?’. Part
B contains questions about how decisions are made today and what is needed
additionally to make better decisions. Part C of the questionnaire contains ques-
tions about the limitations and possible improvements for the functionality and
usability of the system that is currently used, for example, ‘What are limitations
for the functionality of your current infrastructure with respect to visualization?’
These questions address different aspects of the system, including performance,
data integration, and visualization. In part D of the questionnaire, local stake-
holders were asked for general comments and remarks.

The user partners of the consortium used the results of these workshops to
identify user stories that captured the stakeholders’ desires with regard to the sys-
tem to be developed. An example of a collected user story is: “As a GIS expert
I want to delineate slopes steeper than a given threshold so that I can support
the definition of erosion risk areas.” A total of 14 user workshops were organized
by 5 consortium partners, with a participant number ranging from 4 to 12. This
resulted in a total of 139 regular user stories, 58 in the first round and 81 in a
second round.

4.2 Value-Sensitive Requirements Elicitation

Parallel to the regular requirements elicitation process described above, a Value
Story workshop was conducted [11]. The workshop had 9 participants from 5 of the
user partners of the consortium, and followed the format as described in Section 3.
None of the participants was familiar with VSD before their participation in the
Value Story workshop, so the workshop started with a presentation to introduce
them to the concept of values and the VSD framework.

In the first step of the workshop, the participants identified 13 direct and indi-
rect stakeholders. Due to time constraints, it was not possible to analyze all of
the identified stakeholder groups extensively. Therefore, the following three stake-
holder groups were selected for further analysis: geographic information system
(GIS) expert (direct stakeholder), decision maker (indirect stakeholder), and res-
ident of an area with flood risk (indirect stakeholder). The decision maker is iden-
tified as an indirect stakeholder, which means that he does not directly interact
with the system, but instead, requests and receives information from GIS experts.
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In the second step, for each of these stakeholder groups one or more values were
identified. This resulted in a total of 31 values. In the third step, the workshop par-
ticipants provided at least one concrete situation for each value to illustrate the
relevance of that value for that stakeholder group. This step produced 50 concrete
situations. In the fourth step of the workshop, the participants identified one or
more stakeholder needs with respect to the system to be developed for each con-
crete situation. This yielded 94 stakeholder needs.

Subsequently, user stories were created, for instance, “As a decision maker I
want visualization of information, legend making, semiology, symbology in order
to support understandability and efficient communication.” In total, 72 value-
based user stories were created. The number of user stories is smaller than the
number of stakeholder needs because some of the stakeholder needs overlapped.

5 User Story Evaluation by Experts

The study presented in this section provides an evaluation of the user stories
obtained in the IQmulus project through regular requirement elicitation work-
shops (Section 4.1) and a Value Story workshop (Section 4.2). In this section, we
discuss the methods, results and a discussion of the study.

5.1 Methods

In the evaluation study, the 10 regular and 10 value-based user stories were
evaluated by 14 experts with different backgrounds. The first group of evaluators
consisted of 7 software developers with an average of 7.5 years of experience as a
software developer. They evaluated the user stories on their usability. The other 7
evaluators were VSD experts with an average of 4.3 years of active contribution to
the VSD field. The VSD experts evaluated the user stories on the extent to which
they accounted for values. All 14 experts evaluated all 20 user stories, without
knowing that there were two types of user stories.

Table 1. Evaluation criteria for VSD experts

Question Type of answer

1. Which values, if any, does this user story concern? list up to three values

2. Indicate for each value whether the user story hinders, sup-
ports or does not affect the value.

h, s or n

3. After reading this user story, the developer will understand
how the desired feature will affect the value(s) at stake.

5-point Likert scale

4. The value perspective is explicitly addressed in this user story. 5-point Likert scale

The aim of the Value Story workshop is to structurally address values in the
Requirements Engineering process. This requires that its output, user stories,
account for values and are usable by developers. We used VSD experts to eval-
uate user stories with respect to the first requirement, and developers to evaluate
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them with respect to the second. There were no existing evaluation criteria to eval-
uate user stories on the extent to which they account for values, so we developed
our own questions. Table 1 shows the questions for the VSD experts. For the eval-
uation by developers, we used the INVEST (Independent, Negotiable, Valuable,
Estimable, Small, Testable) criteria [1], an existing set of criteria for the evalu-
ation of user stories, shown in Table 2. The software developers evaluated each
user story according to all 6 criteria on a 5-point Likert scale, where 1 represents
a low and 5 a high score on the respective criterion.

Table 2. Evaluation criteria for software developers

Criterion Description

Independent Stories are easiest to work with if they are independent. That is, they
are self-contained, and can be scheduled and implemented independent
from other features of the system.

Negotiable A good story is negotiable. It is not an explicit contract for features;
rather, details will be co-created by the customer and programmer dur-
ing development. A good story captures the essence, not the details.

Valuable A story needs to be valuable to the customer. Developers may have
(legitimate) concerns, but these should be framed in a way that makes
the customer perceive them as important.

Estimable A good story can be estimated. An exact estimate is not needed, but
it should be enough to help the customer rank and schedule the story’s
implementation.

Small Good stories tend to be small. Stories typically represent at most a few
person-weeks worth of work. Above this size, it seems to be too hard to
know what’s in the story’s scope.

Testable A good story is testable. A story should only be considered done, if it was
tested successfully. Therefore, a user story must provide the information
that is needed to write a test for it.

At the time the evaluation study was performed, there were 58 regular user
stories (of the first round of workshops) and 72 value-based user stories available.
In a pilot study we tested the amount of time it took to evaluate a user story,
and found that the evaluation of 20 user stories was acceptable for one person.
We randomly selected 10 regular user stories and 10 value-based user stories from
the two sets. The evaluation was performed using a questionnaire in which the
20 user stories were presented in a random order, with either the developers or
VSD criteria. The evaluators were not informed that there were two types of user
stories. After evaluating the 20 user stories, the experts rated their capability of
filling in the questionnaire.

5.2 Results

Figure 1 shows the average evaluations of 20 user stories on the INVEST crite-
ria by 7 software developers on a 1-5 scale. The evaluators indicated that their
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ability to evaluate user stories on these criteria was fair to good. In numbers, the
means and standard deviations (sd) for regular user stories are I=3.0 (sd=0.4 ),
N=3.5 (sd=0.3 ), V=4.1 (sd=0.3 ), E=3.4 (sd=0.6 ), S=3.2 (sd=0.7 ), and T=3.8
(sd=0.8 ), and for value-based user stories I=2.8 (sd=0.4 ), N=3.5 (sd=0.5 ),
V=3.8 (sd=0.6 ), E=2.5 (sd=0.3 ), S=2.3 (sd=0.2 ), and T=2.6 (sd=0.4 ). The
results show that regular and value-based user stories have similar scores on the
criteria Independent, Negotiable and Valuable, but that the regular user stories
have significantly (T-test, α <0.0001) higher scores than value-based user stories
on the criteria Estimable, Small and Testable.

Fig. 1. Software developers’ (ne=7) evaluation of regular (nr=10) and value-based
(nv=10) user stories on the INVEST criteria

VSD experts were asked to list, for each user story, a maximum of 3 values
addressed by that user story (see Table 1). We will not present all values that
were identified, but discuss some notable cases. Of the 10 regular user stories, there
were 3 user stories for which the majority of the evaluators (at least 4) identified
safety as an underlying value, and there was 1 user story for which efficiency was
listed by the majority of evaluators. For the remaining 6 user stories, there was
no value upon which the majority of evaluators agreed. There were 2 regular user
stories, however, for which the majority did not list any value. Other values that
were mentioned relatively often were reliability and accuracy.

Of the 10 value-based user stories, there were 7 user stories for which the major-
ity of the evaluators identified the same value. These majority values are personal
safety (twice), accountability (twice), autonomy, trust and solidarity. For 5 user
stories, the value identified by the majority matched to the value explicitly men-
tioned in the user story. Interestingly, this was not the case for the two user stories
for which the majority listed personal safety as an underlying value. The explicitly
mentioned values in these two user stories were communication and availability of
information. It only happened twice that one evaluator did not list a value for a
value-based user story. For all other value-based user stories, all evaluators iden-
tified at least one value.
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Fig. 2. VSD experts’ (ne=7) evaluation of regular (nr=10) and value-based (nv=10)
user stories on the VSD criteria

Figure 2 shows the quantitative results of the evaluations of 7 VSD experts,
who rated the 20 user stories according to the VSD criteria on a 1-5 scale. The
graph shows the averages of all 7 experts for 10 regular and 10 value-based user
stories. The evaluators indicated that their ability to evaluate user stories on these
criteria was fair to very good. In numbers, the averages of regular user stories are
Nr. of values = 1.3 (sd=0.6 ), Understandable = 2.8 (sd=0.8 ), and Made explicit
= 2.6 (sd=0.6 ), and the averages of value-based user stories are Nr. of values =
1.9 (sd=0.5 ), Understandable = 4.2 (sd=0.5 ), and Made explicit = 4.2 (sd=0.6 ).
The results show that the VSD experts were able to come up with more values
for the value-based user stories than for the regular user stories. This difference,
however, is not significant (T-test, α <0.5) after a Bonferroni correction of the
α <. Furthermore, the VSD experts scored the understandability and explicitness
of values significantly (T-test, α <0.0001) higher for value-based user stories than
regular user stories.

5.3 Discussion of the Results

This study involves evaluations by software developers and VSD experts. The
results of the developers’ evaluation shows that regular user stories have posi-
tive scores (higher than 3 on the 1-5 Likert scale) on all INVEST criteria, though
only slightly positive (3.0 and 3.2) for the criteria of independence and size. These
results suggest that, according to the INVEST criteria, the regular user stories are
of fair to good quality.

Value-based user stories received similar scores to regular user stories on the
first three INVEST criteria, but score less well on their size, estimableness and
testability. A likely explanation for these relatively low scores is that value-based
user stories express, on average, more abstract stakeholder needs. The desires
expressed in regular user stories tend to be more specific in comparison. That is to
be expected since the process of generating regular user stories explicitly focused
system features from the onset. Abstractness of user stories is problematic when
they are used to schedule and organize implementation activities. However, as
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explained in Section 3, we recommend using user stories to identify use cases. It
may be that the step from user stories to use cases is larger for value-based user
stories than regular user stories. But once use cases are derived, these should be
sufficiently detailed and concrete to form appropriate elements to plan and orga-
nize development activities.

These results seem to be in line with the values that the VSD experts listed for
each user story. Values identified for regular user stories (safety, reliability, accu-
racy) are often related to the system, e.g., the system should be reliable and accu-
rate. In contrast, values identified for value-based user stories (personal safety,
accountability, autonomy, trust, solidarity) more often concern societal and per-
sonal human values, not directly related to the system.

The VSD experts gave higher scores to value-based than regular user stories
on questions that address the VSD perspective. This was as expected, since the
value-based stories were collected in a workshop that paid explicit attention to
stakeholder values, which was not the case for the regular user stories. The scores
on questions 3 (‘After reading this user story, the developer will understand how
the desired feature will affect the value(s) at stake.’) and 4 (‘The value perspective
is explicitly addressed in this user story’) are only slightly positive for regular user
stories and clearly positive for value-based user stories, that is, 2.8 and 2.6, and
4.2 and 4.2 on a scale of 1-5, respectively. This seems to indicate that the Value
Story workshops was successful with respect to these criteria.

There are a number of limitations to the present study that potentially impact
its internal validity. The evaluation criteria for VSD experts were designed for
this study specifically. We noticed several potential problems with the criteria.
For question 1 (’Which values, if any, does this user story concern?’), one of the
evaluators indicated that she became tired of coming up with values towards the
end of the questionnaire, which may have affected the results. However, this effects
both regular and value-based user stories to the same extent, since they were pre-
sented in a random order. For question 2 (’Indicate for each value whether the user
story hinders, supports or does not affect the value.’), none of the experts identi-
fied hinder relations. It might have been beneficial to explicitly ask for potential
negative effects of software on humans values, e.g., to obtain information on which
features to avoid. In question 3, VSD experts were asked to adopt the perspective
of a developer, which may have been difficult for them. We did not ask VSD experts
about their experience as developers, if any. Moreover, this question could have
been asked to developers themselves, which was not done in the current study.
Question 4 may appear to be trivial for value-based user stories. However, inclu-
sion of a value in a user story does not necessarily mean that the value perspective
is completely addressed. Addressing the value perspective also requires a reflec-
tive understanding of the values in question and the role they play in stakehold-
ers’ lives [13]. Indeed we found that the experts rated some of the value-based user
stories more positively than others with regard to the value perspective. The eval-
uation criteria for developers were not new. However, one of the experts remarked
that the criteria Estimable and Small are hard to distinguish from one another.
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Despite these potential problems and unclarities, as mentioned before, all of the
14 experts rated his/her ability to evaluate user stories on these criteria above fair.

Another potential limitation is that the developers were all familiar with the
project in which the user stories were elicited, whereas none of the VSD experts
were involved in that project. Ideally, the VSD experts would have had the same
contextual knowledge of the project that the developers had. Nevertheless, none
of the VSD experts indicated insufficient ability to evaluate the user stories.

Finally, it is important to note that the study involved a limited number of
evaluators and user stories. It is therefore impossible to give conclusive answers
regarding the quality and usefulness of the Value Story workshop based on these
results. Nevertheless, the results are in line with our expectations that user sto-
ries obtained in a Value-Story workshop better address values than user stories
obtained in a regular workshop. Furthermore, experts indicated that value-based
user stories are valuable to the end-user. The results thus suggest that the Value
Story workshop is a promising technique for embedding values in the Require-
ments Engineering process.

6 Conclusion

The Value Story workshop is a domain-independent method that aims to con-
nect VSD elicitation techniques to the identification of user stories, a common
requirements specification format in Requirements Engineering. In this paper, we
investigated whether user stories obtained in a Value Story workshop adequately
account for values, and are usable by developers. For that, we performed an a study
in which 14 experts on software development and VSD evaluated and compared
user stories gathered in a Value Story workshop and in more traditional work-
shops. The results show that values are significantly better addressed in value-
based user stories than in regular user stories. Furthermore, the results show that
value-based user stories score well on delivering value to the end-user, but less well
on their size, estimableness and testability.

In future work, we will address several points. First, we will further discuss and
develop criteria to evaluate the extent to which values are accounted for in user sto-
ries. This will include directly asking developers about their understanding of val-
ues and the relation between values and stakeholder needs in user stories. Second,
regarding the Value Story workshop itself, we plan to include a step to prioritize
value-based user stories, to make it possible to express that some values are more
important to consider than others, and to provide a systematic approach to detect
and resolve tensions between conflicting stakeholder needs. Third, we will explore
ways to account for values throughout subsequent steps in the Requirements Engi-
neering process, for example, by using user stories to specify scenarios, use cases
and system requirements, as suggested in Section 3. Fourth, we will develop a tool
to support the Requirements Engineering process in which the Value Story work-
shop is embedded.

To conclude, the Value Story workshop is a promising, domain-independent
technique for embedding values in the Requirements Engineering process. We
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hope that this approach will contribute to the development of technologies that
better respect human values.
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