




Photographed by an Apollo astronaut, Earth, the blue planet, rises over the 
stark, gray, lunar landscape. The Earth appears to be blue just as the sky 
seems blue on a bright, sunny day. The cause is the same in both cases, an 
optical effect of the atmosphere. We know that air is colorless, not blue, but 
the atmosphere appears to be blue when viewed from a distance, due to 
scattering of light rays by molecules of gas in the atmosphere. Exactly how 
the scattering occurs is discussed in Chapter 8. 
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in the preparation of this book about Earth System Science. 
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PREFACE 
When historians of the future consider the most im
portant achievements of the 20th century, the 
chances are that one of the selections will be the de
velopment of a holistic view of the Earth. Such a view 
has come about as a result of the technological and 
scientific advances that have made it possible to mea
sure the many ways that the different parts of the 
Earth can interact. For example, how events deep in
side the Earth can influence events on the Earth's sur
face, or how small changes in the water temperature 
of the ocean can bring about changes in the distribu
tion of land plants and how those changes can lead to 
the evolution of new plant species. 

One of the discoveries that arise from the holistic 
view of the Earth is that our modern industrial society 
and our huge population are changing the Earth. We 
can now measure in real time the innumerable ways 
by which we humans are changing the global envi
ronment as a result of our collective activities. 

This book is an introduction to the holistic view of 
the Earth. It is about the interactions between the dif
ferent parts of the Earth—the atmosphere, hydros
phere, biosphere, and the solid Earth—and about the 
balance in the global environment that exists as a re
sult of those interactions. It is a book that presents a 
new view of the Earth that has come to be called 
Earth System Science. 

Purpose of the Book 

life to exist. Next, we discuss the solid Earth, the min
erals and rocks that comprise it, the nature of 
processes operating deep within the Earth that are in
ferred indirectly, and the dynamics of the crust that 
are explained in terms of a relatively new, compre
hensive theory, the theory of plate tectonics. Having 
explored the solid Earth beneath our feet, we next ex
amine the layers of water and ice that cover much of 
its surface: the oceans, streams, groundwater, snow, 
glaciers, sea ice, and frozen ground, and we explore 
how some of these different agents erode and shape 
landscapes on which we live. In the third part of the 
book we explore the atmosphere, weather, and cli
mate, and examine the evidence of past changes in cli
mate on various time scales. Having discussed the as
pects of the Earth that have made it a habitable planet, 
we next look at the diversity and dynamics of plants 
and animals comprising the biosphere and the evi
dence of biological evolution through Earth history 
that is recorded in fossiliferous rocks. In the final sec
tion of the book, we look at natural resources that 
have permitted the development and growth of mod
ern civilization, and ways in which human activities 
contribute to global changes in our environment. 

While we have given careful consideration to the 
organization of the book we realize that not all in
structors will favor the one we have adopted. There
fore, the parts and chapters have been written so that 
some reorganization of topics is possible without seri
ous loss of continuity. For example, the chapters on 
the solar system could be assigned toward the end of 
a course, rather than at the beginning, and the chap
ters on the biosphere could be shifted, or omitted. 
Where aspects of astronomy or biology are important 
in discussion of the solid Earth and its surface envi
ronments, they are included there as well. 

The Artwork 

Earth system science is rapidly changing the way we 
study and think about the Earth and as a result it is 
changing the way earth science courses are being 
taught. We have written this book in order to intro
duce students to the science of the Earth system. 

Courses about the Earth are being taught with in
creasing frequency. Such courses may have titles such 
as global change, earth science, biospherics, or even 
the global environment, but the approach is increas
ingly that of Earth System Science. 

The text begins with a discussion of the Earth's place 
in the solar system and contrasts the Earth's appear
ance and structure with those of neighboring plane
tary bodies. A chapter is devoted to the Sun, not only 
because it is the dominant feature of the solar system, 
but because it supplies the energy that drives most of 
the surface processes on our planet and that permits 

vi 

Special attention has been devoted to producing art
work and photographs that illuminate discussions in 
the text. Because no continent or country holds a mo
nopoly on relevant and interesting examples, we have 
attempted to provide photographs, maps, and illustra
tions from around the world to provide a global per
spective of Earth System Science. The art program has 
benefitted from talented artists who have worked 
closely with the authors to make their illustrations 
both attractive and scientifically accurate. Two hun
dred and twelve photographs and line drawings, all in 
full color, have been selected. 

The Book's Organization 



THE SYSTEMS APPROACH 

The key to understanding the Earth system is an ap
preciation of the interactions between the spheres. 
Interactions are emphasized by the four icons shown 
below, each of which represents a part of the system. 

The icons appear throughout the book and help the 
reader identify sections in the text where interactions 
are discussed. For example, in the discussion of 
streams and drainage systems in Chapter 9, the icons 
for water, air and land are introduced to emphasize 
the interactions between those three parts of the 
Earth system. 

Preface vii 



viii Preface 

Each of the six parts in the book opens with a brief 
essay on a special aspect of the topics covered within 
the chapters of the part. The intent of the essays is to 
emphasize that the different parts of the Earth system 
are interdependent. For example, Part V, The [Dynam
ics of Life, opens with an essay on how some migrat
ing birds find their way by using the stars while others 
employ the magnetic field and still others use the po
larization of sunlight. 

Each chapter in the book also opens with a topical 
essay dealing with research on the chapter topic. 
Chapter 16 on the evolution of the biosphere, for ex
ample, opens with an essay on research into the 
preservation of DNA in fossils and, following the 
theme from furassic Park, the possibility that such 
ancient DNA might some day be used to bring extinct 
species back to life. 

Within chapters specialized and detailed topics are 
boxed under the heading "A Closer Look". Inclusion 
or deletion of the boxed material can be at the discre
tion of the instructor. 

Each chapter closes with a guest essay written by a 
researcher in the field. The essay subjects relate di
rectly to material in the chapter and are intended to 
provide insights into on-going research. Essay writers 
range from scientists working in industry through aca
demic and government scientists to a former astro
naut. 

Finally, each chapter closes with a summary of in-
chapter material, a list of key terms, and questions. 
The questions are of two kinds: first, review questions 
relate strictly to the material in the chapter; second, 
discussion questions, which are intended for class or 
section discussion, sometimes call for a bit of library 
research, and in most cases raise broader issues than 
those in the specific chapter to which they are at
tached. 

Supplements 

A full range of supplements to accompany The Blue 
Planet is available to assist both the instructor and the 
student. 

Laboratory Manual Written by Marcia Bjornerud 
of Miami University, Ohio, the laboratory manual is di
vided into six modules with labs available for every 
part of the text, flexibly arranged to cover all topics. It 

includes many computer-based exercises and hands-
on activities that students can do locally. 

Instructor's Manual and Test Bank. Written by 
Barbara Murck, of Toronto University, this guide in
cludes a table of contents, chapter summaries refer
ences, and approximately 85 test questions per chap
ter. 

Computerized Test Bank. A computerized test 
bank is available in both IBM-compatible and Macin
tosh versions. This easy-to-use test generating pro
gram enables instructors to choose test questions 
from the printed test bank, print the completed tests 
for use in the classroom, and save the tests for later 
use on modification. 

Full-Color Overhead Transparencies. The trans
parencies include 75 line drawings and tables from 
the text, edited for maximum classroom effectiveness. 

Slides. One set of slides includes the same 75 im
ages as in the overhead transparency set; a supple
mentary set of slides is also available, containing 150 
images from the text and from the authors' private 
collections. 

Study Guide. Written by Michael Jordan, of Texas 
A&M University, Kingsville, the study guide stresses 
processes and the interconnections among the Earth's 
spheres. It contains questions and exercises to rein
force the systems approach. 

CD-ROM. A CD-ROM is available to adoptors and 
contains a compilation of photographs and line draw
ings from the Skinner & Porter texts. 
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Introduction 

Human activities influence the atmosphere. Noxious gases belching from a carbon-black 
plant in Romania. 



"The Year 
Without a Summer" 

The winter months of 1783-1784 were bitterly cold 
in Europe. The previous summer had also been un
usually cool because much of the time the sky had 
been partially obscured by a persistent hazy blue fog. 
The ever-thoughtful Benjamin Franklin wondered if 
there might be a connection between the two. 
Franklin was in Paris at the time, serving as ambas
sador from the newly formed U.S. republic to the 
court of Louis XVI, king of France. In a letter written 
in 1784 to the Literary and Philosophical Society of 
Manchester, England, Franklin suggested that both 
the summer haze and the subsequent cold winter 
might have resulted from an eight-month-long vol
canic eruption in Iceland: 

During the summer months of the year 1783, 
when the effect of the sun's rays to heat the earth 
in these northern regions should have been 
greatest, there existed a constant fog over all of 
Europe, and a great part of North America. The 
fog was of a permanent nature; it was dry, and 
the rays of the sun seemed to have little effect to
ward dissipating it, as they easily do a moist fog, 
arising from water. They were indeed rendered 
so faint in passing through it, that when col
lected in the focus of a burning glass, they would 
scarce kindle brown paper. Of course, their sum
mer effect in heating the earth was exceedingly 
diminished. 

Hence the surface was early frozen. 
Hence the first snows remained on it un-

melted, and received continual additions. 
Hence the air was more chilled, and the winds 
more severely cold. 
Hence perhaps the winter of 1783-84 was 
more severe than any that had happened for 
many years. 

Franklin then suggested two possible causes for 
the fog. His first suggestion, a meteor or a comet pass
ing through the upper atmosphere, has not stood the 
tests of time and investigation. His second, however, 
is a brilliant example of a scientific hypothesis. The 
haze was caused, he proposed, by "the vast quantity 
of smoke, long continuing to issue during the summer 
from Hecla in Iceland, and that other volcano which 
arose out of the sea near that island, which smoke 
might be spread by various winds over the northern 
part of the world." The 1783 summer eruption of 
Hecla, now referred to as the Laki eruption, produced 
the largest lava flow in historical times. 

Franklin's deduction has been proved correct in an 
interesting way. The Laki eruption emitted a great 
quantity of sulfurous gases, and it was condensed 
droplets of sulfur compounds that caused the blue 
haze. These droplets were acidic, and wherever rain 
or snow fell, traces of the acid were brought down to 
the ground. Snow that fell in Greenland during the 
winter of 1783-1784 left a distinctly acidic layer in the 
Greenland ice sheet. Scientists recently drilled cores 
and identified this layer at several places in Greenland. 
By counting downward through the annual layers in 
the ice sheet, they have been able to prove that the 

3 



4 Introduction 

acidic layer formed during the winter of 1783-1784, 
thus confirming Franklin's suggestion. 

Great volcanic eruptions have apparently influ
enced the Earth's climate many times during the 
Earth's long history. The greatest change in historic 
times was not caused by the Laki eruption, but rather 
by the eruption of Tamboro, a volcano in Indonesia. 
Tamboro differs from Icelandic volcanoes in that it 
emits a great deal of volcanic dust in addition to vol
canic gases. It is estimated that when Tamboro 
erupted in 1815 a total of 150 cubic kilometers (36 
mi3) of volcanic debris was blasted high into the at
mosphere. So much sunlight was blocked by the dust 
and acid droplets that 1816 was a year of massive crop 
failures around the world and became known as "the 
year without a summer." Several years were to pass 
before the effects of the eruption were no longer ap
parent. 

EARTH SYSTEM SCIENCE 
Volcanism is a process controlled by events that hap
pen deep inside the Earth. Franklin's hypothesis that 
something happening inside the solid Earth can dra
matically change our climate is one of the earliest 
recognitions of what today we call Earth system sci
ence. When we study the Earth carefully, we discover 
that it can be treated as a system of many separate but 
interacting parts. Examples of the parts are the ocean, 
atmosphere, continents, lakes and rivers, soils, plants, 
and animals; each can be studied separately, but each 
is more or less dependent on the others. Further in
vestigation reveals that there are numerous interac
tions between the parts. Just as the solid Earth, via the 
Laki and Tamboro eruptions, changed the atmosphere 
and thereby the climate, so can a change in any one 
part of the system produce changes in any or all of the 
other parts. Earth system science, then, is the sci
ence that studies the whole Earth as a system of many 
interacting parts and focuses on the changes within 
and between these parts. 

The Scientific Method 
Science is a method of learning and understanding. It 
advances by application of the scientific method, 
the basis of which is the use of evidence that can be 
seen and tested by anyone with resources who cares 
to do so. Although not always a clearcut process, the 
scientific method can be viewed as consisting of the 
folio wing steps. 

1. Observation. Evidence that can be measured and 
observed. 

2. Formation of a hypothesis. Scientists try to ex
plain observations by developing a hypothesis— 
an unproved explanation for the way things hap
pen. Franklin's two explanations for the cold 
winter of 1783-1784 were hypotheses. 

3. Testing of hypotheses and formation of a theory. 
When a hypothesis has been examined and found 
to withstand numerous tests, scientists become 
more certain about it and it becomes a theory. 
That large volcanic eruptions can influence cli
mate has been demonstrated several times since 
Franklin's hypothesis in 1784. The idea that vol
canic eruptions play a major role in determining 
the Earth's climate is now a theory. 

4. Formation of a law. Eventually, a theory or a 
group of theories may be formulated into a scien
tific law. A law is a statement that some aspect of 
nature is always observed to happen in the same 
way and that no deviations have ever been seen. 
An example of a law is the statement that heat al
ways flows from a hotter body to a cooler one. No 
exceptions have ever been found. 

5. Continual reexamination. The assumption that 
underlies all of science is that everything in the 
world around us is governed by scientific laws. 
Because even theories and laws are open to ques
tion when new evidence is found, hypotheses, 
theories, and laws are continually reexamined. 

Modern science, which is based on the scientific 
method, started in Europe several hundred years ago. 
Initially, there were no specialties among scientists. 
By the middle of the nineteenth century, however, so 
many diverse topics had come under investigation 
that specialization appeared. Physicists investigated 
the physical properties of matter and phenomena 
such as light and magnetism, chemists studied how 
materials react, biologists studied living things, as
tronomers the stars, geologists the solid Earth, meteo
rologists the weather, oceanographers the ocean—on 
and on it went. 

Study of the Earth as a system involves all these spe
cialties. Separate investigations of the oceans, the at
mosphere, and the solid Earth are no longer practical. 
When oceanographers go to sea in research vessels, 
they are accompanied by geologists who study the sea 
floor, biologists who study the aquatic life, meteorol
ogists who study the way wind affects the sea surface, 
and chemists who measure water properties. When 
remote-sensing measurements are made from satel
lites, scientists use the data in many areas of special
ization. Satellite observations, above all other ways of 
gathering evidence, continually remind us that each 
part of the Earth interacts with, and is dependent on, 
all other parts. Earth system science was born from 
the realization of that interdependence. 



Figure I.1 Diagrammatic 
representation of the Earth 
as a system of interacting 
parts. Each character rep
resents a reservoir, and 
each arrow a flow of energy 
or materials. 

The Four Reservoirs of the Earth 
System 

A convenient way to think about the Earth as a system 
of interdependent parts is to consider it as four vast 
reservoirs of material with flows of matter and energy 
between them. The four reservoirs are 

1. The atmosphere, which is the mixture of 
gases—predominantly nitrogen, oxygen, carbon 
dioxide, and water vapor—that surrounds the 
Earth. 

2. The hydrosphere, which is the totality of the 
Earth's water, including oceans, lakes, streams, 
underground water, and all the snow and ice, but 
exclusive of the water vapor in the atmosphere. 

3. The biosphere, which is all of the Earth's organ
isms as well as any organic matter not yet decom
posed. 

4. The solid Earth, which is composed principally of 

rock (by which we mean any naturally formed, 
nonliving, firm coherent aggregate mass of solid 
matter that constitutes part of a planet) and 
regolith (the irregular blanket of loose, unce-
mented rock particles that covers the solid Earth). 

Using this concept of four reservoirs and the inter
flow of materials and energy, we can represent the 
Earth system as shown in Figure I.1. This book is 
about the four reservoirs, and it is organized so that 
one reservoir can be discussed without losing sight of 
the roles played by the flow of materials and energy to 
and from other reservoirs. Icons based on Figure I.1, 
used at the beginning of this section are used through
out this book as a guide to the study of the Earth sys
tem. 

Seawater provides an example of the way we can 
think about the Earth as a system of reservoirs and 
flows (Fig. I.2). Water leaves the ocean by evaporation 
and forms water vapor, which then mixes with the 
other gases of the atmosphere. Thus, water vapor 
moves from the hydrosphere reservoir to the atmos
phere reservoir. As water vapor in the atmosphere 
rises, it cools and condenses to form clouds and even
tually rain or snow, which falls on either the land or 
the sea. Thus, water flows from the atmosphere reser
voir to the hydrosphere reservoir and from the atmos-
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Figure I.2 The flows in
fluencing ocean volume. 
Water flowing to and from 
the atmosphere and the 
solid Earth keeps the ocean 
volume approximately con
stant on a time scale of a 
few decades. Major flows 
are shown as solid arrows, 
minor ones as dashed ar
rows. 
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phere reservoir to the solid Earth reservoir. The water 
that falls on the land can either evaporate again, be 
taken up by plants in the biosphere reservoir (in both 
cases, water vapor is added to the atmosphere and 
eventually forms clouds and rain), run back to the sea, 
or seep into the ground. Transpiration is the name 
given to the passage of water vapor from a living body 
through a membrane or pore. This means water flows 
from land to atmosphere and from land to ocean. 
Snow that falls on the sea melts and mixes back into 
the ocean. Snow that falls on the land will also even
tually melt, but most of the snow that happens to fall 
in Greenland, Antarctica, or high mountains may be
come part of an ice sheet or mountain glaciers. It 
could be hundreds or even thousands of years before 
melting occurs and the water flows back into the sea 
again. 

The seawater flows depicted by Figure I.2 are not 
isolated events. For example, if rain didn't fall, trees 
could not grow and there would be no streams in 
which fish and frogs could live. Much of the bios
phere therefore depends on the flow of water from 
the atmosphere to the land and the ocean. Consider, 
too, what happens when rainwater falls on the land; 
the water dissolves small amounts of various salts 
from the regolith and carries them, via streams and 
rivers, to the sea. (It is these salts that maintain the 
saltiness of seawater.) In this way, material in the re
golith moves from the solid earth reservoir to the hy

drosphere reservoir. The movement represented by 
the arrows in Figures I.1 and I.2 may be fast or slow, 
and so an essential part of Earth system science is the 
measurement of rates of movement. Flows between 
the reservoirs, and even between parts of the same 
reservoir, never cease, but the rates of flow may 
change, and when this happens, volumes must 
change too. One of the keys to understanding the 
Earth is therefore an appreciation of why and how 
reservoir volumes change. 

We can observe that rivers flow continuously to 
the sea, that rain falls with some regularity, and that 
clouds are always forming in the atmosphere, which 
means that evaporation and transpiration never stop. 
If the rates of any of the flows in Figure I.2 changed 
markedly for a long period, the reservoirs would 
change in volume. In fact, world sea level is essentially 
constant on a time scale of several decades. There
fore, we conclude that the volume of the ocean reser
voir is nearly constant and that the different flows 
must be very nearly in balance. But a short-term bal
ance does not mean that changes never happen; 
changes do indeed occur. During glacial ages, for ex
ample, glaciers around the world grow larger. Be
cause water to make the ice comes from the ocean, 
the ocean volume shrinks, leading to a fall in sea level. 
At the end of an ice age, the opposite happens. Ice in 
the glaciers melts quickly, the melt water flows back 
to the ocean, and sea level rises. 
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ATMOSPHERE 

HYDROSPHERE 

BIOSPHERE 

SOLID EARTH 

Event 

Formation of clouds (fast) 
Tornado (fast) 
Hurricanes (fast) 
Duration of an ice age (slow) 

Flash flood in a desert stream (fast) 
Flood in a great river system (fast) 
Circulation of deep ocean water (slow) 

Lifetime of a grass (fast) 
Lifetime of a redwood (slow) 
Growth of a forest (slow) 

Landslide (fast) 
Volcanic eruption (fast) 
Elevation of a mountain range (slow) 

Time 

Minutes 
Hours 
Days 
Thousands of years 

Minutes to hours 
Days to months 
Years 

Months 
Hundreds of years 
Hundreds to thousands 

of years 

Minutes 
Hours 
Tens of millions of years 

Table I.1 
Examples of Fast and Slow Rates 

Different time scales are involved in the examples 
just described. Evaporation of water from the ocean, 
the formation of clouds, and the falling of rain or 
snow all take place in a few days or weeks. In con
trast, the buildup or meltdown of glaciers is a much 
slower process that may require hundreds or thou
sands of years. An approximate balance may therefore 
be maintained on a short time scale, even though 
changes are slowly occurring on a long time scale. A 
scientific investigation of the Earth, then, is con
cerned with both fast and slow rates (that is, with 
events that happen on both short and long time 
scales). Rates in the atmosphere and biosphere tend 
to be rapid and to occur on short time scales. Rates in 
the solid Earth tend to be slow and to operate on time 
scales of thousands or millions of years, and rates in 
the hydrosphere vary from rapid (as in flowing 
streams) to slow (as in the flow of water deep beneath 
the ground surface) (see Table I.1). 

UNIFORMITARIANISM 

Among the many important questions asked by scien
tists is the question of the relative importance of cu
mulative small, slow changes like the washing away of 
soil by an ordinary rainstorm, in contrast to massive, 
drastic changes like earthquakes and floods. Massive 
changes are relatively infrequent, but they cause 
rapid, dramatic changes to the landscape. People re
member the floods, hurricanes, landslides, and other 
great events that change the landscape, but they 
quickly forget the innumerable small rain showers be
tween the great events. During the seventeenth and 

eighteenth centuries, before the power of the scien
tific method became widely appreciated, people sug
gested that all the Earth's features—mountains, val
leys, and oceans—had been produced by a few great 
catastrophic events. The catastrophes were thought 
to be so huge they could not be explained by ordinary 
processes, and so the supernatural was called upon. 
This concept came to be known as catastrophism. 
Not only were the catastrophes thought to be gigantic 
and sudden, but also some people believed they had 
occurred relatively recently and fit a chronology of 
catastrophic events recorded in the Bible. 

The Rise of a New Theory 

During the late eighteenth century, the concept of 
catastrophism was reexamined, compared with geo
logical evidence, and found wanting. The person who 
used the scientific method to assemble the evidence 
and propose a counter theory was James Hutton 
(1726-1797), a Scottish physician and 'gentleman 
farmer'. Hutton was intrigued by what he saw in the 
environment around him, especially in Edinburgh, 
where he lived and studied. He wrote about his ob
servations, offered hypotheses, and then used tests 
and observational evidence to develop theories that 
were supported by the evidence. Hutton is widely re
garded today as the father of the scientific specialty 
we now call geology. In 1795 he published a two-vol
ume work titled Theory of the Earth, with Proofs and 
Illustrations in which he introduced his counter the
ory to catastrophism. 

We refer to the complex group of related 
processes by which rock is broken down and the 
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products moved around as erosion. Hutton observed 
the slow but steady effects of erosion: rock particles 
are carried great distances by running water and ulti
mately deposited in the sea. He reasoned that moun
tains must slowly but surely be eroded away, that new 
rocks must form from the debris of erosion, and that 
the new rocks in turn must be slowly thrust up to 
form new mountains. Hutton couldn't explain what 
causes mountains to be thrust up, but everything, he 
argued, moves slowly along in repetitive, continuous 
cycles. His ideas evolved into what we now call the 
Principle of Uniformitarianism, which states that 
the same Earth processes we recognize in action 
today have been operating throughout the Earth's his
tory. We can examine any rock, however old, and 
compare its characteristics with those of similar rocks 
forming today in a particular environment. We can 
then infer that the old rock very likely formed in the 
same sort of environment. In short, the present is the 
key to understanding the past. For example, in many 
deserts today we can see gigantic sand dunes formed 
from sand grains transported by the wind. Because of 
the way they form, the dunes have a distinctive inter
nal structure (Fig. I.3A). Using the Principle of TJnifor
mitarianism, we infer that any rock composed of ce
mented grains of sand and having the same distinctive 
internal structure as modern dunes (Fig. 1.3B), is the 
remains of an ancient dune. 

Hutton was especially impressed by evidence he 
saw at Siccar Point in Scotland (Fig. I.4). Sandstones 
are formed by the cementation of sands into solid 
rocks. Wherever Hutton observed sand being de
posited, it formed horizontal layers: he realized that all 
sandstones must have originally been laid down as 
horizontal layers. At Siccar Point, however, Hutton 
could see ancient sandstone layers standing vertical 
and capped by gently sloping layers of younger sand
stone. The boundary between the layers, he pointed 
out, was an ancient surface of erosion. The now-verti
cal layers are composed of debris that was eroded, 
millions of years ago, from an ancient mountain range, 
transported by streams, deposited on the sea floor, 
and there formed into new rocks. As a result of mech
anisms we will study in Chapter 7, the newly formed 
rock layers were uplifted, tilted to their present posi
tion, and eroded. When erosion had formed a flat sur
face on the tops of the vertical sandstone layers, a pile 
of younger erosional debris was deposited on the new 
surface. Eventually, the younger debris became rock 
and uplift occurred again, although not much tilting 
was in evidence during this second stage of uplift. The 
cycle of uplift, erosion, transport and deposition, so
lidification into rock, and renewed uplift that could be 
deduced from this visible evidence impressed Hutton 
immensely. There is, he wrote, "no vestige of a begin-

Figure I.3 The internal structure of sand dunes, ancient 
and modern, demonstrates the power of uniformitarianism. 
A. A distinctive pattern of wind-deposited sand grains 
can be seen in a hole dug in this dune near Yuma, Arizona. 
B. The same distinctive pattern in rocks in Zion National 
Park, Utah, lets us infer that these rocks, too, were once 
sand dunes. 

ning, no prospect of an end" (1795, Theory of the 
Earth) to the Earth's geological cycles. 

Geologists who followed Hutton have been able to 
explain the Earth's features in a logical manner by 
using the Principle of Uniformitarianism. In so doing, 
they have also made an outstanding discovery—the 
Earth is incredibly old. It is clear that most erosional 
processes are exceedingly slow. An enormously long 
time is needed to erode a mountain range down, for 
instance, or for huge quantities of sand and mud to be 
transported by streams, deposited in the ocean, then 
cemented into new rocks and the new rocks de
formed and uplifted to form a new mountain. Slow 
though it is, this cycle has been repeated many times 
during the Earth's long history. 



Figure I.4 Siccar Point, Berwickshire, Scotland. The vertical layers of sedimentary 
rock on the right, originally horizontal, were lifted up into their vertical position. Ero
sion developed a new land surface that became the surface on which the now gently 
sloping layers of younger sediments were laid. The gently sloping layers, which are 
named the Old Red Sandstone, are 370 million years old. At this locality, in 1788, 
James Hutton first demonstrated that the cycle of deposition, uplift, and erosion is re
peated again and again. 

Although Hutton never used the term Earth sys
tem, he described parts of the Earth system in ways 
that show he understood the concept. His concept of 
a cycle of erosion, transport, deposition, formation of 
new rock, and uplift is just another way of discussing 
flows of materials between reservoirs. 

The concept of uniformitarianism is very important 
to all branches of science, not just geology. For exam
ple, astronomers have developed a powerful theory 
about the way stars form, pass through a long life 
cycle, and then die. Because the lifetime of a star is 
measured in billions of years, it is not possible to make 
all needed observations by watching a single star. In
stead, astronomers study the billions of stars in the 
sky, observe examples at various stages of develop
ment, and find that the cycle of birth, growth, and 
death follows a predictable pattern. Whenever a new 
star is examined, uniformitarianism allows the ob
server to use previous observations to estimate where 
in its life cycle the new star is. 

Rare Events and the 
Reconsideration of Catastrophism 

Uniformitarianism is a powerful principle, but should 
we abandon catastrophism as a totally incorrect hy
pothesis? Recent discoveries of thin but very unusual 
rock layers at many places around the world suggest 
that rare, random, catastrophic events have indeed 
caused massive changes in the geological record. 
However, these are not the catastrophes perceived by 
seventeenth-century biblical scholars, who had to call 
on supernatural forces to explain things. Rather, they 
are events that can be readily explained but are so 
large and damaging that they caused catastrophic 
change. 

One rare event suggested by the unusual rock lay
ers is a huge meteorite striking the Earth (Fig. I.5). The 
peculiar rock layers mentioned above are rich in the 
uncommon metal iridium, which is much more abun-
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Figure I.5 Meteor Crater, near Flagstaff, Arizona. The crater was created by the im
pact of a meteorite about 50,000 years ago. It is 1.2 km in diameter and 200 m deep. 
Note the raised rim and the blanket of broken rock debris thrown out of the crater. 
Many impacts larger than the Meteor Crater event are believed to have occurred during 
the Earth's long history. 

dant in meteorites than in the Earth's common rocks. 
The iridium-rich rocks have been discovered in Italy, 
Denmark, and other places around the world (Fig. 
I.6). The hypothesis is that a massive impact did occur 
about 66 million years ago, perhaps in the Yucatan 
area of present-day Mexico, and that, as a result, many 
forms of life, including the dinosaurs, became extinct. 
The suggestion is that the impact threw so much de
bris into the atmosphere that the air temperature 
plummeted, just as during the mighty Tamboro erup
tion in 1815. In the impact case, however, the tem
perature drop was much steeper and much faster. 
Consequently, most animals and many plants could 
not survive. When the debris settled, it formed a thin, 
iridium-rich layer derived from the iridium-rich mete
orite, wherever sediments were being deposited 
around the world. This hypothesis is still being tested, 
and many confusing bits of evidence remain to be ex
plained. 

Even more dramatic extinctions than the one 66 
million years ago have occurred at other times in the 
past. The geologic record indicates that one about 
245 million years ago sent almost 90 percent of all liv

ing plants and animals to extinction. No evidence sug
gests that a meteorite impact caused this great extinc
tion. To the contrary, fragmentary evidence indicates 
that slow but drastic climate changes resulting from 
the break up of a huge supercontinent may have 
caused it. When we view the Earth's history as a com
bination of endless small changes as well as a series of 
such repeated but rare events, we have to conclude 
that uniformitarianism can describe even the rare 
events and that there is absolutely no reason to be
lieve that similar events will not occur again. Indeed, 
there are good reasons to believe just the opposite. 
Astronomers have already identified a comet that will 
come close enough to the Earth at some time during 
the next 1500 years and possibly cause an event as big 
as the one 66 million years ago. 

A fascinating but frightening suggestion has been 
made that a disaster of a different kind may already be 
happening. Our collective human activities may be 
changing the Earth so rapidly and so significantly that 
we may be living through a change similar in magni
tude to some of the major ones in the geological 
record. At present, the suggestion is only a hypothe-
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Figure I.6 This thin, dark layer of rock (marked by the 
coin) is rich in the rare chemical element iridium and looks 
out of place in the thick sequence of pale-colored lime
stones above and below. The iridium-rich layer, here seen 
in the Contessa Valley, Italy, has been identified at many 
places around the world and is believed to have formed as 
a result of a world-circling dust cloud formed by a great 
meteorite impact about 66 million years ago. 

sis; it remains to be tested and thereby proved or dis
proved. Nevertheless, the very fact that serious scien
tists are concerned that the hypothesis might prove to 
be true emphasizes an important fact: human activi
ties are an important part of Earth system science, and 
changes to the Earth and the welfare of the human 
race are indissolubly linked. 

Figure I.7 Human population 
growth from ancient times to the 
present. Growth was slow up to the 
time of the Industrial Age (about 
1750), except for setbacks caused 
by such disasters as the Black 
Death, which spread from Asia and 
reached Europe in 1348. 

THE HUMAN DIMENSION 

Notice in Figures I.1 and I.2 that the biosphere lies at 
the center of the Earth system diagram. It is placed 
there for a special reason. Significant changes are now 
taking place in many of the flows between the bios
phere and the other reservoirs, and as a result the 
reservoirs are changing in many unexpected ways. 
Some of the changes have become daily news—the 
ozone hole, the increase of carbon dioxide in the at
mosphere, the dispersal of pesticides throughout the 
ocean, the rate at which we are consuming nonre
newable resources such as oil, and the extinction of 
plant and animal species, to name several examples. 

We, the human population, are the cause of these 
and other recent changes. Until a few centuries ago, 
the human population was small (Fig. I.7), and even 
though humans have always changed their local envi
ronments, a small population causes changes so 
slowly that the Earth system is not thrown out of bal
ance. Now the population is large and growing ever 
larger. At the time these words are being written, in 
1993, the world's population is 5.5 billion and in
creasing by 95 million each year. There are now so 
many of us that we are changing the Earth just by 
being alive and going about our business. 

Many kinds of large animals have, at various times, 
lived on the Earth. Throughout all of the Earth's long 
history, however, there has never been such a huge 
number of large animals as in the human population 
today. Our collective activities have become so perva
sive that there is no place on the Earth we haven't 
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changed. We go almost everywhere to seek the re
sources we need. In the process, we have made rain
fall more and more acidic, we have caused fertile top 
soil to blow away, and we have changed the composi
tion of the soil that remains. We have caused deserts 
to expand, and we have changed the composition of 
the atmosphere, the ocean, streams, and lakes. Even 
the snowflakes that fall on Antarctica bear the imprint 
of our activities. In short, we are influencing all of the 
reservoirs and many of the flows, and thereby chang
ing our own environment. And we continue to do so 
at ever faster rates. We have even coined a special 
term to describe the changes produced in the Earth 
system as a result of human activities: global change. 
Measuring, monitoring, and understanding global 
change is now a topic of intense study by many scien
tists. Once again, uniformitarianism is their guide: the 
present is not only the key to understanding the past, 
but it is also the key to understanding the future. 

Global change should not be viewed as necessarily 
negative. Most human activities have made the world 
a nicer and friendlier place in which to live. No one 
could deny that building cities and clearing land for 
farms causes large changes in the environment, but 
who would argue that a beautiful city like Paris is not 
a proud achievement? Think, too, of the abundant 
food that flows from modern agriculture. Our ances
tors had a much harder time feeding themselves than 
we do today. To be sure, we have witnessed some 
changes to the environment that may be dangerous; 
most of these changes happened accidentally because 
we didn't understand the Earth system sufficiently 

well. When we started burning coal 300 years ago, for 
instance, no one had the slightest idea that someday 
(i.e., today) the atmosphere would be changed as a re
sult. If, say, the climate becomes warmer because of 
these changes to the atmosphere, ice in Antarctica 
might melt, the sea level might rise, and cities might 
be flooded. Surely those are important consequences 
that we must consider, but note that we say might 
happen—might, because we do not yet understand 
the Earth system in enough detail to be sure. A neces
sary part of Earth system science is therefore an inves
tigation of how the collective actions of the human 
population are changing the reservoirs and flows, and 
what the consequences of those changes will be. We 
address the issues of human influences on the Earth 
system at many places throughout this book. 

ENERGY AND THE EARTH 
SYSTEM 

Everything that happens in and on the Earth requires 
energy. The flows of material between the reservoirs 
of the Earth system all involve energy, particularly 
heat energy. Heat can be transferred in three ways: 

1. Conduction is the process by which heat can 
move through solid rock, or any other solid body, 
without changing the shape of the solid. Conduc
tion is the way heat moves along the metal handle 
of a hot saucepan, but it does not cause the move-

Figure I.8 Convection shapes the Earth's surface. Convection in a saucepan full of 
water: heated water expands and rises. As it rises, it starts to cool, flows sideways, and 
sinks, eventually to be reheated and pass again through the convection cell. Convection 
as it is hypothesized to occur in the Earth. Though much slower than convection in a 
saucepan, the principle is the same. Hot rock rises slowly from deep inside the Earth, 
cools, flows sideways, and sinks. The rising hot rock and sideways flow are believed to 
be the factors that control the positions of ocean basin and continents. 



ment of hot material from one place to another. 

2. Convection is the process by which hot, less 
dense materials rise upward and are replaced by 
cold, downward-flowing and sideways-flowing 
materials to create a convection current (Fig. 
I.8). 

3. Radiation is the process by which heat passes 
through a gas, a liquid, or even a vacuum. 

Heat energy must come from somewhere. On the 
Earth, there are three main sources of energy: the Sun, 
the interior of the Earth, and the tides. We'll deal with 
the first two sources here. For more details on these 
sources and the tides, see "A Closer Look." 

Energy from the Sun 

Energy from the Sun reaches the Earth as radiation. 
Approximately 70 percent of the Sun's radiation that 
reaches the Earth is absorbed by the land, the sea, or 
the atmosphere. The remaining 30 percent is simply 
reflected back into space. 

The radiation absorbed by the sea warms the water 
and causes evaporation. The resulting water vapor 
forms clouds and eventually rain, snow, sleet, or hail. 
The radiation absorbed by the land warms the ex
posed rocks and regolith. Warmed air expands, be
comes less dense, and rises convectively. Then cool 
air flows in to take the place of the rising air. Flowing 
air is wind, and as winds blow over the sea, they cre
ate waves. Thus, the familiar everyday processes that 
happen at the Earth's surface—rain, streams, winds, 
waves, even glaciers—are produced by the Sun's en
ergy. All of the Earth's external processes, as the 
processes of weather, climate, and erosion are called, 
are driven by energy from the Sun. When we discuss 
the energy from the Sun in the earth system, we will 
use the sun icon shown above. 

Energy from the Earth's Interior 

Volcanic eruptions, unlike winds, are unrelated to the 
Sun's energy output. No matter how hot it gets on a 
summer's day, the Sun's heat is insufficient to melt 
rocks, and even frigid Antarctica has active volcanoes. 

We therefore hypothesize that the heat energy 
needed to form the molten lava that spews from a vol
cano must come from somewhere inside the Earth. 

This hypothesis is not difficult to test. It you went 
down into a mine and measured rock temperatures, 
you would find that the deeper you went, the higher 
the temperature would become. The increase in tem
perature as you go deeper is called the geothermal 
gradient. We use this gradient to make a deduction 
based on the scientific law that heat always flows from 
a warmer place to a cooler one. We deduce that heat 
energy must be flowing outward from the hot interior 
of the Earth toward the cool surface. Careful measure
ments made in mines and drill holes around the world 
show that the geothermal gradient varies from place 
to place, ranging from 15° to 75cC/km, (95°F/mi. to 
269°F/mi.) but becomes less pronounced with depth 
so that far inside the Earth the gradient is only 1 or 
2°C/km (55°F/mi. to 58°F/mi.). By extrapolation, we 
calculate that the temperature at the center of the 
Earth must be at least 5000°C (9032°F). Measurements 
also establish that the heat flow is greatest in those 
places where there is volcanic activity. We can con
clude, therefore, that volcanism is indeed caused by 
the Earth's internal heat energy. 

The heat energy that flows out through solid rocks 
shown at the beginning of this section. From the 
Earth's interior does so by conduction. But because 
volcanoes obviously involve the movement of hot ma
terial, we have to conclude that at least some heat en
ergy moves inside the Earth by convection. 

The hypothesis that flow occurs in a seemingly 
rigid solid body like the Earth may seem odd, but flow 
in solids can be observed in any glacier. Glaciers flow 
slowly downvalley partly because solid ice at the bot
tom is deformed by the weight of ice above. Tests 
show that rocks, like glaciers, don't have to melt be
fore they can flow. Rocks, if sufficiently hot, can flow 
like sticky liquids, although the rates of flow are ex
ceedingly slow. The higher the temperature, the 
weaker a rock is and the more readily it will flow. 
Slow convection currents of rock are possible deep in
side the Earth because the interior is very hot. Con
vection currents bring hot rocks upward from the 
Earth's interior. The hot rock flows slowly up, spreads 
sideways, and eventually sinks downward as the mov
ing rock cools and becomes more dense. 

The Earth's internal convection currents shape the 
surface of the Earth. We see the effects of convection 
currents everywhere around us. Because of convec
tion currents, mountains are thrust upward, and con
tinents move slowly and are sometimes split asunder, 
forming new ocean basins. The most important effect 
of convection currents inside the Earth is plate tec-
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A Closer Look 

Energy 
Energy is the capacity to do work or, to say it more fa
miliarly, the capacity to make things happen. The sur
face of our planet is a place of intense activity solely be
cause of the large amount of energy it receives. Without 
energy, the Earth would be a lifeless planet. 

Energy is measured in terms of the work performed. 
As a result of scientific and engineering specialization 
over the past two centuries, many different energy units 
have been formulated, some familiar, some unfamiliar. 
In this book, all units used, including those of energy, are 
SI (Système International d'Unités) units. For a fuller dis
cussion of SI units, please see Appendix A. 

The SI unit of energy is the joule, a unit named for 
James P. Joule (1818-1889), an English physicist who 
made discoveries about heat and electricity. A joule (J) is 
defined as the work done when a force of one newton 
acts over a distance of one meter. The joule may be an 
unfamiliar unit to you. The most familiar energy unit to 
most people is the calorie (C), which is the amount of 
heat energy needed to raise the temperature of one gram 
of water by one degree Celsius. A calorie is equal to 
4.186 J. Be careful not to confuse a so-called big Calorie 
(note the capital C), the kind counted by weight watch
ers, with the "litt le" calorie of science; a Calorie is equal 
to 1000 calories. 

Often it is more informative to consider the rate at 
which energy is available than to count the total amount 
of energy. For example, the energy that reaches the Earth 
from the Sun does so at a fixed rate. What is important in 
understanding the effect of the Sun's energy on the Earth 
is this rate of arrival, not the total amount of energy that 
has ever reached the Earth. The most familiar unit of en
ergy rate (or, as we say more commonly, the work rate) 
is the horsepower. This ancient unit was defined in 1 766 
by James Watt (1736-1819), inventor of the steam en
gine that ushered in the Industrial Revolution. Watt 
needed a way to evaluate the rate at which his steam en
gine did work. In his day, most of the heavy work was 
done by horses, and so he compared the working rate of 
his engine with the rate at which a horse could perform 
the same tasks. The definition of a horsepower is the 
work done when a weight of one pound is raised at a rate 
of one foot per second. 

Because horsepower is a cumbersome unit, the en

ergy rate unit used in this book is the watt, named for the 
same Watt who coined the term horsepower. A watt (W) 
is defined as 1 joule/second. The relationship between 
watts and horsepower is 1 horsepower equals 746 watts. 

The total energy used by humans in 1992 (counting 
all sources, such as oil, gas, wood, hydroelectricity, nu
clear, wind, and solar) was estimated to be 2.8 x 1020J, 
which equates to a usage rate of 9 x 1012 watts.1 To put 
such a huge number into perspective, consider that a 
healthy, active human can work at the rate of about 100 
watts but only for 8 hours a day. Therefore, considering 
our ability to work in terms of a 24-hour day, we humans 
are at best only 33-watt machines! 

Figure CI.1 shows that energy reaches the Earth from 
three sources: the Sun, the interior of the Earth, and the 
tides. Tidal energy is the least important of the three. 
Gravitational attraction by the Moon and the Sun creates 
two tidal bulges in the ocean. No significant amount of 
energy would be involved were it not for the Earth's ro
tation about its axis. As a result of this rotation, the posi
tions of the tides in the ocean change continuously. Be
cause the Earth makes a complete rotation every 24 
hours and because there are two tides, each place in the 
ocean has two high and two low tides a day. Tides can
not move around the Earth unhindered because the con
tinents get in the way. In effect, the continents, in their 
daily rotation on the Earth's axis, run into a mass of water 
piled up by the tide twice a day. Every time a collision 
between water and continent takes place, the Earth's ro
tation is slowed a tiny amount. Fortunately, the rate of 
slowing is small (the length of the day is increasing by 
0.002 second a century as a result), but the net result is 
that a small portion of the Earth's rotational energy is 
transferred to the Earth's surface. The rate of transfer is 
only 2.7 x 1012 watts, but eventually, some billions of 
years from now, the tides wil l bring the Earth's rotation to 
a stop. 

Energy from the Earth's interior reaches the surface by 
conduction and convection. Conduction is the more im
portant process of the two, but also the more diffuse. The 
average loss of heat energy by conduction through rocks 
is 4.2 x 10 -6 watts/cm2. Since the surface area of the 
Earth is 510 x 1016cm2 , the rate of conducted heat flow 
is 21 x 1012 watts. Convective heat f low at the Earth's 

tonics—the slow, lateral movement of segments 
(plates) of the Earth's hard, outermost shell. The 
movement of plates splits and moves continents (Fig. 
I.9), forms mountains, triggers earthquakes, and 
causes volcanoes to be where they are. Convection 
currents, via plate tectonics, continuously shape and 

change the face of the Earth. The processes driven by 
energy flowing out from the solid Earth are called in
ternal processes. 

To understand what a remarkable and dynamic 
planet the Earth really is, look at the photograph of 
the Moon in Figure I.10. The Moon is the Earth's near-
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surface is mainly a result of volcanism and hot springs, a 
great deal of which takes place under the sea. The total 
is 11.3 x 1012 watts. 

The Sun makes the other energy sources pale by 
comparison. Approximately a third of the 17.3 x 101 6 

watts of incoming solar energy is reflected back into 
space by clouds and the surface of the land and sea. The 
remainder follows various paths through the atmosphere 
and hydrosphere. Evaporation of water to form clouds 
uses energy at a rate of 4.0 x 1016 watts, which is huge 
compared with the rate at which energy is used by green 
plants in photosynthesis—0.004 x 1016 watts. Neverthe
less, because a small amount of organic matter is always 
being buried in mud and other sediment and therefore 
not decaying, a significant amount of ancient solar en
ergy is buried in the Earth. If all of this buried matter 
were dug up and burned, an estimated 1026J of energy 
would be released. This seems like a huge amount, but 
it equates to only 20 years of solar energy. Most of the 

organic matter buried in the Earth is so dispersed that it 
takes more energy to dig it up than can be gained when 
it is burned. The estimated amount of economically re
coverable energy from buried organic matter is only 
equivalent to 18 days' worth of solar energy! 

1 There are 3.2 X 107s in one year, so the arithmetic 
is 

2.8 x 1020J/y = 2 .8x 1020 J / 3.2 x107s = 
9x10 1 2 J / s = 9 x 1 0 1 2 W . 

Figure CI. 1 Energy reaches the Earth's surface from three sources: the Sun, the 
Earth's interior, and the tides. The Earth is such a dynamic planet because these 
three energy sources drive different activities. Internal heat drives all of the solid 
Earth's internal activities, such as mountain building and volcanism. The Sun's en
ergy and, to a much smaller extent, the tides drive all of the external activities, such 
as erosion, wind, ocean currents, and the growth of green plants. 

est neighbor in the solar system, but it has an ancient, 
seemingly changeless surface. The surface does not 
change because the supplies of internal heat energy 
are so run down that no new mountain ranges have 
been formed for more than 2 billion years. Mars, the 
planet nearest to the Earth, does reveal evidence of 

volcanism at some time during the past billion years, 
but otherwise it seems to be a dead planet. It seems 
likely that plate tectonics and most of the wonderful 
landscape-forming processes that make the Earth 
such a dynamic and interesting planet are not active 
on our closest neighbors in space. 
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Figure I.9 The African Rift Valley extends from the Red 
Sea in the north to Malawi in the south. A gigantic rent in 
the Earth's surface, hundreds of kilometers wide, marks 
the place where convection currents deep inside the Earth 
are splitting Africa in two. This LANDSAT image is of the 
eastern side of the Rift Valley (green) in central Kenya. To 
the east (right) a high plateau (red) marks the eastern 
edge of the Rift Valley. The dark lines in the valley are elon
gate fractures in the Earth's outermost layer. The five 
round features in the valley are volcanoes formed as a 
result of lava rising up the fractures. 

Figure I.10 Photograph of the Moon's surface. The cir
cular features are meteorite impact craters. Note that 
there is no indication of continents or ocean basins. 

ABOUT THIS BOOK 
Although this text takes all of Earth system science as 
its scope, it emphasizes four themes: 

1. The interdependence of the Earth's four major 
reservoirs—the solid Earth, the atmosphere, the 
hydrosphere, and the biosphere. 

2. The connective link between internal convection 
and the Earth's external features through plate 
tectonics. 

3. The fact that the human race is causing measur
able changes in some of the Earth's reservoirs and 
is influencing the flows of material and energy be
tween them. 

4. The need for humans to use the Earth's limited 
store of natural resources wisely and to under
stand how human activities change the environ
ment. 

The first theme emphasizes that the Earth is a sys
tem comprising four parts, that materials flow contin
uously between those parts, and that two major en
ergy sources, the Sun and the Earth's internal heat, 
drive the material flows. We will be using a form of 
Figure I.1 to alert you to these flows throughout the 
text. The second theme, plate tectonics, focuses on 
the most important scientific theory to arise from ge
ological investigations in the twentieth century. The 
third and fourth themes concern the human race; 
they are, respectively, the effects we are having on 
our environment, especially the atmosphere and the 
hydrosphere, and, society's need to obtain resources 
from the Earth's limited supplies. 

Scientific investigations are carried out by people 
with a wide range of interests. To introduce you to 
some scientists, and to the topics they investigate, 
brief "Guest Essays" written by working scientists ap
pear in each chapter. As you read the essays, you will 
observe that some of the writers offer hypotheses that 
differ from ours. That is how science progresses—by 
questioning and by allowing everyone to draw con
clusions and develop hypotheses. 

Each chapter contains features titled "A Closer 
Look," essays that provide more quantitative and nu
merical data about a topic than are mentioned in the 
text. Three additional features, found at the end of 
each chapter, are designed to help the reader assimi
late the material that has been covered in the chapter: 
a brief summary, a list of important words and terms 
that should be remembered because they will be used 
at various places in the book, and a series of questions 
based on material in the chapter. 
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Guest Essay 

Toward Global 
Responsibility: 
Earth Sense 

17 

During this century, we have seen a remarkable increase 
in our ability to observe natural systems. We can look 
into space and watch the behavior and evolution of 
galaxies. From space, we can watch the surface of our 
planet in remarkable detail and witness the birth of a 
hurricane, the erosion of soil, the destruction of a forest, 
and dust spreading from a volcano. And, at the atomic-
molecular level, we can observe the interactions of elec
trons and atomic nuclei in all the materials that make up 
our environment and biological species. From such 
power of observations, we have come to appreciate the 
vast interactive complexity of the Earth System, and we 
marvel at the systems that make the existence of organ
isms like us possible. We have learned that, without pho-
tosynthetic organisms, there would not be enough oxy
gen for us to survive. Without our complex atmosphere 
and magnetic field, we would be destroyed by radiation 
from the Sun. And, slowly, we have begun to realize 
that, because of our clever technologies, we are chang
ing the environment of Earth, with potential to destroy 
our life support system. In 1972 there was a first "Earth 
Summit" in Stockholm, and a declaration (we love dec
larations) "to bear a solemn responsibility to protect and 
improve the environment for present and future genera
tions." In 1993 we had a second and much bigger Earth 
Summit, in Rio de Janeiro, with more complex declara
tions. But did things improve between 1972 and 1993? 
Did actions match words? 

At the period when Christ was supposed to have been 
born, we think there were about 200 mill ion humans on 
our planet. Today, we add to that population every two 
years. We are now approaching 6 billion and, barring al
most unthinkable catastrophes, human population wi l l 
reach 10 bill ion during the next century. People speak of 
potential catastrophes, but for the 2 bill ion or so who 
today suffer from extreme malnutrition, or the 40,000 
young children who die each day, the catastrophe is 
now. 

What elements comprise our life support system? 
And, within this system, how many humans can live well 
on this planet (with hope for the long-term future), given 
our present technologies? We depend on climate, which 
never was and never wi l l be constant, and the chemistry 
and physics of our atmosphere, which we are now 
changing very quickly. Energy from the Sun, which, 
along with our atmosphere, keeps the planet comfort
able, provides a constantly renewable resource. At this 
time, however, the energy we use for our technologies, 
transportation, industry, and farming is 90% derived 
from rapidly declining, nonrenewable fossil carbon in 
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oil, coal, and gas. We rely on the availability of usable 
water, and now, in at least forty nations, there are crises 
concerning clean water supply. The concrete, copper, 
steel, and phosphate fertilizers that we mine from the 
minerals and rocks near the Earth's surface amount to an 
annual consumption rate of twenty tons of rock per per
son. Finally, soil, the thin surface layer of Earth that sup
ports much of the photosynthetic biosphere, combines 
with water and climate to provide our food. We now 
know that we must sustain a large food surplus, yet the 
Worldwatch Institute tells us that we are losing soil at a 
rate of nearly 1 percent per year. If this statistic is true, it 
indicates that we are headed for a food disaster (and in 
many places, such as the Sudan and Somalia, it is here 
now). 

Today, there exist new and growing waste disposal 
problems. Every day, we read about the problems and 
costs of new landfill sites. In the developed world, 
human activities produce complex wastes (make a list of 
your wastes), which total 2 kg per day, per person. We 
worry about nuclear wastes, and we continue to search 
for the best disposal methods and sites. And we worry 
about problems related to our health and the byproducts 
of our technologies, which include herbicides, pesti
cides, and exhaust gases from our transportation. 

We now know that we cannot tolerate careless tech
nology. I am always reminded of a lecture I heard from 
Max Perutz, who received the Nobel Prize for his work 
on the structure of hemoglobin. He stressed that all life 
has a genetic code, based on the same molecular build
ing blocks, and thus, any chemical, any change, that in
fluences (destroys) one organism may well do similar 
things to all organisms. For example, the pesticide DDT 
was designed to eliminate the scourge of malaria by 
killing the mosquitoes that transmitted the disease. How
ever, its effects on many other species like birds was cat
astrophic, and as a result, in most of the world DDT is 
banned. 
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Is there hope? The answer is certainly yes. If we can 
use our knowledge with wisdom—common sense—we 
can live well on a sustainable basis. However, we 
urgently need new technologies. We are not short of 
energy—the Sun and the deep Earth (geothermal energy) 
can supply our needs without vast pollution. We can 
stop soil erosion and forest destruction. We can stop the 
pollution and waste of precious water. But, in order to 
stop such waste, all people on this planet must be eco-
geo-literate. 

I am writing these notes in the summer of 1993. We 
have just witnessed the greatest floods in recorded his
tory in the Mississippi region and in northern India. 
Why? We are not sure. But every cook knows that as a 
liquid gets hotter, the vapor pressure increases in the pot. 
We are getting warmer, and, as the oceans get a little 
warmer, there wi l l be more water in the atmosphere and 
more rain somewhere. And every cook knows that if the 

pot gets too hot, it may splatter and boil over. As systems 
get hotter, they become more turbulent, and their behav
ior becomes more erratic and less predictable. We know 
that burning fossil carbon may accelerate all of these ef
fects. As Wallace Broecker of Columbia University re
cently said, we are playing Russian Roulette with the 
planet—with our environment. Do we have Earth Sense? 
Ask yourself some questions: Wil l I drive a small fuel-
efficient or an electric car? Wil l I support an efficient 
transportation system? Wi l l I stop waste? If the answers 
are positive, life on this planet can be richer in all ways. 
For a moment, just think what might happen to this 
planet if all 10 billion behaved like North Americans. I 
very much liked some recent words from Sir Christopher 
Ball of England: "Success wi l l come to those who are 
able to design strategies that recognize the realities of 
today and tomorrow, not of yesterday." 

Summary 

1. Earth system science is the study of the whole 
Earth viewed as a system of many interacting 
parts and focuses on the changes within and be
tween the parts. 

2. Science is a system of learning and understand
ing that advances by application of the scientific 
method: observation, formation of a hypothesis, 
testing, formation of a theory, more testing, and, 
in some cases, formation of a law. 

3. The Earth can be considered as a system of four 
vast, interdependent reservoirs: the solid Earth, 
the atmosphere, the hydrosphere, and the bios
phere. 

4. Material moves back and forth from one reser
voir to another. Some rates of movement are fast, 
others slow. If a rate of movement changes, the 
volumes of the reservoirs adjust in response. 

5. The Principle of Uniformitarianism states that 
the internal and external processes operating 
today have been operating throughout Earth's 
history. 

6. Random, massive, but rare events, such as gigan
tic meteorite impacts, appear to have played an 
important role in the Earth's history. These 

events cause catastrophic change in the Earth's 
appearance but are not attributed to supernat
ural forces the way the events of the outdated 
concept called catastrophism were. 

7. The Earth's surface is a place of dynamic interac
tion between two vast energy sources. The Sun's 
heat energy drives the Earth's external 
processes, which involve erosional activity by 
the atmosphere, hydrosphere, and biosphere. 
The Earth's internal heat energy drives internal 
processes in the solid Earth, such as the moving 
of tectonic plates. 

8. Plate tectonics is the slow lateral movement of 
segments (plates) of the Earth's hard, outermost 
shell as a result of slow convection currents deep 
inside the Earth. 

9. There are three main methods of heat transfer: 
radiation (which is the way heat from the Sun 
reaches the Earth), conduction, and convection. 

10. Internal heat reaches the Earth's surface by both 
conduction and convection. The slow convec-
tive motions inside the Earth drive plate tecton
ics and determine the shapes and locations of 
the Earth's surface features. 
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Important Terms to Remember 
Terms in italics are defined in A Closer Look. 

atmosphere (p. 5) 

biosphere (p. 5) 

calorie (p. 14) 
catastrophism (p. 7) 
conduction (p. 12) 
convection (p. 13) 
convection current (p. 13) 

Earth system science (p. 4) 
erosion (p. 8) 

geothermal gradient (p. 13) 
global change (p. 12) 

hydrosphere (p. 5) 
hypothesis (p. 4) 

joule (p. 14) 

law (scientific) (p. 4) 

plate tectonics (p. 13) 

radiation (p. 13) 
regolith (p. 5) 

rock (p. 5) 

scientific method (p. 4) 

theory (p. 4) 

Uniformitarianism, 
Principle of (p. 8) 

watt {p. 14) 

1. What is the scientific method.'' Illustrate your an
swer with an example of the scientific method in 
practice. 

2. How does Earth system science differ from 
physics, biology, or any other specialized area of 
science? 

3. How does the Principle of Uniformitarianism help 
us to understand the history and workings of the 
Earth? Explain why this principle can also be used 
to understand the solar system and the universe. 

4. Suggest three human activities that affect the 
Earth's external activities in a noticeable manner. 

5. Identify three human activities in the area where 
you live that are causing big changes in the envi
ronment. 

6. What are the principal energy sources that con
trol the Earth system? 

7. How does the Earth's internal heat energy influ
ence the Earth's surface features? Explain why a 
body such as the Moon or Mars, with a much 

smaller internal heat source than the Earth's, 
should have an exterior very different from that of 
the Earth. 

Questions for A Closer Look 

1. Define two different units by which energy is 
measured. What is the relationship between the 
two units you have chosen? Why are there differ
ent energy units? 

2. What is the relationship between power and en
ergy? What are the common units by which 
power is measured? 

3. What are the three sources of energy that control 
the Earth's activities? 

4. The Earth's rate of rotation is thought to be slow
ing down. What causes the slowdown? 

5. How does heat energy inside the Earth reach the 
surface? 

Questions for Review 

Questions for Discussion 
1. Scientists are currently tracking asteroids (small 

rocky masses that orbit the Sun) and comets be
cause they are concerned that an asteroid or 
comet might collide with the Earth sometime 
over the next few hundred years. What effects 
might the impact of an asteroid or comet have on 
the Earth? Which branches of Earth science do 
you imagine might be most involved in the work 
on asteroids and comets? 

2. Is the suggestion that the extinction of the di

nosaurs was due to the impact of a large meteorite 
a hypothesis or a theory? Research some alterna
tive suggestions about the extinction of the di
nosaurs. Which of the suggestions would you call 
uniformitarian, which catastrophism? 

3. There is currently a vigorous scientific debate 
about whether human activity is causing global 
warming. Research some of the hypotheses about 
global warming and analyze them in terms of the 
scientific method. 



The Earth 
in Space 

PART ONE 

Venus: An Earthlike Planet 
When the sun sets and the sky starts to darken, a 
"star" with a beautiful silvery glow appears above the 
horizon where the Sun has just disappeared. Except 
for the Sun and the Moon, this first star of the evening 
is the brightest object in the sky. Long an object of 
veneration, this star is actually the planet Venus, 
named for the goddess of love. 

Venus is the nearest planet and the one most like 
Earth in size and density. In fact, astronomers have 
long considered Venus and the Earth to be nearly 
identical twins, and their thoughts have encouraged 
writers such as Jules Verne to look on Venus as a po
tential place for human habitation. How wrong the 
writers and astronomers turned out to be. Venus is ac
tually a terrifyingly hostile place. 

Venus is completely shrouded by clouds, but un
like the clouds above the Earth those around Venus 
never part. The Venus that we see in the sky is simply 
sunlight reflected off the cloud cover. We had to 
await the development of radar systems capable of 
"seeing through" the clouds in order to find out just 

how different Venus is from the Earth. 
The atmosphere of Venus is largely carbon diox

ide, and it is so dense and oppressive that the pressure 
at the surface of this planet is ninety times greater 
than the pressure at the surface of the Earth. Even 
worse than the pressure is the temperature. The 
dense atmosphere makes an effective greenhouse. Ra
diation from the Sun can penetrate the atmosphere 
and heat the surface, but the heat given off by the sur
face cannot quickly escape back into space. As a re
sult, the temperature at the surface of Venus is about 
500° C (932°F). The only way anyone could land on 
Venus would be in a refrigerated spacecraft. Even fly
ing through the upper atmosphere of Venus would be 
difficult because the clouds are not Earthlike clouds; 
rather, they are clouds that contain droplets of sulfu
ric acid! 

A full understanding of just how different Venus is 
has only recently been realized as a result of data from 
a recent spacecraft visit. On May 4, 1989, a spacecraft 
named Magellan was launched, and on August 10, 



The atmosphere in ultraviolet light as seen by Mariner I in February 1974 (left). Cloud shapes 
are a consequence of the planet's rotation. The dense atmosphere is opaque to visible and 
near-visible radiation, (right) A false-color radar image of the surface of Venus. Radar waves 
penetrate the hostile atmosphere of Venus and reveal a surface of volcanic features and me
teorite impact craters. No evidence has been found to suggest that organisms ever lived on 
Venus. 

1990, Magellan reached Venus, went into orbit, and 
commenced mapping the surface with cloud-piercing 
radar. The Magellan mission is one of the greatest tri
umphs of the space age, and Venus is now revealed 
for what it is—a planet with an incredibly hostile en
vironment, a planet of vast volcanic plains and moun
tains higher than Mount Everest, a planet so unlike the 
Earth that we now have to ask how two planets of 
about the same size and density could be so close in 
space and yet be so different. A complete answer to 
the question cannot, as yet, be given, but part of the 
answer lies in the biosphere. On the Earth, plants and 
other organisms in the biosphere remove carbon 

dioxide released into the atmosphere by volcanoes. 
Living organisms incorporate carbon as carbon diox
ide in limestone or as organic matter buried in rocks 
in the lithosphere. Because Venus lacks a biosphere, 
all of its carbon dioxide remains in the atmosphere. 

An appropriate place to begin an examination of 
the Earth and of Earth system science is the solar sys
tem. By comparing Earth with the other planets in the 
solar system, it becomes apparent that the Earth 
works the way it does precisely because it is the size 
it is, because of where it is in the solar system, and be
cause of the way the different parts of the Earth sys
tem interact. 
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CHAPTER 1 
Fellow Travelers in Space: 
Earth's Nearest Neighbors 

Saturn and its remarkable rings. Note the shadow of the rings on Saturn and the gap, 
called the Cassini Division. This image was made by the spacecraft Voyager 1. 



The Jewel of the Solar System 

There are nine planets in our solar system. Seen 
through a telescope, each of the eight we can see 
from the Earth has a beauty of its own, but the most 
beautiful by far is Saturn. 

Saturn is one of the brighter objects in the sky. It 
has a distinctive pale yellow glow and is surrounded 
by a remarkable ring. One of the first persons to see 
the ring was Christian Huygens (1629-1695), a Dutch 
physicist famous for his work with lenses. When Huy
gens viewed Saturn through his telescope in 1659, he 
was amazed to see, as he wrote, that the planet is "sur
rounded by a thin, flat ring." The ring, we now know, 
is 10,000 km (6214 mi) wide but no more than 10 km 
(6 mi) thick. When telescopes improved, it became 
apparent that the ring is really a disc made up of many 
rings, all lying in the same plane and all centered on 
Saturn. Just how complex and remarkable the disc of 
rings is became apparent only following visits from 
two Voyager spacecraft in the early 1980s. 

The disc consists of at least a thousand rings, some 
as small as 2 km (1.2 mi) wide, and the rings form 
groups with visible gaps between. Five of the ring 
groups are visible from the Earth: in the Voyager 
image of the rings on the facing page, three of the five 
can be seen. Within many rings, numerous smaller 
ringlets can be seen, and even in the largest of the 
seemingly empty gaps (known as the Cassini Divi
sion), faint rings are visible. 

Measurements made from the two Voyager mis

sions resolved many long-standing debates about the 
nature of the rings. They are not solid, like a bracelet; 
rather, each ring is composed of millions of individual 
particles like beads in a poorly sorted necklace, rang
ing in size from dust grains to boulders 10 m (11 yd) 
in diameter. Because each particle is in orbit around 
Saturn, each is a tiny moon. The particles seem to be 
mostly ice, but because the rings are pale brown, the 
ice is thought to be stained by iron oxide. Note that 
the image of the rings shown on the facing page is a 
false-color image resulting from computer-aided 
image processing. The image processing emphasizes 
color differences between the groups of rings. The 
color differences probably indicate slight composi
tional differences, but what the differences are re
mains a mystery. 

The origin of the rings is also a mystery. In addition 
to the rings, Saturn has 18 large moons with orbits far 
beyond the outermost ring. It is now known that it is 
the opposed gravitational pulls of Saturn and the 18 
moons that keep the rings in place and prevent the 
ring particles from accreting to form another moon. 
However, no one has been able to explain how the 
rings formed. Whatever their beginnings, we do know 
that some of the other planets also have rings. Be
cause there are faint rings around Jupiter, Uranus, and 
Neptune, astronomers conclude that ring formation, 
whatever the explanation, is apparently a normal part 
of planetary development. 
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ASTRONOMY AND THE 
SCIENTIFIC REVOLUTION 
Why does the Sun rise each day and disappear each 
evening? For much of human history, people believed 
that the Sun revolved around the Earth. They be
lieved, too, that the Moon, the stars, and the planets 
also revolve around the Earth. A universe in which a 
stationary Earth sits at the center and everything else 
revolves around it is called a geocentric universe. 
Today we are all taught from childhood that the Moon 
revolves around the Earth and the Earth revolves 
around the Sun.1 Proving that what we are taught is 
correct is a challenging task, and the search for proof 
that the Earth really does revolve around the Sun was 
a major factor in the rise of modern science. 

Ideas from Antiquity 

The Greek civilization of antiquity flowered for 800 
years from about 650 B.C. to A.D. 150 and spawned 
many famous philosophers. The most influential of 
the philosophers, Aristotle (384-322 B.C.), espoused a 
geocentric universe. He pictured the Sun, the Moon, 
and the five visible planets as being suspended on 
concentric, hollow spheres that rotate about an imag
inary axis extending outward from the two poles of 
the Earth, with the stars on the outermost sphere. The 
star sphere had to be outermost because star positions 
were fixed relative to each other, but, day by day, the 
Sun, Moon, and planets could be seen to move in front 
of the stars. Beyond the star sphere, and invisible to 
humans, was the realm of the gods (Fig. 1.1). 

A few people in Aristotle's time realized that a geo
centric universe is not the only way to explain what is 
seen. The apparent movement of the star sphere 
across the sky could also be explained if the stars 
were fixed and the Earth rotated on its axis once every 
day. Similarly, the fact that there are seasons could be 
explained if the Earth revolved in an orbit annually 
around the Sun. One Greek philosopher in particular, 
Aristarchus (312-230 B.C), favored a Sun-centered, or 
heliocentric, system. Aristarchus used two of the 
branches of mathematics discovered by the Greeks, 
geometry and trigonometry, to determine the relative 
sizes of the Sun, Moon, and Earth. His measurements 
indicated a huge Sun, a small Earth, and a tiny Moon. 

1 In this chapter we use two words for circular motion: revolve 
and rotate. Revolve means a body moving in an orbit around some 
central point external to the body; rotate means a body spinning 
around an axis through the body. The Earth revolves once around 
the Sun each year and rotates once on its axis in 24 hours. 

Figure 1.1 The celestial spheres. 

It did not make sense to Aristarchus that a huge Sun 
should rotate around a small Earth. He was unable to 
convince people that his heliocentric hypothesis 
might be correct, and so the concept of a geocentric 
universe continued to be widely accepted until the 
middle of the sixteenth century, more than fifteen 
hundred years after the death of Aristotle. In fact, be
lief in a geocentric universe came to be accepted in 
most Christian religions as a divine fact. 

The Challenge by Copernicus 

The most difficult question that a geocentric universe 
has to answer concerns the motions of the planets. 
The five visible planets—Mercury, Venus, Mars, 
Jupiter, and Saturn—look like stars, but they are stars 
with a difference because they seem to wander. In
deed, the very name planet comes from planetai, 
Greek for wanderers. The paths of the wanderers, 
measured against the background of fixed stars, are 
odd. They move a bit farther east each evening, but 
periodically they slow down and briefly reverse direc
tion before once again resuming their eastward mo
tion. The temporary reversal of direction is known as 
retrograde motion (Fig. 1.2). 

The geocentric explanation for retrograde motion 
is as follows: each planet revolves in an orbit around 
the Earth and also follows a small circular orbit (called 
an epicycle) around an imaginary point, as shown in 
Figure 1.3. The larger the epicycle, the greater the 
amount of retrograde motion. The person who 
worked out the geometry of epicycles in greatest de
tail and used them to predict planetary positions was 
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Figure 1.2 The retrograde mo
tion of Mars during June and July 
1993. First, the planet moved 
steadily eastward, passing in front 
of the constellations Taurus and 
Gemini. At the eastern edge of 
Gemini, it suddenly reversed direc
tion and moved westward for a few 
days before reversing again, pass
ing once more in front of Gemini 
and continuing in an easterly di
rection. 

Figure 1.3 The geocentric uni
verse of Aristotle and Ptolemy. A. 
The planets are imagined to orbit 
the Earth and also to move in 
smaller orbits, called epicycles, 
around an imaginary point on the 
celestial sphere. B. The size of the 
epicycle determined the amount of 
retrograde motion. 

Claudius Ptolemy, a man who lived and worked in 
Alexandria, Egypt. About A.D. 150, Ptolemy published 
the results of his work in the Almagest, one of the 
most important works we have inherited from the an
cient world. 

When Nicolaus Copernicus (1473-1543) was a stu
dent at the University of Bologna, Italy, in the 1490s, 
he read a Latin translation of the Almagest and de

cided that the heliocentric system of Aristarchus was 
more attractive than the geocentric system of Aristo
tle and Ptolemy. Copernicus recognized that the ret
rograde motions of planets could be explained in a he
liocentric system as a result of differences between 
the time it takes the Earth to orbit the Sun and the 
time it takes for any other planet to orbit the Sun, as 
shown in Figure 1.4. Furthermore, Copernicus sug-
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Figure 1.4 The retrograde mo
tion of Jupiter as explained by 
Copernicus. As Jupiter moves from 
point a to e' in its orbit, the Earth 
moves counterclockwise from A, 
completely around the Sun and back 
to A, then on to point E. An observer 
on the Earth watching the position 
of Jupiter against the background of 
fixed stars would see the green 
curve as the path of Jupiter across 
the sky. 

gested that because Mars has a larger retrograde mo
tion than Jupiter or Saturn, it must be the closest of 
the three planets to the Earth, while Saturn, with the 
smallest motion, must be the most distant. 

Copernicus also offered two other major hypothe
ses. First, he suggested that the positions of the plan
ets at any given time in the future could be predicted 
by assuming they move in circular orbits around the 
Sun. As we will discuss, this prediction was not quite 
correct, but it led to a correct hypothesis that was an
other stepping stone in the scientific revolution. In 
the second hypothesis, Copernicus suggested that the 
Earth spins on its axis. It proved to be quite difficult to 
establish that the Earth really does spin, and a firm 
demonstration was not achieved until Jean Foucault 
(1819-1868), a French physicist, did so in 1851. 

By espousing a heliocentric system for the planets, 
a Moon that orbits the Earth, and an Earth that rotates 
on its axis, Copernicus offered a direct challenge to 
the Catholic Church. The Church had built the idea of 

a geocentric universe into its official doctrine. Look
ing back, we can see that, by using the scientific 
method to question a topic accepted as doctrine for 
over a millennium, Copernicus sowed the seeds that 
finally separated science from religion and spawned 
the continuing scientific revolution that has shaped 
the society in which we live today. It is especially 
noteworthy that modern science has its roots in astro
nomical studies and in particular in studies of the mo
tions of the Earth and planets. Earth science is a found
ing member of modern science. 

When the ideas of Copernicus were published in 
1543, they convinced most intellectuals but not all. 
Among the skeptics was Tycho Brahe (1546-1601), a 
Dane. In 1572, with funds from King Frederick II of 

Kepler and the New Astronomy 
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Figure 1.5 How to draw an el
lipse. Pin a piece of string at two 
places and draw a closed figure by 
pulling the string taut. The two pin 
points (F1 and F2) are the foci of the 
ellipse. The closer F1 and F2 are to 
each other, the closer an ellipse ap
proaches a circle. The farther apart 
F1 and F2, the greater the eccentric
ity of the ellipse. Kepler calculated 
that the orbit of Mars is an ellipse 
with the Sun at one focus. 

Figure 1.6 Kepler's law of equal areas: Because the or
bital speed of any planet varies during the time it takes to 
complete one orbit, a line connecting the planet and the 
Sun sweeps out equal areas in equal times. The time it 
took the planet whose orbit is drawn here to travel from A 
to B is exactly the same as the time to travel from C to D 
and from E to F. 

Denmark, Tycho built the first modern astronomical 
observatory on the Danish island of Hven, naming it 
Uraniborg, or Castle of the Heavens. Optical tele
scopes had not been invented in Tycho's day, and so 
all observations were made with the naked eye. Ty
cho's measurements of planetary positions, made in 
part to prove Copernicus wrong, were by far the most 
accurate made up to that time. 

Frederick II died in 1588 and Tycho, disliked by 
Frederick's successor, fell from favor. In 1597 Tycho 
moved to Prague and while there he hired a young 
German mathematician, Johannes Kepler (1571-
1630), to do his astronomical calculations. After 
Tycho died, Kepler continued to have access to his 
numerous measurements of planetary positions. The 
opportunity was a fortunate one. Kepler, unlike 
Tycho, thought Copernicus might be right, and he 
also gave a great deal of thought to a problem Coper
nicus had not treated—what is the nature of the force 
that keeps the planets moving around the Sun? Why 
do they revolve in orbits instead of moving in straight 
lines out into space? 

Because the planets closest to the Sun move faster 
than those far away, Kepler suggested that a mysteri
ous force must reside in the Sun and have a greater ef
fect on closer objects. Today we know that the force 
is gravity, but in Kepler's day gravity was an unknown 
concept. Kepler suggested that magnetism might be 
that force. 

Try as he would, Kepler could not make planetary 
positions calculated from circular orbits agree with 
Tycho's measurements. Eventually, Kepler tried cal
culating the position of Mars based on an elliptical 
orbit (Fig. 1.5). 

Kepler discovered three laws that describe plane
tary motions: 

1. The law of ellipses. The orbit of each planet is an 
ellipse with the Sun at one focus. 

2. The law of equal areas. A line drawn from a 
planet to the Sun sweeps out equal areas in equal 

times (Fig. 1.6). One consequence of the law of 
equal areas is that orbital speeds are not uniform 
but instead change in regular ways. A planet 
moves rapidly when close to the Sun and slowly 
when far away from the Sun. 

3. The law of orbital harmony. For any planet, the 
square of the orbital period in years is propor
tional to the cube of the planet's average distance 
from the Sun. The period is the time a planet takes 
to make one complete revolution around the Sun. 
(For example, the period of the Earth is 
365.24219 days.) Kepler sought to formulate a 
law to explain that distant planets have long peri
ods while those close to the Sun have short peri
ods (Fig. 1.7). This third law, which describes 
what Kepler considered to be a cosmic harmony 
among the planets, can be expressed as 

p2 = kd3 

where p is the period, k is a constant, and d is the 
average distance between the planet and the Sun. 



Figure 1.7 Kepler's third law relates the distance of a 
planet from the Sun to the period of the planet's orbit 
around the Sun. The unit of distance is the astronomical 
unit, the average distance from the Earth to the Sun. Note 
the gap between Mars and Jupiter. This is the place in the 
solar system where the asteroids are found, and some sci
entists believe that the asteroids are simply rocky frag
ments that did not accrete to form a planet. 

Galileo Galilei (1564-1642) was an extraordinary man 
who made a great many scientific discoveries. In 1609 
he constructed a small telescope with a magnification 
of thirty times. Turning his telescope to the sky, 
Galileo viewed mountains on the Moon, discovered 
that the Milky Way is a dense mass of stars rather than 
a band of luminous gases, observed four moons in 
orbit around Jupiter, and saw that Venus, like the 
Moon, goes through phases from crescent to full. 
These last two observations sealed the fate of the geo
centric universe. Because the moons revolved around 
Jupiter, the Earth could not be the center around 
which all objects in the universe revolved. The fact 
that Venus has phases, and also changes greatly in 
size, could best be explained if Venus and the Earth 
are in orbit around the Sun. When the Earth and 
Venus are on the same side of the Sun, Venus is seen 
as a crescent. When the Earth and Venus are on op
posite sides of the Sun, Venus is seen as a hill disc, but 
it is only one-seventh the diameter of the crescent be
cause it is so far away. In the old Aristotelian-Ptole
maic system, with Venus in orbit around the Earth, 

Figure 1.8 The gravitational pull exerted by the Earth 
on the Moon continuously diverts the moon's direction of 
motion from a straight line to a closed ellipse. 
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the size of Venus should change very little. 
Galileo also made major contributions to our un

derstanding of moving bodies. Motion, he asserted, is 
due to a force, and once a body is moving, it will stop 
or change direction only in response to another force. 
If you drop a ball, it falls because some force (gravity) 
exerted by the Earth pulls it down. Galileo concluded 
that gravity pulls all falling bodies with the same ac
celeration. Uniform acceleration means that, in the ab
sence of air resistance, all falling bodies, regardless of 
their mass, reach the same speed and fall the same dis
tance in the same time. This conclusion reversed a 
very ancient and deep-seated belief that heavy bodies 
fall faster than light ones. Most important, it provided 
one of the key steps by which the force of gravity was 
discovered and the motions of planets were finally ex
plained. The person who pulled all the pieces to
gether was Isaac Newton. 

Isaac Newton (1642-1727) was a genius. First 
turning his attention to mechanics (the branch of 
physics that deals with mass, velocity, and accelera
tion), Newton considered the problem of the force 
that pulls objects down so that they fall to the Earth 
when released. Legend has it that he started to think 
about gravity when he saw an apple fall from a tree. 
His great leap of insight was to realize that, if the force 
of gravity acts on an apple, that force must also, as he 
wrote, extend "to the orb of the Moon." The Moon re
volves around the Earth instead of moving through 
space in a straight line because the force exerted by 
the Earth's gravity continuously exerts a small pull on 
the Moon (Fig. 1.8). The force that Kepler had 
misidentified as magnetism was actually gravity. New
ton, through his own insight, discovered one of the 
universal laws of nature, the law of gravitation, 
which states that every body in the universe attracts 
every other body. 

Newton's discovery of the law of gravitation 
greatly advanced scientific understanding. No longer 

Newton and Galileo 



A Closer Look 

Testing Newton's Law of 
Gravitation 

Newton lacked precise measurements; nevertheless, he 
managed to test the law of gravitation from simple ob
servations and straightforward reasoning. 

First, from astronomical measurements he knew that 
the distance from the center of the Earth to the center of 
the Moon is approximately 60 R, or 60 Earth radii. Sec
ond, he reasoned that the Earth's gravitational force on 
an apple at the Earth's surface, essentially 1 R from the 
Earth's center, would be stronger than the Earth's gravi
tational force on an apple at 60 R. He made the shrewd 
guess that the force weakened inversely as the square of 
the distance. Thus, the force on an apple at 60 R would 
be only (1/60)2 = 1/3600 as strong as the force at 1 R (Fig. 
C1.1). Third, Newton made use of Galileo's discovery 
that acceleration does not depend on mass. The acceler
ation at the Earth's surface due to the force of gravity had 
been measured at 9.8 meters per second2 (m/s2)(32 ft/s2). 
Newton hypothesized that the Earth's gravitational force 
caused the Moon to accelerate at a rate of 9.8 m/s2 di
vided by 3600, or 2.7 x 10-3 m/s2. 

Newton tested his hypothesis in the following way. A 
body moving in a circular orbit—say, a ball rolling inside 
a cylinder—has an inward acceleration pulling it toward 
the center of the circle. This inward acceleration is 

where v is the linear speed of the body and R is the ra
dius of the cylinder or orbit. Newton knew that the ra
dius of the Moon's orbit around the Earth is 3.84 x 108m. 
Knowing the time it takes for the Moon to orbit once 
around the Earth, he calculated the Moon's average lin
ear speed to be 1.02 x 103 m/s. Using these values, he 
calculated the inward acceleration of the Moon to be 2.7 
x 10-3 m/s2, which was identical to his predicted value 
and therefore validated his hypothesis. 

Note that, by making use of Galileo's discovery, 
Newton was able to test the law of gravitation without 
knowing the masses of either the Moon or the Earth. 

Figure Cl . l Newton reasoned that the force 
pulling an apple down is the same force that keeps the 
Moon revolving around the Earth and that the pull is in
versely proportional to the square of the distance be
tween the bodies. An apple, very near the Earth's sur
face, because it is one radius from the Earth's center, 
falls with an acceleration of 9.8 m/s2, whereas the 
Moon, 60 radii away, is pulled toward the Earth with an 
acceleration that is 1/602 times as large. 

was it necessary to call on different forces to describe 
the fall of apples and the motions of planets. More im
portant, Newton managed to put the law into alge
braic form: 

M1.M2 
F=G 

R2 

where F is the force of gravitational attraction be
tween two masses separated by a distance R and hav
ing masses M1 and M2. The constant G is equal to 6.67 
X 10-11 Newton•meter2/kg2 in the SI system. (See the 

appendix for an explanation of this system.) For a dis
cussion of how Newton tested the law of gravitation, 
see "A Closer Look: Testing Newton's Law of Gravita
tion". 

THE SOLAR SYSTEM 
With his crude telescope Galileo could see only the 
five planets visible to the naked eye. As telescopes im
proved, however, the other planets of our solar sys
tem were discovered. The first of the telescope-dis-

29 



covered planets was Uranus, found by Sir William Her-
schel (1738-1822) in 1781. Herschel thought he had 
discovered a new comet, but measurement of the 
orbit showed it to be a planet. It was soon discovered 
that Uranus' orbit deviated slightly from the path cal
culated under the assumption that the only gravita
tional forces acting on Uranus were those of the Sun 
and the known planets. Using Newton's law of gravi
tation to explain the deviations, mathematicians pre
dicted that an undiscovered planet was the cause and 
suggested where to look for the planet. On September 
23, 1846, Johann Galle (1812-1910) in Berlin discov
ered the predicted planet, Neptune. The discovery 
was a great triumph for Newton's law. 

Early in the twentieth century, evidence of a tiny 
perturbation in the orbit of Neptune suggested that 
there might be another undiscovered planet. Several 
searches were made, but it wasn't until February 18, 
1930, that Pluto, the faintest and most distant planet, 
was finally discovered by Clyde Tombough, a 24-year-
old American who had no formal training in astron
omy and only a high school diploma. As far as we 
know, all the planets in the solar system have now 
been discovered. 

The solar system consists of the Sun, nine planets, 
a vast number of small rocky bodies called asteroids, 
millions of comets, innumerable small fragments of 
rock and dust called meteoroids, and 61 known 
moons. All of the objects in the solar system move 
through space in smooth, regular orbits, held in place 
by gravitational forces. The planets, asteroids, comets, 
and meteoroids orbit the Sun, while the moons orbit 
the planets. 

The Birth of the Solar System 

The Sun is a star about 5 billion years old. The uni
verse is at least twice and possibly three times as old 
as the Sun, and so the Sun is a relatively young star. 
The birth throes of the Sun and its planets were prob
ably similar to those of billions of other stars, but 
some of the details remain uncertain. Scientists hy
pothesize that the solar system formed from a huge, 
rotating cloud of cosmic gas. One of the key questions 
that a hypothesis needs to answer is why the Sun and 
the planets have different compositions. Stars, includ
ing the Sun, consist largely of the two lightest chemi
cal elements, hydrogen and helium. Rocky planets 
like the Earth, Mars, and Venus, on the other hand, 
consist largely of heavier elements such as carbon, 
oxygen, silicon, and iron. 

One clue concerning the origin of the solar system 
is provided by the discovery that stars which formed 
during the earliest moments of the universe contained 

only the lightest chemical element, hydrogen. From 
that observation scientists conclude that, initially, hy
drogen was the only chemical element in the uni
verse. Stars generate light and heat through nuclear 
fusion, a process by which hydrogen atoms combine 
to form helium. As a star ages, hydrogen and helium 
atoms can combine through nuclear fusion to form 
still heavier elements. Indeed, the only way elements 
heavier than helium can form is by nuclear fusion in
side stars, and the amounts so formed are tiny by com
parison with the amounts of hydrogen and helium 
present in the universe. 

In order for rocky planets to form, the heavy ele
ments inside old stars must somehow be separated 
from the remaining hydrogen and helium. One hy
pothesis about the way separation occurs involves a 
massive star explosion called a supernova (Fig. 1.9). 
Astronomers have discovered and photographed the 
scattered remains of many exploded stars, and what 
they observe is that all of the hydrogen, helium, and 
heavier elements are scattered into space in a vast cos
mic gas cloud. The next step in the process is the for
mation of a new star and a planetary system from the 
debris of the cosmic cloud. 

Figure 1.9 A supernova. 
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Figure 1.10 Formation of a plan
etary nebula. The gathering of atoms 
in space created a rotating cloud of 
dense gas. The center of the gas 
cloud eventually became the Sun; the 
planets formed by condensation of 
the outer portions of the gas cloud. 

We don't know whether the hydrogen now in the 
Sun and the heavy atoms now in the planets were 
formed in one ancient star or in several, but scientists 
have estimated that the atoms now in the Sun and the 
Earth were part of a cosmic cloud about 6 billion 
years ago. Though thinly spread, the scattered atoms 
formed a tenuous, turbulent, swirling cloud of gas. 
Over a very long period of time, the gas thickened as 
a result of a slow re-gathering of the thinly spread 
atoms. The gathering force of the gas was gravity, and 
as the atoms moved closer together, the gas became 
hotter and denser as a result of compression. Near the 
center of the gathering cloud of gas, hydrogen atoms 
eventually became so tightly pressed and the temper
ature so high that nuclear burning started again and a 
new star was born. Surrounding the new sun was a 

flattened rotating disc of gas and dust, named a solar 
nebula (Fig. 1.10). 

By the time the Sun started burning, about 5 billion 
years ago, the cooler outer portions of the solar neb
ula had become compacted enough to allow solid ob
jects to condense in the same way that ice condenses 
from water vapor. The solid condensates eventually 
became the planets, moons, and all the other objects 
of the solar system. The planets and moons nearest 
the Sun, where temperatures are highest, consist 
mostly of compounds that can condense at high tem
peratures, mainly silicates, oxides, and iron-nickel al
loys. Farther away from the Sun, where the tempera
tures are lower, only more volatile constituents like 
sulfur, water and methane were able to condense 
(Fig. 1.11). 



A Closer Look 

Time and the Calendar 

The calendar is a way of dividing time. The modern cal
endar, a result of thousands of years of tinkering, is built 
around the day, month, and year, the lengths of which 
are determined by three primary astronomical motions. 
Rotation of the Earth, from one sunrise to the next, deter
mines the length of the day; the revolution of the Moon 
around the Earth gives us the month; and revolution of 
the Earth around the Sun causes the cycle of the seasons 
and determines the length of the year. Unfortunately, the 
solar day, solar year, and lunar month are not commen
surable units of time—the solar year is approximately 
365.25 days, while the lunar month is approximately 
29.5 days. As a result, the calendar is more complicated 
than it need be and sometimes needs adjusting. 

The Length of the Year 
The ancient Egyptians, from whom we derive a consid
erable portion of our calendar, observed that the Sun and 
the prominent star Sirius appear on the horizon together 
at daybreak at 365-day intervals. The Egyptian calendar 
was therefore based on a year of 365 days. Unfortu
nately, the calendar makers did not take into account the 
fact that a year measured by the Earth's revolution 
around the Sun is approximately 365.25 days, so that 
after four years the calendar was a day off from the year 
measured by Sirius and the Sun. The Greeks and the Ro
mans adopted the Egyptian solar year of 365 days, and to 
clear up the problem of the extra quarter day Julius Cae
sar institutionalized an older Greek idea and decreed 
that every fourth year would have 366 days. (That is, the 
calendar year would leap ahead by a day and catch up 
with the solar year.) The length of a solar year, however, 
is not exactly 365.25 days (365 days and 6 hours); it is 
365 days, 5 hours, 48 minutes, and 46 seconds, making 
the Julian calendar too long by 11 minutes and 14 sec
onds, or one day in 128 years. By the time of Pope Gre
gory XIII, the Julian Calendar was 10 days ahead of the 
seasons recorded by the solar year, and so the Pope or
dered 10 days removed from the calendar: the day after 
Thursday, October 4, 1582 was decreed to be Friday, 
October 15, 1582. The Gregorian Calendar, the one 
used in much of the world today, corrects further misfits 
by not having a leap year on centennial years that are not 
divisible by 400. Thus, 1900 was not a leap year but 
2000 wil l be. Even the Gregorian correction is not exact, 
however, and as a result the calendar year is still moving 
ahead of the solar year, but only by 26 seconds a year, or 
one day in 3323 years. Sometime about the year 4500 a 
further correction wil l be needed. 

The Mon th 
The Egyptians and many other early societies organized 
their first calendars around the phases of the Moon. A 
new moon rises approximately every 29.5 days, so 12 

lunar months determined by new moons is only 354 
days, considerably different from a solar year of 365.25 
days. When the Egyptian calendar makers finally settled 
on a solar year for their calendar, they retained an aspect 
of their ancient lunar calendar and divided the year into 
12 months of 30 days each. The remaining 5 days 
needed to bring the year up to 365 were simply added 
on at the end of each year. Such a scheme was quite un
acceptable to the methodical Romans. Therefore, they 
devised the present scheme of some months having 31 
days, some 30, and the second month 28 days (or 29 in 
leap years). 

The names of the months are also Roman in origin. 
Before adopting the Egyptian calendar, the Romans had 
a calendar of 10 months: Martius (March), Aprilis (April), 
Maius (May), Junius (June), Quintilis (later changed to 
Julius, or July), Sextilis (later changed to Augustus, or Au
gust), September, October, November, and December. 
When the Romans adopted the Egyptians' 12-month 
year, they placed the two extra months at the beginning 
of the year and named them Januarius (January) and Feb
ruarys (February). 

The Week 
The names given to the days of the week suggest that the 
origin of a seven-day week might lie in seven celestial 
bodies and the way they are ranked for astrological pur
poses. 

Viewed from a geocentric Earth, seven bodies move 
against the background of fixed stars: Mercury, Venus, 
Mars, Jupiter, Saturn, the Moon, and the Sun. These bod
ies were considered to be gods who ruled the heavens 
and controlled the days. Babylonian and Hindu as
tronomers apparently had metaphysical powers in mind 
when they ranked the celestial bodies according to the 
relative ruling powers of the gods as Sun, Moon, Mars, 
Mercury, Jupiter, Venus, and Saturn. The seven, in that 
order, gave their names to the day of the week of which 
each was thought to be in charge. In countries where a 
Romance language, such as Spanish, is spoken, most of 
the days are still named for the Roman gods. English 
names are a mixture, with most names being of Saxon 
origin. 

ROMAN SPANISH SAXON ENGLISH 
NAMES NAMES NAMES NAMES 

Dies Solis Domingo Sun's day Sunday 
Dies Lunae Lunes Moon's day Monday 
Dies Martis Martes Tiw's day Tuesday 
Dies Mecurii Miercoles Woden's day Wednesday 
Dies jovis Jueves Thor's day Thursday 
Dies Veneris Viernes Frigg's day Friday 
Dies Saturnii Sabado Seterne's day Saturday 
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Figure 1.11 Temperature gradient in the planetary nebula. Close to the Sun, tem
peratures reached 2000 K and only oxides, silicates, and metallic iron and nickel con
densed to form planets. Farther away, in the region of Jupiter and Saturn, tempera
tures were low enough for ices of water, ammonia, and methane to condense. 

Condensation of a cosmic gas cloud is only one 
piece of the planetary birth puzzle. Condensation 
formed a cosmic snow of innumerable small rocky 
fragments, but the fragments still had to be joined to
gether somehow in order to form the cosmic snow
balls that we call planets. This apparently happened 
through impacts between fragments drawn together 
by gravitational attraction. The growth process—a 
gathering of more and more bits of solid matter from 
surrounding space—is called planetary accretion. 
Scientists estimate that condensation of the solar neb
ula and planetary accretion was complete about 4.6 
billion years ago. 

The revolutions and rotations of the Sun, planets, 
and moons are inherited from the rotation of the cos
mic gas cloud. As the cloud thinned, the planets and 

moons all formed within the same disk, so that their 
orbits are all coplanar, or in the same plane. All the 
planets revolve around the Sun in the same direction. 
(Viewed from space, above the North Pole, the direc
tion of revolution is counterclockwise.) The motions 
of the planets and moons are so regular and consistent 
that all societies have used them to keep track of the 
passage of time. (See "A Closer Look: Time and the 
Calendar.") 

The planets can be separated into two groups 
based on density and closeness to the Sun (Fig. 
1.12A). The innermost planets—Mercury, Venus, 
Earth, and Mars—are small, rocky, and dense (Fig. 
1.12B). Because they are all similar in composition to 
our Earth, they are called the terrestrial planets. 
(Terra is the Latin for Earth.) 

Hours, Minutes, and Seconds 
We inherit the 24-hour day from the ancient Egyptians, 
who divided the times of daylight and dark into 12 hours 
each. Because daylight lasts a longer time in summer 
and a shorter time in winter, the Egyptian hours varied in 
length through the year. An hour of variable length may 
be satisfactory for a farmer dealing with matters of the 
field, but it is a great disadvantage for calculations in
volving time. The Greeks finally cleared up the confu
sion about 2000 years ago when they divided the time of 

the Earth's rotation into 24 units of equal length. To 
make accurate calculations, the Creeks had to divide up 
the hour into still smaller units, and to do so they bor
rowed from the Babylonians. Today we use a counting 
system based on the number 10, but in ancient 
Mesopotamia, where the Babylonians lived, a counting 
system based on the number 60 was in use. The Greeks 
simply borrowed the Babylonian number system and di
vided each hour into 60 minutes and each minute into 
60 seconds. 



B. 

Diameter (km) 

Mass(Earth=1) 

Density, g/cm3 (water=1) 

Number of moons 

Length of day (in Earth hours) 

Period of one revolution around Sun 
(in Earth years) 
Average distance from Sun 
(millions of kilometers) 
Average distance from sun 
(astronomical units) 

Mercury 

4880 

0.055 

5.44 

0 

1416 

0.24 

58 

0.39 

Venus 

12,104 

0.815 

5.2 

0 

5832 

0.62 

108 

0.72 

Earth 

12,756 

1 

5.52 

1 

24 

1.00 

150 

1.00 

Mars 

6787 

0.108 

3.93 

2 

24.6 

1.88 

228 

1.52 

Jupiter 

142,800 

317.8 

1.3 

16 

9.8 

11.86 

778 

5.20 

Saturn 

120,000 

95.2 

0.69 

18 

10.2 

29.5 

1427 

9.54 

Uranus 

51,800 

14.4 

1.28 

15 

17.2 

84.0 

2870 

19.18 

Neptune 

49,500 

17.2 

1.64 

8 

16.1 

164.9 

4497 

30.06 

Pluto 

6000 

0.003 

2.06 

1 

154 

247.7 

5900 

39.44 
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The asteroids are also rocky, dense bodies, but they 
are too small to be called planets. Refer back to Figure 
1.7 showing the distances of the planets from the Sun 
and note the apparent gap in the sequence between 
Mars and Jupiter. The asteroids have orbits that fall in 
this gap, and astronomers hypothesize that they are 
rocky fragments that failed to accrete into a planet. 

The planets farther from the Sun than Mars (with 
the exception of Pluto) are much larger than the ter
restrial planets, yet much less dense. These jovian 
planets—Jupiter, Saturn, Uranus, Neptune, and 
Pluto—take their name from Jove, an alternative des
ignation for the Roman god Jupiter. 

Evolution of the Planets 

Space missions have provided abundant evidence that 
all the objects in the solar system formed at the same 
time and from a single solar nebula. During the final 
phase of planetary accretion, the Moon and the four 
terrestrial planets became so hot that they all under-

Figure 1.12 The planets and their properties. A. The planets, shown in their correct 
relative sizes and in the correct order outward from the Sun. The Sun is 1.6 million km 
in diameter, 13 times larger than Jupiter, the largest planet. B. Numerical data con
cerning the orbits and properties of the planets. 
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went a period of partial melting. As a result, they sep
arated into layers of different composition. The thick, 
cloud-encircling atmospheres of the jovian planets ob
scure details of the evolutionary history of those plan
ets, so the following remarks refer only to the Moon 
and the terrestrial planets. 

During and after melting and compositional separa
tion, the Moon and the four terrestrial planets contin
ued to be struck by rains of meteorites. Although me
teorite impacts still do happen, the period of nearly 
continuous massive impacts ended more than 4 bil
lion years ago. From about 4 billion years ago to the 
present, the terrestrial planets and the Moon seem to 
have evolved along somewhat different paths. 

Three key factors played the determining roles in 
the evolution of the terrestrial planets. First, after par
tial melting, the planets remained hot inside because 
radioactive elements were and still are present. All the 
terrestrial planets are cooling down, but the rates of 
cooling are determined by the sizes of the planets and 
the rates vary greatly. The largest planets, Venus and 
the Earth, are cooling very slowly and therefore are 
still relatively hot today. One important indication of 
high internal temperature is volcanism, which contin
ues on the Earth and possibly on Venus. Volcanic ac
tivity has occurred on Mars within the past billion 
years, but Mars is probably not active today. Both the 
Moon and Mercury, the two smallest bodies, have 
been volcanically dead for billions of years. 

The second factor that controlled the way the ter
restrial planets evolved is their distance from the Sun. 
The Sun-planet distance determines whether or not 
H2O can exist as water and hence whether or not 
there can be oceans. The two planets closest to the 
Sun—Mercury and Venus—are too hot for liquid 
water to occur. Venus does have H2O in its atmos
phere, but the temperature at the surface of Venus is 
close to 500°C or (932°F). Mars, which is farther from 
the Sun than is the Earth, is too cold to have liquid 
water but does have ice. 

The third factor is the presence or absence of a 
biosphere. The hydrosphere and the biosphere play 
essential roles in biogeochemical cycles that control 
the composition of the atmosphere. If life had evolved 
on Venus, that planet might have developed an at
mosphere like the Earth's. On the Earth, plants and 
microorganisms have enabled carbon dioxide and 
water to combine, through photosynthesis, to make 
organic matter and oxygen. The burial of organic mat
ter in sediment in effect removes carbon dioxide and 
at the same time adds oxygen to the atmosphere. Be
cause life did not develop on Venus, all of the CO2 is 
still in the atmosphere, and as a result Venus suffers 

from a horrendous greenhouse effect. 
The Earth system and its many parts came into 

being a long time ago. What that system is today, and 
how the many parts interact, are very much a product 
of the Earth's long history and of the two great heat 
engines that drive it: the solar engine, which has 
warmed the Earth's surface for the last 4.6 billion 
years, and the internal heat engine, which drives all 
the activities of the solid Earth. 

THE TERRESTRIAL PLANETS 
Each of the terrestrial planets and the Moon have the 
same gross structure, consisting of three layers distin
guished by differences in composition. 

Layers of Different Composition 

The structure common to all the planets is most 
clearly demonstrated in the Earth (Fig. 1.13). At the 
center is the densest of the three layers, the core, a 
spherical mass composed largely of metallic iron, with 
lesser amounts of nickel and other elements. The 
thick shell of dense, rocky matter that surrounds the 
core is called the mantle. The mantle is less dense 
than the core but denser than the outermost layer. 
Above the mantle lies the thinnest and outermost 
layer, the crust, which consists of rocky matter that is 
less dense than mantle rock. 

Each of the terrestrial planets has a core, mantle, 
and crust, but there are considerable differences in 
detail, particularly in the crust. For example, Figure 
1.13 shows that the core and the mantle of the Earth 
have nearly constant thicknesses, but the crust is far 
from uniform and differs in thickness from place to 
place by a factor of nine. The crust beneath the 
oceans, the oceanic crust, has an average thickness 
of about 8 km (5 mi), whereas the continental crust 
averages 45 km (28 mi) and ranges from 30 to 70 km 
(19 to 44 mi) in thickness. The two different kinds of 
crust are the result of the special internal processes 
that shape the Earth's surface, and in particular, plate 
tectonics. The crusts of the other terrestrial planets 
are thicker than the Earth's crust and approximately 
uniform in thickness. The uniformity of thickness is 
an indication that plate tectonics does not, and proba
bly never has, been active on any of the other terres
trial planets. 

Because we cannot see and sample either the core 
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or the mantle of a planet, it is valid to ask how we 
know anything about their composition. The answer 
is that indirect measurements are used, and again the 
Earth is used as an example. One way to determine 
composition is to measure how the density of rock 
changes with depth below the Earth's surface. We can 
do this by measuring the speeds with which earth
quake waves pass through the Earth because the 
speeds are influenced by rock density (see Chapter 3). 
At some depths, abrupt changes in the speed of earth
quake waves indicate sudden changes in density. 
From the sudden changes, we infer that the solid 
Earth consists of distinct layers with different densi
ties. Knowing these different densities, we can esti
mate what the composition of the different layers 
must be. 

Slight compositional variations probably exist 
within the mantle, but we know little about them. We 
can see and sample the crust, however, and the sam
pling shows that, even though the crust is quite varied 
in composition, its overall composition and density 
are very different from those of the mantle, and the 
boundary between them is distinct. 

The composition of the core presents the most dif
ficulty. The temperatures and pressures in the core 
are so great that materials there probably have un
usual properties. Some of the best evidence concern
ing core composition comes from iron meteorites. 
Such meteorites are believed to be fragments from the 
core of an asteroid, large enough to be a planet, that 
was shattered by a gigantic impact early in the history 
of the solar system. Scientists hypothesize that this 
now-shattered asteroid must have had compositional 
layers similar to those of the Earth and the other ter
restrial planets. 

Layers of Different Rock Strength 

In addition to compositional layering, the sphere that 
is our Earth can be divided into three layers based on 
differences in the strength of the rock that makes up 
each layer: the mesosphere, asthenosphere, and 
lithosphere (Fig. 1.13). 

The strength of a solid is controlled by both tem
perature and pressure. When a solid is heated, it loses 
strength; when it is compressed, it gains strength. Dif
ferences in temperature and pressure divide the man
tle and crust into three distinct strength regions. In the 
lower part of the mantle, the rock is so highly com
pressed that it has considerable strength, even though 
the temperature is very high. Thus, a solid region of 
high temperature but also relatively high strength ex
ists within the mantle from the core-mantle boundary 
(at 2883 km, or 1791 mi depth) to a depth of about 

350 km (218 mi) and is called the mesosphere ("in
termediate, or middle, sphere") (Fig. 1.13). 

Within the upper mantle, from 350 to about 100 
km (218 mi to 62 mi) below the Earth's surface, is a re
gion called the asthenosphere ("weak sphere"), 
where the balance between temperature and pressure 
is such that rocks have little strength. Instead of being 
strong, like the rocks in the mesosphere, rocks in the 
asthenosphere are weak and easily deformed, like but
ter or warm tar. As far as geologists can tell, the com
positions of the mesosphere and the asthenosphere 
are the same. The difference between them is one of 
physical properties; in this case, the property that 
changes is strength. 

Above the asthenosphere, and corresponding ap
proximately to the outmost 100 km (62 mi) of the 
Earth, is a region where rocks are cooler, stronger, 
and more rigid than those in the plastic asthenos
phere. This hard outer region, which includes the up
permost mantle and all of the crust, is called the 
lithosphere ("rock sphere"). It is important to re
member that, even though the crust and mantle differ 
in composition, it is rock strength, not rock composi
tion, that differentiates the lithosphere from the as
thenosphere. 

The boundary between the lithosphere and the as
thenosphere is caused by differences in the balance 
between temperature and pressure. Rocks in the 
lithosphere are strong and can be deformed or broken 
only with difficulty; rocks in the asthenosphere below 
can be easily deformed. One analogy is a sheet of ice 
floating on a lake. The ice is like the lithosphere, and 
the lake water is like the asthenosphere. 

Layers of Different Physical State 

Metallic iron in the Earth's core exists in two physical 
states. The solid center of the Earth is the inner core. 
Pressures are so great in this region that iron is solid 
despite its high temperature. Surrounding the inner 
core is a zone where temperature and pressure are so 
balanced that the iron is molten and exists as a liquid. 
This is the outer core. The difference between the 
inner and outer cores is not one of composition. (The 
composition of the two is believed to be the same.) In
stead, the difference lies in the physical states of the 
two: one is a solid, and the other is a liquid. 

Comparison of the Terrestrial 
Planets 

The terrestrial planets, and possibly the Moon, seem 
to have had similar early histories. Where ancient sur
faces exist, as on the Moon, Mercury, and the south-
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Figure 1.13 A sliced view of the Earth reveals layers of different composition and 
zones of different rock strength. The compositional layers, starting from the inside, are 
the core, the mantle, and the crust. Note that the crust is thicker under the continents 
than under the oceans. Note, too, that boundaries between zones of different physical 
properties—lithosphere (outermost), asthenosphere, mesosphere—do not coincide 
with compositional boundaries. 

ern haff of Mars, evidence of a violent period of plan
etary accretion remains. Each body seems to have ex
perienced a period of heating during which a core 
formed. The striking feature about the various cores, 
the sizes of which are calculated from the densities of 
the planets, is how greatly they differ in relative size 
(Fig. 1.14A). The most remarkable body is Mercury, 
for on this planet the core is 42 percent of the volume 
and an estimated 80 percent of the mass. At present, 
we cannot assert with any certainty whether any of 

the terrestrial planets besides the Earth have molten 
or partially molten cores. The molten outer core and 
the relatively rapid rotation of the Earth give rise to 
the Earth's strong magnetic field. Magnetic fields do 
exist on the other planets, but they are much weaker 
than the Earth's field. 

Spacecraft have landed on the Moon, Mars, and 
Venus, and on those bodies we have been able to 
make direct measurements of the crust. Flyby mis
sions to Mercury reveal that a crust is present there 
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too. The existence of a core and a crust suggests a 
mantle, and the necessary measurements have been 
made on the Moon, Venus, and Mars to establish that 
indeed mantles are present. We can be reasonably 
sure, therefore, that the structures of all the terrestrial 
planets are similar. 

Whether or not each terrestrial planet has a lithos-
phere, asthenosphere, and mesosphere is a more dif-

Figure 1.14 The internal structures of the Moon and 
the terrestrial planets. A. Comparative sizes of the cores. 
Mercury, nearest the Sun, where only the highest temper
ature materials could condense, has a huge core. Mars, 
farthest away from the Sun, has a small core. B. Structure 
of the Moon. Crusl composition is known with certainty-
only in the vicinity of the astronauts' landing sites. 

ficult question to answer. Simple observation reveals 
that rocks on the surface of each planet fracture and 
deform as they do on the Earth, and this indicates that 
a lithosphere is present. Astronauts left instruments 
on the Moon to measure the properties of moon-
quakes, and from those measurements the presence 
of an asthenosphere can be inferred (Fig. 1.14B), but 
the presence of a mesosphere seems unlikely. Mea
surements made on Mars have determined that an as
thenosphere exists there, too, but for Venus and Mer
cury it is possible only to infer the existence of an 
asthenosphere. What little evidence we have suggests 
that asthenospheres and lithospheres probably are 
present in each terrestrial planet but that the as
thenosphere of the Earth is unusually close to the sur
face and hence that the lithosphere is unusually thin. 
It is probable that the Earth is such a dynamic planet 
because its lithosphere is thin. The other terrestrial 
planets seem to have much thicker lithospheres and 
to be much less dynamic than the Earth. 

Venus, the Earth, and Mars are large enough that 
their gravitational fields have been able to retain the 
atmospheres formed as a result of melting and out-
gassing: release of gases from rocks or other non-
gaseuos materials, especially through volcanoes. Mer
cury and the Moon are too small to have held on to the 
gases given off, and so they lack atmospheres. 

THE JOVIAN PLANETS 

We cannot see anything that lies below the thick blan
kets of atmosphere that cover the jovian planets. 
Therefore, we can only hypothesize about their inter
nal structure, based on remote-sensing measurements 
of various kinds. For example, we can calculate that 
the masses of Jupiter and Saturn are so great that none 
of their atmospheric gases has been able to escape 
their gravitational pulls. This is true even for the two 
lightest gases, hydrogen and helium, which made up 
the bulk of the planetary nebula. This means, there
fore, that the bulk composition of the two largest jov
ian planets must be about the same as that of the solar 
nebula from which they formed. For example, the 
composition of Jupiter is estimated to be 74 percent 
hydrogen, 24 percent helium, and 2 percent heavy el
ements. 

Because the moons of the jovian planets are rocky 
with thick sheaths of ice (Fig. 1.15), it is presumed 
that a rocky mass resides at the center of each planet. 
The rocky cores of Jupiter and Saturn may be as large 
as 20 or more earth masses. Surrounding the rocky 
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Figure 1.15 Europa, smallest of the four large moons 
of Jupiter. Europa has a low density, indicating it contains 
a substantial amount of ice. The surface is mantled by ice 
to a depth of 100 km. The fractures indicate that some in
ternal process must be disturbing and renewing the sur
face of Europa. The dark material (here appearing red) in 
the fractures apparently rises up from below. The cause of 
the fracturing is not known. The image was taken by Voy
ager 2 in July f979. 

cores is possibly a layer of ice, analogous to the ice 
sheaths seen on the moons (Fig. 1.16). 

Pressures inside the jovian planets must be enor
mous; we may therefore hypothesize that deep in the 
interiors hydrogen may be so tightly squeezed that it 
is condensed to a liquid. Proceeding inward from the 
outer atmosphere, which consists mostly of hydrogen 
gas, we hypothesize that a point is soon reached 
where a thick layer of liquid hydrogen is present. Still 
deeper inside Jupiter and Saturn, pressures equivalent 
to 3 million times the pressure at the surface of the 
Earth are reached. Under such conditions, the elec
trons and protons of hydrogen become less closely 
linked and hydrogen becomes metallic; a layer of 
molten metallic hydrogen is the result. In Jupiter pres
sures may even reach values high enough for solid 
metallic hydrogen to form a sheath around the ice 
core. 

Neptune and Uranus are thought to be similar to 
Jupiter and Saturn, although neither is large enough 
for pressures to be sufficiently high to form metallic 
hydrogen. Pluto, the planet farthest from the Sun and 
the smallest of the jovian planets, is a little larger than 
the Moon. Pluto lacks the massive atmosphere of the 
larger jovian planets and has a density of 2.06 g/cm3, 
intermediate between the high densities of the terres
trial planets and the low densities of the other jovian 
planets. The most probable explanation for the den
sity of Pluto is that the planet has a structure like those 
of the moons of Jupiter and Saturn—a rocky center 
but a thick outer layer of ice. 

Figure 1.16 Comparison of the probable interior structures of Jupiter and Saturn. 



The First Stepping Stone 
in Space 

Harrison H. Schmitt born on July 3, 1935, in Santa 
Rita, New Mexico, received a B.S. from Caltech and a 
Ph.D in geology from Harvard. He became a NASA sci
entist and jet pilot in 1965, landing on the moon with the 
Apollo 17 mission on December 11, 1972. After orga
nizing and managing NASA's Energy Programs Office, 
he was elected to the U.S. Senate from his home state in 
1976 and served one term. Schmitt married freelance 
writer Teresa Fitzgibbon in 1985, currently lives in Albu
querque, and consults and writes on lunar science, tech
nology, nature, business, and public policy topics. 

producing extremely heterogeneous rocks, called brec
cias, that form the outer 25 km of the Moon. 

Then, about 4.2 billion years ago, highly energetic 
objects began to hit the Moon, forming at least 45 large 
circular basins more than 300 km in diameter. Extensive 
melting and redistribution of crustal materials accompa
nied the formation of large-impact craters, such as the 
500-km-diameter Serenitatis basin. The 2300-m-deep, 
east-west valley of Taurus-Littrow, in which my Apollo 
1 7 mission landed, crosses the high mountain rim of 
Serenitatis. 

Our mission, in addition to three others, provided 
samples and observations on lunar volcanic lavas, called 
mare basalts. Magmas that formed the mare basalts re
sulted from the accumulation of radiogenic heat, which 
melted portions of the lunar mantle. Rising through the 
mantle and crust, these magmas erupted from innumer
able vents for at least 900 million years after the large 
basins formed. Floods of the highly fluid lava, some flow
ing over a thousand kilometers, partially filled most low-
lying regions, particularly on the near side of the Moon. 

One of the least expected returns of any Apollo land
ing would have been a sample of material from portions 
of the Moon below the influence of the deep magma 
ocean. Our discovery of the Apollo 1 7 "orange soil" pro
vided just such a return. 

Finding the orange soil, a product of volcanic fire 
fountains, resulted from a serendipitous interaction of 
pre-mission planning, subtle visual observation, and the 
power of suggestion. "Shorty," an 80-m-diameter dark 
halo crater, was thought to be either an impact crater or 
a volcano that penetrated the light-colored dust and rock 

40 Part One / The Earth in Space 

Beginning in the seventeenth century, scientific under
standing of the Moon began to grow through more accu
rate observations, facilitated by the invention of the tele
scope and increasingly sophisticated scientific logic. 
Knowledge accelerated rapidly in the 1960s with direct 
measurements by space probes. Hands-on investigations 
of lunar features by humans first became possible when, 
on July 20, 1969, Apollo 11 with Neil Armstrong and 
Buzz Aldrin aboard landed on Mare Tranquillitatis. 
Three-and-a-half years later Eugene Cernan and I com
pleted the six Apollo landings on the moon with the 
Apollo 1 7 mission to the Valley of Taurus-Littrow. 

Explorations of the Moon during the Apollo Program 
provided a comprehensive identification of major events 
and processes through which the Moon evolved as a 
small terrestrial planet. Furthermore, these explorations 
led to an increased understanding of the early history of 
all the terrestrial planets, particularly the Earth. How the 
Moon began almost 4.6 billion years ago, however, re
mains a subject of intense speculation. In recent years, 
broad but not unanimous support has developed for a 
beginning after the collision between a young but geo
logically evolved Earth and a "Mars-sized asteroid." Oth
ers believe that the details of lunar geology require that 
the Earth captured a small, independently formed planet. 

Whatever happened to create our only natural satel
lite, a hot, splattering, wave-tossed ocean of molten rock 
covered the Moon to a depth of at least 450 km during its 
final formative stages. We have learned about this 
magma ocean from the light-colored highlands and dark 
"mare" basins that comprise the dominant lunar features. 
With the aid of samples, photographs, personal observa
tions by the Apollo astronauts, and data from geophysi
cal instruments they deployed, we know, for example, 
that the highlands formed between 4.5 and 4.4 billion 
years ago. During that period, a silicate mineral rich in 
calcium and aluminum (anorthite feldspar) floated to 
form a crust on the surface of the magma ocean. Silicate 
minerals rich in magnesium (olivine and pyroxene) sank 
to form a mantle. 

Continuously impacting debris produced an environ
ment of incredible violence during the first half billion 
years of lunar history. Once the magma ocean solidified, 
a crust between 50 and 70 km thick had formed over the 
mantle. Between about 4.4 and 4.2 billion years ago, in
tense cratering continued to fracture and mix the crust, 

Guest Essay 
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of a large avalanche. If a volcano, we speculated that hot 
gases might have altered the surrounding debris in some 
recognizable and possible colorful way. 

Visual inspection of Shorty soon disclosed that it was 
an impact crater that had punched through the 
avalanche and ejected underlying dark basaltic material. 
The thought processes, however, that tested the various 
hypotheses on Shorty's possible volcanic origin played a 
key role in attracting my attention to the very light or
ange coloration in the gray dust covering the orange soil. 

Analyses of the composition of glass beads that com
prise the orange soil, and of the volatile elements and 
compounds adhering to those beads, indicate that the 
magma from which they had formed 3.5 billion years 
ago originated between 400 and 500 km depth near the 
base of the lunar mantle and that the volatiles came in 
part from original planetary (primordial) materials below 
the mantle. These conclusions may not be compatible 
with the hypothesis mentioned above, that the Moon 
formed by impact-induced fission of a nonprimordial 
Earth. 

The vast majority of the huge volume of scientific 
data accumulated by the first phase of lunar exploration 
has come from analyses of samples, instrument readings, 
and photographs. The foundation for interpreting these 
data resulted from extensive training given the crews of 
the Apollo missions. Frequent simulations in a variety of 
real geological locales on Earth enabled the astronauts to 
respond quickly to the total situation encompassed by 
their explorations. They had become field geologists. 
Field geologists' personal involvement in future explo
ration and development of the first stepping stone in 
space probably wil l be essential to success. Robotic sys
tems can make increasingly important contributions. But 
the simultaneous observation, integration, and interpre
tation of the total dynamic and often unpredictable situ
ation inherent in space activities, and a calculated 
human response to that situation, wi l l be as irreplace
able in the future as they have been throughout geolo
gy's past. 

Summary 

1. The solar system consists of the Sun, nine plan
ets, 61 known moons, vast numbers of asteroids, 
millions of comets, and innumerable meteoroids. 

2. The planets revolve around the Sun in elliptical 
orbits. The moons revolve around the planets, 
also in elliptical orbits. All revolve counterclock
wise viewed from above. 

3. The orbits of the other planets and all moons are 
approximately coplanar with the orbit of the 
Earth about the Sun. 

4. Each planet and the Sun rotate around an axis, 
and except for Venus, the rotation direction is 
the same as the revolution direction. 

5. The solar system formed through the condensa
tion of a solar nebula followed by planetary ac
cretion and was completed about 4.6 billion 
years ago. 

6. The evolutionary history of a planet is controlled 

by its size, the distance from the Sun, and the 
presence or absence of life. 

7. The planets can be divided into two groups: the 
terrestrial planets, the four nearest the Sun, each 
a small, rocky mass with a high density; and the 
jovian planets, the five outermost planets, each, 
with the exception of Pluto, large and gassy. 

8. The terrestrial planets are compositionally zoned 
into a metallic core, a mantle, and a crust. Ter
restrial planets also have layers that differ in 
strength. In the case of the Earth, the outermost 
layer, about 100 km thick, is hard and rigid and is 
called the lithosphere. Beneath the lithosphere is 
a region about 250 km thick called the asthenos-
phere where rocks are soft, weak, and easily de
formed. Beneath the asthenosphere is the mesos-
phere, a region where high pressures keep rocks 
strong despite the high temperatures. 
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9. At the center of each of the terrestrial planets is a 
metallic core composed mostly of iron but with 
admixtures of nickel and other elements. The 
Earth's core has an inner component that is solid 
and an outer component that is molten. 

10. The jovian planets, with the exception of Pluto, 
the smallest, are shrouded by thick atmospheres 

rich in hydrogen and helium. The cores of the 
jovian planets are inferred to be rocky, like a ter
restrial planet, and to be surrounded by a thick 
layer of ice. Above the ice, liquid hydrogen 
grades outward to the hydrogen-rich atmos
phere. Pluto has only a rocky core and an outer 
sheath of ice. 

Asthenosphere (p. 36) 

Continental crust (p. 35) 
Core (p. 35) 
Crust (p. 35) 

Geocentric (p. 24) 
Gravitation, law of (p. 28) 

Heliocentric (p. 24) 

Inner core (p. 36) 

Jovian planet (p. 34) 

Lithosphere (p. 36) 

Mantle (p. 35) 
Mesosphere (p. 36) 

Oceanic crust (p. 35) 
Outer core (p. 36) 

Planetary accretion (p. 33) 

Solar nebula (p. 31) 

Terrestrial planet (p. 33) 

1. What are the differences between a geocentric 
and a heliocentric solar system? 

2. What is retrograde motion of the planets? 
Ptolemy and Copernicus had different explana
tions for retrograde motion; how did the expla
nations differ? 

3. What great conceptual advance did Kepler make 
concerning the orbits of planets? 

4. Why do planets move in orbits around the Sun 
rather than through space along straight paths? 

5. The existence of the two outermost planets, 
Neptune and Pluto, were predicted prior to their 
discoveries. On what were the predictions 
based? 

6. Describe the two primary motions of the Earth 
with respect to the Sun. 

7. What is a solar nebula and what role is a nebula 
thought to have played in the formation of the 
solar system? 

8. The planets can be divided into two distinctly dif
ferent groups; what is the basis of such a divi

sion? What are the names of the planets in each 
group? 

9. Terrestrial planets are compositionally layered. 
Describe the layering and explain how it is 
thought to have happened. 

10. What is a lithosphere? An asthenosphere? Sketch 
a section through the Earth showing the posi
tions of the lithosphere, asthenosphere, and 
mesosphere. 

11. Three major factors are thought to control the 
evolutionary history of a planet; what are the fac
tors and what controls do they exert? 

Questions for A Closer Look 
1. What is Newton's law of gravitation? What clever 

guess made by Newton led to the law? 

2. How did Newton test his law of gravitation? 

3. What astronomical motions are used to measure 
the passage of time? 

4. Why did Julius Caesar and Pope Gregory XIII ad
just the calendar? 

Questions for Review 

Important Terms to Remember 
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Questions for Discussion 
1. If it were possible to send an unstaffed spaceship 

to a nearby star in order to inspect the planets in 
orbit around the star, what kind of measure
ments would you advise the space scientists to 
try to obtain as the spaceship flies past each 
planet? 

2. Astronomers have observed a number of super
novas in recent years: research their findings and 
discuss the influence of the discoveries on hy
potheses about the origins of planets. 

All of the planets and moons in the solar system have been pep
pered through the geological ages by innumerable impacts with 
the meteorites, comets, and asteroids that make up bits of space 
flotsam—the scars are everywhere. The most recent near-colli
sion between Earth and a comet fragment took place on June 30, 
1908, when a massive explosion occurred in the atmosphere 
over the Tunguska River, in Siberia. The explosion flattened 
3000 km2 of forest and severely burned people 60 km away 
from the explosion. No solid object actually hit the Earth; a frag
ment about 300 m in diameter may have exploded in the at
mosphere. No one is known to have witnessed the explosion. 
No one is known to have seen any other impact on the Earth or 
any other planet—until July, 16, 1 994, when fragments of a bro
ken comet, named Comet Shoemaker-Levy 9, began to slam 
into the giant planet Jupiter. 

When Comet Shoemaker-Levy 9 came close to Jupiter in 
1 992, the gravitational pull of the planet broke the body into 19 
large bits (the largest was about 3.2 km in diameter) and thou
sands of small bits. The close approach also changed the orbits 
of the fragments so that between July 16 and July 22, 1994, all 
of them slammed into Jupiter. Astronomers on the Earth were 
waiting with telescopes poised, and as this book went to press 
the first photographs of the impacts became available. The re
sults are remarkable. 

Most of the impacts occurred on the back side of Jupiter and 
the results could only be seen when the planet rotated the im
pact site into view (Jupiter rotates every 9.8 hours). The impact 
of fragment H on July 1 7 could be seen, however, and the event 
was photographed with a telescope set up at the South Pole (Fig. 
1). The impact produced an intense flash of light as the 3 km-
wide body penetrated an estimated 200 km into the atmo
sphere, broke apart, and was completely vaporized as a result of 
its high velocity—1 50,000 km/h. The plume of hot gas from the 
impact rose 2,200 km above the top of Jupiter's atmosphere and 
for a short time was as bright as Jupiter itself. The energy re
leased by the impact is estimated to be equivalent to the explo
sion of 6 mill ion megatons of TNT. (The largest nuclear device 
ever exploded on the Earth, a hydrogen bomb, produced a blast 
of about 5 megatons.) 

The outermost layers of Jupiter are all gas and many people 
expected that the impact sites would quickly disappear. The re
verse happened; huge boil ing centers of disturbed gas, some as 
wide as the Earth, continued to scar the surface of Jupiter many 
days after the impact (Fig. 2). Much wi l l be learned about the 
composition and structure of Jupiter's atmosphere as data are 
analyzed over the months and years ahead; there wi l l be lessons 
for the Earth, too. One lesson is already apparent: space flotsam 
that slams into the atmosphere may cause devastating damage 
even though no solid object manages to reach the surface. An
other lesson is that the recent paucity of big impacts on the Earth 
is no guarantee that we can rest easy. Mill ions of objects too 
small to be detected in space could hit the Earth and cause 
unimaginable damage. 

Figure I The impact of fragment It of Comet Shoemaker-Levy 9 on 
Jupiter. Jupiter is the diffuse red circle. The two bright spots (left) are 
the moons Io (closest to Jupiter) and Ganymede. In the first frame the 
scar from the earlier impact of fragment G is seen to the lower right. In 
frame 2, fragment II is iust starting to impact, Frame 3 shows the peak 
of the impact and frame 4 the scars of the G and II impacts side-by-side. 
These photos were taken within a 25 minute period by a camera 
mounted at the South Pole. 

Figure 2 The impact area of fragment G, Comet Shoemaker-Levy 9, 
photographed through the Hubble Space Telescope. The image, which 
was made about 20 hours after the impact, shows a center of boiling gas 
that is the size of the Earth. 

Update: Flotsam in Space 



CHAPTER 2 

The Sun, Giver of Life 

The object in the constellation Andromeda known as M31 is a huge spiral galaxy consisting 
of millions of stars. The galaxy is 2.2 million light years from the Earth. Two smaller galax
ies, N6C205 and M32, are also visible, one each side of M31. 



How Many Suns in the Universe? 

With the exception of the planets and their moons, 
each point of light in the night sky—each "star"—is a 
sun. On a clear, dark night, it's easy to count as many 
as 5000 stars. With an ordinary pair of binoculars, al
most a million stars are visible, and with the aid of the 
most powerful telescopes, the number of stars that 
can be seen rises to the billions. In fact, the number of 
stars turns out to be so large that no one has ever tried 
to make an exact count. The best we can do is esti
mate. 

Even a cursory look at the night sky reveals that the 
visible stars are not evenly distributed. When tele
scopes were invented several hundred years ago, one 
of the earliest discoveries scientists made was that 
stars occur in clusters. We now call each cluster of a 
billion or more stars a galaxy. A further discovery 
made with telescopes is that our Sun (and all the plan
ets that circle it) are in a galaxy called the Milky Way. 

The number of stars in the Milky Way is mind bog
gling enough, but modern telescopes reveal an esti
mated 100 billion other galaxies in the universe! Most 
of the other galaxies are so distant from us that they 
appear as single, tiny, fuzzy-looking stars through all 
but the largest telescopes. With those largest tele
scopes, however, astronomers can confirm that each 
fuzzy "star" is indeed a galaxy. Now, multiply the esti
mated number of galaxies (10 n ) by the minimum 
number of stars in a galaxy (109). The result, a hun
dred billion billion (1020), is an estimate of the mini
mum number of stars in the sky and therefore of the 

minimum number of suns in the universe. The reason 
no one has managed to make an exact count of all the 
suns is obvious—trying to do so would be like trying 
to count all the sand grains on all the beaches, all the 
river banks, and all the deserts in the world! 

THE LIFE-GIVING 
PROPERTIES OF THE SUN 

The Sun is a vast ball of gas, and at its center is a huge 
nuclear reactor. The light and heat generated by this 
fusion reactor control the Earth's climate and make 
the Earth a habitable planet. It is because three of the 
Earth's reservoirs—the biosphere, hydrosphere, and 
atmosphere—derive their energy from the Sun that 
the Earth system works the way it does. If the amount 
of light and heat were either more or less, our planet 
would be a very different place. 

Because it is situated 150 million km (93 million 
mi) from the Sun, the Earth receives just the right 
amount of light and heat to support life. Venus and 
Mercury, the two planets closest to the Sun, are too 
hot and too dry for life to exist. Mars is so far from the 
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Sun that it is too cold for life and also too dry because 
H2O does not exist there as water, only as ice and 
water vapor. 

Most living species draw their energy from the Sun, 
so that the Sun is both giver and supporter of life. 
Plants take their energy directly from sunlight by the 
process called photosynthesis, and animals get their 
energy by eating plants or by eating other animals that 
eat plants. 

If life is possible on the Earth because of the Sun's 
energy, could life exist on other planets in other solar 
systems? We don't know, but a lot of research has 
been carried out trying to derive an answer. As a result 
of space research, we are reasonably sure that, with 
the exception of the Earth, life does not exist on any 
of the planets or moons in our solar system. However, 
we can barely see the outer planets in our solar sys
tem, and so it is not surprising that astronomers are 
still trying to prove that planets exist around other 
stars. Although most scientists theorize that most suns 
have planets in orbit around them and hypothesize 
that life exists on at least some of these other planets, 
proving the point will be very difficult. 

We do know a great deal about our Sun, however. 
We can even estimate when and how the Sun will 
die—and therefore when the Earth system will die. 
Our knowledge comes from analyzing the Sun's en
ergy output, which takes approximately 8.3 minutes 
to reach the Earth. We can also analyze the energy 
output from other stars and then, as we will see in the 
rest of the chapter, use the Principle of Uniformitari-
anism to estimate how long the nuclear fusion reactor 
has been operating in the Sun, how steadily it sends 
out light and heat, and how long it will continue to do 
so in the future. 

THE SUN'S VITAL STATISTICS 

Our Sun is an ordinary, medium-sized, middle-aged, 
run-of-the-mill star with properties and characteristics 
identical to those of billions of other ordinary, 
medium-sized stars. 

Size 
The Sun is vastly larger than any other body in the 
solar system. At approximately 1.4 million km (0.87 
million mi), the diameter of the Sun is 109 times the 
diameter of the Earth. We say approximately because 
it is hard to decide exactly where the edge of a ball of 
gas is. What is meant in the Sun's case is the edge of 
the glowing, visible sphere, even though there is a 

transparent blanket of gas several thousand kilome
ters deep outside of the glowing sphere. 

The Moon is about 382,000 km (237,000 mi) from 
the Earth. If we were to draw a sphere the size of the 
Sun centered on a point at the center of the Earth, the 
edge of the sphere would be about 315,000 km 
(196,000 mi) beyond the Moon. Because of its vast 
size, the Sun's mass, 2 X 1030 kg, is 300,000 times 
greater than the Earth's mass. However, because the 
Sun is entirely gas, its density is only one-fourth that of 
the Earth. 

Apparent Motion 

The Earth revolves around the Sun, but to an observer 
on the Earth it is the Sun that appears to revolve 
around the Earth. Because of the Earth's daily rotation 
about its axis, the Sun seems to arc across the sky 
from east to west every day. Thus, this first apparent 
motion of the Sun is a result of the Earth's rotation. If 
the stars were visible during the day, you would no
tice another apparent motion. Relative to the back
ground of fixed stars, the daily arc traveled by the Sun 
is in a different place in the sky from one day to the 
next. This second apparent motion of the Sun is due 
to the Earth's revolution around the Sun. The way to 
see this relative movement for yourself is to pick out a 
group of bright stars—perhaps a recognizable con
stellation—located close to the western horizon soon 
after sunset. Note the exact time, your exact location, 
and the distance from the horizon to your star group. 
Wait a week or two and then look at the same stars, at 
exactly the same hour of the evening, and with you 
standing in exactly the same spot. You will notice that 
the stars have moved closer to the horizon and there
fore closer to the position of the Sun (Fig. 2.1). 

Each distinctive star pattern in the sky is called a 
constellation. The constellations are named mostly 
for animals and mythical characters, and most of the 
names we use today we inherited from the ancient 
Greeks and Babylonians. The sky is divided into 88 
constellations (Appendix 000), which are a conve
nient way to divide the sky for purposes of location. 
For example, we can describe Castor and Pollux as 
the two bright stars in the constellation Gemini. (This 
is the constellation shown in Fig. 2.1.) 

Relative to the stars, the Sun moves to the east, and 
in one year it moves completely around the sky and 
returns to its initial position. This means that the Sun 
makes a complete circuit of 360° in a year, or about 1° 
a day. The ancient Babylonians observed that the 
Sun's apparent eastward motion through the sky takes 
it through the same 12 constellations each year. You 
can make the same observations yourself if, at regular 
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intervals through the year, you observe where the Sun 
sets relative to the stars. The 12 constellations 
through which the Sun passes are called collectively 
the zodiac (Fig. 2.2), a Greek term meaning circle of 
animals. 

Remember that the Sun's motion against the back
ground of fixed stars is an apparent motion. The body 

that actually moves is the Earth in its orbit around the 
Sun. The plane of the Earth's orbit is called the eclip
tic, and so the path of the Sun through the constella
tions of the zodiac is the trace of the ecliptic on the 
background of fixed stars. If the Earth's axis of rota
tion were exactly perpendicular to the plane of its 
orbit, the trace of the ecliptic would be a straight line. 
In fact, the axis of rotation is tilted at 23.5° to the 
plane of the orbit, and so the trace of the ecliptic is a 
smooth curve (Fig. 2.3). 

Energy Output 

The total amount of energy radiated outward each 
second by the Sun or any other star is called the 
luminosity. It takes 8.3 minutes for energy (in the 
form of light and heat) radiated from the Sun's surface 

Figure 2.1 An easy way to prove that the Sun moves 
relative to the more distant stars. A. Just after sunset, not
ing the exact time and your exact location, pick a bright 
constellation close to the western horizon near the point 
where the Sun sets. The constellation shown here is Gem
ini, close to the horizon in July. In other months choose 
other constellations. B. Observe your constellation a week 
later, at the same time of the evening as the initial obser
vation. Your stars will be closer to the horizon and there
fore closer to the Sun. After a few weeks, your constella
tion will set before the Sun, so that it is absent when you 
look at the sky just after sunset. 

Figure 2.2 The apparent motion of the Sun as seen by a viewer on the Earth. The 
Sun appears to move when viewed against the background of fixed stars. The constel
lations through which the Sun's apparent motion takes it make up the zodiac. 
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Figure 2.3 The ecliptic and the constellations of the zodiac. The trace of the eclip
tic is curved because the Earth's axis of rotation is tilted at 23.5° to the plane of the 
Earth's orbit. A viewer on the Earth is therefore sometimes above the plane of the 
ecliptic, sometimes below. The maximum point above the ecliptic for a northern hemi
sphere viewer is the summer solstice on June 22, when the midday Sun is at its most 
northerly point. The winter solstice is December 22, when the Sun is at its most 
southerly point. The times when the Sun is directly over the equator at midday are the 
vernal (spring) and autumnal equinoxes. 

to reach the Earth. Because the Sun radiates energy 
equally in all directions, only a tiny fraction of the total 
energy it emits reaches the Earth. Therefore, an Earth-
bound scientist wanting to determine the Sun's lumi
nosity must do some calculating. 

Artificial satellites that orbit the Earth get their en
ergy, via solar panels, from the Sun. From such satel
lites we know that solar energy reaches the Earth at a 
rate of 1370 watts per square meter (1.2 sq yd) of sur
face. That's enough energy to light over 13 100-watt 
bulbs. When energy continuously passes through or 
continuously falls on a unit area, we say there is an en
ergy flux through or on that area. The energy flux 
reaching the Earth from the Sun is therefore 1370 
watts/m2. The energy flux can be used to calculate the 
Sun's luminosity in the following manner. Picture an 
imaginary sphere with a radius equal to the Earth-Sun 
distance (1.5 X 1011 m) and centered on the Sun (Fig. 
2.4). Such a sphere has a surface area of 2.8 X 1023m2. 
The energy flux through every square meter on the 
surface of the sphere is 1370 watts. The total energy 
output of the Sun must therefore be the number of 
square meters multiplied by the flux: 

2.8 X 1023m2 X 1370 watts/m2 = 3.8 X 1026 watts 

and this is the Sun's luminosity. 

Figure 2.4 To measure the Sun's luminosity, create an 
imaginary sphere that is centered on the Sun and has a ra
dius equal to the average Earth-Sun distance, 1.5 x 
1011m. The inside surface of this imaginary sphere would 
capture all of the energy radiated by the Sun. Energy from 
the Sun reaches the Earth at a rate of 1370 w/m2, so every 
square meter of the inside surface of the imaginary sphere 
must receive energy at the same rate. Calculate the num
ber of square meters in the surface from the formula, sur
face area = 4pr2, multiply by 1370 W/m2, and you have the 
Sun's luminosity, 3.8 x 1026W. 
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Figure 2.5 Energy from the Sun 
falls on an imaginary disc that has a 
diameter equal to the Earth's diam
eter. Each square meter of the disc 
receives energy at a rate of 1370 
watts. The amount of energy that 
hits a square meter on the Earth's 
surface is maximum at the point 
where the incoming radiation is per
pendicular to the Earth's surface 
(that is, where the Sun is directly 
overhead at midday). This point 
changes daily because the Earth's 
axis is tilted at 23.5° to the ecliptic. 
The most northerly point is reached 
on June 22 (the summer solstice), 
and the most southerly point is 
reached on December 22 (the win
ter solstice). 

The Earth receives only a tiny fraction of this lumi
nosity. Viewed from the Sun, the Earth is a disc with a 
radius of 6.4 X 106 m (Fig. 2.5). The surface area of 
this disc is 1.3 X 1014 m2, and so the luminosity that 
hits the whole Earth is 1.3 x 1014 m2 X 1370 watts/m2 

= 1.8 X 1017 watts. Thus, the Earth receives only one 
2 billionth of the total solar output of energy! Al
though this fraction is tiny, it is sufficient to supply all 
the energy needed to drive the Earth's external 
processes and to keep the biosphere growing health
ily. 

SOURCE OF THE SUN'S 
ENERGY 

Nuclear reactions inside stars involve the fusion of 
lightweight chemical elements, particularly hydro
gen, to form heavier elements such as helium and car
bon. The fusion process, which happens only at ex
ceedingly high temperatures, converts matter to 
energy. The first person to have an inkling about how 
energy is stored in atoms was Albert Einstein 
(1879-1955), who, in 1905, showed that matter and 
energy are connected through the now famous equa
tion E = mc2, where E is energy, m is mass, and c is the 
speed of light in a vacuum. Nuclear fusion converts 
some of the mass of an atom into energy. Nuclear fu
sion has been achieved on the Earth, but only in an un
controlled manner in hydrogen bombs. If it could be 
done so that energy is released in a controlled man
ner, society would have a nearly limitless energy sup
ply because there is so much hydrogen available on 

Earth. Much research is therefore being done on nu
clear fusion. 

There are many possible fusion reactions, but the 
Sun and most other stars produce their energy by two 
of them: the proton-proton (PP) chain and the car
bon-nitrogen-oxygen (CNO) chain. In both pro 
cesses the net result is the same—four hydrogen nu
clei (protons) fuse while absorbing two electrons; the 
electrons combine with two of the protons to form 
two neutrons, and the result is a single helium nucleus 
containing two protons and two neutrons1 as well as 
an enormous amount of energy. The difference be
tween the PP and CNO chains is that in the PP chain 
the protons fuse directly to helium, whereas in the 
CNO chain the process has intermediate steps that in
volve carbon, nitrogen, and oxygen, as well as pro
tons. In the Sun the PP chain accounts for about 88 
percent of the energy produced, and the CNO chain 
the remaining 12 percent. 

The chemical symbol for a hydrogen nucleus is H; 
the superscript indicates the sum of the protons plus 
neutrons in the nucleus (in this case a sole proton), 
while the subscript indicates the number of protons, 
in this case also one. Helium is written He, which in
dicates a total of four particles in the nucleus: two of 
them are protons, as we can read from the subscript, 
and so the other two must be neutrons. 

The mass of an atom is expressed in terms of 
atomic mass units (AMU), where 1 AMU is one-twelfth 

'As you probably recall from high school chemistry, atoms are 
made up of protons and neutrons, bunched together in the nu
cleus, and electrons that move in orbits around the nucleus. The 
stucture and properties of atoms are discussed more fully in Chap
ter 4. 



A Closer Look 

Electromagnetic 
Radiation 

Whenever an electrically charged particle is accelerated, 
it radiates energy in the form of electromagnetic radia
tion. Light is the most familiar form of electromagnetic 
radiation, but X rays, y rays, infrared rays, and radio 
waves are also electromagnetic radiation; all these many 
forms differ only in wavelength. A group of electromag
netic rays arranged in order of increasing or decreasing 
wavelength is called a spectrum. The most familiar ex
ample is the visible spectrum, which is the range of 
wavelengths to which our eyes are sensitive. 

Waves have three essential properties: the wave
length X, which is the distance between two successive 
crests (Fig. C2.1); the speed v, which is the distance trav
eled by a crest in one second; and the frequency f, which 
is the number of crests that pass a given point each sec
ond. The relation between the three wave properties is 
fk = v. All wavelengths of electromagnetic radiation 
travel with the speed of light, which in vacuum is 
299,793 km/s (186,291 mi/s) and is usually designated c. 
For electromagnetic radiation, therefore, fk = c. Because 
all electromagnetic radiation has exactly the same speed, 
c, it is possible to refer to electromagnetic radiation ei
ther in terms of wavelength or in terms of frequency. 

Wavelengths of electromagnetic waves are usually 
measured in meters (Fig. C2.2). The unit of frequency is 
the hertz (Hz). A frequency of 1 Hz is one wave crest 
passing a given point each second. Scientists prefer to 
use the term cycle rather than wave crest when referring 
to frequency. One cycle per second is just another way 
of saying one wave crest per second. 

Figure C2.1 The properties of waves. The wave
length is the distance from one crest to the next. The 
wave frequency is the number of crests that pass a given 
point each second. If both a short wave and a long wave 
move at the same speed, the short wave has the higher 
frequency. 

Electromagnetic radiation can be described equally 
well in terms of waves or in terms of packets of radiant 
energy called quanta or photons. Sometimes it is more 
convenient to deal with the wave properties of the radia
tion; at other times it is more convenient to deal with the 
packets of energy properties. The relationship between 
these two "forms" of electromagnetic radiation is E = hf, 

of the mass of a carbon-12 atom ( C). A proton has a 
mass of 1.00758 AMU and a neutron 1.00893 AMU. (A 
neutron is slightly more massive than a proton be
cause it is formed when a proton combines with an 
electron.) The mass of one He should therefore be 
(2 X 1.00758) + (2 X 1.00893) = 4.03302 AMU. When 
the mass of a helium nucleus is determined, however, 
it is found to be only 4.00260 AMU. Some of the mass 
has been lost, and it is this lost mass that is converted 
to energy according to Einstein's E = mc2. The 
amount of energy released by the fusion of four H to 
produce one He is small, about 4.2 X 10-12J, but 4.5 
X 106 metric tons of hydrogen is converted to helium 
every second in the Sun. Thus, the total amount of en
ergy released is enormous. 

Because a huge amount of its hydrogen is continu
ously being converted to helium, the Sun will eventu
ally run out of hydrogen fuel. Fortunately, the Sun's 
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supplies of hydrogen are enormous, and scientists cal
culate that there is enough in the Sun's interior to 
keep the nuclear fusion reactor operating for another 
4 to 5 billion years. 

Proton-proton fusion requires a temperature of at 
least 8 X 106 K (1.4 X 107°F), and the CNO fusion 
chain requires a temperature of 15 X 106 K (2.7 X 
107°F). Although we cannot see into the interior of 
the Sun where fusion is occurring, scientists are rea
sonably certain that, because the CNO chain is oper
ating, the temperature at the center of the Sun is at 
least 15 X 106K. 

The energy produced by fusion reactions in the 
Sun appears as gamma rays (g rays), which are ex
tremely short electromagnetic waves (see "A Closer 
Look: Electromagnetic Radiation"), and neutrinos, 
which are electrically neutral, essentially massless 
particles that move at the speed of light. Of the total 



where E is the energy of a photon, f is the frequency of 
the corresponding electromagnetic wave, and h is a 
constant known as Planck's constant. When f is mea
sured in hertz, h is equal to 6.63 X 10-34 J·s, and E is in 
joules. 

The energy of a photon corresponding to a 1,000-
kHz wave, in the middle of the AM radio band, is 

£=(6.63 X 10-34 J·s) (1.000 X 106/s)=6.63 X10-28J 

By contrast, the energy of a photon that has a fre
quency of 6 X 1014 Hz, which has a wavelength in the 

middle of the visible light range, is 3.98 X 10-19 J, and a 
photon in the g-ray range, which has a frequency of 1023 

Hz, is 6.63 x 10-11 J. Obviously, the higher the fre
quency (and therefore the shorter the wavelength of the 
corresponding electromagnetic wave), the greater the 
amount of energy carried by a photon. 

Figure C2.2 The electromagnetic spectrum. Be
cause all electromagnetic waves travel with the same 
speed (the speed of light, 3.0 x 108 m/s), they can be 
discussed either in terms of frequency or in terms of 
wavelength. 

energy, 2 percent is in the form of neutrinos and 98 
percent is g rays. Neutrinos escape from the Sun's 
core so easily that they escape about 2 seconds after 
they are formed. Neutrinos can pass, unchanged, 
through the Earth and do not play any part in bringing 
solar energy to the Earth. Gamma rays, however, can
not easily get free from the Sun, but as we will see 
later in the chapter, they are responsible for the en
ergy that reaches the Earth. 

STRUCTURE OF THE SUN 
Figure 2.6 shows that the Sun consists of concentric 
layers, four inner regions that make up the sphere we 
see, as well as two gaseous outer layers that we can
not see. 

The Sun's core, the site of all the nuclear fusion re
actions, is about 170,000 km (106,000 mi) in radius. 
The temperature of the core ranges from 8 X 106 K at 
the margin to 15 X 106 K at the center. The composi
tion of the core is estimated to be about 62 percent 
helium and 38 percent hydrogen by mass. 

Surrounding the core is a region that is very hot but 
not hot enough for fusion to occur. Stretching from 
170,000 to 590,000 km (106,000 to 367,000 mi), mea
suring out from the center, this region is called the 
radiative layer. The energy released in the core 
moves across the radiative layer by radiation, and it is 
this layer that makes the escape of energy from the 
Sun such a slow process. It is electrons in the radiative 
layer that absorb the y radiation and make the layer 
opaque. 

Above the radiative layer is the convective layer, 
from 590,000 to 695,500 km (367,000 to 432,000 mi), 

Chapter 2 / The Sun, Giver of Life 51 



52 Part One / The Earth in Space 

Figure 2.6 A model of the Sun's 
interior. Energy is created in the 
core when hydrogen is fused to he
lium. This energy flows out from 
the core by radiation through the 
radiative layer, by convection 
through the convective layer, and 
by radiation from the surface of the 
photosphere, which is the portion 
of the Sun we see. 

Figure 2.7 Granules up to 
1500 km across on the surface of 
the Sun's photosphere. Granules 
are the tops of huge, upward-
rising bubbles and columns of in
tensely hot gas. The darker re
gions between the bright gran
ules are places where cooler gas 
flows back into the photosphere. 
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across which energy moves by convection. Both the 
radiative and the convective layer have compositions 
that are little changed from the composition of the 
original solar nebula and about the same as that of 
Jupiter, which is 72 percent hydrogen, 26 percent he
lium, and 2 percent heavier elements, by mass. In a 
sense, the radiative and convective layers are kept 
gassy and are prevented from collapsing into the core 
by the intense pressure created by y radiation at
tempting to move upward. 

Above the convective layer is the surface layer, the 
portion of the Sun we see. Called the photosphere, it 
is an intensely turbulent zone that emits the light that 
reaches the Earth (Fig. 2.7). The photosphere is about 
450 km (280 mi) thick and has an average tempera
ture of about 5800 K (9980°F), ranging from 8000 K at 
its boundary with the convective layer, to 4000 K at 
its outer edge. 

The photosphere passes into the chromosphere, a 
low-density layer of very hot gas about 2500 km (1554 
mi) thick. The chromosphere has such a low density 
that it is transparent to light passing through and 
therefore very difficult to see. 

The chromosphere merges into the outermost 
layer of the Sun, the corona, a zone of even lower 
density gas than the chromosphere. The corona, 
which grades off into space, is quite hot, but, like the 

chromosphere, it is not visible because it has such a 
low density. Because both the chromosphere and the 
corona are transparent, we are able to observe and 
measure them only during a solar eclipse, when light 
from the body of the Sun is obscured by the Moon 
(Fig. 2.8). 

THE SOLAR SPECTRUM 
The radiation energy released in the Sun's core by the 
PP and CNO fusion chains has a frequency of about 
1023 Hz, in the g-ray range; such radiation has a very 
short wavelength and is extremely energetic. As the y 
rays move out through the radiative layer, they are re
peatedly absorbed and re-emitted by electrons and in 
the process converted to longer wavelength, lower 
energy radiation. No energy is lost in the process; it is 
just parceled out into a greater number of less ener
getic rays. By the time the radiation reaches the pho
tosphere, it has a frequency in the range from 1014 to 
1.5 X 1015 Hz or, as more commonly designated, 
wavelengths in the range 3 X 10-6 m (3.3 X 10-6 yds) 
to 2 X 10-7 m (2.2 X 10-7 yds). 

Note in Figure 2.9 that the energy flux from the 
Sun varies with the wavelength, the peak being close 
to the wavelength of yellow light. The shape of the 

Figure 2.8 The Sun's chro
mosphere and corona can be 
clearly seen only during a solar 
eclipse, when the Moon blocks 
the light coming from the photos
phere. This photo, taken with a 
special camera during an eclipse 
in 1988, shows faintly glowing 
gas streaming hundreds of thou
sands of kilometers out from the 
corona. 
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Figure 2.9 The Sun's spectrum 
is nearly identical to that of a per
fect blackbody radiator. The minor 
differences occur because gases in 
the chromosphere and corona se
lectively absorb some wavelengths 
of the electromagnetic radiation 
emitted by the Sun. 

Sun's spectral curve (which is a graph of wavelength 
versus flux) is interesting because it matches almost 
exactly the spectrum of radiation given off by a per
fect blackbody heated up to 5800 K (9980°F) the av
erage temperature of the photosphere. 

When a piece of metal is heated in an intensely hot 
flame, the metal first starts to glow a dull red. Then, as 
it gets hotter and hotter, it becomes more brightly 
red, then orange, yellow, white, and finally bluish 
white. The color of the metal at any given time while 
it is being heated is a measure of the temperature, and 
this relationship has many practical uses. Blacksmiths, 
for example, use color to estimate when the tempera
ture of a piece of iron is high enough for the task in 
hand. 

If we measured the electromagnetic radiation emit
ted by the hot metal, we would find that the spectral 
curve has the same shape as the curves in Figure 2.9. 
Any body, no matter what its composition, that has a 
spectral curve similar to Figure 2.9 is called a black-
body radiator. The term blackbody seems confusing 
when applied to something that is glowing brightly 
and emitting electromagnetic radiation. In fact, the 
term refers to the radiation-absorbing properties of a 
body, and a perfect blackbody is one that absorbs all 
light that strikes it and reflects none. If you shone a 
very powerful beam of light at the Sun, almost none 
would be reflected back, making the Sun a nearly per
fect blackbody. The Earth is also very close to being a 
perfect blackbody radiator. (Note that the two terms 
blackbody and blackbody radiator mean the same 
thing and are interchangeable.) 

There are several important points to remember 
about blackbody radiators: 

1. The hotter the radiating body, the shorter the 

wavelength of the radiation peak (Fig. 2.10). The 
peak of radiation for the Sun is at a wavelength of 
about 5 X 10-7 m (5.5 X 10-7 yds), corresponding 
to a temperature of 5800 K. 

2. All objects, no matter what their temperature, 
emit electromagnetic radiation and have a spec
tral curve approximating, at least to some degree, 
the curve for a blackbody radiation. The Earth, for 
instance, has an average surface temperature of 
about 290 K (63° F), and the radiation it emits has 
a peak at a wavelength of 1 X 10-5 m (1.1 X 10-5 

yds), much longer than the Sun's peak wave
length of 5 X 107 m (5.5 X 10-7 yds). The Earth's 
peak wavelength is in the infrared region of the 
electromagnetic spectrum, and so the Earth's ra
diation cannot be seen by the human eye. 

3. The hotter an object is, the more energy it radi
ates. We know this is true from such simple ob
servations as the amount of energy given off by a 
hot stove coil versus a cold coil. The same rela
tionship is apparent in Figure 2.10: the higher the 
temperature of the blackbody, the greater the en
ergy flux at any given wavelength. 

The solar spectrum in Figure 2.9 is the spectrum mea
sured in space, far above the Earth's atmosphere. The 
spectrum measured at sea level is a lot different be
cause the electromagnetic radiation has had to pass 
through the atmosphere, which selectively absorbs 
certain wavelengths. Gases in the atmosphere—prin
cipally oxygen, water vapor, and carbon dioxide—ab
sorb radiation selectively over narrow wavelength 
ranges. The curve in Figure 2.11 shows how absorp
tion by the atmosphere modifies the Sun's blackbody 
spectrum. 



Chapter 2 / The Sun, Giver of Life 55 

Figure 2.10 The energy flux from 
blackbody radiators at different tem
peratures. Note how the radiation 
peak moves to shorter wavelengths 
as the temperature increases. The 
area under any one curve is the total 
flux of energy emitted by a radiator 
at a given temperature. Note that 
the higher the temperature, the 
greater the flux. 

Figure 2.11 The outer-space and 
sea-level spectra of solar radiation. 
The two curves are different be
cause gases in the atmosphere se
lectively absorb some of the wave
lengths of emitted radiation. 

THE ACTIVE SUN 

So far, we have been discussing the Sun as if it were a 
reliable, smoothly operating body. Most of the time 
the Sun does work smoothly, and astronomers tend to 
refer to it under such conditions as a quiet Sun. At 
other times, however, and generally for short periods, 
the Sun becomes intensely turbulent and erupts with 
huge fiery prominences and vast sunspots (Fig. 2.12). 
Such times are referred to as periods of the active Sun, 

and the places where the events occur are called ac
tive regions. 

The development of active regions apparently has 
two principal causes. Differential rotation, the first 
cause, arises because the Sun is a rotating ball of gas 
and rotates faster at the equator (once every 25 days) 
than at its poles (once every 31 days). Differential ro
tation is ever-present in the Sun, but much of the time 
the turbulence that results is unseen because it occurs 
below the surface of the photosphere. The second, 
and by far the more important cause, is magnetism. 
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The gases in the Sun consist of electrically charged 
particles. The vast flows of gas inside the Sun are, in 
effect, electric currents, and electric currents create 
magnetic fields. The Sun is therefore a magnet. Its 
magnetic field can be distorted by the differential ro
tation or by turbulence inside the Sun, and this distor
tion can disrupt the flowing gases. When the internal 
turbulence breaks through to the surface, a period of 
an active Sun follows. 

Figure 2.12 A period of the active Sun. A. A vast, fiery 
prominence of hot gas bursting out from the photosphere 
throughthe chromosphere and corona. B. A huge sunspot 
with an unusual spiral structure breaks through the pho
tosphere in 1982. C. Both prominences and sunspots 
cause streams of protons to flow out into space. When the 
protons hit the Earth's outer atmosphere, they create the 
beautiful electrical effects called auroras. This aurora was 
seen in a far northern latitude, and at the moment it was 
photographed, a meteor flashed across the sky. 

Sunspots 
The most important active Sun phenomenon, as far as 
the Earth is concerned, is sunspots—huge dark 
blotches on the solar surface. Sunspots are relatively 
cool regions on the surface of the photosphere, and 
so they appear dark by comparison with the rest of 
the photosphere. (Even so, they are intensely hot.) 
When a sunspot starts to form, the granular surface of 
the photosphere separates, and a tiny dark spot that is 
intensely magnetic appears and starts to grow. Exactly 
how and why sunspots form is not clearly understood, 
but the fact that they seem to occur in cycles of about 
11 years (Fig. 2.13), which is the period calculated by 
astronomers for turbulent interactions between the 
solar magnetic field and differential rotation, suggests 
they may be a normal part of the Sun's activities. Even 
more important, because the Sun's magnetic field in
fluences the Earth's outer atmosphere, many experts 
believe that sunspots influence the climate on the 
Earth. 
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Figure 2.13 The sunspot cycle over the past 400 years. Note the period before 
1715, when, for reasons that are not understood, very few sunspots were observed. 
Sunspots have reached a maximum about every 11 years since 1715, and there is 
also a suggestion of some sort of cycle on a 55- to 57-year time scale. Because the 
pre-1715 period of low sunspot activity coincides with a prolonged cool period that 
is sometimes called the Little Ice Age, some scientists have speculated that sunspot 
activity and climate are somehow connected. 

Changes in Luminosity 

Astronomers monitor the Sun's luminosity very care
fully. A 1 percent decrease in the flux of electromag
netic radiation, from 1370 W/m2 to 1356 W/m2, is es
timated to reduce the Earth's average temperature by 
1 K (1.8°F). Similarly, a 1 percent increase in luminos
ity to 1384 W/m2 would probably increase the aver
age temperature by 1 K. A change of 1 K may seem 
small, but even the mighty eruption of Tamboro, 
which, as discussed in the Introduction, led scientists 
to call 1816 the "year without a summer," probably 
did not cause the Earth's average temperature to drop 
by any more than 1 K. Clearly, changes in the Sun's lu
minosity have the potential to cause significant 
changes in the Earth system. 

Exact measurements of luminosity are difficult, but 
indications are that since about 1980 the Sun's lumi
nosity has decreased by about 0.3 percent, or 4 W/m2. 
Where climate changes are concerned, therefore, it is 
apparent that changes in luminosity, as well as natural 
and human-engendered changes to the atmosphere, 
must be considered. 

The Sun's luminosity changes have been moni
tored only during the twentieth century; thus, ques
tions of long-term changes remain unanswered. As we 
will see later in this chapter, a star the size of the Sun 
commences life with a luminosity about 10 percent 
lower than the present solar luminosity. This means 
one of two things: either the early Earth was much 
colder than today's Earth, or else the Earth system of 
that time adjusted in some way in order to keep the 
surface warm, perhaps by allowing the carbon diox
ide level of the atmosphere to be higher in order to 
provide a better thermal blanket. In the carbon diox
ide model, it is hypothesized that, as the sun's lumi
nosity slowly increased, the biosphere removed car
bon dioxide from the atmosphere, thus keeping a 

balance between incoming radiation and a comfort
able climate. 

OTHER SUNS 
Because the stars are so far away from the Earth2, it is 
not possible to measure how big they are or to see all 
the detail we can see on the Sun. Almost everything 
we know about stars comes by way of the electro
magnetic radiation they emit. The way we decode and 
interpret the messages carried by starlight depends to 
a large degree on our understanding of how the Sun 
works. Fortunately, a lot of information can be gath
ered from some straightforward measurements. 

Star Color and Luminosity 

When you look at the stars on a clear night, two things 
are quickly apparent. The first observation is that the 
colors are not all the same; they range from red 
through yellow to bluish-white. For example, in 
Orion, one of the most familiar and easily recognized 
constellations, we see a bright but distinctly red star 
called Betelgeuse and an equally bright star called 
Rigel that is a striking bluish-white (Fig. 2.14). 

The second observation is that stars vary greatly in 
their brightness. Some, like Sirius and Rigel, blaze out 

2Astronomical distances are measured by the time it takes for light 
to travel between the two points being measured; 1 light-minute is 
18 X 109m, and the Sun-Earth distance is only 8.3 light-minutes. 
The star nearest to the Earth, Alpha Centauri, is 4 light-years away 
(1 ly = 9.5 X 1015m). When we look through a telescope at stars a 
billion light-years away, we are seeing light that left those stars a bil
lion years ago; we are looking back in time. 



Spectral Class 

o 
B 
A 
F 
G 
K 
M 

Color 

Bluish-white 
Bluish-white 
Bluish-white 
White to bluish-white 
White to yellowish-white 
Yellowish-orange 
Reddish 

Surface Temperature 

Greater than 30,000K 
11,000-30,000K 
7,500-ll,000K 
6,000-7,500K 
5,000-6,000K 
3,500-5,000K 

Less than 3,500K 

Example 

Naos 
Rigel 
Sirius 
Canopus 
Sun 
Aldebaran 
Betelgeuse 
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spectrum, is hotter than red Betelgeuse. Because the 
Sun's peak is in yellow wavelengths, the temperature 
of the Sun falls between the temperatures of Betel
geuse and Rigel. Just as the blacksmith judges the tem
perature of iron by its color, so it is possible to judge 
the temperature of a star by its color. 

Astronomers classify stars based on color and 
hence temperature (Table 2.1 and Fig. 2.15). Each 
color—or as it is more commonly called, spectral 
class—is further split into 10 subdivisions ranging 

Figure 2.14 The constellation Orion (the hunter). The 
reddish star at the upper left is Betelgeuse; the bright, 
bluish-white star at the lower right is Rigel. Because this 
photo is a time exposure, many faint stars not visible to the 
eye are shown. 

quickly and draw attention because they are so bright. 
If you look closely, however, you can find stars so 
faint you can hardly be sure they are there. 

Like the Sun, all other stars are blackbody radiators. 
As shown in Figure 2.10, the peak wavelength of a 
blackbody radiator is determined by temperature. The 
higher the temperature, the shorter the wavelength 
and the bluer the star. Conversely, the lower the tem
perature, the longer the wavelength and the redder 
the star. Rigel, with its peak at the blue end of the 

Figure 2.15 Stars as blackbody radiators. Note that 
only for yellowish stars is the radiation peak in the visible 
range. For reddish, white, and bluish-white stars, the radi
ation peaks lie outside the visible range. We can see such 
stars because they do emit some radiation in the visible 
range. 

Table 2.1 
The Spectral Classes of Stars 
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from 0 (hottest) to 9 (coolest). The Sun is a G2 star. 
In order to measure a star's luminosity, we need to 

know the Earth-star distance. Earth-star distances are 
difficult to measure, but they can be determined for 
stars out to a distance of 300 light-years from the Earth 
using a system called parallax. You can demonstrate 
parallax very easily by holding a pencil perpendicular 
to the floor and at arm's length, and alternately open
ing and closing each eye. The pencil, viewed against a 
fixed background, appears to move from side to side 
(Fig. 2.16A). A parallax measurement of the distance 
to a nearby star uses the Earth at two opposite points 
on its orbit for the two "eyes" and very distant stars as 
the fixed background. The method is illustrated in Fig
ure 2.16B. The diameter of the Earth's orbit is known; 
the angle subtended by the star to the two points of 
observation is measured, and from the data it is possi
ble to calculate the distance to the star. For very dis
tant stars, where the angles are tiny, measurements 
are imprecise. That is why, at present, only stars out 

to 300 light-years can be measured with any degree of 
accuracy. 

Once the distance to a star is known, its luminosity 
can be calculated. Remember that luminosity is the 
total amount of energy emitted by a star each second, 
and to get an accurate measurement we must know 
how far away a star is. The process is the same as mea
suring the luminosity of the Sun as discussed earlier. 
First, the energy flux of the star is measured through a 
telescope (see "A Closer Look: Telescopes"). Then the 
surface area of a sphere with a radius equal to the 
Earth-star distance is calculated just as we did for the 
Sun in Figure 2.4. Since flux is energy/second/unit 
area, the total energy emitted by a star each second is 
easily calculated. 

Once the temperature and luminosity of a star are 
known, they can be compared with the values for 
other stars. One convenient way to make a compari
son is through the Hertzsprung-Russell diagram 
(H-R), a plot of luminosity versus temperature. 

Figure 2.16 Parallax used to 
measure star distances. A. An ex
ample of parallax. Alternately shut 
your left and right eyes, and the 
pencil will appear to move relative 
to a fixed background. B. As the 
Earth goes around the Sun, a near 
star appears to move against the 
background of more distant stars. 
By observing the near star at six 
month intervals, knowing that the 
base of the green triangle is the di
ameter of the Earth's orbit, and 
measuring the angle of the shift, 
the distance between the near star 
and the Earth can be calculated. 



A Closer Look 

Telescopes 

Astronomy is an observational science. The only way hy
potheses concerning stars can be tested is through obser
vation, and because stars are so faint and so distant, the 
observations have to be made with telescopes. 

All telescopes have one function: they gather and 
concentrate electromagnetic radiation. Those that gather 
visible light are called optical telescopes, and those that 
gather radio waves are radio telescopes; infrared and ul
traviolet telescopes gather infrared and ultraviolet 
waves, respectively. 

Optical Telescopes 
Optical telescopes use either of two properties to gather 
and concentrate light. The first property is refraction, 
which means the path of a beam of light is bent when the 
beam crosses from one transparent material to another 
(Fig. C2.3A). Refraction occurs because the speed of 
light is different in different media. Remember that all 
electromagnetic radiation travels with the same speed in 
a vacuum. The speed of light is less in water, glass, or 
any other transparent medium than in a vacuum. Con
sider what happens when a beam of light is traveling 

Figure C2.4 The principle of a refracting telescope. 
A. A simple lens refracts rays to a sharp focal point. B. 
A telescope gathers light through the objective lens and 
focuses the image at the focal point. An additional lens, 
called an eyepiece, is used to view the image. The com-
bination of objective lens and eyepiece is the telescope. 

through air at some initial speed and then hits a glass 
prism, as in Figure C2.3B. The part of the beam that hits 
the glass first slows down, but the rest of the beam is still 
traveling at the initial fast speed and therefore catches up 
with the slow-moving part. The net effect is to rotate the 
direction in which the entire beam moves through the 
glass. 

The way refraction is used to construct a refracting 
telescope, or refractor, is shown in. Figure C2.4. The first 
telescopes made were refractors, and it was with a sim
ple refractor that Galileo made his epochal observations 
of the moons around Jupiter. 

The second property of light used in telescopes is re
flection, which means light bounces off a surface. 
When the reflecting surface is curved, all the reflected 
light beams can be brought to a focus, as shown in Fig
ure C2.5A. By using either of two geometries, the fo
cused beams can be viewed with an eyepiece, thus cre
ating a reflecting telescope (Fig. C2.5B). The telescope 
Newton made to observe the planets was a reflector. 

Figure C2.3 Examples of refraction. A. Refraction 
of light causes a drinking straw to appear to be bent at 
the air-water boundary. B. Refraction of light through a 
prism. 

60 
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Figure C2.5 The princi
ple of a reflecting telescope. 
A. A curved mirror reflects 
incoming light rays to a focal 
point. B. A reflecting tele
scope requires an eyepiece to 
examine the image at the 
focal point. Two geometries, 
Newtonian and Cassegrain, 
are used to prevent the head 
of the observer from blocking 
incoming light rays. 

Nonoptical Telescopes 
Galileo, Newton, and many generations of later as
tronomers had only their eyes to look through telescopes 
and see the stars and planets. Today's astronomers rarely 
look through telescopes. Instead they substitute other 
light-sensitive devices for their eyes. Such devices, 
which can be photographic films, solid-state photoelec
tric chips like those in solar-powered calculators, or 
photomultiplier tubes, are more sensitive than eyes and 
have an additional advantage: they can measure the 
amount of incoming electromagnetic radiation. Such 
measurement is essential for the determination of lumi
nosity. 

Unique information about stars can be obtained at al
most every wavelength in the electromagnetic spectrum. 
Astronomers therefore seek to "look at" the sky at many 
different wavelengths, not only those in the visible re
gion. Electromagnetic radiation that penetrates the at
mosphere can be studied with ground-based, nonoptical 
telescopes. In the case of radiotelescopes, which operate 
in a wavelength range of about 10-6 to 102 m, the "mir
ror" is a large metal dish and the detector is a radio re
ceiver placed at the focal point (Fig. C2.6). Near-infrared 
wavelengths, from about 10-6 to 10-3 m, are gathered 
and focused in an infrared telescope using a mirror, just 
as in an optical telescope, but the detector is a chip of 
metallic germanium, which is sensitive to infrared rays. 

As is clear from Figure 2.11, some wavelengths are 
absorbed by the atmosphere. To "see" the sky at those 
wavelengths, it is necessary to put space telescopes out
side the atmosphere. Wavelengths in the ultraviolet, 
from 10-10 to 10-7 m, and in the far infrared, beyond 
about 4 X 10-5 m (4.4 X 10-5 yds), are partly absorbed 
by the atmosphere. Telescopes operating in these wave
length ranges are either lifted aloft by huge balloons or 
placed in orbit by rockets. 

The best possible place to view the sky is completely 
outside the atmosphere. Recently, a large optical tele
scope, called the Hubble Telescope, with a mirror 2.4 m 
(2.6 yds) in diameter, was placed in orbit 400 km (249 

mi) above the Earth. Despite some initial mechanical 
problems which astronauts were able to correct, Hubble 
has been an extraordinary success. Indeed, it has been 
such a success that plans are now being drawn up to 
place a telescope on the far side of the Moon, where it 
will be free not only from the atmosphere but also from 
all the electromagnetic radiation from the Earth. Space 
astronomy will probably become a standard way of op
erating in the twenty-first century. 

Figure C2.6 A radiotelescope in Owens Valley, 
Cailfornia, operated by astronomers of the California In
stitute of Technology. Radio waves from space hit the 
curved dish and are focused on the reciever mounted on 
the top of the four legs. The reciever, which works like a 
radio, can be turned to recieve different wavelengths. 
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Hertzsprung-Russell Diagrams 

The H-R diagram was devised early in the twentieth 
century by two astronomers, Ejnar Hertzsprung 
(1873-1967), a Dane, and Henry N. Russell (1877-
1957), an American, with the two men working inde
pendently of each other. Although the spectral class, 
and hence the temperature, of a star can be measured 
no matter how far away the star is, it is possible to 
measure luminosity only at known distances. The H-R 
plot was therefore developed from stars in our galaxy 
that are near enough for the distance to be measured 
by parallax. 

About 85 percent of the stars plotted on an H-R di
agram fall on or close to a smooth curve (Fig. 2.17) 
that astronomers refer to as the main sequence. The 
rest of the stars fall in two groups—one above and the 
other below the main sequence. 

Luminosity is a function of both star temperature 
and star size. At a given temperature, the larger the 
star, the greater the luminosity. Stars that plot above 
the main seqvience are all very luminous. However, 
based on color, astronomers know that these stars are 
cooler than main-sequence stars of equal luminosity. 
For example, the red star Antares in Figure 2.17 has 
the same luminosity as the blue star Spica but is 
cooler. We can draw only one conclusion: in order to 
have such high luminosities at lower temperatures, 
the stars above the main sequence must be very large; 
they are giants. About 2 to 3 percent of all stars are gi

ants. Depending on their size, they may be referred to 
as red giants or, in the case of the very largest stars, 
such as Betelgeuse, super giants. Betelgeuse is so large 
that if it were the Sun, its edge would be beyond the 
edge of Mars and the Earth would be inside a huge 
star. 

Below the main sequence is a small group of stars 
that are much less luminous and therefore much 
smaller than the main sequence stars. Although not all 
the stars in this group fall in the white color class 
(class A), they have come to be called white dwarfs. 

Astronomers discoverd the importance of the H-R 
diagram a long time ago: it can be used to explain the 
history of a star. All stars have lives; they are born, 
they age, and they die. Their life cycle has much to do 
with their size at any given time. 

Stellar Evolution 

Stars have long lives, and the smaller a star, the longer 
it can live. Very massive stars live for only tens of mil
lions of years, intermediate-mass stars like the Sun live 
up to 10 billion years, and the smallest stars can live 
20 billion years or longer. The reasons for the differ
ences lie in the balance of forces inside a star. 

As we have previously pointed out, all stars are 
huge, hot balls of gas. The hot gas does not drift off 
into space because the force of gravity continuously 
pulls it inward. The greater the mass of gas in a star, 

Figure 2.17 A Hertzsprung-Rus-
sell diagram of star luminosity ver
sus surface temperatures. The verti
cal axis is a comparative one based 
on the Sun having a luminosity of 1. 
The horizontal axis is reversed from 
the normal order, with values of sur
face temperature increasing to the 
left. Note that the Sun is a middle-
range, main-sequence star. 
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the stronger the inward pull. In the absence of a coun
terbalancing outward force, gravity would cause a 
star to collapse into a small, dense mass. The principal 
force that counterbalances gravity is electromagnetic 
radiation. The outward flux of electromagnetic radia
tion generated by nuclear fusion keeps the interior of 
a star very hot, and that prevents gravitational col
lapse; the balance between the inward gravitational 
force and the outward radiation force determines the 
size of the star. A fusion reactor requires fuel, and just 
as an automobile no longer runs when its gasoline 
supply is used up, so a fusion reactor can no longer 
operate when its nuclear fuel is depleted. When its 
fuel supply runs low, the balance of forces in a star 
changes, and as a result the size, temperature, and lu
minosity all change too. When and how the changes 
occur are a function of how much fuel was present to 
start with and how fast it was used up. 

Because star lifetimes are vastly longer than human 
lifetimes, it is reasonable to ask how we humans can 
ever decipher star histories. The answer is provided 
by the Principle of Uniformitarianism. Among the bil
lions of stars in the sky, astronomers can find exam
ples of every mass, every luminosity, and every stage 
of star life. Understanding how a star ages is like deci
phering the stages of a human life by studying the 
population of a large town for a few weeks. The result 
is a composite, an average life, rather than the life of 
a single individual. In the case of stars, the problem is 
made a little more complex because star masses differ 
by a factor of a thousand and the life of a small star dif
fers from the life of a large star. 

The mass of the Sun (one solar mass, 1 S) is used as 
a measure of star masses. Masses smaller than about 
0.1 S are too small for the temperature in the core to 
get hot enough for nuclear fusion to start, and so 
below 0.1 S there are what we call "almost stars." The 
planet Jupiter is an example of an almost star. At the 
other end of the size range, stars more massive than 
100 S generate such intense radiation that gravity is 
overcome by the outward radiation forces and the star 
simply blows itself apart. 

The Life Cycle of a 1-S Star 
The life of a star the size of the Sun begins with the 
gravitational compression of a mass of gas. Just as the 
air in a bicycle pump becomes heated as a result of 
compression, so does star gas heat up as a result of 
gravitational compression. When the temperature at 
the center of a compressed protostar reaches 8 x 106 

K (1.4 X 10-7 °F), PP fusion commences. 
Initially, gravitational compression exceeds the ra

diation counterforce, and a newly burning star con
tinues to shrink. Within about 50 million years, a bal

ance is reached between the gravitational and radia
tion forces, and the star attains a stable luminosity and 
temperature that place it on the main sequence of the 
H-R plot. The evidence that stars spend most of their 
lives on the main sequence is straightforward—most 
of the stars in the sky plot on the main sequence. Stars 
appear to be born and to die at about the same rate, 
yet 85 percent of all stars plot on the main sequence. 
That can happen only if stars have, through most of 
their lives, a temperature and luminosity that plot on 
the main sequence. 

The nuclear fusion reactor of a 1-S star converts hy
drogen to helium. When the hydrogen in the core is 
used up, fusion in the core ceases, gravity asserts con
trol, and the now helium-rich core contracts. How
ever, there is still abundant hydrogen surrounding the 
core in the radiative layer. As the core collapses and 
becomes even hotter, therefore, a shell of hydrogen in 
the inner part of the radiative layer starts the nuclear 
fusion process in what is called shell fusion. Core 
collapse heats the star interior by compression; in
creasing temperature speeds up the rate of nuclear fu
sion in the radiative-layer shell, and as a consequence 
such an immense amount of heat is generated that the 
star expands. Such a shell-fusion star moves off the 
main sequence and becomes a red giant. 

Despite the fact that a red giant is very large, its he
lium-rich core continues to contract even after shell 
fusion commences. Eventually, the core temperature 
is hot enough for helium fusion to start by a process 
called the triple-alpha reaction, in which three helium 
nuclei fuse to form carbon. When all the helium fuel 
in the core is used up, shell fusion in the radiative 
layer starts again, but this time it is the fusion of he
lium. Inside the shell, the now carbon-rich core con
tinues to contract gravitationally. Shell fusion of he
lium is a violent process accompanied by great 
explosions, and each explosion blasts star gas out into 
space. Finally, all that remains of a 1-S star is the car
bon-rich core surrounded by a slowly diminishing 
shell of helium; when shell fusion of helium ceases, 
the star starts to die. 

The mass of the carbon-rich core of a 1-S star is too 
small for contraction to raise the temperature to the 
point at which carbon can fuse to heavier elements. 
The carbon-rich core becomes a white dwarf, a small, 
very dense star that is slowly cooling. On the H-R plot 
a white dwarf plots below the main sequence. As 
cooling proceeds, a white dwarf loses its luminosity, 
moves toward the lower right-hand corner of the H-R 
plot, and eventually becomes a dead star called a 
black dwarf. The star's life cycle is now complete. 

The scenario just described is approximately that 
which our Sun will follow. There is nothing for hu-



MARIA MITCHELL 
(1818-1889) 

Harvard-Smithsonian Center for Astrophysics in Cam
bridge Massachusetts. Currently, she is writing a biogra
phy of Annie Jump Cannon, a pioneer woman as
tronomer whose career she celebrated in an educational 
documentary video. Welther received the Annie Jump 
Cannon Medal from the Wesley College in Dover, 
Delaware, and had an asteroid, Minor Planet (3682) 
Welther, named in her honor. 

lings, she converted a small closet with a window into a 
study where she could read, write, compute, and ana
lyze. 

It may have been George Bond who influenced Maria 
to set up her father's little 21/2-inch refractor and scan 
the sky for faint new comets. The two young people were 
very much attracted to each other and competed to be 
the first American to make such a discovery. Although 
they each independently sighted several new comets, 
European astronomers invariably received recognition 
for these discoveries. Finally, the king of Denmark pre
sented Maria with a gold medal for discovering a fuzzy 
patch of light just above Polaris on October 1, 1847, and 
being the first to report it as a new telescopic comet. 

At a time when most women married and had fami
lies, Maria also aspired to wed a bright young man. She 
was devastated when George Bond married a young 

Off the coast of Massachusetts, on the island of Nan
tucket, is a modest brick observatory founded in memory 
of the United States' first woman astronomer, Maria 
Mitchell. (Maria is pronounced Ma-rT-ah.) As an under
graduate, I joined a group of students who spent a sum
mer at Nantucket observing, photographing, and analyz
ing variable stars in the nucleus of the Milky Way. To 
explore our galaxy's magnificent star fields, we pointed 
the telescope toward the constellation of Sagittarius on 
clear, dark, moonless nights. We used Maria Mitchell's 
own 5-inch Clark refractor to locate a region rich in vari
able stars. Then we swung open the shutter of the photo
graphic telescope to capture the stellar images on glass 
plates. Toward dawn, we processed the astronomical 
photographs in a tiny closet that had been outfitted as a 
darkroom. The cubicle adjoined the historic gray-shin
gled house where Maria Mitchell was born. During the 
day we often ventured into her home to learn about her 
childhood and career. And at night, as we photographed 
the stars, we kept each other awake by recounting the 
many stories we had heard about this famous woman as
tronomer. 

From a window in the front parlor of the Mitchell 
House, Maria helped her father observe an annular 
eclipse of the sun in 1831. She was only 12 years old at 
the time but already skilled in making accurate observa
tions. To escape the pandemonium of her younger srb-

mans to fear, however, because the hydrogen fuel in 
the Sun's core is sufficient to keep the Sun on the 
main sequence for at least 4 billion more years. 

The Life-Cycle of a 0.25-S Star 
It is not possible to know the full life cycle of a small-
mass star. Such stars are so long-lived, 20 billion years 
or more, that there hasn't been enough time for them 
to evolve off the main sequence. The universe itself is 
only 15 billion years old! 

A small-mass star is born in the same way as a 1-S 
star—by gravitational contraction and the onset of the 
PP cycle. However, gravity in a small-mass star is so 
weak that the core where nuclear fusion commences 
is small. As a consequence, the small amount of elec

tromagnetic radiation released counteracts the gravi
tational contraction force. Such stars have low lumi
nosities and low temperatures and plot on the lower 
right-hand end of the main sequence. The hydrogen 
fuel in a small-mass star is used up so slowly that it 
lasts an incredibly long time. The fuel will eventually 
be depleted, however, and shell fusion, core contrac
tion, and helium fusion will follow. Beyond that stage, 
however, observation tells us nothing about what will 
happen in the future. 

The Life-Cycle of a 5-8 Star 
Details in the life of a very massive star differ from 
those of a 1-S star. The first difference is that the initial 
gravitational contraction of a massive star is so intense 
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Bostonian. Mitchell's talent and fame, however, allowed 
her to pursue a career in astronomy. In 1848 the fellows 
of the American Academy of Arts and Sciences elected 
her an honorary member; she had recognition but no 
voting privileges. The next year she accepted a stipend to 
compute daily positions of Venus for the newly created 
American Ephemeris and Nautical Almanac. In the 
1850s Mitchell was elected to membership in the Amer
ican Association for the Advancement of Society and 
was also honored by a group of American women, who 
presented her with enough money to buy the fine Alvan 
Clark telescope still in use today on Nantucket today. 
With that instrument, she observed the colors of three 
dozen pairs of double stars and published her results in 
the July 1863 issue of the American Journal of Science 
and Arts. Meanwhile, Vassar College, a women's school 
opened in 1865, invited Mitchell to become its first pro
fessor of astronomy. She had a gift for writing and 
rhetoric as well as for science, and her lectures at Vassar 
on astronomy were inspiring and memorable. She used 
her observations to motivate her students to learn about 
astronomy and develop a philosophy of life. In 1 869 she 
led a group of young college women westward by train 
from Poughkeepsie, New York, to Burlington, Iowa, to 
observe a total solar eclipse. They saw a splendid display 
of rosy prominences and brilliant streamers. They also 
recorded scientific data that were published in an official 
eclipse report. 

Although Mitchell continued her astronomical obser
vations and calculations at Vassar, she excelled as an ed
ucator, role model, advocate for women's rights, and 
proponent of women's scientific abilities. Maria did not 
hesitate to speak up for women's rights and equal 
salaries, and she felt compelled to question and chal
lenge authority on many college policies, such as requir

ing attendance in chapel and in the classroom. Her in
fluence began to extend beyond the college campus, 
and in 1873 she became a founder of the Association for 
the Advancement of Women (AAW). With her numerous 
honors in astronomy, she presided over the AAW Sci
ence Committee and continued to promote public 
awareness of women's distinguished contributions to 
science. In turn, some of her students like Mary Whitney 
and Antonia Maury followed directly in her footsteps. 
Whitney succeeded Mitchell in 1888 as director of Vas
sar Observatory, and Maury worked at Harvard where 
she made important contributions to the spectral classifi
cation of stars. Other students like Ellen Swallow 
Richards and Christine Ladd-Franklin pursued graduate 
degrees in related sciences. These women also broke tra
dition and managed to combine marriage with a career 
in science. 

To perpetuate recognition for the work and ideas of 
"America's first woman astronomer," Mitchell's family 
suggested in the late 1890's that Vassar alumnae use the 
homestead on Nantucket to establish the Maria Mitchell 
Association. By 1908 the organization had built a small 
brick observatory in the yard beside the Mitchell House. 
Somewhat later it added a study. The complex as I knew 
it several summers ago has recently expanded both 
architecturally and astronomically. Today, students sit at 
modern computer workstations to reduce and analyze 
observations that were made at distant observatories 
using the latest instrumentation. The old homestead, 
however, remains much the same as it was when Maria 
lived there. Students can still step into the past and won
der how Maria ever discovered a comet with a 21/2-inch 
telescope and how she ever computed hundreds of sums 
by hand in her little study some 150 years ago. 

that the temperature in the star's core is soon high 
enough for the main hydrogen fusion reaction to be 
the CNO cycle rather than the PP cycle. Both cycles 
work, of course, but with two cycles active, massive 
stars burn fuel very rapidly, have very high luminosi
ties, plot on the upper left hand of the main sequence, 
and quickly deplete their fuel. As a result, massive 
stars have short lives on the main sequence. 

Once off the main sequence, massive stars go 
though the same steps of hydrogen burnout, core con
traction, shell fusion of hydrogen, core fusion of he
lium, helium burnout, and contraction of a carbon-
rich core. Next, however, a very different thing 
happens. As the carbon core contracts and shell fu
sion of helium proceeds, a temperature is reached 

where carbon starts to fuse to heavier elements. This 
happens because the core is much larger than the 
core in a 1-S star, and this is the environment in which 
all the heavy elements now in the Earth are believed 
to have formed. Such heavy-element formation is 
thought to happen in a flash and to release so much 
energy that the star blows up in a supernova. After a 
supernova, what remains of the core is crushed into 
an immensely dense mass, a black hole. Scientists 
speculate that the matter now in the Sun and the plan
ets was blasted into space in one or more supernovas 
about 10 billion years ago. In a very real sense, all the 
atoms in our bodies and in everything around us are 
Stardust from an ancient supernova. 
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1. The Sun, which is so hot it is gaseous through
out, has a diameter that is 109 times the diameter 
of the Earth but a density that is only a quarter 
that of the Earth. 

2. Viewed from the Earth, the Sun appears to make 
a complete circuit of 360° against the back
ground of fixed stars. The apparent motion of 
the Sun is actually due to the Earth's orbit around 
the Sun. The constellations through which the 
Sun's apparent motion carries it are the constel
lations of the zodiac. 

3. The rate at which energy leaves the Sun in the 
form of electromagnetic radiation (that is, the lu
minosity) is 3.8 X 1026 watts. The rate at which 
energy reaches the Earth is only 1.8 X 1017 

watts, or 1370 w/m2. 

4. The source of the Sun's energy is nuclear fusion, 
which occurs in the core and involves the fusion 
of four hydrogen nuclei to produce one helium 
nucleus plus energy. Eighty-eight percent of the 
Sun's energy arises from the PP chain and 12 per
cent from the CNO chain. 

5. The Sun has an internal structure. At the center 
is the core, the site of nuclear fusion. Surround
ing the core is a radiative layer, which is a gas 
containing atomic particles through which elec

tromagnetic radiation moves very slowly. Be
yond the radiative layer is the convective layer, 
and then successively outward are the photos
phere, chromosphere, and the corona. 

6. The Sun is a blackbody radiator with a tempera
ture of 5800 K. 

7. During periods of an active Sun, sunspots—areas 
of great turbulence—appear on the surface of 
the photosphere and gigantic prominences burst 
out into the chromosphere. The causes of the 
sunspots and prominences are the differential 
speed of rotation of the Sun's gas—faster at the 
equator, slow at the poles—and the Sun's mag
netic field. 

8. A plot of luminosity versus blackbody tempera
ture of stars is called a Hertzsprung-Russell (H-R) 
plot. An H-R plot is used to follow the life cycle 
of a star. 

9. Stars spend most of their lifetimes on the main 
sequence of an H-R plot. As fuel burns out, they 
move off the main sequence and become red gi
ants. In Sun-sized stars, the red giant phase is fol
lowed by a white dwarf phase. In a star much 
larger than our Sun, the red giant phase is fol
lowed by a supernova, which is a tremendous 
explosion that destroys the star. 

Important Terms to Remember 
Terms in italic are defined in A Closer Look 

black body radiator (p. 54) 

constellation (p. 46) 

electromagnetic radiation (p. 50) 

flux (p. 48) 

galaxy (p. 45) 

Hertzsprung-Russell 
diagram (H-R) (p. 59) 
luminosity (p. 47) 
main sequence (p. 62) 

red giant (p. 62) 
reflection (p. 60) 

refraction (p. 60) 

shell fusion (p. 63) 
spectrum (p. 50) 
supernova (p. 65) 

white dwarf (p. 62) 

zodiac (p. 47) 

Questions for Review 
1. Describe how you can demonstrate that the Sun 

follows a regular path against the background of 
fixed stars. Why do we refer to the Sun's motion 
as an apparent motion? 

2. What are constellations, and what is special 
about the constellations of the zodiac? 

3. Explain the source of the Sun's energy. What is 
luminosity and how do astronomers measure it? 

4. The temperature in the core of the Sun reaches 
15 x 106 K, yet the temperature of the surface of 
the Sun is only 5800 K. Explain. 

Summary 
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5. Sketch a cross section through the Sun and label 
the various layers. 

6. What is meant by a blackbody radiator? What is 
the difference in the radiation spectrum of a 
blackbody radiator at 6000 K and one at 2000 K? 

7. Why and how does the Sun's spectrum of elec
tromagnetic radiation in space differ from that 
measured at the surface of the Earth? 

8. What is a Hertzsprung-Russell diagram? Where 
does the Sun plot on such a diagram? 

9. Briefly describe how a Hertzsprung-Russell dia
gram is used to follow the life cycle of a star. 

Questions for A Closer Look 

1. What is the spectrum of electromagnetic radia
tion? 

2. What are the three essential properties of waves? 

3. What is the relationship between the frequency 
and the wavelength of electromagnetic radia
tion? 

4. Describe how the two kinds of optical tele
scopes work. 

5. Name some types of nonoptical telescopes. Do 
they work on the principle of refraction or re
flection? 

6. Explain why astromomers believe it is important 
to have telescopes in orbit around the Earth or 
even mounted on the Moon. 

Questions for Discussion 
1. Do you consider the launching of more sophisti

cated space telescopes worthwhile? Why or why 
not? If yes, what kind of information would you 
hope to gain from such exploration? 

2. When was the most recent burst of sunspot ac
tivity? (You will need to do some research to find 
out.) Was any change in climate associated with 
the activity? 

3. Do you think it may someday be possible to gen
erate energy on the Earth in the same way the 
Sun generates energy? What advantages or draw
backs do you foresee if fusion energy is attained? 



PART TWO 

The Earth 
Beneath 
Our Feet 

The Way the Earth Works 
For centuries, people have been asking such ques
tions as, why do continents have such irregular 
shapes and why do ocean basins, mountain ranges, 
earthquakes, volcanoes, and many other features 
occur where they do? In the sixteenth century, when 
the coastlines on either side of the Atlantic Ocean 
were first mapped, it was apparent that the coastlines 
run parallel, like the two banks of a gigantic river. Peo
ple started to speculate why. Some thought that a 
flood—perhaps the biblical flood—had cut an im
mense canyon. Such speculations get people thinking 
about why the Earth is the way it is. Initially, individ
ual hypotheses were offered for almost every feature 
on the Earth, but eventually scientists began to think 
that there might be a single, underlying cause for the 
whole array. What could that cause possibly be? 

Scientists first thought about the consequences of the 
Earth having once been molten. When the Earth 
cooled sufficiently for a solid, rocky crust to form, 
they reasoned, continued cooling caused the crust to 
contract, be compressed, and become wrinkled like 
an old apple. They pointed to mountain ranges full of 
bent and deformed rocks as the places where past 
contractions occurred and to regions of intense earth
quake activity as places where present contractions 
could be happening. Although this contraction model 
does explain some features, it does not help with 
questions about the parallelism of the Atlantic coast, 
the distribution of continents and ocean basins, or 
why volcanoes are where they are. Nor does this 
model explain features like the great African Rift Val
ley or the Rio Grande Valley in New Mexico, two elon

gate zones where numerous fractures cut through the 
crust because it is being stretched. 

At the beginning of the twentieth century, when sci
entists discovered that the Earth's interior is kept hot 
by naturally occurring radioactive elements, some of 
them offered the hypothesis that the Earth might be 
heating up (and therefore expanding). A much 
smaller Earth, they hypothesized, could once have 
been covered entirely by continents. Heating caused 
the Earth to expand, and as a result, the crust 
stretched, leading the continents to crack into irregu
larly shaped fragments. As expansion continued, the 
cracks grew into ocean basins, lava oozed up through 
the cracks, and the sea floor became covered with vol
canic rock. The hypothesis of expansion does offer a 
plausible explanation for the parallel coastlines of the 
Atlantic Ocean continents, for the African Rift Valley, 
and for the fact that the sea floor is underlain by lava, 
but it does not easily account for mountain ranges 
formed by compression. 

Both the expansion hypothesis and the contraction 
hypothesis postulate an Earth on which the conti
nents remain fixed in the same relative positions. The 
size of the Earth may change, but the positions of the 
continents are fixed just as the markings on a balloon 
are unchanging whether the balloon is inflated or de
flated. To get around the flaws in both hypotheses, 
scientists eventually began to hypothesize about the 
possibility of a "mobilist" Earth on which the conti
nents move around. As to what forces might be large 
enough to cause such movement, scientists were not 



Villarica in Chile and Lanin in Argentina (rear), active volcanoes in the southern Ancles 
mountains of South America. The volcanoes are members of a chain of volcanoes situated 
above the western edge of the South American plate. 

at all clear, however, and some of their ideas were 
very imaginative. One suggestion was that a huge 
chunk of the spinning Earth had broken free and be
come the Moon; the tremendous shock of the 
breakup caused the irregular shapes of the continents 
and moved them to their present locations. Another 
suggestion was that the gravitational attractions of the 
Sun and Moon cause tides in the solid Earth just as 
they do in the ocean. At some time in the past, these 
"Earth tides" had caused very large continents to 
break up and the fragments, today's continents, to 
move to their present positions. 

All the hypotheses have attractive features, but none 

answers all the questions and none is fully supported 
by evidence. By the middle of the twentieth century, 
all reasonable hypotheses concerning the shapes and 
positions of continents, mountain ranges, and volca
noes seemed to have been exhausted. The time was 
ripe for a totally new approach. 

That new approach turned out to be plate tecton
ics. This approach says that the outer 100 km of the 
Earth's surface moves not as one piece but in several 
fragments. The driving force is not external; what 
makes these fragments move is the earth's internal 
heat energy, through the process of convection. The 
next five chapters discuss the way the Earth works 
and the role of plate tectonics in shaping the Earth. 
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CHAPTER 3 
Earthquakes and 
the Earth's Interior 

Damage in Cairo, Egypt, caused by an earthquake, magnitude 5.9, on October 12, 1992. 
Several factors accounted for the severity of damage: the earthquake focus was at a depth 
of 10 km immediately below Cairo. The city is densely populated, many dwellings are not 
built to withstand earthquakes, and much of the city is built on weak, unconsolidated sedi
ment deposited by the River Nile. 



Bad News and Good about Earthquakes 

There is a saying among geologists and engineers that 
earthquakes don't kill but buildings do. Shaking 
ground may make people fall down, and falls may 
break legs and arms, but they don't kill. However, 
shaking ground can make buildings collapse, and col
lapsing buildings can definitely kill. 

The worst earthquake of the twentieth century (so 
far) happened on July 28, 1976. At 3:45 A.M., while 1 
million inhabitants of T'ang Shan, China, slept, a 7.8 
magnitude quake leveled the city. Hardly a building 
was left standing, and the few that did withstand the 
first quake were destroyed by a second, magnitude 
7.1, which struck at 6:45 P.M. the same day. When the 
wreckage of T'ang Shan was cleared, 240,000 people 
were dead. Losses were large because most of the 
buildings had not been constructed to withstand an 
earthquake. They had unreinforced brick walls. When 
the ground started to shake, the walls collapsed, the 
roofs caved in, and the sleeping inhabitants were 
crushed. 

Earthquakes are caused by sudden releases of 
stored elastic energy in the Earth, and the source of 
most of that energy is plate tectonics. One of the great 
challenges scientists face today is to understand the 
dynamics of the Earth system sufficiently well that 
they can accurately predict the timing and probable 
size of an earthquake and thereby assure human 
safety. Although Chinese scientists have been more 
successful than most in predicting quakes, the T'ang 
Shan quake gave no recognizable warning signs and 
was completely unexpected. We still have a long way 
to go. 

Not everything about earthquakes is bad; in fact, 
some things about them are so important to our 
knowledge of how the Earth works that they might 
even be called good. Earthquakes can be used to study 
the Earth's interior, for example. The way the Earth vi
brates after a large quake is controlled in large degree 
by the properties of the rocks inside. Used in this way, 
earthquake vibrations are like the X rays a doctor uses 
to study the inside of a human body—they are the 
probes we use to sense and measure the world be
neath our feet. 

In this chapter, we discuss how earthquakes occur 
and how the vibrations they cause can be used to as
semble a picture of the Earth's interior. We also dis
cuss how earthquakes are measured and how they 
cause damage. 

EARTHQUAKES 

Place a thin piece of wood across your knees, press 
both ends downward, and the wood bends. Stop 
pressing and the wood springs back to its original 
shape. Any change of shape or size that disappears 
when the deforming forces are removed is called 
elastic deformation. The muscle energy you used to 
bend the wood doesn't disappear—it is stored as elas
tic energy in the wood. When the bending force is re
moved, it is this elastic energy that restores the wood 
to its original shape. Consider what happens, how
ever, when the pressure is so great that the elastic 
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limit is exceeded and the wood breaks with a sudden 
snap. The elastic energy is now converted in part to 
heat at the breakage point, in part to the sound waves 
that make the snapping noise, and in part to vibrations 
in the wood. 

Earthquake vibrations are the same kind of vibra
tions that you feel when the wood breaks. When the 
Earth quakes, it is as if a huge log has broken some
where inside the Earth. The more energy released, the 
stronger the quake. Just how elastic energy is stored 
and built up in the Earth, however, and how and why 
it is suddenly released continue to be the subjects of 
intensive research. 

Of course, there are no logs inside the Earth, and so 
breaking logs is not the cause of earthquakes. How
ever, the sudden breaking of a mass of rock or the sud
den slippage of two rock masses past each other will 
serve just as well. The most widely accepted theory 
concerning the origin of earthquakes involves slip
ping rock masses and the elastic rebound theory. 

Origin of Earthquakes 

When slippage of rock occurs along a fracture in a 
rock, the fracture is called a fault. The cause of most 
earthquakes is thought to be sudden movement along 
faults, but it cannot be that simple. Some earthquakes 
are millions of times stronger than others. The same 
amount of energy that in one case is released by thou
sands of tiny slips and tiny earthquakes is in another 
case stored and released in a single immense earth
quake. The elastic rebound theory suggests that, if 
fault surfaces lock rather than slip easily past one an
other, the rocks on either side of the fault will bend 
and in bending will store elastic energy, just as in a 
bent piece of wood. Then, when the fault finally does 
slip and the bent rocks rebound to their original 
shapes, an enormous amount of energy is released in 
a huge earthquake. 

The first evidence supporting the elastic rebound 
theory came from studies of the San Andreas Fault: the 
fault is a vertical fracture reaching deep into the crust, 
and rock bending along the San Andreas Fault is due 
to the two sides of the fault moving in opposite direc
tions. During long-term field observations in central 
California, beginning in 1874, scientists from the U.S. 
Coast and Geodetic Survey determined the precise po
sition of many points both adjacent to and distant 
from the fault (Fig. 3.1). As time passed, changes in 
the relative positions of these points revealed that the 
Earth's crust on each side of the fault was slowly being 
bent. For some reason, in the area of the measurement 

near San Francisco, the fault was locked and did not 
slip. On April 18, 1906, the two sides of the locked 
fault shifted abruptly. The elastically stored energy 
was released as the rock masses moved and the bent 
crust rebounded back, thereby creating a violent 
earthquake. Repetition of the survey then revealed 
that the rocks on each side of the fault were no longer 
bent. 

The 1906 San Francisco earthquake caused an 
enormous amount of damage, but it also started a 

Figure 3.1 An earthquake is caused by the sudden re
lease of elastic energy stored in rocks. This sketch is 
based on surveys near the San Andreas Fault, California, 
before and after the earthquake of 1906. A stone wall 
crosses the fault and is slowly distorted as the rock be
neath it is bent and elastically strained. After the earth
quake, two segments of the wall are offset 7 m. 
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Figure 3.2 The focus of an 
earthquake is the site of first move
ment on a fault and the center of 
energy release. The epicenter of an 
earthquake is the point on the 
Earth's surface that lies vertically 
above the focus. 

great deal of research. That research has shaped our 
present-day understanding of how earthquake dam
age can be minimized and how earthquakes can be 
used to study the internal structure of the Earth. Be
fore proceeding with a discussion of these points, 
let's discuss in a little more detail how earthquake vi
brations travel through rock. 

Seismic Waves 
The point where energy is first released is called the 
earthquake focus. In reality, because most earth
quakes are caused by rock movement along a fault, 
the focus is not a point but rather a region that may 
extend for several kilometers (Fig. 3.2). Because the 
focus generally lies at some depth below the Earth's 
surface, it is more convenient to identify an earth
quake site from the epicenter, which is the point on 
the Earth's surface that lies vertically above the focus 
(Fig. 3-2). The usual way to describe the location of an 
earthquake focus is to state its depth and the location 
of its epicenter. 

When an earthquake occurs, the elastically stored 
energy is carried outward from the focus to other 
parts of the Earth by vibrations. The vibrations, which 
are also called seismic waves,1 spread out spheri
cally in all directions, just as sound waves spread out 
spherically in all directions from a sound source. 

Seismic waves are elastic disturbances, and so un
less their elastic limit is exceeded, the rocks through 
which the waves pass return to their original shapes 
and there is no permanent record of the vibrations. 
Seismic waves must therefore be recorded while the 
rock is still vibrating. For this reason, many continu-

1 "Seismic" means caused by an earthquake and comes from the 
Greek verb seiein, to shake. 

ously recording devices that can detect seismic 
waves, called seismographs (Fig. 3 -3), have been in
stalled around the world. 

There are several kinds of seismic waves, and they 
belong to two families. Body waves travel outward in 
all directions from the focus and have the capacity to 
travel through the Earth's interior. Surface waves, on 
the other hand, travel around but not through the 
Earth; they are guided by the Earth's surface. Body 
waves are analogous to light and sound waves, both of 
which travel outward in all directions from a source. 
Surface waves, analogous to ocean waves, travel only 
on the Earth's solid surface, both where it meets the 
atmosphere and where it meets the ocean. 

Body Waves 
Rocks can be elastically deformed by body waves in 
two ways: by a change in shape (like bending or twist
ing a piece of wood) or by a change in volume (like 
squeezing a tennis ball or blowing up a balloon). 

Body waves that cause volume changes consist of 
alternating pulses of compression (squeezing) and ex
pansion (stretching) acting in the direction of wave 
travel (Fig. 3-4A). Sound waves are a familiar example 
of compressional/expansional waves. A sound wave 
passes through air by alternating compressions and 
expansions of the air. Our ears sense the pulses of 
compression and expansion, and our brains transform 
these pulse signals into the sound. Compressional/ex
pansional waves can pass through gases, liquids, and 
solids. That is why we can hear sounds not only in the 
air but also through the walls of houses and when we 
swim under water. Compressional/expansional waves 
can pass easily through rocks. They have the greatest 
velocity of all seismic waves—6 km/s (3-7 mi/s) is a 
typical value near the Earth's surface—and they are 
the first to be recorded by a seismograph after an 
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Figure 3.3 Seismographs make 
use of inertia, which is the resis
tance of a stationary weight to sud
den movement. A. The principle of 
the seismograph. B. A seismograph 
for measuring vertical motions. C. 
A seismograph for measuring hori
zontal motions. 

Figure 3.4 Body waves of the 
P (compressional/expansional) 
and S (shear) types. A. P waves 
cause volume changes in the rock 
through which the wave is pass
ing by alternate compressions 
and expansions. An individual 
point in a rock moves back and 
forth parallel to the direction of 
P-wave propagation. As wave 
after wave passes through, a 
square repeatedly expands to a 
rectangle, returns to a square, 
contracts to a smaller rectangle, 
returns to a square, and so on. B. 
S waves cause a change in rock 
shape because they result in a 
shearing motion. An individual 
point in the rock moves up and 
down, perpendicular to the direc
tion of S-wave propagation. A 
square repeatedly changes to a 
parallelogram, then back to a 
square. 
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Figure 3.5 Travel times of P 
body waves, S body waves, and 
surface waves. A. Typical record 
made by a seismograph. All three 
types of waves leave the earth
quake focus at the same instant. 
The fast-moving P waves reach 
the seismograph first, and some 
time later the slower moving S 
waves arrive; the delay in arrival 
times is proportional to the dis
tance traveled by these two 
waves. The surface waves travel 
more slowly than either P or S 
waves. B. Seismologists use a 
travel-time graph for P and S 
waves to locate an epicenter. For 
example, when a station mea
sures the S-P time interval to be 
13.7 min - 7.4 min = 6.3 min, 
they know the epicenter is 4000 
km away. 

earthquake. They are therefore called P (for pri
mary) waves. 

Body waves that deform materials by change of 
shape are called shear waves. Liquids and gases don't 
have shapes; they simply flow freely to fill any con
tainer we put them in. Therefore, liquids and gases 
cannot transmit waves that depend on a change in 
shape, and so shear waves can be transmitted only by 
solids. As a shear wave travels through a material, 
each particle in the material is displaced perpendicu
lar to the direction of wave travel (Fig. 3-4B). A typical 
velocity for shear waves in rocks near the Earth's sur
face is 3-5 km/s (2.2 mi/s). Because shear waves are 
slower than P waves and reach a seismograph later, 
they are called S (for secondary) waves. 

Seismic body waves behave like light waves, which 
is to say that, in addition to being able to pass through 
a medium, they can also be reflected and refracted. 
Reflection is the familiar phenomenon of light bounc
ing off a mirror or other shiny surface, and body 
waves are reflected by numerous boundaries in the 
Earth. The less familiar process, refraction, as dis
cussed in Chapter 2, occurs when the speed of a wave 
changes as it passes from one medium to another, and 
this change causes the wave to bend (see Fig. C2.3). 

Surface Waves 
To an observer recording seismic waves at the surface 
of the Earth, surface waves appear very similar to 
body waves because both are recorded simply as vi
brations. However, surface waves travel more slowly 
than P and S waves, and in addition they pass around 
the Earth rather than through it. Surface waves are the 
last to be detected by a seismograph (Fig. 3.5). 

Surface waves can have very long wavelengths— 
up to hundreds of kilometers—and the longer the 
wavelength the greater the amplitude (wave height). 
Just as an ocean wave disturbs the water to some dis
tance beneath the ocean surface, so do surface waves 
cause rock below the Earth's surface to be disturbed. 
The greater the amplitude, the deeper the wave mo
tion reaches. 

Layers of Different Composition 
Reflection and refraction of seismic body waves are 
the way information is gained about the different 
compositional layers in the Earth. 

The speed of body waves is determined, in part, by 
the density of the rocks they are passing through. The 
higher the density, the greater the speed. If the Earth 
had a homogeneous composition, rock density would 
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increase steadily with depth as a result of increasing 
pressure: body wave velocities would also increase 
steadily. Measurements reveal, however, that body 
waves are also abruptly refracted and reflected at sev
eral depths inside the Earth. This means that density 
does not increase smoothly, and within the Earth 
there must be some boundaries separating materials 
having distinctly different densities. The most pro
nounced of these boundaries occurs at a depth of 
2883 km. When P waves reach the 2883-km (1791 mi) 
boundary, they are refracted so strongly that the 
boundary is said to cast a P wave shadow, which is an 
area of the Earth's surface opposite the epicenter 
where no P waves are observed (Fig. 3.6). Because 
this 2883-km boundary is so pronounced, geologists 
infer that it is the compositional boundary between 
the mantle and the core. The same boundary casts an 
even larger S-wave shadow. Here, however, the rea
son is not refraction, but the fact that S waves cannot 
travel through liquids. Therefore, the huge S-wave 
shadow lets us conclude that at least the outer portion 
of the core must be liquid. 

Seismic waves cannot tell us the composition of 

the core, but they help us to deduce what it might be. 
Seismic-wave speeds indicate that rock density in
creases slowly from about 2.7 g/cm3 at the top of the 
crust to about 5.5 g/cm3 at the base of the mantle. The 
average density of the whole Earth is 5.5 g/cm3. 
Therefore, to balance the lower density of the crust 
and upper mantle, the core must be composed of ma
terial having a density of at least 10 g/cm3. The only 
common substance that comes close to fitting this re
quirement is iron with a little admixture of nickel. 

Early in the twentieth century, the existence of the 
compositional boundary between the Earth's crust 
and mantle was demonstrated by a Croatian scientist 
named Andrija Mohorovicic. For earthquakes 'whose 
focus lay within 40 km (25 mi) of the surface, Mo
horovicic noticed that seismographs about 800 km 
(500 mi) from the epicenter recorded two sets of 
body waves that arrived at the seismograph at differ
ent times. He concluded that the set that arrived sec
ond must have traveled from the focus to the station 
by a direct path through the crust, whereas the set 
that arrived first must have been refracted into rock 
that was denser than crustal rock. These refracted 

Figure 3.6 Refraction and re
flection of body waves. On the left-
hand side of the figure are shown 
various paths of P waves in the 
Earth, which is made up of con
centric spheres of different com
positions. Seismographs at some 
places (locations X and Y, for ex
ample) receive both direct P 
waves and reflected and refracted 
P waves. The right-hand side 
shows paths of P waves moving 
out from an epicenter at 0°. Reflec
tion and refraction of P waves at 
the core-mantle boundary create 
a P-wave shadow from 103° to 
143°. 
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Figure 3.7 Travel paths of direct and refracted body 
waves from shallow focus earthquake to nearby seismo
graph station. 

waves, moving through the denser zone, traveled 
faster within that zone and so reached the surface first 
(Fig. 3.7). Mohorovicic hypothesized that a distinct 
compositional boundary separates the crust from this 
underlying zone of denser composition. Scientists 
now refer to this boundary as the Mohorovi ić dis
continuity and recognize it as the boundary that 
marks the base of the crust (or, put another way, the 
top of the mantle). Crust thickness ranges from 30 to 
70 km (19 to 43 mi) in continental regions but is only 
8 km (5mi) beneath oceans. The feature is commonly 
called the M-discontinuity and in conversation is 
shortened still further to moho. 

Layers of Different Strength 
Density is not the only rock property that affects the 
speed of seismic waves. Rock strength also plays a 
role. Rock strength is an expression of the elasticity, 
and this in turn can be equated to the tendency of a 
rock to fracture (called brittleness; higher brittleness 
means higher elasticity), as opposed to a tendency to 
deform and flow like putty (called ductility; higher 
ductility = lower brittleness = lower elasticity). Rock 
strength, which is strongly affected by temperature 
and pressure, has a marked effect on the speed of 
both body and surface waves. The more ductile a 
rock, the lower the speed. 

Studies of seismic wave speeds at various depths 
have given us the following picture of our Earth's in
terior. In addition to the boundary between the crust 
and the mantle (the moho), and between the mantle 
and core, there are three strength boundaries. The 
first boundary is 100 km below the Earth's surface and 
separates brittle rocks above from ductile rocks 
below. This is the lithosphere-asthenosphere bound
ary. At about 350 km (220 mi) there is a diffuse bound
ary between very ductile rock above and less ductile 
rock below: this is the asthenosphere-mesosphere 

boundary. Finally, there is a boundary between 
molten iron above and solid iron below: this is the 
outer core-inner core boundary. 

Location of the Epicenter 
The location of an earthquake's epicenter can be de
termined from the arrival times of the P and S waves at 
a seismograph. The farther a seismograph is from an 
epicenter, the greater the time difference between 
the arrival of the P and S waves (Fig. 35B). After using 
a graph like the one shown in Figure 3.5B to deter
mine how far an epicenter lies from a seismograph, 
the seismologist draws a circle on a map around the 
station with a radius equal to the calculated distance 
to the epicenter. The exact position of the epicenter 
can be determined when data from the three or more 
seismographs are available—the center lies where the 
circles intersect (Fig. 3-8). 

If a local earthquake is recorded by several nearby 
seismographs, the focal depth can be determined in 
the same way that the epicenter is determined, by 

Figure 3.8 Locating an epicenter. The effects of an 
earthquake are felt at three seismograph stations. The 
time interval between the arrival of the first P and the first 
S waves depends on the station-epicenter distance. The 
following distances are calculated by using the curves in 
Figure 3.5B. 

Time Calculated 
Interval Distance 

Seismograph 1 8.8 min - 4.7 min = 4.1 min 2000 km 
Seismograph 2 137 min - 7.4 min = 6.3 min 4000 km 
Seismograph 3 17.5 min - 98 min = 7.7 min 6000 km 

On a map, a circle of appropriate radius is drawn around 
each station. The epicenter is where the three circles in
tersect. 



A Closer Look 

Earthquake 
Magnitudes 

Figure C3.1 Measurements used for determining the 
Richter magnitude (M) from a seismograph record. 

ments are simply not available. Therefore, seismologists 
estimate the energy released by measuring the ampli
tudes of seismic waves. The Richter magnitude scale, 
named after Charles F. Richter, the seismologist from the 
California Institute of Technology who developed it, is 
defined by the maximum amplitudes of seismic waves 
(that is, the heights of the waves on a seismogram) 100 
km (62 mi) from an epicenter. Because wave signals vary 
in strength by factors of a hundred million or more, the 
Richter scale is logarithmic, which means it is divided 
into steps called magnitudes, starting with magnitude 1 
and increasing upward. Each unit increase in magnitude 
corresponds to a tenfold increase in the amplitude of the 
wave signal. Thus, a magnitude 2 signal has an ampli
tude that is ten times larger than a magnitude 1 signal, 
and a magnitude 3 is a hundred times larger than a mag
nitude 1 signal. 

We can see from Figure C3.1 how a Richter magni
tude is calculated. The energy of a seismic wave is a 
function of both its amplitude and the duration of a sin
gle wave oscillation, T. Divide the maximum amplitude, 
X, measured in steps of 10-4 cm on a suitably adjusted 
seismograph, by T, measured in seconds. Then add a 
correction factor, Y, determined from the S-P wave inter
val. The ratio X/T is a measure of the maximum energy 
reaching the seismograph. The formula is 

M = log X/T+ Y 

where M is the Richter magnitude. 
One Richter magnitude scale unit corresponds to a 

tenfold increase in X. However, the energy increase is 
proportional to X2, which is to say, a hundredfold. The 
duration of a single oscillation differs greatly from one 
earthquake to another. In particular, the most energetic 
earthquakes have a higher proportion of long-duration 
waves. As a result, the energy increase corresponding to 
one Richter scale unit increase, when summed over the 
whole range of waves in a wave record, is only a thirty-
fold increase. Thus, the difference in energy released be
tween an earthquake of magnitude 4 and one of magni
tude 7 is 30 X 30 X 30 = 27,000 times! 

How big can earthquakes get? The largest recorded 
to date have Richter magnitudes of about 8.6, which 
means they release about as much energy as 10,000 
atom bombs of the kind that destroyed Hiroshima at 
the end of World War II. It is possible that earthquakes 
do not get any larger than this because rocks cannot 
store more elastic energy. Before they are deformed 
further, they fracture and so release the energy. 

Very large earthquakes (of the kind that destroyed San 
Francisco in 1906; T'ang Shan, China, in 1976; parts of 
Mexico City in 1985; parts of San Francisco again in 
1989; and parts of Los Angeles in 1994) are, fortunately, 
relatively infrequent. In earthquake-prone regions, mas
sive earthquakes occur about once a century. They occur 
more frequently in some areas and less frequently in oth
ers, but a century is an approximate average. 

This frequency rate means that the time needed to 
build up elastic energy to a point where the frictional 
locking of a fault is overcome is about 100 years. Small 
earthquakes may occur along a fault during this time as a 
result of local slippage, but even so, elastic energy is ac
cumulating because most of the fault remains locked. 
When the lock is broken and an earthquake occurs, the 
elastic energy is released during a few terrible minutes. 
By careful measurement of elastically strained rocks 
along the San Andreas Fault, seismologists have found 
that about 100 joules 0) of elastic energy can be accu
mulated in 1 m3 (35 ft3) of deformed rock. This is not very 
much—100 J is equivalent to only about 25 calories of 
heat energy—but when billions or trillions of cubic me
ters of rock are strained, the total amount of stored en
ergy can be enormous. The amount of elastically stored 
energy released during the Loma Prieta earthquake of 
1989 was about 1015 J, and the 1906 San Francisco 
earthquake released at least 1017 )! 

The Richter Magnitude Scale 
Measurements of the bending of elastically deformed 
rocks before an earthquake, and of those same rocks 
after an earthquake has released the deforming force, 
can provide an accurate measure of the amount of the 
energy released. The task is very time consuming, how
ever, and all too frequently the pre-earthquake measure-
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using the P-S time intervals. For distant earthquakes, a 
different method is employed. Note in Figure 3.6 that 
a seismograph at position X would record both a di
rect P wave and a P wave reflected from the Earth's 
surface (labeled PP). The direct P wave, having a 
shorter path length, would arrive before the PP wave. 
The travel-time difference between them is a measure 
of the focal depth of the earthquake. 

Location of an epicenter and focal depth are only 
part of the information that can be read from the seis
mograph records. Of equal importance is the calcula
tion of the amount of energy released during an earth
quake or, as it is commonly stated, the magnitude of 
the earthquake. To see how magnitudes are calcu
lated, see "A Closer Look: Earthquake Magnitudes." 

EARTHQUAKE RISK 
Most people in the United States think immediately of 
California when earthquakes are mentioned. How
ever, the most intense earthquakes to jolt North Amer
ica in the past 200 years were centered near New 
Madrid, Missouri. Three earthquakes of great size oc
curred on December 16, 1811, and January 23 and 
February 7, 1812. The exact sizes of these earth
quakes are unknown because instruments to record 
them did not exist at the time. However, judging from 
the local damage and from the fact that tremors were 
felt and minor damage occurred as far away as New 
York and South Carolina, it is estimated that the 
largest of these quakes was larger than the one that 
leveled San Francisco in 1906. 
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Based on known geological structures (mainly 
faults) and on the location and intensity of past earth
quakes, the National Oceanographic and Atmospheric 
Administration prepared the seismic-risk map shown 
in Figure 3.9. 

Earthquake Disasters 
Every year the Earth experiences hundreds of thou
sands of earthquakes. Fortunately, only one or two ei
ther are large enough or close enough to major popu
lation centers to cause loss of life. Certain areas are 
known to be earthquake-prone, and special building 
codes in such places require structures to be as resis
tant as possible to earthquake damage. All too often, 
however, an unexpected earthquake will devastate an 
area where buildings are not adequately constructed, 
as in the T'ang Shan earthquake discussed at the be
ginning of this chapter. Other examples are the earth
quake that destroyed parts of the center of Mexico 
City and killed 9500 people in 1985 (Fig. 3.10) and 
one that struck in Armenia in 1988, killing an esti
mated 25,000 people (Fig. 3.11). 

Historically, seventeen earthquakes are known to 
have caused 50,000 or more deaths apiece (Table 
3.1). The most disastrous one on record occurred in 
1556 in Shaanxi Province, China, where an estimated 
830,000 people died. Many of those people lived in 
cave dwellings excavated in a soft, wind-deposited 
sediment called loess, which collapsed as a result of 
the quake. Since 1900, there have been 42 earth
quakes worldwide in which 500 or more people have 
died. 

Figure 3.9 Seismic-risk map of 
the United States based on quake 
intensity. The map does not indi
cate earthquake frequency. For 
example, frequency is high in 
southern California but low in 
eastern Massachusetts. Neverthe
less, when earthquakes do occur 
in eastern Massachusetts, they 
can be as severe as the more fre
quent quakes in southern Califor
nia. 



Place 

Silicia, Turkey 
Chihli, China 
Shaanxi, China 
Shemaka, Azerbaijan 
Naples, Italy 
Catania, Italy 
Beijing, China 
Calcutta, India 
Lisbon, Portugal 
Calabria, Italy 
Messina, Italy 
Gansu, China 
Tokyo and Yokohama, 

Japan 
Gansu, China 
Quetta, Pakistan 
T'ang Shan, China 
Iran 

Year 

1268 
1290 
1556 
1667 
1693 
1693 
1731 
1737 
1755 
1783 
1908 
1920 
1923 

1932 
1935 
1976 
1990 

Estimated 
Number of Deaths 

60,000 
100,000 
830,000 

80,000 
93,000 
60,000 

100,000 
300,000 

60,000 
50,000 

160,000 
180,000 
143,000 

70,000 
60,000 

240,000 
52,000 

Figure 3.10 A building that was not constructed to 
withstand expected earthquakes, the Hotel DeCarlo, was 
one of the buildings that collapsed during the earthquake 
that struck Mexico City in 1985. Proper building design 
can minimize damage. Nearby buildings of sturdier con
struction withstood the shaking. 

Table 3.1 
Earthquakes During the Past 800 Years That Have 
Caused 50,000 or More Deaths 

Figure 3.11 When a 
magnitude 6.8 earthquake 
struck Armenia on Dec
ember 7, 1988, poorly con
structed buildings with in
adequate foundations col
lapsed like houses of cards. 
The principal cause of col
lapse was ground motion. 
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Earthquake Damage 

The dangers of earthquakes are profound, and the 
havoc they can cause is often catastrophic. Their ef
fects are of six principal kinds. The first two, ground 
motion and faulting, are primary effects, and they 
cause damage directly. The other four effects are sec
ondary and cause damage indirectly as a result of 
processes set in motion by the earthquake. 

1. Ground motion results from the movement of 
seismic waves, especially surface waves, through 
surface-rock layers and regolith. The motion can 
damage and sometimes completely destroy build
ings and roads. Proper design (including such fea
tures as steel framework and a foundation tied to 
bedrock) can do much to prevent such damage, 
but in a very strong earthquake even the best 
buildings and roads may suffer some damage. 

2. Where a fault breaks the ground surface, buildings 
can be split, roads disrupted, and any feature that 
crosses or sits on the fault broken apart. 

3. A secondary effect, but one that is sometimes a 
greater hazard than moving ground, is fire. 
Ground movement displaces stoves, breaks gas 
lines, and loosens electrical wires, thereby start
ing fires. Ground motion also breaks water mains, 
and so there is no water available to put out fires. 
In the earthquakes that struck San Francisco in 
1906 and Tokyo and Yokohama in 1923, more 
than 90 percent of the building damage was 
caused by fire. 

4. In regions of steep slopes, earthquake vibrations 
may cause regolith to slip and cliffs to collapse. 
This is particularly true in Alaska, parts of south
ern California, China, and hilly places such as Iran 
and Turkey. Houses, roads, and other structures 
are destroyed by rapidly moving regolith. 

5. The sudden disturbance of water-saturated sedi
ment and regolith can turn seemingly solid 
ground to a liquidlike mass of quicksand. This 
process is called liquefaction, and it was one of 
the major causes of damage during the earthquake 
that destroyed much of Anchorage, Alaska, on 
March 27, 1964 (Fig. 3.12), and that caused apart
ment houses to sink and collapse in Niigata, 
Japan, that same year. 

Figure 3.12 Gaping fissures in a residential area of 
Anchorage, Alaska, formed during the 1964 earthquake. 
The fissures result from liquefaction and failure of weak 
subsurface rocks. 

6. Finally, there are seismic sea waves, called 
tsunami, which have been particularly destruc
tive in the Pacific Ocean. Tsunami is a Japanese 
term meaning harbor wave. About 5 hours after a 
severe submarine earthquake near Unimak Island, 
Alaska, in 1946, for instance, a tsunami struck 
Hawaii. The wave traveled at a speed of 800 km/h 
(500 mi/h). Although the amplitude of the wave 
in the open ocean was less than 1 m (1.1 yd), the 
amplitude increased dramatically as the wave ap
proached land. When it hit Hawaii, the wave had 
a crest 18 m (20 yd) higher than normal high tide. 
This destructive wave demolished nearly 500 
houses, damaged a thousand more, and killed 159 
people. 

Modified Mercalli Scale 
Because damage to the land surface and to property is 
so important, the scale of earthquake-damage inten
sity (called the modified Mercalli scale) is based on 
the amount of vibration people feel during low-mag
nitude quakes and the extent of building damage dur
ing high-magnitude quakes. The correspondence be
tween Mercalli intensity and Richter magnitude is 
listed in Table 3-2. 



Richter 
Magnitude 

<3.4 
3.5-4.2 
4.3-4.8 
4.9-5.4 
5.5-6.1 
6.2-6.9 

7.0-7.3 

7.4-7.9 
>8.0 

Number 
per Year 

800,000 
30,000 

4,800 
1,400 

500 
100 

15 

4 
One every 5-10 yr 

Modified Mercalli 
Intensity Scale" 

I 
II and III 

rv 
V 

VI and VII 
VII and IX 

X 

XI 
XII 

Characteristic Effects of 
Shocks in Populated Areas 

Recorded only by seismographs 
Felt by some people who are indoors 
Felt by many people; windows rattle 
Felt by everyone; dishes break, doors swing 
Slight building damage; plaster cracks, bricks fall 
Much building damage; chimneys fall; houses 

move on foundations 
Serious damage, bridges twisted, walls fractured; 

many masonry buildings collapse 
Great damage; most buildings collapse 
Total damage; waves seen on ground surface, 

objects thrown in the air 
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Table 3.2 
Earthquake Magnitudes, Frequencies for the Entire Earth, and Damaging Effects 

aMercalli numbers are determined by the amount of damage to structures and the degree to which ground motions are felt. These depend 
on the magnitude of the earthquake, the distance of the observer from the epicenter, and whether an observer is in or out of doors. 

Source: After B. Gutenberg, 1950. 

EARTHQUAKE PREDICTION 

Some of the most dreadful natural disasters have been 
caused by earthquakes. It is hardly surprising, there
fore, that a great deal of research around the world fo
cuses on earthquakes. The hope is that through re
search we will be able to improve our forecasting 
ability. 

Because China has suffered so many terrible earth
quakes, Chinese scientists have tried everything they 
can think of to predict quakes. They have even ob
served animal behavior, and on one occasion animals 
did successfully foretell a quake. On July 18, 1969, 
zookeepers at the People's Park in Tianjin observed 
highly unusual animal behavior. Normally quiet pan
das screamed, swans refused to go near water, yaks 
did not eat, and snakes would not go into their holes. 
The keepers reported their observations to the earth
quake prediction office, and at about noon on the 
same day a 7.4 magnitude earthquake struck. 

There have been many informal reports of strange 
animal behavior before earthquakes, but the Tianjin 
quake is the only well-documented case. Unfortu
nately, most quakes do not seem to be preceded by 
anything odd. While scientists haven't given up on an
imals, they measure many other factors besides animal 
behavior. 

Most research on earthquake prediction today is 
based on the properties of elastically strained rocks— 
properties such as rock magnetism, electrical conduc
tivity, and porosity. Even simple observations, such as 
the level of water in a well, might indicate a porosity 

change. Tilting of the ground or slow rises and falls in 
elevation may also indicate that strain is building up. 
Most significant are the small cracks and fractures that 
can develop in severely bent rock. These openings 
can cause swarms of tiny earthquakes—foreshocks— 
that may be a clue that a big quake is coming. One of 
the most successful cases of earthquake prediction, 
made by Chinese scientists in 1975, was based on 
slow tilting of the land surface, on fluctuations in the 
magnetism, and on the swarms of small foreshocks 
that preceded the 7.3 Richter magnitude quake that 
struck the town of Haicheng. Half the city was de
stroyed, but authorities had evacuated more than a 
million people before the quake. As a result, only a 
few hundred were killed. 

In places where earthquakes are known to occur 
repeatedly, such as around the margins of the Pacific 
Ocean, geologists can sometimes discern recurrence 
patterns. If such a pattern suggests a recurrence inter
val of, say, a century, it may be possible to predict 
where and when a large quake may happen. Cer
tainly, it is possible to monitor such areas closely 
when a big quake is thought to be due. Studies of re
currence patterns have identified a number of seismic 
gaps around the Pacific rim (Fig. 3.13). These are 
places where, for one reason or another, earthquakes 
have not occurred for a long time and where elastic 
strain is steadily increasing. Seismic gaps receive a lot 
of research attention because they are considered the 
places most likely to experience large earthquakes. 
(See the "Guest Essay" at the end of this chapter for a 
discussion of earthquake prediction efforts in Califor
nia.) 
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Figure 3.13 Seismic gaps in the circum-Pacific belt. In the areas indicated, earthquakes 
of magnitude 7.0 or greater are known to have occurred a long time ago, but have not oc
curred in recent times. Strain is now building up in each seismic gap, raising the probability 
that a large quake will occur before the year 2000. 

GRAVITY ANOMALIES AND 
ISOSTASY 

The Earth looks round, but in fact it's not a perfect 
sphere; careful measurement reveals that it is an ellip
soid that is slightly flattened at the poles and bulged at 
the equator. The radius at the equator is 21 km (13 mi) 
longer than at the poles. 

Because the gravitational pull between two objects 
is inversely proportional to the square of the distance 
between their centers of mass, the pull exerted by the 
Earth's gravity on a body at the Earth's surface is 
slightly greater at the poles (because there the body is 
closer to the center of the Earth) than at the equator. 
Recall from high school science that your weight is a 
measure of how strongly the Earth's gravitational 
force is pulling your body toward the center of the 
Earth. Thus, a man who weighs 90.5 kg (199.5 lbs) at 
the North Pole would observe his weight decreasing 
to 90 kg (198.5 lbs) simply by traveling to the equator. 
If the weight-conscious traveler made very exact mea
surements as he traveled, however, he would observe 
that his weight changed irregularly rather than 
smoothly. From this irregular change, he could con
clude that the pull of gravity must change irregularly. 

If the traveler went one step further and carried a sen
sitive device called a gravimeter (or gravity meter) 
for measuring the pull of gravity at any locality, he 
would indeed find an irregular variation. From those 
irregular variations, a great deal of important informa
tion about the interior of the Earth can be deduced. 

Gravity Anomalies 

A gravimeter, which is similar to an inertial seismo
graph, consists of a heavy mass suspended by a sensi
tive spring (Fig. 3.14). When the ground is stable and 
free from earthquake vibrations, the pull exerted on 
the spring by the mass provides an accurate measure 
of the Earth's gravitational pull on the mass. Modern 
gravimeters are incredibly sensitive. The most accu
rate devices in operation can measure variations in 
the force of gravity as tiny as one part in a hundred 
million. 

In order to compare the pull of gravity at different 
points on the Earth, scientists must correct gravimeter 
measurements for changes in latitude and topogra
phy. The idea behind the corrections is to know the 
pull of gravity at a constant distance from the center 
of the Earth. Then, if the rock mass between the 
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Figure 3.14 A gravimeter is a heavy piece of metal sus
pended on a sensitive spring. The weight exerts a greater 
or lesser pull on the spring as gravity changes from place 
to place, extending the spring more or less. The weight and 
spring are contained in a vacuum together with exceed
ingly sensitive measuring devices. 

gravimeter and the center of the Earth were every
where the same, the adjusted figures for the force of 
gravity might be expected to be the same at every 
place on the Earth. In fact, the adjusted figures reveal 
large and significant variations called gravity anom
alies. Anomalies are due to bodies of rock having dif
ferent densities, and a great deal of important infor
mation can be derived from them. A simple example 
of an anomaly is shown in Figure 3.15. 

The thickness of the crust beneath the United 
States, as determined from seismic measurements of 
the moho, is shown in profile in Figure 3.16A. Be
neath the three major mountain systems (the Ap
palachians, the Rockies, and the Sierra Nevada), the 
crust is thicker than in the nonmountainous regions of 
the country. The crust beneath the mountains resem
bles icebergs that have high peaks above the water-

line but also massive roots below. The accuracy of this 
analogy is demonstrated by the gravity profile across 
the United States, shown in Figure 3.16B. Negative 
gravity anomalies are observed everywhere across the 
continent but are greatest where the crust is thickest. 
The anomalies are caused by the masses of low-den
sity rock that are the roots of the mountains, just as 
the basin of low-density sediment produces the grav
ity anomaly shown in Figure 3.15. 

The reason why mountains stand so high on the 
landscape provides some interesting insights into the 
Earth's physical properties. Wherever a mountain 
range occurs, the lithophere is locally thickened. 
Mountains stand high because they are made up of 
low-density rocks and the thickened lithosphere is 
supported by the buoyancy of the easily deformed as-
thenosphere. Mountains are, in a sense, floating. It is 
not the crust floating on the mantle, however. Rather, 
it is the lithosphere (all of the crust plus the upper
most part of the mantle) that floats on the asthenos-
phere. Strange as it may seem, the topographic varia
tions observed at the Earth's surface arise not from the 
strength of the lithosphere but rather from the weak
ness and buoyancy of the asthenosphere. 

The flotational balance among segments of the lithos
phere is referred to as isostasy. The great ice sheets 
of the last ice age provide an impressive demonstra
tion of isostasy. The weight of a large continental ice 
sheet, which may be 3 to 4 km (1.9 to 2.5 mi) thick, 
will depress the lithosphere. When the ice melts, the 
land surface slowly rises again. The effect is very 
much like pushing a block of wood into a bucket of 
thick, viscous oil. When you stop pushing, the wood 
slowly rises to an equilibrium position determined by 

Figure 3.15 A gravity anomaly: 
a basin filled with low-density sed
imentary rocks sitting on a base
ment of high-density igneous 
rocks. Gravity measurements re
veal a pronounced gravity low 
throughout the basin. The magni
tude of the anomaly can be used to 
calculate the thickness of the sedi
mentary rocks. 

Isostasy 
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Figure 3.16 Profile of the crust 
beneath the United States. A. Thick
ness of crust is determined from 
measurements of seismic waves. 
The crust is thicker beneath major 
mountain masses, such as the 
Sierra Nevada, the Rocky Moun
tains, and the Appalachians. B. A 
gravitational profile. There are dis
tinct negative gravity anomalies over 
the Sierra, the Rockies, and the Ap
palachians due to the roots of low-
density rocks that lie beneath these 
topographic highs. 

its density. The speed of its rising is controlled by the 
viscosity of the oil. Glacial depression and rebound of 
the lithosphere mean that rock in the asthenosphere 
must flow laterally when the ice depresses the lithos
phere, and then must flow back again when the ice 

melts away (Fig. 3.17 ). From the fact that the land sur
face in parts of northeastern Canada and Scandinavia 
is still rising, even though most of the ice that covered 
these areas during the last ice age had melted away by 
7000 years ago, we infer that the flow must be slow 
and therefore that the asthenosphere must be ex
tremely viscous. 

Continents and the mountains on them are com
posed of low-density rock, and they stand high be
cause they are thick and light; ocean basins are topo
graphically low because the oceanic crust is 
composed of denser rock. Isostasy and the fact that 
the continental crust is less dense than the oceanic 
crust are the reason the Earth has continents and 
ocean basins. 

The important point to be drawn from this discus
sion of isostasy is that the lithosphere acts as if it were 
"floating" on the asthenosphere. (Floating is not the 
most precise word because the Earth is solid, but the 
lithosphere is buoyant and acts as though it were float
ing.) Sometimes gravity measurements suggest that a 
mountain has been pushed up so rapidly that it is top-

Figure 3.17 Depression of the lithosphere and as
thenosphere by a continental ice sheet. A. Prior to forma
tion of the ice sheet, there is no gravity anomaly. B. When 
the ice sheet forms, it depresses the lithosphere and the 
asthenosphere. At some depth in the asthenosphere, ma
terial must slowly flow outward to accommodate the sag
ging lithosphere. C. When the ice melts, buoyancy slowly 
restores the lithosphere and asthenosphere to their origi
nal levels. A negative gravity anomaly continues until the 
depression is removed. The viscosity of the asthenosphere 
controls the rate of flow and therefore the rate of recovery. 
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Rethinking Earthquake 
Prediction 

Perhaps seismologists were unlucky that the great 1906 
San Francisco earthquake was one of the first large seis
mic events to be studied thoroughly. Although the 1906 
quake was probably a typical example of the largest 
earthquakes that occur along the San Andreas Fault, res
idents in California may face greater risks from the more 
numerous smaller earthquakes, whose behavior is only 
now becoming understood. 

For most of this century, earthquake prediction has 
depended on the elastic rebound theory developed by H. 
F. Reid. Based largely on field studies of ground motion 
along the San Andreas Fault after the great 1906 earth
quake, Reid's theory holds that strain gradually builds in 
the rock surrounding a fault zone until a "threshold 
strain" is reached, the rock fails, and earthquake rupture 
occurs. In the 1960s plate tectonics theory allowed geo-
physicists to predict the rate at which relative motion oc
curs along plate boundaries. If the threshold-strain idea 
of the elastic rebound theory is correct, one can predict 
the timing of future earthquakes from the recurrence time 
of past events. 

The San Andreas Fault system divides the North 
American Plate from the Pacific Plate, extends nearly the 
entire length of California, and is positioned to pose a se
rious hazard to the urban areas of San Francisco and Los 
Angeles. It came as no surprise in the 1970s that trench
ing experiments along the San Andreas Fault suggested 
that there was a characteristic interval (125 to 225 years) 
between Magnitude 8+ earthquakes along the southern 
part of the fault near Los Angeles. Because the last such 

earthquake near Los Angeles occured in 1857 near Fort 
Tejon, seismologists anticipate the next "Big One" within 
the next century. Along other major plate boundaries 
where no large earthquake had occured within the pre
vious few decades, seismologists developed medium-
term earthquake "forecasts" for these seismic gaps. 

Still, this does not offer us "short-term" earthquake 
prediction, which would warn residents and public offi
cials that a damaging earthquake is likely to occur in 
years or months, not decades. In an ambitious short-term 
earthquake prediction experiment, a large concentration 
of geophysical instruments was installed near Parkfield, 
California, to measure ground motion, tilt, strain, water 
level, and other suspected earthquake precursors, or 
phenomena that might help predict an earthquake in the 
short term. Parkfield was selected for this experiment be
cause it lies beside a special segment of the San Andreas 
Fault, where the first break of the 1857 Fort Tejon earth
quake was thought to have occured. Since that event, 
earthquakes of magnitude 6 or so have occured in the 
Parkfield segment in 1881, 1901, 1922, 1934, and 1966, 

heavy and has too little root of low-density rock to 
counterbalance its upper mass. Sometimes it is ob
served that low-density crust has been dragged down 
so rapidly that it forms a root without a mountain 
mass above it. These and many other situations lead to 
local gravity anomalies. That the anomalies do not be
come very large suggests that the Earth is always mov
ing toward an isostatic balance. Indeed, isostasy is the 
principal explanation for vertical motions of the 
Earth's surface, just as plate tectonics is the principal 
explanation for lateral motions. 

The importance of the asthenosphere in determin
ing the shape of the Earth's surface cannot be overem
phasized. The asthenosphere has the properties it 
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does because the balance between temperature and 
pressure is such that rock in the asthenosphere is very 
close to melting. That, apparently, is why the as
thenosphere is so weak and why seismic wave speeds 
in the asthenosphere are low. The asthenosphere is 
also vitally important for another reason—wherever 
temperatures exceed rock-melting temperatures, 
magma (molten rock) is formed in the asthenosphere. 
The magma rises to the surface and spews forth from 
volcanoes. The formation and eruption of magma are 
a vital aspect of the Earth's dynamic system because 
new rock is slowly, but continuously, added to the 
Earth's surface from deep in the interior. 

Guest Essay 
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suggesting a regular recurrence time of 20 to 25 years. 
Seismologists extrapolated the sequence to forecast an
other magnitude 6 earthquake in 1988, with an esti
mated five-year margin of error. Nature's repeatability 
failed in this case, however, as no earthquakes as large 
as magnitude 5 occured near Parkfield in the ten-year 
period that ended December 30, 1992, when the Park-
field "prediction window" closed. Elastic rebound the
ory, at least in its simplest form, had failed. 

This was not the only challenge to the assumptions of 
would-be earthquake predictors. In the ten-year Park-
field prediction window, several earthquakes occured in 
central and Southern California that forced seismologists 
to rethink their hazard assessments. Plate boundaries 
within continents are rarely sharp, and the associated de
formation can be spread in a zone more than a hundred 
kilometers wide. As part of this complicated deforma
tion, geologists estimate that the Los Angeles basin, 
south of the San Andreas Fault, is being compressed by 7 
mm per year. This roughly north-south shortening leads 
to motion along thrust faults within the basin, which 
gives rise to the east-west-trending ranges of hills that 
partition the Los Angeles metropolitan area. In 1987 a 
magnitude 5.9 earthquake struck Whittier, California, 
within the Los Angeles metropolitan area and far south of 
the San Andreas Fault, along a thrust fault more than 10 
km beneath the Montebello Hills. Serious property dam
age was caused in a localized region near the fault. In 
1983 a similar, but larger (magnitude 6.5), earthquake 
devastated the town of Coalinga in central California. 
On January 1 7, 1994, yet another such earthquake (mag
nitude 6.6) ruptured under Northridge, a Los Angeles 
suburb, causing property damage estimated at over $15 
bil l ion. 

That type of faulting in these events raised concern. 
Rupture occured along "blind-thrust" faults, where a dip

ping fault surface lies within deeply buried sediments. 
Such faults have no expression on the surface, aside from 
an anticlinal upwarp of the sedimentary layers above the 
fault. Blind thrusts have estimated recurrence intervals of 
thousands rather than hundreds of years, so they give lit
tle indication of their destructive potential in the hisori-
cal record. In fact, the concept of recurrence interval 
may be inappropriate for blind-thrust earthquakes, for 
faulting on these geological structures may depend on 
the interaction of many tectonic movements within the 
Los Angeles basin. Scientists are now mapping blind-
thrust faults in the basin with equipment and techniques 
similar to those used to discover petroleum and natural 
gas deposits. 

On June 28, 1992, the San Andreas Fault was up
staged by a magnitude 7.3 earthquake near Landers, Cal
ifornia, nominally within the North American Plate in 
the Mojave Desert. The largest earthquake in California 
since the 1906 San Francisco quake, the Landers quake 
ruptured a string of surface faults that previously were 
not thought to be linked. One dramatic result from the 
Landers event is the precise measurement of its total sur
face motion using Global Positioning System (GPS) satel
lite receivers. Under favorable conditions, a GPS re
ceiver can determine its absolute position with an 
accuracy better than a centimeter by referencing itself to 
Earth-orbiting satellites. GPS-receiver networks in princi
ple can measure the strain buildup and release associ
ated with major earthquakes. If large-scale flexing of the 
crust along a fault zone occurs prior to large earth
quakes, these types of measurements may provide seis
mologists with early warning signs. Seismologists hope 
to understand the earthquake process better by combin
ing these new types of observations with traditional 
earthquake studies, thereby making short-term earth
quake prediction more realistic. 

Summary 

1. Abrupt movement of faults that releases elasti-
cally stored energy is thought to cause earth
quakes: this is known as the elastic rebound the
ory. 

2. Earthquake vibrations are called seismic waves 
and are measured with seismographs. 

3. Energy released at an earthquake's focus radiates 
outward as two kinds of body waves: P waves 
(Primary waves, which are compressional) and S 
waves (Secondary waves, which are shear 
waves). Earthquake energy also causes the sur

face of the Earth to vibrate because of surface 
waves. 

4. From the study of seismic-wave refraction and 
reflection, scientists infer the internal structure 
of the Earth by locating discontinuities in its 
composition and physical properties. A pro
nounced compositional boundary occurs be
tween the mantle and the outer core. 

.5. At the mantle-crust interface is a pronounced 
seismic discontinuity called the Mohorovicic dis
continuity. Crust thickness ranges from 30 to 70 
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km in continental regions but is only 8 km be
neath oceans. 

6. The core has a high density and is inferred to 
consist of iron as well as small amounts of nickel 
and other elements. The outer core must be 
molten because it does not transmit S waves. The 
inner core is solid. 

7. From a depth of 100 km to 350 km is a zone of 
low seismic-wave speed. This low-speed zone is 
the asthenosphere. The lithosphere, which is 
rigid and on average 100 km thick, overlies the 
asthenosphere and consists of the upper part of 
the mantle and all of the crust. Below the as
thenosphere, in the mesosphere, is a zone of 
higher seismic-wave speed than in the asthenos
phere. 

8. The amount of energy released during an earth
quake is calculated on the Richter magnitude 
scale. 

9. Earthquakes cause damage in six different ways: 
by ground motion; by faulting; by fires; by land 
movement and slope collapse; by liquefaction; 
and by tsunami. 

10. The outer portions of the Earth are in approxi
mate isostatic balance; in other words, like huge 
icebergs floating in water, the lithosphere 
"floats" on the asthenosphere. 

11. When parts of the lithosphere are not in flota-
tional equilibrium, gravity anomalies occur. 

Important Terms to Remember 
body wave (p. 73) 

earthquake focus (p. 73) 
elastic deformation (p. 71) 
elastic rebound theory (p. 72) 
epicenter (p. 73) 

fault (p. 72) 

gravity anomaly (p. 84) 

isostasy (p. 84) 

M-discontinuity (p. 77) 
modified Mercalli scale (p. 81) 
moho (p. 77) 
Mohorovicic discontinuity (p. 77) 

P (primary) wave (p. 75) 

Richter magnitude scale (p. 78) 

S (secondary) wave (p. 75) 
seismic sea wave (p. 81) 
seismic wave (p. 73) 
surface wave (p. 73) 
tsunami (p. 81) 

Questions for Review 
1. Explain how most earthquakes are thought to 

occur and why there seems to be a limit on 
earthquake magnitude. 

2. What is the relation between an earthquake 
focus and the corresponding epicenter? 

3. How are seismic waves recorded and measured? 
How would you locate an epicenter from seis
mic records? Explain how a focus depth is deter
mined. 

4. What are the differences between seismic body 
waves and surface waves? Identify two kinds of 
body waves and explain the differences. 

5. Earthquakes can cause damage in many ways; 
name four. Where on the Earth was the most dis
astrous earthquake on record and how did the 

people die? Where was the biggest known earth
quake in the United States? 

6. What are reflection and refraction, and how do 
they affect the passage of seismic waves? How 
can refraction and reflection be used to define 
the mantle-crust boundary? The core-mantle 
boundary? 

7. Briefly describe how seismic waves can be used 
to infer that the outer core is molten while the 
inner core is solid. What evidence indicates that 
the core is made largely of metallic iron? 

8. Describe the Earth's three compositional layers. 

9. The Earth is layered with respect to rock 
strength into five zones. Name and describe 
these zones. 
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10. What is the relationship between the crust, the 
mantle, and the lithosphere? 

11. Why are ocean basins low spots on the Earth's 
surface and continents high places? 

12. How do gravity anomalies arise and how can 
they be measured? 

13. Describe some evidence that proves that isostasy 
is operating in the Earth. How is the Earth's sur
face topography related to isostasy? 

14. Draw an east-west profile of the crust under the 
United States and indicate how isostasy plays a 
role in what you have drawn. 

Questions for A Closer Look 

1. How much energy can be stored in a cubic 
meter of elastically strained rock? How much en
ergy can be released during a single big earth
quake event? 

2. Explain how seismologists use the Richter mag
nitude scale to estimate the energy released dur
ing an earthquake. 

3. Why is the Richter magnitude scale logarithmic, 
and how big are the steps between magnitudes? 

Questions for Discussion 
1. The lithosphere of the Moon is about 1000 km 

thick and the asthenosphere only about 380 km 
thick. Would you expect isostasy to operate on 
the Moon? Could your hypothesis be tested by 
measuring gravity anomalies with an orbiting 
spaceship? Might gravity anomalies be something 
to measure if a spaceship were sent to investigate 
planets around some other sun? 

2. Research the current work being done on earth
quake prediction. How closely in time would a 
prediction of an earthquake have to be in order to 
be useful—a few hours; a few days; a few weeks? 
Be sure to explain your reasoning. 



CHAPTER 4 
Minerals and Rocks 

Carajas iron mine in the tropical rain forest of northern Brazil, one of the world's largest and 
richest deposits of iron ore. When mining is finished, the hill of ore will be a great hole in the 
ground. 



Minerals: A Linchpin of Society 

Most minerals that are abundant in the Earth's crust 
have neither commercial value nor any particular use. 
Those few minerals that are the raw materials of in
dustry, which we call ore minerals, tend to be rare 
and hard to find—gold, for instance, or sphalerite, the 
main zinc mineral. From the ore minerals we get the 
metals to make our machines and the ingredients for 
chemicals and fertilizers. Our modern society is to
tally dependent on an adequate supply of ore miner
als. Without them we could not build planes, cars, 
televisions, or computers. Industry would falter and 
living standards would decline. 

Can the ore minerals in the Earth's crust sustain 
both a growing population and a high standard of liv
ing for everyone? This difficult question has many ex
perts worried. The minerals they worry most about 
are those used as sources of such important metals as 
lead, zinc, and copper. Metals, the experts point out, 
begin the chain of resource use. Without metals, we 
cannot make machines. Without machines, we can
not convert the chemical energy of coal and oil to use
ful mechanical energy. Without mechanical energy, 
the tractors that pull plows must grind to a halt; trains 
and trucks must stop running, and indeed our whole 
industrial complex must become still and silent. 

Experts cannot tell how long the Earth's supplies 
of ore minerals will last because there is no way to 
"see" inside the Earth and know exactly what is there. 
Optimists point to the great success our technological 
society has enjoyed over the past two centuries as 
ever more remarkable discoveries have been made. 
Improved prospecting will keep up the success story, 

they insist. However, if mineral supplies do become 
limited, the experts suggest we will find ways to get 
around the limits by recycling, by substituting, and by 
discovering new technologies. 

Many scientists have a more pessimistic opinion. 
Technologically advanced societies have faced min
eral resource limits in the past, they point out, but the 
solution has always been to import new supplies 
rather than develop substitutes or effective recycling 
measures. England, for instance, was once a great sup
plier of metals. Today, its minerals are mined out, 
most of its mines are closed, and English industry runs 
on raw materials imported from abroad. The United 
States, too, was once self-sufficient in most minerals 
and an exporter of many. Slowly, the United States 
has become a net importer and now relies on supplies 
from such countries as Australia, Chile, South Africa, 
and Canada. Today no large industrial country can 
supply its own mineral needs. The only country that 
might be able to do so is Russia. But eventually the 
Russian mines, too, will be depleted, and so, too, will 
the mines of Australia and other countries. Where 
then does society turn? 

The answer to this question is not obvious, but it 
must be found in the foreseeable future. It is highly 
likely that, within the lifetimes of the people who 
read this book, mineral limitations will occur. Which 
minerals, and therefore which metals, will be in short 
supply first is still an open question. How society will 
cope and respond, and when it will have to do so, are 
just two of the great social and scientific issues still to 
be solved. 
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MINERALS AND THEIR 
CHEMISTRY 
The word mineral means different things to different 
people, but for scientists who study the Earth it has a 
very specific connotation. A mineral is any naturally 
formed, solid chemical element or chemical com
pound having a definite composition and a character
istic crystal structure. To take just one example, dia
mond is a mineral. It is naturally formed, it is a solid, it 
is made of the chemical element carbon, and all the 
carbon atoms are packed together in a regular and 
characteristic geometric array called the crystal struc
ture of diamond. 

Coal resembles diamond in that it is largely carbon, 
but coal is not a mineral; it is a rock. In addition to its 
carbon, coal contains many chemical compounds, 
and its composition varies from sample to sample so 
that it does not have a specific composition. Nor does 
coal have a characteristic crystal structure. 

Rocks are aggregates of minerals: they are nature's 
books, and in them can be read the story of the way 
the Earth works: how continents move, how moun
tains form and then erode away. Minerals are the 
words used in nature's books. Minerals and rocks go 
together naturally, but before we can study rocks, we 
need to know something about minerals. The easiest 
way to introduce minerals is by examining their two 
most important characteristics: 

1. Composition—the kinds of chemical elements 
present and their proportions. 

2. Crystal structure—the way in which the atoms of 
the elements are packed together in a mineral. 

Because most minerals contain several chemical el
ements, we begin our discussion by reviewing the 
way in which elements combine to form compounds. 

Elements and Atoms 

Chemical elements are the most fundamental sub
stances into which matter can be separated by chemi
cal means. For example, table salt is not an element 
because it can be separated into sodium and chlorine. 
Neither sodium nor chlorine can be further broken 
down chemically, however, and so each is an ele
ment. 

Each element is identified by a symbol, such as H 
for hydrogen and Si for silicon. Some symbols, such as 
that for hydrogen, come from the element's English 
name. Other symbols come from other languages. For 

example, iron is Fe from the Latin ferrum, and sodium 
is Na from the Latin natrium. The 88 naturally occur
ring elements and their symbols are listed in Appen
dix B. 

Even the tiniest piece of a pure element consists of 
a vast number of identical particles of that element 
called atoms. An atom is the smallest individual parti
cle that retains all the properties of a given element. 
Atoms are so tiny they can be seen only by using the 
most powerful microscopes ever invented, and even 
then the image is imperfect because individual atoms 
are only about 10-10 m in diameter. 

Atoms are built up from protons (which have posi
tive electrical charges), neutrons (which, as their 
name suggests, are electrically neutral), and electrons 
(which have negative electrical charges that balance 
exactly the positive charges of protons). Protons and 
neutrons join together to form the core, or nucleus, 
of an atom. Electrons are much smaller than protons 
or neutrons; in an atom, they move in a distant and dif
fuse cloud around the nucleus (Fig. 4.1). 

Protons give a nucleus a positive charge, and the 
number of protons in the nucleus of an atom is called 
the atomic number of the atom. The number of pro
tons in the nucleus (in other words, the atomic num
ber) is what gives the atom its special characteristics 
and what makes it a specific element. Thus, any and 
all atoms containing one proton in the nucleus are 
atoms of hydrogen; atoms containing two protons in 
the nucleus are helium; and so on. All atoms having 
the same atomic number are atoms of the same ele
ment. The atomic numbers of all naturally occurring 
elements are listed in Appendix B. 

Because neutrons are electrically neutral, they can
not change the atomic number of an element. Neu
trons can change the mass of an atom, however, and 
the sum of the neutrons plus protons in the nucleus of 
an atom is the mass number. As we learned in Chap
ter 2, the number of protons in the nucleus (the 
atomic number) is designated by a subscript before 
the chemical symbol, while the sum of the protons 
plus neutrons (the mass number) is indicated by a su
perscript: helium is written 4

2He. Most elements have 
several isotopes; these are atoms with the same 
atomic number and hence the same chemical proper
ties, but different mass numbers. Carbon, for exam
ple, has three naturally occurring isotopes: 12

6C, 13
6C, 

and 14
6C. Some isotopes are radioactive, which means 

they transform spontaneously to another isotope of 
the same element or an isotope of a different element. 
Among the carbon isotopes only 14

6C is radioactive, 
and it transforms to an isotope of nitrogen, l4

7N, by 
the spontaneous transformation of a neutron to a pro
ton. There are 25 naturally occurring radioactive iso
topes. 



Energy-Level Shells 
Electrons are confined to specific shells that are 
arranged at predetermined distances from the nu
cleus. Because the electrons in each shell have a spe
cific amount of energy characteristic for that shell, the 
shell distances are commonly called energy-level 
shells. The maximum number of electrons that can 
occupy a given energy-level shell is fixed. As shown in 
Figure 4.1, shell 1, closest to the nucleus, is small and 
can accommodate only 2 electrons; shell 2, however, 
can accommodate up to 8 electrons; shell 3, 18; and 
shell 4, 32. 

Ions 
An energy-level shell filled with electrons is very sta
ble; it is comparable to an evenly loaded boat. To fill 
their outermost energy-level shell and so reach a sta
ble configuration, atoms either share or transfer elec-

Figure 4.1 Schematic diagram of an atom of the ele
ment carbon. The nucleus contains six protons and six neu
trons. Electrons orbiting the nucleus are confined to spe
cific orbits called energy-level shells. A. Three-dimensional 
representation showing the first two shells. The first shell 
can contain two electrons, the second eight. B. Two-dimen
sional representation of the carbon atom to show the num
ber of protons and neutrons in the nucleus and the number 
of electrons in the energy-level shells. The first energy-
level shell is full because it contains two electrons. The 
second shell contains four electrons and so is half full. 
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trons among themselves. In its natural state, an atom 
is electrically neutral because the positive electrical 
charge of its protons is exactly balanced by the nega
tive electrical charge of its orbiting electrons. When 
an electron is transferred as part of the stabilizing of 
energy-level shells, this balance of electrical forces is 
upset. An atom that loses an electron has lost a nega
tive electrical charge and is left with a net positive 
charge. An atom that gains an electron has a net nega
tive charge. An atom that has excess positive or nega
tive charges caused by electron transfer is called an 
ion. When the excess charge is positive (meaning 
that the atom gives up electrons), the ion is called a 
cation; when negative (meaning an atom adds elec
trons), the ion is an anion. 

The most convenient way to indicate ionic charges 
is with superscripts. For example, Ca2+ is a cation 
(calcium) that has given up two electrons, and F- is an 
anion (fluorine) that has accepted an electron.1 Be
cause the formation of ions involves only the energy-
level shell electrons and not the protons and neutrons 
in the nucleus, it is common practice to omit the 
atomic and mass number symbols for reactions in
volving ions. 

Compounds 
Chemical compounds form when one or more anions 
combine with one or more cations in a specific ratio. 
For example, two cations of H+ combine with one 
anion of O2 to make the compound H2O (water). In 
a compound, the sum of the positive and negative 
charges must be zero. 

The formula of a compound is written by putting 
the cations first and the anions second. The numbers 
of cations or anions are indicated by subscripts, and 
for convenience the charges of the ions are usually 
omitted. Thus, we write H2O rather than H2

+O2- . 
An example of the way electron transfer leads to 

formation of a compound is shown in Figure 4.2 for 
the elements lithium and fluorine. A lithium atom has 
energy-level shell 1 filled by two electrons but has 
only one electron in shell 2, even though shell 2 can 
accommodate eight electrons. The lone outer elec
tron in shell 2 can easily be transferred to an element 
such as fluorine, which already has seven electrons in 
shell 2 and needs only one more to be completely 
filled. In this fashion, both a lithium cation and a fluo
rine anion end up with filled shells, and the resulting 
positive charge on the lithium and negative charge on 
the fluorine draw, or bond, the two ions together. 

1 Note that when the ionic charge Is 1, we omit the number. The 
symbol F- means F1-, and Li+ means Li1+. Most atoms are present 
in the Earth as ions rather than as electrically neutral atoms. 
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Figure 4.2 To form the compound lithium fluoride, an atom of the element lithium com
bines with an atom of the element fluorine. The lithium atom transfers its lone outer-shell 
electron to fill the fluorine atom's outer shell, creating an Li+ cation and a F- anion in the 
process. The electrostatic force that keeps the lithium and fluorine ions together in the com
pound lithium fluoride is an ionic bond.. 

Lithium and fluorine form the compound lithium 
fluoride, which is written LiF to indicate that for every 
Li ion there is one F ion. The combination of one Li 
ion and one F ion is called a molecule of lithium fluo
ride. A molecule is the smallest unit that retains all the 
properties of a compound. The properties of mole
cules are quite different from the properties of their 
constituent elements. The elements sodium (Na) and 
chlorine (Cl) are highly dangerous, for example, but 
the compound sodium chloride (NaCl, table salt) is es
sential for human health. 

Complex Ions 
Sometimes two kinds of ions form such strong bonds 
with each other that the combined ions act as if they 
were a single ion. Such a strongly bonded pair is 
called a complex ion. Complex ions act in the same 
way as single ions, forming compounds by bonding 
with other ions of opposite charge. For example, car
bon and oxygen combine to form the complex car
bonate anion CO3

2- . The carbonate anion then bonds 
with cations such as Na+ and Ca2+ to form com
pounds such as Na2CO3 (sodium carbonate) and 
CaCO3 (calcium carbonate). Other important com
plex ions are the sulfate SO4

2- , nitrate NO3
- and sili

cate SiO4
4- anions. 

Crystal Structure 
The ions in most solids are organized in the regular, 
geometric patterns of a crystal structure, like eggs in a 
carton, as shown in Figure 4.3. Solids that have such a 
crystal structure are said to be crystalline, whereas 
solids that lack a crystal structure are amorphous 
(Greek for without form). Glass and amber are exam
ples of amorphous solids. All minerals are crystalline, 
and the crystal structure of a mineral is a unique prop
erty of that mineral. All specimens of a given mineral 
have identical crystal structure. 

Before proceeding, let's review what is meant by 
the term mineral. To be called a mineral, a substance 
must meet four requirements. 

1. It must be naturally formed. This excludes the 
vast numbers of substances produced in the labo
ratory. 

2. It must be a solid. This excludes all liquids and 
gases. 

3. It must have a specific chemical composition. 
This excludes solids, like glass, that have a contin
uous composition range that cannot be expressed 
by an exact chemical formula. This requirement 
for a specific compound means that minerals are 
either chemical compounds or chemical ele
ments. 

4. It must have a characteristic crystal structure. 
This excludes amorphous materials. 

Common Minerals 

Scientists have identified approximately 3500 miner
als, and the number is rising because new ones are 
found every year. Most occur in the continental crust, 
but a few have been identified only in meteorites, and 
two new ones were discovered in the Moon rocks 
brought back by the astronauts. The total number of 
minerals may seem large, but it is tiny compared with 
the astronomically large number of ways a chemist 
can combine naturally occurring elements to form 
compounds. The reason for the disparity between na
ture and chemical experiment becomes apparent 
when we consider the relative abundances of the 
chemical elements. As Table 4.1 shows, only 12 ele
ments occur in the continental crust in amounts equal 
to or greater than 0.1 percent. Together, these 12— 



Element 

Oxygen (O) 
Silicon (Si) 
Aluminum (Al) 
Iron (Fe) 
Calcium (Ca) 
Magnesium (Mg) 
Sodium (Na) 
Potassium (K) 
Titanium (Ti) 
Hydrogen (H) 
Manganese (Mn) 
Phosphorus (P) 
All other elements 
Total 

Ion 

O2-

Si4 + 

A1 3 + 

F e 2 + and F e 3 + 

Ca2+ 
Mg2+ 

N a + 

K + 

Ti4+ 

H + 

M n 2 + and M n 4 + 

P3+ 

Percent by weight 

45.20 
27.20 

8.00 
5.80 
5.06 
2.77 
2.32 
1.68 
0.86 
0.14 
0.10 
0.10 
0.77 

100.00 
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usually referred to as the abundant elements, with all 
others called the scarce elements—make up 99.23 
percent of the continental crust mass. Therefore, the 
continental crust is constructed of 40 or 50 minerals, 
most of which contain one or more of the 12 abun
dant elements. 

Minerals containing scarce elements certainly do 
occur, but only in small amounts, and those small 

Figure 4.3 The arrangement of ions in the most com
mon lead mineral, galena (PbS). Lead, the Pb part, is a 
cation with a charge of 2+ , and sulfur, S, is an anion with 
a charge of 2 - . To maintain a charge balance between the 
ions, there must be an equal number of Pb and S ions in the 
structure. Ions are so small that a cube of galena 1 cm on 
its edge contains 1022 ions each of lead and sulfur. A. Ions 
at the surface of a galena crystal revealed with a scanning-
tunneling microscope. Sulfur ions are the large lumps, lead 
the smaller ones. B. The packing arrangement of ions is re
peated continuously through a crystal. The ions are shown 
pulled apart along the black lines to demonstrate how they 
fit together. 

amounts form only under special and restricted cir
cumstances. A few scarce elements, such as hafnium 
and rhenium, are so rare that they are not known to 
form minerals under any circumstances; they occur 
only as trace impurities in common minerals. 

As Table 4.1 shows, two elements, oxygen and sili
con, make up more than 70 percent of the continental 
crust. Oxygen forms a simple anion, O 2 - , and com
pounds that contain the O2- anion are called oxides. 
Silicon forms a simple cation, Si4+, and oxygen and sil
icon together form a strong complex ion, the silicate 
anion (SiO4)4-. Minerals that contain the silicate 
anion are complex oxides, and to distinguish them 
from simple oxides they are called silicates. The com
pound MgO is an oxide, but Mg2SiO4 is a silicate. 

Silicates are the most abundant of all minerals, and 
simple oxides are the second most abundant group. 
Other mineral groups, all of them important but all 
less common than silicates and oxides, are sulfides, 
which contain the simple anion S2 ; carbonates 
(CO3)2-; sulfates (SO4)2-; and phosphates (PO4)3 - . 

The Silicates 
The silicate anion (SiO4)4- has the shape of a tetrahe
dron. The four relatively large oxygen anions sur
round and bond to the much smaller silicon cation as 
shown in Figure 4.4. All silicates contain the silicate 
anion as an integral part of the crystal structure. In 
many silicates, however, the anions actually join to
gether by sharing their oxygens and so form chains, 
sheets, and three-dimensional networks of tetrahedra. 
(The process is called polymerization.) How this is 
done is shown in Figures 4.5 and 4.6. Polymerization 
plays a major role in determining the properties of sil
icates. 

Table 4.1 
The Most Abundant Chemical Elements in the Continental 
Crust 
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Figure 4.4 The tetrahedron-shaped silicate anion 
(SiO4)

4_. A. Anion with the four oxygens touching each 
other in natural position. Silicon (dashed circle) occupies 
central space. B. Exploded view showing the relatively 
large oxygen anions at the four corners of the tetrahedron, 
equidistant from the relatively small silicon cation. 

The silicates are by far the most abundant minerals 
in the continental crust, and among them the 
feldspars are the predominant variety—approxi
mately 60 percent of all minerals in the Earth's crust 
are feldspars (Fig. 4.7). Indeed, the very name reflects 
how common feldspars are. The name is derived from 
two Swedish words, feld (field) and spar (mineral). 
Early Swedish miners were familiar with feldspar in 
their mines; they were also farmers, and they found 

the same minerals in the rocks they had to clear from 
their fields before they could plant crops. Struck by 
the abundance of feldspar, the miners chose a name 
to indicate that their fields seemed to be growing an 
endless crop of the minerals. 

The second most abundant mineral in the crust is 
the silicate called quartz. Feldspar and quartz together 
account for 75 percent of the continental crust. All 
the silicates added together make up 95 percent or 
more of both the continental crust and the oceanic 
crust, and an even larger percentage of the mantle. 

The Nonsilicates 
The nonsilicate minerals are widespread and may at 
first sight be thought to be more abundant than they 
actually are. Three oxides of iron—hematite (Fe2O3), 
magnetite (Fe3O4), and goethite (FeO·OH)—are esti
mated to be the most abundant nonsilicates. Other im
portant nonsilicate mineral groups are the carbonates 
calcite (CaCO3) and dolomite (CaMg(CO3)2), the sul
fate gypsum (CaSO42H2O), and the sulfides pyrite 
(FeS2), sphalerite (ZnS), galena (PbS), and chalcopy-
rite (CuFeS2). Many of the less common nonsilicates 
are the minerals miners seek for the production of 
metals such as gold, silver, iron, copper, and zinc. For 
more information about minerals, see "A Closer Look: 
Identifying Minerals." 

Figure 4.5 Polymerization of complex silicate anions. A. A polymer chain in which 
each silicate anion shares two of its oxygens with adjacent anions. A geometric repre
sentation of the chain is on the right. The formula of each basic unit in the chain is 
(SiO03)

2-. B. Double polymer chain for which the formula of the basic unit is 
(Si4O11)

6-. 
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Figure 4.6 Summary of the way 
silicate anions polymerize to form 
the common silicate minerals. The 
most important polymerizations 
are those that produce chains, 
sheets, and three-dimensional net
works. Note the relationship be
tween crystal structure and cleav
age. (Cleavage is discussed in "A 
Closer Look: Identifying Minerals.") 

Figure 4.7 The two most com
mon minerals in the Earth's crust. 
Crystals of feldspar (green) and 
quartz (gray) from Pikes Peak, Col
orado. This specimen is 20 cm 
across. 



Identifying Minerals 
Mineral properties are determined by composition and 
crystal structure. It is not necessary, however, to analyze 
a mineral for its chemical composition or determine its 
crystal structure in order to discover its identity. Once 
we know which properties are characteristic of which 
minerals, we can use those properties to identify the 
minerals. The properties most often used to identify min
erals are crystal form, growth habit, cleavage, luster, 
color, hardness, and specific gravity. Appendix C lists 
the properties of common minerals. 

Crystal Form and Growth Habit 
Ice fascinated the ancient Greeks. When they saw glis
tening needles of ice covering the ground on a frosty 
morning, they were intrigued by the fact that the needles 
were six-sided and had smooth, planar surfaces. Greek 
philosophers made many discoveries about the branch 
of mathematics called geometry, but they could not ex
plain how three-dimensional, geometric solids could ap
parently grow spontaneously. The ancient Greeks called 
ice krystallos, and the Romans latinized the name to 
crystallum. Eventually, the word crystal came to be ap
plied to any solid body that grows with planar surfaces. 
The planar surfaces that bound a crystal are called crys
tal faces, and the geometric arrangement of crystal faces, 
called the crystal form,* became the subject of intense 
study during the seventeenth century. 

Seventeenth-century scientists discovered that crystal 
form could be used to identify minerals, but some as
pects of crystal form were difficult for them to explain. 
Why, for example, did the size of crystal faces differ from 
sample to sample. Under some circumstances, a mineral 
may grow as a thin crystal; in other cases, the same min
eral may grow as a fat one, as Figure C4.1 shows. Super
ficially, the two crystals of quartz in Figure C4.1 look 
very different, and this photograph illustrates that neither 
crystal size nor crystal face size is a unique property of a 
mineral. 

The person who solved the mystery was a Danish 
physician, Nicolaus Steno. In 1669 Steno demonstrated 
that the unique property of crystals of a given mineral is 
not the relative face sizes, but rather the angles between 
the faces. It is this angle that gives each mineral a dis
tinctive crystal form. The angle between any designated 
pair of crystal faces is constant, he wrote, and is the same 
for all specimens of a mineral, regardless of overall 
shape or size. Steno's discovery that interfacial angles 

* Crystal form refers to the arrangement of the crystal faces; 
crystal structure refers to the geometric packing of atoms in 
a crystal. We can macroscopically and microscopically ob
serve crystal form, but we can only "see" crystal structure 
with X rays. 
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Figure C4.1 Because these two crystals are both 
quartz, they have the same crystal form. Although the 
sizes of the individual faces differ markedly between the 
two crystals, each numbered face on one crystal is par
allel to an equivalent face on the other crystal. It is a 
fundamental property of crystals that, as a result of the 
internal crystal structure, the angles between adjacent 
faces are identical for all crystals of the same mineral. 

are constant is made clear by the numbering in Figure 
C4.1. The same faces occur on both crystals. All the sets 
of faces are parallel: face 1 on the left is parallel to face 
1 on the right, face 2 is parallel to face 2, and so forth. 
Therefore, the angle between any two equivalent faces 
must be the same on both crystals. 

Steno speculated that constant interfacial angles must 
be a result of internal order, but the ordered particles— 
ions—were too small for him to see. Proof of internal 
order was only achieved in 1912 when Max von Laue, a 
German scientist, demonstrated, by use of X-rays, that 
crystals are made up of ions packed in fixed geometric 
arrays, as shown in Figure 4.4. 

Crystals form only when a mineral can grow freely in 
an open space. Crystals are uncommon in nature be
cause most minerals do not form in open, unobstructed 
spaces. Compare Figures C4.1 and C4.2. The crystals in 
Figure C4.1 grew freely into an open space, and so, well-
developed crystal faces were able to form. The quartz in 
Figure C4.2, however, grew irregularly, without devel
oping crystal faces, because it grew in an environment 
restricted by the presence of other minerals. We call 
such irregularly shaped mineral particles grains. Using X-
ray techniques, it is easy to show that in both a crystal of 
quartz and an irregularly shaped grain of quartz, all the 
atoms present are packed in the same strict crystal struc
tures. That is, both the quartz crystals and the irregular 
quartz grains are crystalline. 

A Closer Look 
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Figure C4.2 Quartz grains (colorless) that grew in 
an environment where other grains prevented develop
ment of well-formed crystal faces. The amber-colored 
grains are iron carbonate (FeCO3). Compare with Fig
ure C4.1, which shows quartz crystals that grew in open 
spaces, unhindered by adjacent grains. 

Figure C4.3 Distinctive external shape of pyrite, 
FeS2. The characteristic shape of pyrite is crystals with 
faces at right angles and with pronounced striations on 
the faces. The largest crystals in the photograph are 3 
cm on an edge. The specimen is from Bingham Canyon, 
Utah. 

Figure C4.4 Some miner
als have distinctive growth 
habits, even though they do 
not develop well-formed 
crystal faces. The mineral 
chrysotile sometimes grows 
as fine, cottonlike threads 
that can be separated and 
woven into fireproof fabric. 
When chrysotile is used for 
this purpose, it is referred 
to as asbestos. 

Every mineral has a characteristic crystal form. Some 
have such distinctive forms that we can use the property 
as an identification tool without having to measure an
gles between faces. For example, the mineral pyrite 
(FeS2) is commonly (but not always) found as intergrown 
cubes (Fig. C4.3) with markedly striated faces. Cube-
shaped crystals with striated faces are a reliable way to 
identify pyrite. 

A few minerals develop distinctive growth habits 
when they grow in restricted environments, and these 
growth habits can be used for identification. For exam
ple, Figure C4.4 shows asbestos, a variety of the mineral 
serpentine that characteristically grows as fine, elongate 
threads. (See the "Guest Essay" at the end of this chapter 
for a discussion of asbestos.) 



Cleavage 
The tendency of a mineral to break in preferred direc
tions along bright, reflective planar surfaces is called 
cleavage. 

If you break a mineral with a hammer or drop a spec
imen on the floor so that it shatters, you will probably see 
that the broken fragments are bounded by cleavage sur
faces that are smooth and planar, just like crystal faces. 
In exceptional cases, such as sodium chloride which is 
the mineral halite (NaCI), as shown in Figure C4.5, all of 
the breakage surfaces are smooth planar surfaces. (Don't 
confuse crystal faces and cleavage surfaces, however, 
even though the two often look alike. A cleavage surface 
is a breakage surface, whereas a crystal face is a growth 
surface.) 

Many common minerals have distinctive cleavage 
planes. One of the most distinctive is found in mica (Fig. 
C4.6). Clay also has a distinctive cleavage; that is why it 
feels smooth and slippery when rubbed between the fin
gers. 

Luster 
The quality and intensity of the light reflected from a 
mineral produce an effect known as luster. Two minerals 
with almost identical color can have quite different lus
ters. The most important lusters are described as metal
lic, like that on a polished metal surface, and nonmetal-
lic. Nonmetallic lusters are divided into vitreous, like 
that on glass; resinous, like that of resin; pearly, like that 
of pearl; and greasy, as if the surface were covered by a 
film of oil. 

Color and streak 
The color of a mineral, though often striking, is not a re
liable means of identification. Color is determined by 
several factors, one of which is chemical composition, 
and even trace amounts of chemical impurities can pro
duce distinctive colors. 

Figure C4.5 Relation between crystal structure and 
cleavage. Halite, NaCl, has well-defined cleavage planes; 
it always breaks into fragments bounded by perpendicu
lar faces. 

Color in opaque minerals having a metallic luster can 
be very confusing because the color is partly a property 
of grain size. One way to reduce errors of judgment 
where color is concerned is to prepare a streak, which is 
a thin layer of powdered mineral made by rubbing a 
specimen on a nonglazed porcelain plate, called a 
'streak plate'. The powder gives a reliable color effect be
cause all the grains in a powder streak are very small and 
so the grain-size effect is reduced. Red streak character
izes hematite (Fe203), even though the specimen looks 
black and metallic (Fig. C4.7). 

Hardness 
The term hardness refers to the relative resistance of a 
mineral to being scratched. It is a distinctive property of 
minerals. Hardness, like crystal form and cleavage, is 

Figure C4.6 Perfect cleavage 
of mica (variety muscovite) is il
lustrated by the planar flakes into 
which this specimen is being split. 
The cleavage flakes suggest 
leaves of a book, a resemblance 
embodied in the term books of 
mica. 



Figure C4.7 Color contrast between hematite and a 
hematite streak. Massive hematite is opaque, has a 
metallic luster, and appears black. On a porcelain 
plate, however, this mineral gives a red streak. 

governed by crystal structure and by the strength of the 
bonding forces that hold the atoms of the crystal to
gether. The stronger the forces, the harder the mineral. 

Relative hardness values can be assigned by deter
mining the ease or difficulty with which one mineral wi l l 
scratch another. Talc, the basic ingredient of most baby 
("talcum") powder, is the softest mineral known, and di
amond is the hardest. A scale called the Moh's relative 
hardness scale is divided into 10 steps, each marked by a 
common mineral (Table C4.1). These steps do not repre
sent equal intervals of hardness, rather, any mineral on 
the scale wil l scratch all other minerals on the scale that 
have a lower number. Minerals on the same step of the 
scale can only scratch each other. 

Tab le C4.1 
Moh's Scale of Relative Hardness3 

aNamed for Friedrich Mohs, an Austrian mineralogist, who chose the 10 minerals of the scale. 

Hardest 

Softest 

Relative 
Number in 
the Scale 

10 
9 
8 
7 
6 

5 
4 

3 

2 
1 

Mineral 

Diamond 
Corundum 
Topaz 
Quartz 
Potassium feldspar 

Apatite 
Fluorite 

Calcite 

Gypsum 
Talc 

Hardness of 
Some Common 

Objects 

Pocketknife; glass 

Copper penny 

Fingernail 

Density and Specific Gravity 
We know that two identical baskets have different 
weights when one is filled with feathers and the other 
with rocks. The property that causes this difference is 
density, or the average mass per unit volume. The units 
of density are grams per cubic centimeter (g/cm3). 

Because density is difficult to measure accurately, we 
usually measure a property called specific gravity in
stead. Specific gravity is the ratio of the weight of a sub
stance to the weight of an equal volume of pure water. 
Specific gravity is a ratio of two weights, and so it does 
not have any units. Because the density of pure water is 
1 g/cm3, the specific gravity of a mineral is numerically 
equal to its density. 

Steps to Follow in Identifying Minerals 
The following steps, used in conjunction with Table C4.2 
and Appendix C, wi l l help you identify common miner
als. 

1. Decide whether the mineral has a metallic or non-
metallic luster. If the mineral has a metallic luster, 
use the streak, hardness, and cleavage to decide 
which mineral it is. 

2. If it has a nonmetallic luster, determine whether it is 
harder or softer than the blade of a pocket knife. (If 
harder, the mineral wi l l scratch the blade; if softer, 
the blade wil l scratch the mineral.) 

3. Once you determine hardness relative to the knife, 
decide whether the sample is dark or light in color. 
Go to the appropriate section of the table and use the 
cleavage data to determine which mineral you have. 
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Metallic Luster 
a 

Mineral 

Charcopyrite 
Galena 
Hematite 
Limonite 
Magnetite 
Pyrite 
Sphalerite 

Non-Metallic Luster 

A. Harder Than 
Dark Colored 

Light Colored 

Mineral 

a Knife Bladec 

Amphibole 
Garnet 
Olivine 
Pyroxene 
Quartz 

Feldspar 
Quartz 

B. Softer Than a Knife Blade 
Dark Colored 

Light Colored 

Chlorite 
Hematite 

(earthly variety) 
Limonite 

(earthly variety) 
Mica (var. biotite) 

Apatite 
Calcite 
Clay 

(var. kaolin 
Dolomite 
Fluorite 
Gypsum 
Halite 
Mica 

ite) 

(var. muscovite) 
Talc 

Streak 

Greenish yellow 
Lead gray 
Reddish brown 
Yellow to brown 
Black 
Brass yellow 
Yellow to brown 

Cleavage 

Perfect, two planes at 120° 
None 
None 
Perfect, two planes at 90° 
None 

Perfect, two planes at 90° 
None 

Perfect, one plane 

None 

None 
Perfect, one plane 

Poor, one plane 
Perfect, three planes 

Perfect, one plane 
Perfect, three planes 
Perfect, four planes 
Perfect, one plane 
Perfect, three planes at 90° 

Perfect, one plane 
Perfect, one plane 

Rock Typeb 

O, I 
O 
O, M, S 
S, W 
I, M, S 
O, M, I, S 
O 

Rock Type 

I, M 
M, I 
I 
I, M 
I, M, O 

I, M 
I, M, S, O 

M, S 

O, S, M 

W, S 
I, M, S 

I, M, S 
S, M, O, I 

W, S 
S, M, O 
O, S 
S, W 
S 

I, M, S, O 
M, S 
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Table C4.2 
Reference Chart for the Identification of Common Minerals and a Guide to the Rock 
Types in which the minerals might be found 

aSee Table C.1 in Appendix C for additional properties. 
bl = igneous, M = metamorphic, O = ore, S = sedimentary, W = weathering product. 
cSee Table C.2 for additional properties. 



ROCKS 
The definition of a rock, given in the Introduction, is 
any naturally formed, nonliving, firm, and coherent 
aggregate mass of solid matter that constitutes part of 
a planet. The word mineral does not appear in the de
finition because rocks can be made of materials that 
are not minerals, such as natural glass (in the rock 
called obsidian), or bits of organic matter (in the rock 
called coal). Nevertheless, most rocks are made either 
entirely or almost entirely of minerals, and the rela
tionship between kinds of rocks and the minerals they 
contain requires closer attention. 

There are three large families of rock, each defined 
by the process that form the rocks: 

1. Igneous rock (named from the Latin igneus, 
meaning fire) is formed by the cooling and con
solidation of magma. 

2. Sedimentary rock is formed either by chemical 
precipitation of material carried in solution in sea, 
lake, or river water, or by deposition of particles 
of regolith transported in suspension by water, 
wind, or ice. Soluble matter such as NaCl formed 
during weathering is the source of material trans
ported in solution. Particulate matter transported 
in suspension originates in the regolith. 

3. Metamorphic rock (from the Greek tneta, 
meaning change, and morphe, meaning form; 
hence, change of form) is either igneous or sedi
mentary rock that has been changed as a result of 
high temperatures, high pressures, or both. Meta-
morphism, the process that forms metamorphic 
rock, is analogous to the process that occurs 
when a potter fires a clay pot in an oven. The tiny 

Figure 4.8 Relative amounts of sedimentary and ig
neous rock. A. The great bulk of the crust consists of ig
neous rock (95%), with sedimentary rock (5%) forming a 
thin veneer at the surface. B. Because the sedimentary 
rock veneer covers so much of the Earth's surface, it is 
mainly what we see. Thus, 75 percent of the surface is sed
imentary rock. Igneous formations pushing through the 
sedimentary veneer account for the other 25 percent. 

mineral grains in the clay undergo a series of 
chemical reactions as a result of the increased 
temperature. New compounds form, and the for
merly soft clay molded by the potter becomes 
hard and rigid. 

The crust is 95 percent igneous rock or metamor
phic rock derived from igneous material. However, as 
Figure 4.8 shows, most of the rock that we actually 
see at the Earth's surface is sedimentary. The differ
ence arises because sediments are products of weath
ering, and as a result they are draped as a thin veneer 
over the largely igneous crust below. 

Features of Rocks 
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At first glance, rocks seem confusingly varied. Some 
are distinctly layered and have pronounced, flat sur
faces covered with the silicate mineral called mica. 
Others are coarse and evenly grained and lack layer
ing; yet, they may contain the same kinds of minerals 
present in the layered, micaceous (the adjective form 
of "mica") rock. Studying a large number of rock spec
imens soon makes it clear that no matter what kind of 
rock is being examined—sedimentary, metamorphic, 
or igneous—the differences between samples can be 
described in terms of two features. 

The first feature is texture, by which is meant the 
overall appearance a rock has because of the size, 
shape, and arrangement of its constituent mineral 
grains. For example, the grains may be flat and paral
lel to each other, giving the rock a pronounced platy 
texture—like a pack of playing cards. In addition, the 
various minerals may be unevenly distributed and 
concentrated into specific layers. The rock texture is 
then both distinctly layered and platy. Specific tex-
tural terms are used for each rock family and will be 
introduced at the appropriate place in subsequent 
chapters. 

Commonly, examination of a microscopic texture 
requires the preparation of a thin section of rock that 
must be viewed through a microscope. A thin section 
is prepared by first grinding and polishing a smooth, 
flat surface on a small fragment of rock. The polished 
surface is glued to a glass slide, and then the rock is 
ground away until the glued fragment is so thin that 
light passes through it easily. A polished surface and a 
thin section are shown in Figure 4.9. 

The second feature used in differentiating rocks is 
the kinds of minerals present. A few kinds of rock con
tain only one mineral, but most rocks contain two or 
more minerals. The varieties and abundances of min
erals present in a rock, commonly called the mineral 
assemblage of the rock, are important pieces of in
formation for interpreting how the rock was formed. 
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Figure 4.9 Polished surfaces and thin slices reveal textures and mineral assem
blages to great advantage. The specimen here is an igneous rock containing quartz (Q), 
feldspar (F), amphibole (A), mica (M), and magnetite (Mg). A. A thin slice mounted on 
glass. The slice is 0.03 mm thick, and light can pass through the minerals. B. A polished 
surface. The dashed rectangle indicates the area used to make the thin slice shown in 
part A. C. An area of the thin slice as viewed under a microscope. The magnification is 
25x. D. The same view as in part C seen through polarizers in order to emphasize the 
shapes and orientations of individual grains. 

The rock in Figure 4.9 is an igneous rock called 
granite. The mineral assemblage is quartz, feldspar, 
amphibole, mica (variety, biotite), and magnetite. The 
texture is typical of granites and would be described 
as granitic, meaning the grains are uniform in size, in
tricately interlocked, irregular in shape, and randomly 
distributed. The minerals found most commonly in 
the three rock families are listed in Table 4.2. 

What Holds Rock Together? 
The mineral grains in some kinds of rock are held to
gether with great tenacity, whereas in other kinds of 
rock the grains are easily broken apart. The most 

Table 4.2 
Minerals Most Commonly Found in the Three Rock 
Families 

Rock Family 

Igneous 

Sedimentary 

Metamorphic 

Common Minerals 

Feldspar, quartz, olivine, amphibole, 
pyroxene, mica, magnetite 

Clay, chlorite, quartz, calcite, 
dolomite, gypsum, goethite, hematite 

Feldspar, quartz, mica, chlorite, 
garnet, amphibole, pyroxene, 
magnetite 



tightly bound rocks are igneous and metamorphic be
cause both types contain intricately interlocked min
eral grains. During the formation of igneous and meta
morphic rocks, the growing mineral grains crowd 
against each other, filling all spaces and forming an in
tricate, three dimensional jigsaw puzzle. A similar in
terlocking of grains holds together steel, ceramics, 
and bricks. 

The forces that hold the grains of sedimentary 
rocks together are less obvious. Sediment is a loose ag
gregate of particles, and it must be transformed into 
sedimentary rock. Sediment becomes sedimentary 
rock in two ways. 

1. Deposition of a cement. Water circulating slowly 
through the open spaces in a sediment deposits 
new materials such as calcite, quartz, and 
goethite, which cement the sediment grains to
gether. 

2. Recrystallization. As a result of the geothermal 
gradient (see the Introduction), temperature in
creases with depth. Thus, as layer after layer of 
sediment is deposited, the deeper layers of sedi
ment are subjected to rising temperatures. In re
sponse to increased temperatures, mineral grains 
in deeply buried sediment begin to recrystallize, 
and the growing grains interlock and form strong 
aggregates. The process is the same as when ice 
crystals in a snow pile recrystallize to form a com
pact mass of ice. 

Both mineral assemblage and texture reflect the 
conditions under which a rock formed. In the next 
chapter we will see how these properties can be used 
to recover information from the most abundant and 
most important family of rocks, the igneous rocks. 

The Rock Cycle 

When any type of rock erodes, the eroded particles 
form sediment. The sediment may eventually become 
cemented and thereby converted to sedimentary 
rock. In some places where sedimentary rock forms, 
the base of the pile of sediment can reach depths at 
which pressure and heat create new compounds, so 
that the sedimentary rock becomes metamorphic 
rock. Sometimes metamorphic rock settles so deep 
that the high temperatures melt it and magma is 
formed. This magma moves upward through the 
crust, cools, and forms igneous rock. Eventually, this 
is subjected to erosion, the eroded particles form new 
sediment, and the cycle repeats itself. As James Hut-
ton recognized, this cycle has been continuous 
throughout the Earth's long history. 

The rock cycle depicted in Figure 4.10 is one of the 

Figure 4.10 The rock cycle, an 
interplay of internal processes dri
ven by the Earth's internal heat and 
external processes driven by the 
Sun's heat energy. Rock in the conti
nental crust can follow any of the ar
rows from one phase to another. At 
one time or another, it has followed 
all of them. In the mantle circuit, 
magma rises from deep in the man
tle and forms new igneous rock, 
partly in the continental crust and 
partly in the oceanic crust. The old 
oceanic crust descends again to the 
mantle, where it is eventually 
remixed. The igneous rock added to 
the continental crust then undergoes 
the processes of uplift, erosion, sed
imentation, and so on in the conti
nental crust circuit. 
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important components of the Earth system; it is the 
way the internal activities of the solid Earth interact 
with external activities involving the hydrosphere, at
mosphere, and biosphere. The cycle has two parts, 
one involving continental crust and the other involv
ing oceanic crust. The example involving igneous, 
sedimentary, and metamorphic rock described above 
is simply one circuit (the blue circuit in Fig. 4.10) 
among many that occur in the rock cycle of the conti
nental crust. 

As the three colors of pathways in Figure 4.10 
show, other circuits involve sedimentary rock that is 
not metamorphosed (the orange path) and metamor
phic rock that is not melted before being uplifted in a 
mountain range and eroded. Whether the circuits are 
long or short, the continental crust is being endlessly 
recycled. The forces that produce the basins where 
sediment accumulates and that cause mountains to be 
uplifted and thereby eroded are the same internal 
forces that move tectonic plates around. Thus, the 
rock cycle in the continental crust operates the way it 
does because of plate tectonics. Because the mass of 
the continental crust is large, the average time a rock 
takes to complete the cycle is long. Time estimates 
vary, and they are difficult to make, but the average 
age of all rock in the continental crust seems to be 
about 650 million years. 

The rock cycle in the oceanic crust also works the 
way it does because of plate tectonics. The basic con
cept of plate tectonics is that magma rises from the as-
thenosphere through great rifts (long, narrow frac
tures) in the seafloor and forms new oceanic crust 
(Fig. 4.11). These great rifts run down the center of a 

vast submarine mountain chain, known both as the 
oceanic ridge and the midocean ridge. 

Because they are places where two plates of lithos-
phere are moving away from each other, the rifts in 
the center of the oceanic ridge are called spreading 
centers. Far away from a spreading center the lithos-
phere, the upper part of which is the oceanic crust, 
sinks back into the asthenosphere. The place where a 
plate sinks is called a subduction zone. The sub
ducted lithosphere heats up as it sinks, and at a depth 
of about 100 km (62 mi) the oceanic crust portion of 
the sunken lithosphere starts to melt and new magma 
is formed. The new magma rises to create volcanoes. 

Figure 4.11 makes it clear that, through plate tec
tonics, both the mantle and the crust are involved in 
the rock cycle. What is not clear is how the mantle in
fluences the composition of seawater. The magma 
that rises to form new oceanic crust becomes hot ig
neous rock that reacts with seawater. Some con
stituents of the hot rock, such as calcium, are dis
solved in the seawater, and some constituents already 
in the seawater, such as magnesium, are deposited in 
the igneous rock. Thus, via the reactions between hot, 
newly formed crust and seawater, the mantle plays a 
role in determining the composition of seawater. 

The mantle also plays a role in determining the 
composition of the atmosphere and the viability of the 
biosphere. All magma contains some dissolved gas. 
During an eruption the dissolved gas bubbles out of 
the magma and mixes with the atmosphere. Because 
most magma originates in the mantle, eruptions are 
the means by which gas is transferred from the mantle 
to the atmosphere. 

Figure 4.11 Formation of new 
oceanic crust from a spreading cen
ter. Where rising magma causes 
high temperatures near the spread
ing center, the lithosphere is thin 
and hot, and thus floats easily on 
top of the asthenosphere. Far from 
the spreading center, the lithos
phere cools and becomes thicker, 
cooler, and less buoyant. When it fi
nally sinks into the asthenosphere 
at the subduction zone, the lithos
phere is reheated. At a depth of 
about 100 km, the oceanic crust, 
part of the sunken lithosphere, 
starts to melt, and the magma 
formed from the melting crust rises 
and forms volcanoes. 
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The Laki eruption discussed in the Introduction is 
an example of the way an eruption can influence the 
composition of the atmosphere. The effects of the 
Laki eruption did not last long. There have been times 
in the Earth's long history, however, when so many 
volcanoes were erupting, and so much gas was being 
added to the atmosphere, that very long-lasting cli
matic effects resulted. An unusually high rate of vol
canic activity occurred between 135 and 115 million 
years ago when a vast, submarine lava plateau was 
formed by eruption in the southwest Pacific. So much 
carbon dioxide was released during eruption that it is 
estimated that the atmospheric concentration of car
bon dioxide was about 20 times higher than today's 
level. As a result, the global temperature rose about 
10°C (18° F) and several million years of scorching cli
mates followed, causing drastic changes in the distrib
ution of plants and animals. 

Uniformitarianism and the Rate of 
the Rock Cycle 

As mentioned in the Introduction, it was James Hut-
ton who recognized that the same external and inter
nal processes occurring today have been operating 
throughout the Earth's long history and therefore that 
the present is the key to the past. This is the Principle 
of Uniformitarianism. 

During the nineteenth century, with the Principle 
of Uniformitarianism generally accepted, geologists 
tried to estimate how long the rock cycle has been 
going on by estimating the thickness of all sediments 
laid down through geological time. They assumed that 
the principle applied to process rates as well as to the 
processes themselves, and hence that deposition rates 
have always been constant and equal to today's rates. 
Thus, these early geologists thought it would be a sim
ple matter to estimate the time needed to produce all 

the sediments. The results, we now know, were 
greatly in error. One of the reasons for the error was 
the assumption of rate constancy. The more we learn 
of the Earth's history and the more accurately we de
termine the timing of past events through radiometric 
dating (Chapter 7), the clearer it becomes that cycle 
rates have not always been the same. 

One reason the rate of the rock cycle has changed 
through time is that the Earth is very slowly cooling as 
its internal heat leaks away. The Earth's internal tem
perature is maintained by natural radioactivity. Be
cause radioactive isotopes transform spontaneously to 
nonradioactive isotopes, the Earth's natural radioac
tivity is slowly declining. Early in its history, the Earth 
must therefore have contained more radioactive 
atoms than there are today, and so more heat must 
have been produced than is produced today. There
fore, the internal processes, because they are driven 
by the Earth's internal heat, must have been more 
rapid during Earth's early history than they are today. 
It is possible that 3 billion years ago oceanic crust was 
created at a faster rate than now, that tectonic plates 
moved rapidly, that volcanoes were more active, and 
that continental crust was uplifted and eroded at a 
faster rate. Any or all of these actions would cause the 
rock cycle to speed up. 

At the same time, the rates of external processes 
have also varied. Long-term changes in rates seem to 
have occurred because of slow increases in the lumi
nosity of the Sun and because of the gradual slowing 
of the Earth's rotation. (Scientists estimate that 600 
million years ago there were 400 days in the year and 
2 billion years ago there were 450.) In other words, 
even though the rock cycle has been continuous, it 
has not maintained a constant rate through time. 
Therefore, we now turn to a consideration of magma 
and what it tells us about the rates of the Earth's in
ternal activities today. 



Guest Essay 

Asbestos: To Understand 
the Science Is to Under
stand the Politics 

"Asbestos" is a commercial rather than a mineralogical 
term applied to a variety of fibrous silicate minerals of 
different chemical compositions. Because of an unusual 
combination of useful properties such as the ability to di
vide into fine fibers, high strength and flexibility, high 
chemical and mechanical durability, low thermal and 
electric conductivity, and relative incombustibility, as
bestos is used widely in industrial products and 
processes. Roofing and flooring materials, automobile 
brake linings, cement and mortar, and building insula
tion commonly contain asbestos. 

Asbestiform describes the tendency of any mineral to 
break into fine fibers. Dozens of minerals have asbesti
form habits under some physical conditions; however, 
only six asbestiform minerals attract commercial interest. 
These six minerals—chrysotile, amosite, crocidolite, f i 
brous anthophyllite, fibrous tremolite, and fibrous actino-
lite—are all referred to as asbestos. The majority of as
bestos (95%) is chrysotile, Mg3Si2O5(OH)4, also known 
by the generic name serpentine, which is formed by the 
linking of silicate tetrahedra (Figs. 4.5 and 4.6) to form 
sheets. (Note that, as discussed in the essay in Chapter 6, 
serpentine provides a major component in serpentinite, 
which is formed by the hydration of olivine in oceanic 
crust.) In chrysotile, the sheets of tetrahedra curl up to 
form hollow cylinders, thus producing the asbestiform 
habit. Most of the chrysotile for commercial asbestos 
comes from mineral deposits in Canada. The five other 
minerals that form asbestos—amosite, crocidolite, f i 
brous anthophyllite, fibrous tremolite, and fibrous actino-
lite—are all amphiboles; amphiboles are silicate miner
als of variable composition that have a crystal structure 
formed of two chains of silicon tetrahedra linked together 
to form a double chain (Figs. 4.5 and 4.6). These five 
minerals are, respectively: 

Fe2+
7Si8O22(OH)2, 

Na2Fe2+
3Fe3+

2Si8O22(OH)2, 
Mg7Si8O22(OH)2, Ca2Mg5Si8O22(OH)2, and 
Ca2(Fe2+,Mg)5Si8O22(OH)2. 

The double-chain structure also gives rise to the as
bestiform habit. 

During the 1960s researchers conducted studies on 
rates of mesothelioma, or cancer of the lining of the 
chest or abdomen, which is nearly always fatal, among 

J i l l S. S c h n e i d e r m a n is Associate Professor of Ge
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Science Foundation and the Smithsonian Institution for 
her current research in climate change in North Africa. 

insulation workers. The results convincingly showed that 
exposure to asbestos caused this disease. As a result, 
strict regulations to control the amount of airborne as
bestos fibers were enacted to protect the health of con
struction workers, firefighters, and maintenance workers 
as well as others occupationally exposed to asbestos. 
However, epidemiological studies during the 1970s sug
gested that the type of fiber comprising asbestos affects 
the degree of health risk. In particular, some researchers 
concluded that chrysotile asbestos is far less carcino
genic than amphibole asbestos. 

Currently, researchers studying the health hazards of 
asbestos remain severely divided; one group maintains 
that chrysotile asbestos is not a health risk in nonoccupa
tional environments such as schools and houses. In fact, 
they state that since 95 percent of the asbestos used com
mercially in the United States is chrysotile asbestos, the 
health risk posed by asbestos in buildings is much less 
than other environmental health hazards like radon or to
bacco smoke. Hence, they say that chrysotile asbestos 
should be regulated differently than amphibole asbestos. 
Furthermore, since current regulations also protect the 
occupants of buildings that contain asbestos by requiring 
asbestos removal, they advocate removal of only amphi
bole asbestos. The other group maintains that fiber-type 
studies are uncertain and that epidemiological data show 
that exposure to asbestos, whether it is chrysotile as
bestos or amphibole asbestos, leads to asbestosis, a dis
ease that causes scarring of the lungs, and lung cancer. 
They advocate the removal of both chrysotile asbestos 
and amphibole asbestos from buildings. 

An important question further complicates this issue: 
what acts as a greater airborne health risk, leaving as
bestos in place or disturbing it through removal? Because 
of its fibrous structure, asbestos easily becomes an air-
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borne particle, readily dispersed to be inhaled and in
gested. Therefore, removal of asbestos may produce a 
health hazard that otherwise would not exist if asbestos 
remained entombed in ceiling tiles, cement, and mortar. 
Answers offered to the question posed are frequently mo
tivated by politics and economics. For example, school 
districts that have paid enormous sums of money to re
move asbestos from school buildings wil l be able to re
coup their costs from manufacturers if indeed it turns out 
that all asbestos is deemed a substantial health hazard. 
Asbestos manufacturers stand to gain by being absolved 

of responsibility for removal costs if chrysotile asbestos is 
as innocuous as some claim. Certainly, the debate about 
asbestos has created a huge industry in asbestos removal, 
and thousands of legal cases regarding asbestos have 
kept lawyers busy and prosperous. Whose interests are 
being served? As the debate continued in September 
1993, the New York City Board of Education was forced 
to delay by three weeks the opening of schools so that as
bestos inspection could be completed. Whatever the out
come, a knowledge of mineralogy makes the debate 
comprehensible. 

Summary 

1. Minerals are naturally formed, solid chemical el
ements or compounds having a definite compo
sition and a characteristic crystal structure. Crys
tal structure is the geometric array of atoms in a 
crystalline solid. 

2. Minerals are formed through the bonding to
gether of cations and anions of different chemi
cal elements. 

3. Silicates are the most common minerals (95% of 
the crust), followed by oxides, carbonates, sul
fides, sulfates, and phosphates. 

4. The basic building block of silicate minerals is 
the silicate tetrahedron, a complex anion in 
which an Si4+ ion is bonded to four O2- ions. The 
four O2- ions sit at the apexes of a tetrahedron, 
with the Si4+ at its center. Adjacent silicate tetra-
hedra can bond together to form polymers by 
sharing oxygens. 

5. The feldspars are the most abundant group of 
minerals in the Earth's crust (60%). Quartz is the 
second most common mineral in the crust 
(15%). 

6. The principal properties used to characterize 
and identify minerals are crystal form, growth 
habit, cleavage, luster, color and streak, hard
ness, and specific gravity. 

7. There are three families of rocks: sedimentary, 

igneous, and metamorphic. Igneous are the most 
common kinds of rock in the continental crust. 

8. The differences between rocks can be described 
in terms of texture and mineral assemblage. 

9. Sediment is transformed to sedimentary rock by 
cementation or recrystallization of the sediment 
particles. 

10. The rock cycle arises from the interactions of the 
Earth's internal and external processes. Igneous 
rock is eroded, creating sediment, which is de
posited in layers that become sedimentary rock. 
When sedimentary rock is buried, changes in 
temperature and pressure cause it to convert to 
metamorphic rock. Eventually, temperatures 
and pressures may become so high that meta
morphic rock melts and forms new magma. The 
magma rises, forms new igneous rock, and the 
cycle is repeated. 

11. The rock cycle in the oceanic crust interacts 
with that in the continental crust through the 
agency of plate tectonics. 

12. The Principle of Uniformitarianism is an accurate 
guide to understanding geological processes 
throughout the Earth's long history, but the prin
ciple is not a guide to the rates of geological 
processes. Many rates have varied considerably. 
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Questions for Review 

1. What is a mineral? Give three reasons why the 
study of minerals is important. 

2. Approximately how many common minerals are 
there? Which is the most common one? 

3. Name five minerals that are found in the area in 
which you live. Are any minerals mined in the 
area in which you live? What are they and for 
what are they mined? 

4. Describe the structure of the silicate anion. 

5. Describe how silicate anions join together to 
form silicate minerals. 

6. Describe the polymer structure of pyroxenes, 
micas, and feldspars. 

7. Name five minerals that are not silicates and 
name the anion each contains. 

8. Can a rock be uniquely defined on the basis of its 
mineral assemblage? If not, what additional in
formation is needed? 

9. Describe two ways by which loose aggregates of 
sediment are transformed into sedimentary rock. 

10. What holds together the mineral grains in meta-
morphic and igneous rocks? 

11. Why are sedimentary rocks so abundant at the 
Earth's surface when igneous rocks make up 
most of the crust? 

12. What is the rock cycle? How does oceanic crust 
interact with continental crust through the rock 
cycle? 

Questions for A Closer Look 

1. What properties besides composition and crystal 
structure can be used to identify minerals? 

2. If you found a mineral that met the following de
scription—metallic luster and lead gray streak— 
what might it be? 

3. If you found a mineral that was light in color, had 
a single perfect cleavage, and was softer than a 
knife blade, what might it be? 

1. Within the room in which you are sitting, identify 
all the objects that are derived in some way from 
minerals. What would happen to society if all 
mining were stopped? 

2. Would you expect other planets in the solar sys

tem to have the same kinds of minerals as on the 
Earth? How about planets around other suns? Be 
sure to say why you think there may be similari
ties or differences. 

Questions for Discussion 
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Important Terms to Remember 
Terms in italic are defined in A Closer Look 

anion (p. 93) 
atom (p. 92) 

cation (p. 93) 
cleavage (p. 100) 
crystal (p. 98) 
crystal face (p. 98) 
crystal form (p. 98) 
crystal structure (p. 98) 

density (p. 101) 
element (chemical) (p. 92) 
energy-level shell (p. 93) 
hardness (of a mineral) (p. 100) 

igneous rock (p. 103) 
ion (p. 93) 
isotope (p. 92) 

luster (p. 100) 

metamorphic rock (p. 103) 
midocean ridge—oceanic ridge 

(p. 106) 
mineral (p. 92) 
mineral assemblage (p. 103) 

oceanic ridge—midocean ridge 
(p. 106) 

sediment (p. 103) 

sedimentary rock (p. 103) 
silicate (p. 95) 
silicate anion (SiO4

-4) (p. 95) 
specific gravity (p. 101) 
spreading center (p. 106) 
streak (p. 100) 
subduction zone (p. 106) 

texture (of a rock) (p. 103) 



CHAPTER 5 
The Heat Within: 
Magma and Volcanoes 

A painting of a violent eruption of Mount Vesuvius, Italy, in 1737, taken from an old-time 
lantern slide. The Roman statesman, Pliny, died during a similar eruption in 79 A.D.; the ris
ing column of gas and glowing fragments is now called a plinian column. 



Violent Eruptions 

"During the summer of 1883, an apparently dormant 
Indonesian volcano called Krakatau started to emit 
steam and ash. Krakatau was an island off the western 
end of Java. On Sunday, August 26, activity increased, 
and on the next day Krakatau blew up: the island dis
appeared. As a telegram of the time tersely reported, 
"Where once Mount Krakatau stood, the sea now 
plays." Noise from the paroxysmal explosion was 
heard on an island in the Indian Ocean, 4600 km 
(2,900 mi) away. As the island blew apart, it created 
tsunami (gigantic waves), some as high as 40 m (44 
yd); tsunami spread out from the site of the explosion 
and crashed into the shores of Java and Sumatra, the 
two closest Indonesian islands. Thirty-six thousand 
people lost their lives. 

The effect of Krakatau was felt around the world. 
About 20 km3 (5 cu mi) of volcanic debris was ejected 
during the eruption, some blasted as high as 50 km 
(31 mi) into the stratosphere. Within 13 days the 
stratospheric dust had encircled the globe, and for 
months there were strangely colored sunsets—some
times green or blue and other times scarlet or flaming 
orange. One November sunset over New York City 
looked so much like the glow from a massive fire that 
fire engines were called out. The suspended dust 
made the atmosphere so opaque to the sun's rays that 
the temperature around the Earth dropped an esti
mated 0.5°C during 1884. It was five years before all 
the dust fell to the ground and the climate returned to 
normal. 

In March 1980 the sudden, violent eruption of 
Mount St. Helens, a long quiescent volcano in the 
state of Washington, reminded us once again of the 
enormous magnitude of volcanic forces. Mount St. 
Helens was known to have been active in historic 
times, but it had not erupted for more than 200 years. 
Then, in early 1980 people living near the volcano 
began reporting frequent small earthquakes. On 
March 27 steam and volcanic ash puffed from the 
summit. 

Monitoring by geologists working for the U.S. Geo
logical Survey quickly revealed that Mount St. Helens 
was swelling like a balloon: the north face was 
watched especially closely because by early May it 
was bulging outward at a rate of 1.5 m/day (1.6 
yd/day). From an observation post several kilometers 
north of the volcano, geologists, stationed at Vancou
ver, Washington, mounted a round-the-clock watch. 
On Sunday, May 18, 1980, David A. Johnson was on 
duty, and at 8:32 A.M. he shouted into his microphone, 
"Vancouver, Vancouver, this is it." They were John
son's last words. A devastating eruption was under 
way. A gigantic mass of volcanic particles and very hot 
gases blasted out sideways, directly toward Johnson. 
No trace of him or the observation post has ever been 
found. At least 62 other people were killed by the 
eruption, but the total would have been much higher 
had the authorities not heeded the geologist's early 
warnings and kept people far away. Mount St. Helens 
didn't exactly disappear the way Krakatau did, but it 
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was certainly beheaded. Originally a little more than 
2900 m (1.8 mi) high, it is only 2490 m (1.5 mi) high 
today. 

Scientists recognize several kinds of volcanoes, 
each characterized by a distinct kind of magma and a 
distinct eruption style. Magma is the molten material 
that forms when rock melts. We can learn a great deal 
about the processes taking place deep inside the Earth 
by studying what kind of rock melts, in which part of 
the Earth's interior the melting happens, and what 
kind of volcanic edifice marks the place where the 
magma reaches the surface. 

It is important to study volcanism and the deep-
seated processes that give rise to it because volcanism 
plays an important role in Earth system science. Vol
canic eruptions, particularly large ones such as the 
Krakatau eruption of 1883, can change climates 
around the world. Through volcanism, events that 
happen deep inside the Earth influence what happens 
on the Earth's surface. 

PROPERTIES OF MAGMA 
One of the best ways to learn about volcanoes and the 
Earth's interior is to study magma, the material that 
volcanoes erupt. Magma was briefly defined in Chap
ter 3 as molten rock, but in fact it is a much more com
plex material. A complete definition of magma is the 
mixture of molten rock, suspended mineral grains, 
and dissolved gases that forms in the crust or mantle 
when temperatures are sufficiently high. Magma 
reaches the Earth's surface through a volcano, which 
is a vent from which magma, solid rock debris, and 
gases are erupted. The term volcano comes from the 
name of the Roman god of fire, Vulcan, and it conjures 
up visions of streams of lava—magma that reaches 
the Earth's surface—pouring out over the landscape. 
Although some lava does flow as hot streams, magma 
can also be erupted as clouds of tiny, red-hot frag
ments, as was the case at Mount St. Helens. 

Volcanoes are the only places we can see and study 
magma, and so we start this chapter by gaining some 
insight into volcanoes and the properties of magma. 

By observing lava, we can to draw three important 
conclusions concerning magma: 

1. Magma is characterized by a range of composi
tions in which silica (SiO2) is always predomi
nant. 

2. Magma has the properties of a liquid, including 
the ability to flow. This is true even though most 
magma is a mixture (often referred to as melt) of 
suspended crystals, dissolved gases, and molten 

rock and, in some instances, almost as stiff as win
dow glass. 

3. Magma is characterized by high temperatures. 

Composition 

Magma composition is determined by the common 
chemical elements in the Earth—silicon (Si), alu
minum (Al), iron (Fe), calcium (Ca), magnesium (Mg), 
sodium (Na), potassium (K), hydrogen (H), and oxy
gen (O). Because O2- is by far the most abundant anion 
and is therefore the anion that balances the charges 
on all the cations, scientists usually express magma 
composition in terms of charge-balanced oxides, such 
as SiO2 and A12O3. The most abundant component of 
magma is silica, SiO2. 

Small amounts of gas (0.2 to 5% by weight) are dis
solved in all magma and play an important role in 
eruptive processes. The principal gas is water vapor, 
which, together with carbon dioxide, accounts for 
more than 98 percent of all gases emitted from volca
noes. The remaining 2 percent is nitrogen, chlorine, 
sulfur, and argon. 

Magma gases are also called volcanic gases. They 
are important in Earth system science because: 

1. Volcanic gases, especially carbon dioxide and sul
fur dioxide, influence the composition of the at
mosphere and thereby the climate. 

2. The rate at which gas bubbles out of a magma 
controls the violence of an eruption; rapid bub
bling means a violent and therefore hazardous 
eruption. 

3. Violent, gas-driven eruptions, such as the erup
tions of Tamboro discussed in the Introduction, 
and the eruptions of Krakatau and Mount St. 
Helens mentioned in this chapter's opening essay, 
can blast such massive amounts of volcanic dust 
into the atmosphere that the global temperature 
can drop. The drop was 0.5°C (0.9° F) in the case 
of Krakatau, but could be 1°C (1.8°F) or more for 
a huge eruption. 

Three distinct types of magma are more common 
than all others: basaltic, andesitic, and rhyolitic (Fig. 
5.1). 

1. Basaltic magma contains about 50 percent SiO2 

and very little dissolved gas. The two common ig
neous rocks derived from basaltic magma are 
basalt and gabbro.1 

2. Andesitic magma contains about 60 percent SiO2 

and a lot of dissolved gas. Andesite and diorite 
are the common igneous rocks derived from an
desitic magma. 
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Figure 5.1 The average compo
sition of the solid part of the three 
principal kinds of magma. In addi
tion to the solid materials, the 
magmas also contain dissolved 
gases. Basaltic magma has a low 
content of dissolved gas; andesitic 
and rhyolitic magmas tend to be 
very gassy. 

3. Rhyolitic magma contains about 70 percent Si02 

and more gas than either basaltic or andesitic 
magma. Rhyolite and granite are the common 
igneous rocks derived from rhyolitic magma. 

The three magmas are not formed in equal abun
dance. Approximately 80 percent of all magma 
erupted by volcanoes is basaltic, with andesitic and 
rhyolitic each about 10 percent. Hawaiian volcanoes, 
such as Kilauea and Mauna Loa, are basaltic. Mount St. 
Helens and Krakatau are both andesitic volcanoes, 
and the now dormant volcanoes at Yellowstone Na
tional Park are rhyolitic. As we will see in the next 
chapter, the locations of the different kinds of volca
noes are closely related to plate tectonics. 

Viscosity 

Dramatic pictures of lava flowing rapidly down the 
side of a volcano prove that some magma is very fluid. 
Basaltic lava moving down a steep slope on Mauna Loa 
in Hawaii has been clocked at 16 km/h (9.9 mi/h). 
Such fluidity is rare, however, and flow rates are more 
commonly measured in meters per hour or even me
ters per day. As suggested by the scene in Figure 5.2, 
which shows basaltic lava destroying a house in 
Hawaii, flow rates are usually slow enough so that 
people can easily get out of the way. 

The property that causes a substance to resist flow
ing is viscosity. The more viscous a magma, the less 
fluid it is. Magma viscosity depends on temperature 
and composition, especially the Si02 content. The 
higher the silica content, the more viscous the 

1 Basalt and gabbro contain the same minerals; the two rocks differ 
only in grain size; with basalt containing small mineral grains, and 
gabbro coarse grains. Andesite and rhyolite are fine-grained rocks; 
diorite and granite are their respective coarse-grained equivalents. 
See "A Closer Look: Naming Igneous Rocks" for more information 
on rock names. 

Figure 5.2 An advancing tongue of basaltic lava setting 
fire to a house in Kalapana, Hawaii, during an eruption of 
Kilauea volcano in June 1989. Flames at the edge of the 
flow are due to burning lawn grass. 

magma. For this reason, rhyolitic magma is always 
more viscous than basaltic, and andesitic magma has a 
viscosity intermediate between the two. As we will 
see, magma viscosity is one factor that affects the vio
lence of a volcanic eruption. 

Temperature 

Magma temperature can sometimes be measured dur
ing a volcanic eruption. Because volcanoes are dan
gerous places and because scientists who study them 
are not eager to be roasted alive, measurements must 
be made from a distance using optical devices. Magma 
temperatures determined in this manner during erup
tions range from 1000° to 1200°C (1832° to 2192°F). 

The higher the temperature, the lower the viscos
ity of a magma and the more readily it flows. In Figure 
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Figure 5.3 Lava flow rate is controlled by viscosity, 
which in turn is controlled by temperature. The formation, 
on which the geologist is standing, is pahoehoe lava formed 
from a very hot, low-viscosity, and therefore fast-moving 
lava that was erupted in 1959. The upper flow (the one 
being sampled), which is relatively cool and therefore very 
viscous and slow moving, is an aa lava erupted from Kilauea 
volcano in 1989. They have the same basaltic composition. 

5.3, the smooth, ropy-surfaced lava on which the ge
ologist is standing, called pahoehoe (a Hawaiian word 
pronounced pa-ho-e-ho-e), formed from a hot, very 
fluid basaltic magma. The rubbly, rough-looking lava 
piled up at the center and left formed from a cooler 
basaltic magma that had a higher viscosity. Hawaiians 
call this rough lava aa (pronounced ah'-ah). 

No matter how hot a magma is when it exits a vol
cano, the lava soon cools, becomes more viscous, and 
eventually slows to a complete halt. 

ERUPTION OF MAGMA 
Magma, like most other liquids, is less dense than the 
solid matter from which it forms. Therefore, once 
formed, lower density magma exerts an upward push 
on any enclosing higher density rock and slowly 
forces its way up. There is, of course, a reverse pres
sure on a rising mass of magma due to the weight of 
all the overlying denser rock. Because this pressure is 
proportional to depth, it decreases as a magma rises 
upward. 

Pressure controls the amount of gas a magma can 
dissolve; more gas is dissolved at high pressure, less at 
low. Gas dissolved in a rising magma acts the same 
way as gas dissolved in soda water. When a bottle of 
soda is opened bubbles form because the pressure in
side the bottle has dropped, allowing gas to come out 
of solution. Gas dissolved in an upward-moving 
magma also comes out of solution and forms bubbles 
as the pressure on the magma decreases. What hap
pens to these bubbles determines whether an erup
tion will be explosive or nonexplosive. 

Nonexplosive Eruptions 

It is understandable why people tend to regard any 
volcanic eruption as a hazardous event and active vol
canoes as dangerous places that should be avoided. 
However, geologists have discovered that basaltic vol
canoes, such as those in Hawaii, are comparatively 
safe because they generally erupt nonexplosively. 

The differences between nonexplosive and explo
sive eruptions are largely a function of magma viscos
ity and dissolved gas content. Nonexplosive eruptions 
are favored by low-viscosity magmas and low-dis
solved gas levels. Basaltic magma has a lower Si02 

content, a higher temperature, and therefore a lower 
viscosity than andesitic or rhyolitic magmas; it also 
has a lower content of dissolved gas than either of the 
other magma types. Eruptions of basaltic magma are 
rarely explosive. 

Even though they are nonexplosive, basaltic 
magma eruptions can be spectacular during their ini
tial stages. Gas bubbles in a low-viscosity basaltic 
magma will rise rapidly upward, like the gas bubbles 
in a glass of soda water. If basaltic magma moves 
rapidly through the Earth's surface, which means that 
the pressure exerted by overlying rock drops quickly, 
gas can come out of solution so rapidly that when the 
magma starts erupting the froth of bubbles can cause 
spectacular fountaining (Fig. 5.4). When fountaining 
dies down because most of the dissolved gas has 
come out of solution and escaped, the hot, fluid lava 
emerging from the vent flows rapidly downslope (Fig. 
5.5). As the lava cools, it continues to lose dissolved 
gases, its viscosity increases and the character of flow 
changes. The very fluid initial lava forms thin pahoe
hoe flows, but with increasing viscosity the rate of 
movement slows and the cooler, stickier lava is trans
formed into a slow-moving aa flow. Thus, during a sin
gle, nonexplosive, Hawaiian-type eruption, pahoehoe 
and aa may be formed from the same batch of magma. 

As a hot, low-viscosity basaltic lava cools and the 
viscosity rises, the gas bubbles find it increasingly dif-
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Figure 5.4 Fountaining starts an eruption of Kfafla, a 
basaltic volcano in Iceland. Use of a telephoto lens fore
shortens the field of view. The geologist in a protective suit 
is making measurements several hundred meters away 
from the fountain. 

Figure 5.5 This stream of low-viscosity (and therefore 
very hot) basaltic lava moving smoothly away from an erup
tive vent demonstrates how fluid and free flowing lava can 
be. The temperature of the lava is about 1100°C. The erup
tion occurred in Hawaii in 1983. 

ficult to escape. When the lava finally solidifies to 
rock, the last-formed bubbles become trapped and 
their form is preserved. These bubble holes are called 
vesicles, and the texture they produce in an igneous 
rock is said to be vesicular. 

Explosive Eruptions 
Viscous magmas—both andesitic and rhyolitic—with 
higher silica content and lower temperature than 
basaltic magma also tend to have high dissolved-gas 
contents; the combination is a recipe for an explosive 
eruption. As the gas-charged, viscous magma rises, the 
gas comes out of solution and bubbles form but can
not escape from the sticky, viscous magma. If the rate 
at which the magma rises (and hence the rate at 
which bubbles form) is rapid, the bubbles can shatter 
a viscous magma into a cloud of tiny, red-hot frag
ments. 

A fragment of hot, shattered magma, or any other 
fragment of rock ejected during an explosive volcanic 
eruption, is called a pyroclast (named from the 
Greek words pyro, meaning fire, and klastos, mean
ing broken). Geologists refer to a deposit of unconsol
idated (loose) pyroclasts as tephra, a Greek term for 
ash; when the pyroclasts in a deposit of tephra are 
consolidated (cemented together), the result is a py-
roclastic rock. The terms used to describe tephra of 
different sizes are listed in Table 5.1 and illustrated in 
Figure 5.6. 

Before proceeding, let's review the different mate
rials erupted from volcanoes. 

1. Lava is magma that oozes out of a volcano and 
flows over the landscape. 

2. Pyroclasts are broken bits of rock as well as hot 
fragments of viscous magma shattered as a result 
of gas escape. An unconsolidated deposit of pyro
clasts is called tephra. 

3. Volcanic gases, which are mainly water vapor, 
carbon dioxide, and sulfur, are emitted before, 
during, and after the eruption of lava and pyro
clasts. 



Average Particle 

>64 mm 
2-64 mm 
<2 mm 

Tephra 
(unconsolidated material) 

Bombs 
Lapilli 
Ash 

Pyroclastic Rock Diameter (mm) 
(consolidated material) 

Agglomerate 
Lapilli tuff 
Ash tuff 

Table 5.1 
Names for Tephra and Pyroclastic Rock 
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Eruption Columns and Tephra Falls 
As rising magma approaches the Earth's surface, the 
rapid drop in pressure causes dissolved gas to bubble 
furiously, like a violently shaken bottle of soda. As a 
result of the bubbling, a viscous magma can break into 
a mass of hot, glassy pyroclasts; the resulting mixture 
of hot gas and pyroclasts produces a violent upward 
thrust that culminates in an explosive eruption. The 
hot, turbulent mixture of gas and pyroclasts rises 
rapidly in the cooler air above the volcano to form an 
eruption column that may reach as high as 45 km (28 
mi) in the atmosphere. The opening figure for this 
chapter shows a huge eruption column rising from 

Mount St. Helens. The rising, buoyant column is dri
ven by heat energy released from hot, newly formed 
pyroclasts. At a height where the density of the col
umn equals that of the surrounding atmosphere, the 
column begins to spread laterally to form a mush
room-shaped eruption cloud. 

As an eruption cloud begins to drift with the upper 
atmospheric winds, the pyroclasts fall out and eventu
ally accumulate on the ground as tephra deposits. 
During exceptionally explosive eruptions, tephra can 
be spread over distances of 1500 km (932 mi) or 
more. Some eruption columns reach such great 
heights that winds are able to transport the pyroclasts 

Figure 5.6 Tephra. A. Large spindle-shaped pyroclasts 
up to 50 cm in length cover the surface of a tephra cone on 
Halcakala volcano, Maui. B. Intermediate-sized tephra 
called lapilli cover the Kau Desert, Hawaii. The coin is 
about 1 cm in diameter. C. Volcanic ash, the smallest-sized 
tephra, covers leaves in a garden in Anchorage, Alaska, fol
lowing the eruption of Mount Spurr. 
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and gases completely around the world. This was the 
case in the eruptions of Tamboro and Krakatau. As 
mentioned in this chapter's opening essay, such at
mospheric pollution, by blocking incoming solar en
ergy, can lower average temperatures at the land sur
face for a year or more and cause spectacular sunsets 
as the sun's rays are refracted by the airborne parti
cles. 

Pyroclastic Flows 
A hot, highly mobile flow of tephra that rushes down 
the flank of a volcano during a major eruption is called 
a pyroclastic flow. Such a flow, which is often re
ferred to by the French term nuee ardente (glowing 
cloud), occurs when the mixture of red-hot tephra 
and searing gases is too dense to rise upward. Pyro
clastic flows are among the most devastating and 
lethal forms of volcanic eruptions. The worldwide ge
ologic record of historic pyroclastic flows shows that 
they can travel 100 km (62 mi) or more from source 
vents and reach velocities of more than 700 km/h 
(435 mi/h). One of the most destructive, on the 
Caribbean island of Martinique in 1902, rushed down 
the flanks of Mount Peleé volcano and overwhelmed 
the city of Saint Pierre, instantly killing 29,000 people. 
The term nuee ardente was coined by the French ge
ologists who investigated the disaster at Saint Pierre. 

Lateral Blasts 
The eruption of Mount St. Helens in 1980 displayed 
many features of a typical large, explosive eruption. 
Nevertheless, the magnitude of the event caught geol
ogists by surprise. The events leading to this eruption 
are shown diagrammatically in Figure 5.7. As magma 
moved upward under the volcano, the northern flank 
of the mountain began to bulge upward and outward. 
Finally, the slope became unstable, broke loose, and 
quickly slid toward the valley as a gigantic landslide of 
rock and glacier ice. The landslide exposed the mass 
of hot magma in the core of the volcano. With the lid 
of rock removed, dissolved gases bubbled so furiously 
that a mighty blast resulted, blowing a mixture of pul
verized rock, pyroclasts, and hot gases sideways as 
well as upward. The sideways blast, initially traveling 
at the speed of sound, roared across the landscape, 
killing David Johnson and others in the blast zone. 
Within the devastated area which extends as much as 
30 km (19 mi) from the crater and covers some 600 
km2, (232 mi2) trees were blasted to the ground and 
covered with hot debris. 

Although Mount St. Helens provides the best docu
mented recent example of a lateral blast, a closely sim
ilar 1956 eruption of Bezmianny volcano in Kam-

Figure 5.7 Sequence of events leading to the eruption of 
Mount St. Helens on May 18, 1980. Time approximately Os: 
Earthquakes and then puffs of steam and ash indicate that 
magma is rising: the north face of the mountain bulges 
alarmingly. Time approximately 40s: an earthquake shakes 
the mountain, and the bulge breaks loose and slides down
ward. This reduces the pressure on the magma and initi
ates the lateral blast that killed David Johnson. Time ap
proximately 50s: the violence of the eruption causes a 
second block to slide downward, exposing more of the 
magma and initiating an eruption column. Time approxi
mately 60s: the eruption increases in intensity. The erup
tion column carries volcanic ash as high as 19 km into the 
atmosphere. 

chatka (eastern Siberia) also produced a devastating 
lateral blast, a high eruption column, and associated 
pyroclastic flows. 
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Types of Volcanoes 

The name volcano is applied to any vent hole or open
ing from which lava, pyroclasts, or gases are erupted. 
The volcanic shape has a lot to do with the kind of 
magma erupted and with the relative proportions of 
lava and pyroclasts. There are three shape-related 
terms more specific than the general term volcano: 
shield volcano, tephra cone volcano, and stratovol-
cano. 

The kind of volcano that is easiest to visualize is 
one built up of successive flows of very fluid lava. 
Such lavas are capable of flowing great distances 
down gentle slopes and of forming thin sheets of 
nearly uniform thickness. Eventually, the pile of lava 
builds up a shield volcano, which is a broad, roughly 
dome-shaped formation with an average surface slope 
of only 5° near the summit and about 10° on the flanks 
(Fig.5.8). Shield volcanoes are characteristically 
formed by the eruption of basaltic lava; the propor
tions of ash and other pyroclasts are small. Hawaii, 
Tahiti, Samoa, the Galapagos, and many other oceanic 
islands are the upper portions of large shield volca
noes. 

Rhyolitic and andesitic volcanoes tend to eject 
large quantities of pyroclasts and therefore to be sur
rounded by layers of tephra. As the debris showers 
down, a steep-sided volcano, composed entirely of 
tephra and therefore called a tephra cone, builds up 
around the vent (Fig. 5.9). The slope of the cone is de
termined by the size of the pyroclasts. Sunset crater in 
Arizona is a tephracone volcano. 

Large, long-lived volcanoes, particularly those of 
andesitic composition, emit a combination of lava 
flows and pyroclasts. Stratovolcanoes are defined as 
steep conical mounds consisting of layers of lava and 
tephra. The volume of tephra may equal or exceed the 
volume of the lava. The slopes of stratovolcanoes, 
which may be thousands of meters high, are steep like 
those of tephra cones. The slope is about 30° near the 
summit of a stratovolcano and 6° to 10° at the base. 

The beautiful, steep-sided cones of stratovolcanoes 
are among Earth's most picturesque sights (Fig. 5.10). 
The snow-capped peak of Mount Fuji in Japan has in
spired poets and writers for centuries. Mount Rainier 
and Mount Baker in Washington and Mount Hood in 
Oregon are majestic examples in North America. 

Many large volcanoes, especially shield and strato-

Figure 5.8 Mauna Kea, a 4200-m-high shield volcano on Hawaii, as seen from 
Mauna Loa. Note the gentle slopes formed by highly fluid basaltic lava. The view is al
most directly north. A pahoehoe flow is in the foreground on the northeast flank of 
Mauna Loa. 
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Figure 5.9 Tephra cones. A. Two small tephra cones forming as a result of an erup
tion of andesitic lava in Kivu, Zaire. Arcs of lights are caused by the eruption of red-hot 
lapilli and bombs. B. Tephra cone in Arizona built from lapilli-sized basaltic tephra. 
Note the small basaltic lava flow coming from the base of the cone. 

volcanoes, are marked near their summit by a large de
pression. This is a caldera, a roughly circular, steep-
walled basin several kilometers or more in diameter. 
Calderas form after the partial emptying of a magma 
chamber in a volcanic eruption (Figs. 5.11 and 5.12). 
Rapid ejection of magma during an eruption can leave 
the magma chamber empty or partly empty. The now 
unsupported roof of the chamber slowly sinks under 
its own weight, like a snow-laden roof on a shaky 
barn, dropping downward on a ring of steep vertical 

fractures. Subsequent eruptions commonly occur 
along these fractures. Crater Lake, Oregon, occupies a 
circular caldera 8 km (5 mi) in diameter, formed after 
an explosive pyroclastic eruption about 6600 years 
ago (Fig. 5.12). The volcano that erupted has been 
posthumously named Mount Mazama. 

Sometimes lava reaches the Earth's surface through 
a vent that is an elongate fracture in the crust rather 
than through a small circular opening. Extrusion of 
lava from an extended fracture is called a.fissure erup-

Figure 5.10 Mount Fuji, Japan, a snow-clad giant that towers over the surrounding 
countryside, displays the classic profile of a stratovolcano. 
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Figure 5.11 Crater Lake, Ore
gon, occupies a caldera 8 km in 
diameter that crowns the sum
mit of a once lofty stratovol-
cano, posthumously called Mount 
Mazama. Wizard Island is a small 
tephra cone that formed after the 
collapse that created the caldera. 

Figure 5.12 Sequence of events that formed Crater Lake following the eruption of Mount Mazama 6600 years ago. A. An 
eruption column of tephra rises from the flank of Mount Mazama. B. The eruption reaches a climax. Dense clouds of ash fill 
the air, and the hot pyroclastic flows sweep down the mountain side. C. The top of Mount Mazama collapses into the partly 
empty magma chamber, forming a caldera 10 km in diameter. D. During a final phase of eruption, Wizard Island formed. The 
water-filled caldera is Crater Lake, shown in Figure 5.11. 



tion. (In this case the fissure is the volcano.) Such 
eruptions, which are often very dramatic, are charac
teristically associated with basaltic magma, and the 
lavas resulting from a fissure eruption on land tend to 
spread widely and to create flat lava plains. 

The 1783 Laki eruption in Iceland that Benjamin 
Franklin identified as the cause of the unusually cold 
winter of 1783-1784 (see the opening essay of the In
troduction) was a fissure eruption occurring along a 
fracture 32 km (20 mi) long. Lava flowed 64 km (40 
mi) outward from one side of the fracture and nearly 
48 km (30 mi) outward from the other side. Alto
gether it covered an area of 588 km2 (227 mi2). The 
volume of the lava extruded was 12 km2 (4.6 mi2), 
making this the largest lava flow in historic times. It 
was also one of the most deadly, destroying homes 
and food supplies and covering vast areas of farm
lands. Famine followed and 9336 people died. 

There is good evidence that larger fissure eruptions 
occurred in prehistoric times. The Roza flow, a great 
sheet of basaltic lava in eastern Washington State, can 
be traced over 22,000 km2 (8500 mi2) and shown to 
have a volume of 650 km3 (156 mi3). 

Volcanic Hazards 

Volcanic eruptions are not rare events. Every year 
about 50 volcanoes erupt somewhere on Earth. Erup
tions of basaltic volcanoes are seldom dangerous, and 
basaltic eruptions are far more common than an-
desitic and rhyolitic eruptions. Though less common, 
pyroclastic eruptions from andesitic or rhyolitic stra-
tovolcanoes, such as Mount St. Helens and Krakatau, 
do occur and can be disastrous, since millions of peo
ple live on or close to stratovolcanoes. 

Eruptions of stratovolcanoes present five kinds of 
hazards: 

1. Hot, rapidly moving pyroclastic flows (nuée ar-
dente) and lateral blasts may overwhelm people 
before they can run away. The tragedies of Mount 
Peleé in 1902 and Mount St. Helens in 1980 are 
examples. 

2. Tephra and hot, poisonous gases may bury people 
or suffocate them. Such a tragedy occurred in A.D. 
79 when Mount Vesuvius, the supposedly dor
mant volcano in southern Italy, burst to life. First, 
hot, poisonous gases killed people in the nearby 

Figure 5.13 Evidence of an ancient disaster. Casts of 
bodies of five citizens of Pompeii, Italy, killed during the 
eruption of Mount Vesuvius in A.D. 79. Death was caused by 
poisonous gases, and then the bodies were buried by 
lapilli. Over the centuries, the bodies decayed, but the body 
shapes were imprinted in the tephra blanket. Excavators 
who discovered the imprints carefully recorded them with 
plaster casts. 
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Roman city of Pompeii, and then tephra buried 
them (Fig. 5.13). 

3. Tephra can be dangerous long after an eruption 
has ceased. Rain or melt water from snow can 
loosen tephra piled on a steep volcanic slope and 
start a deadly mudflow. In 1985, following a small 
and otherwise nonthreatening eruption of the 
Colombian stratovolcano Nevado del Ruiz, mas
sive mudflows were formed by melting glaciers. 
The mudflows moved swiftly down the mountain 
and killed 20,000 people. 

4. Violent undersea or coastal eruptions can cause 
tsunami. As noted earlier, set off by the eruption 
of Krakatau, tsunami killed more than 36,000 
coast dwellers on Java and Sumatra. 

5. A tephra eruption may wreak such havoc on agri
cultural land and livestock that people die from 
famine. Tephra can also overwhelm cities and 
other sites of human activities. A 1990 eruption of 
Mount Pinatubo in the Philippines, which caused 
the destruction of a nearby U.S. airforce base, is 
an example. 



Volcano 

Mayon 
Tambora 
Galunggung 
Mayon 
Awu 
Cotopaxi 
Krakatau 
Awu 
Soufriere 
Mt. Peleé 
Santa Maria 
Taal 
Kelud 
Merapi 
Lamington 
Agung 
El Chichón 
Nevado del Ruíz 

Country 

Philippines 
Indonesia 
Indonesia 
Philippines 
Indonesia 
Ecuador 
Indonesia 
Indonesia 
St. Vincent 
Martinique 
Guatemala 
Philippines 
Indonesia 
Indonesia 
Papua-New Guinea 
Indonesia 
Mexico 
Colombia 

Year 

1814 
1815 
1822 
1825 
1826 
1877 
1883 
1892 
1902 
1902 
1902 
1911 
1919 
1930 
1951 
1963 
1982 
1985 

Pyroclastlc 
Eruption 

1,200 
12,000 

1,500 

1,565 
29,000 
6,000 
1,332 

1,300 
2,942 
1,900 
1,700 

Primary Cause of Fatalities 

Mudflow 

4,000 
1,500 
3,000 
1,000 

1,532 

5,110 

25,000 

Tsunami Famine 

80,000 

36,417 
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Table 5.2 
Volcanic Disasters Since A.D. 1800 in Which a Thousand or More People Lost Their Lives 

Source: From a Report by the Task Group for the International Decade of Natural Disaster Reduction. Published in Bull. Volcano. Soc. Japan, 
Series 2, Vol. 35, #1, 1990, p. 80-95, 1990. 

Since A.D. 1800 there have been 18 volcanic erup
tions in which a thousand or more people died (Table 
5.2). It is certain that other violent and dangerous 
eruptions will occur in the future. Likely candidates 
for dangerous eruptions in the United States are vol
canoes in the states of Oregon, Washington, and 
Alaska. Potentially dangerous volcanoes are also to be 
found in Japan, the Philippines, New Guinea, New 
Zealand, Indonesia, the countries of Central and South 
America, and the Caribbean islands. To some extent, 
volcanic hazards can be anticipated, provided experts 
can gather data before, during, and after eruptions. 
The experts can then advise civil authorities when to 
implement hazard warnings and when to move en
dangered populations to areas of lower risk. 

After an Eruption 

When a volcanic eruption spreads lava or tephra 
across the land, a blanket of fresh new rock is found. 
In this manner, volcanism renews the land surface. Be

cause volcanism occurs on each of the terrestrial plan
ets, surface renewal by volcanism is an important 
planetary process. 

Surface renewal is an especially important process 
for life on Earth. New rock means new supplies of the 
fertilizer elements needed by planets. Lava and vol
canic ash, when subjected to weathering, produce 
very fertile soils. Some of the richest agricultural land 
in Italy, near Naples, has volcanic soil developed on 
tephra. Japan, the North Island of New Zealand, the 
Hawaiian islands, the Philippines, and Indonesia are 
other places where rich volcanic soils produce high 
agricultural yields. 

It is remarkable how quickly the land recovers after 
an eruption. Within a year of the Mount St. Helens 
eruption, trees and other plants had started to sprout 
in the area devastated by the lateral blast of 1980; ani
mals started to return to the area to graze as soon as 
the plants were big enough. 

Agricultural land can also be worked very quickly 
after an eruption. Although the eruption of Mount 
Pinatubo caused great distress to the local population, 
local farmers planted crops in the volcanic ash as soon 
as the eruption stopped. Plants can even grow on re
cently erupted lava. In Hawaii, papaya trees have been 
reported to grow on basaltic lava within two years 
after the lava was erupted. 

From the human viewpoint, volcanism has bad fea-



tures and good. The bad are the hazards and dangers 
associated with eruptions and the effects of volcanic 
dust on the climate. The good is the production of 
volcanic rock from which rich volcanic soils de
velop. 

INTRUSION OF MAGMA 

Now that we have considered what happens to 
magma when it erupts on the Earth's surface, we turn 
to the question of how magma works its way upward 
and how igneous rocks are formed from magma. 

Beneath every volcano lies a complex of chambers 
and channelways through which magma reaches the 
surface. Naturally, we cannot study the magmatic 
channels of an active volcano, except at the earliest 
stages, when only heat and hot water are escaping. 
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(See the "Guest Essay" at the end of this chapter for an 
example.) However, we can look at ancient cones 
that have been laid bare by erosion, as seen in Figure 
5.14. What we find is that these ancient channelways 
are filled by igneous rock because they are the under
ground sites where magma solidified. 

All bodies of what we call intrusive igneous rock, 
regardless of shape or size, are called plutons, after 
Pluto, the Greek god of the underworld. The magma 
that formed a pluton did not originate where we now 
find the pluton. Rather, the magma was squeezed up
ward from the place where it formed, thereby intrud
ing the overlying rock (thus, the term intrusive ig
neous rock). 

Plutons are given special names depending on 
shape and size (Fig. 5.15): 

1. Dikes, sills, and laccoliths: tabular, parallel-sided 

Figure 5.14 Shiprock, New 
Mexico. A. The conical tephra cone 
that once surrounded this volcanic 
neck has been removed by erosion. 
B. Diagram of the way the original 
volcano may have appeared prior 
to erosion. 
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Figure 5.15 Diagrammatic sec
tion of part of the crust showing the 
various forms assumed by plutons. 

sheets of igneous rock. Dikes cut across the lay
ering of the intruded rock, sills are parallel to the 
layering, and laccoliths are sills that cause the in
truded rocks to bend upward. 

2. Volcanic pipes and necks: a volcanic pipe is a 
cylindrical conduit of igneous rock below a vol
canic vent. A volcanic neck is a pipe laid bare by 
erosion (Fig. 5.14). 

3. Batholiths and stocks: intrusive igneous bodies of 
irregular shape that cut across the layering of the 
intruded rock. Stocks are small (less than 10 km 
(6.2 mi) in maximum dimension), and batholiths 
are huge (up to 1000 km /621 mi in length and 
250 km/155 mi wide). 

THE ORIGIN OF MAGMAS AND 
IGNEOUS ROCKS 
We come now to the most difficult but also two of the 
most interesting questions concerning magma, volca
noes, and igneous rocks: where do magmas form, and 
why are there three major kinds of magma (basaltic, 
andesitic, and rhyolitic)? A great many hypotheses 

have been offered over the years, but only two have 
stood the repeated test of investigation and experi
mentation. 

The first hypothesis arose from the pioneering 
studies carried out by a Canadian scientist, Norman L. 
Bowen, early in the twentieth century. Bowen discov
ered by laboratory experiment that, as a magma cools, 
minerals crystallize in a specific sequence. Further
more, he discovered that the first-formed minerals 
later react with the cooler, remaining magma to form 
different minerals. These reactions, he discovered, 
also follow a definite sequence. The sequence of reac
tions is now called Bowen's reaction series. 

Bowen reasoned that his reaction series could ac
count for the different magmas in the following way. 
Suppose that the only primary magma is basaltic 
magma, formed deep in the mantle, and suppose fur
ther that mineral grains, once formed in this primary 
magma, are somehow separated from the remaining 
magma. What kind of rock, Bowen asked himself, 
might form from the separated minerals, and what 
kind of magma might remain? He called the separation 
process fractional crystallization (Fig. 5.16), and he 
used his laboratory research to demonstrate that, by 
separating minerals and magma at different stages in 
the crystallization and reaction process, a single 
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Figure 5.16 Fractional crystallization. A. Grains of three minerals—olivine, 
chromite (chromium-iron oxide), and feldspar—settle one after the other to the bottom 
of a magma chamber, producing three types of rocks whose compositions differ con
siderably from that of the parent magma. B. Layers of plagioclase (light gray) and 
chromite (black) formed by fractional crystallization in the Bushveld Igneous Complex, 
South Africa. 

magma could be changed from basaltic to andesitic 
and rhyotitic, as shown in Figure 5.17. 

The second hypothesis, for the origins of the three 
major magma types, which arose through the work of 
many people, is the reverse of the Bowen hypothesis. 
Instead of seeking the answer in cooling processes 
(the Bowen approach), they looked at melting 
processes—fractional melting instead of fractional 

crystallization. As so often happens, both hypotheses 
turned out to be right in part. As discussed below, 
fractional melting does indeed seem to be the reason 
there are three major kinds of magma. However, 
many of the subtle variations in igneous rocks are best 
explained by the reaction series identified by Bowen. 
(See "A Closer Look: Naming Igneous Rocks.") 

Figure 5.17 Bowen's reaction series demonstrates how the cooling and crystalliza
tion of a primary magma of basaltic composition, through reactions between mineral 
grains and magma followed by separation of mineral grains and magma, can change 
from basaltic to andesitic to rhyolitic. Bowen identified two series of reactions: A con
tinuous series in which one mineral, feldspar, changes from an initial calcium-rich form 
to a sodium-rich one; and a discontinuous series in which minerals change abruptly— 
for example, from olivine to pyroxene. 



Naming Igneous Rocks 
Igneous rock forms by the cooling and solidification of 
magma. Extrusive igneous rocks are those formed by so
lidification of lava; intrusive igneous rocks are those 
formed when magma solidifies within the crust or man
tle. Both extrusive and intrusive igneous rocks are classi
fied and named on the basis of rock texture and mineral 
assemblage. 

Naming by Texture 
The most obvious textural feature of an igneous rock is 
the size of its mineral grains. Lava cools so rapidly that 
mineral grains do not have sufficient time to become 
large. As a result, extrusive igneous rocks are fine
grained (individual grains less than 2 mm (0.08 in) in di
ameter). Some lavas cool so rapidly that the rocks they 
form are glassy. Figures C5.1 A and B are examples of a 
glassy and a fine-grained igneous rock, respectively. 

Intrusive igneous rock tends to be coarse-grained be

cause magma that solidifies in the crust or mantle cools 
slowly and has sufficient time to form large mineral 
grains. Figure C5.1C is an example of a coarse-grained 
igneous rock, respectively. 

One special texture involves a distinctive mixture of 
large and small grains. Rock of such a texture is called a 
porphyry, meaning an intrusive igneous rock consisting 
of coarse mineral grains scattered through a mixture of 
fine mineral grains, as shown in Figure C5.1D, like 
raisins in rice pudding. The large grains in a porphyry are 
formed in the same way that those of any other coarse
grained igneous rocks are formed—by slow cooling of 
magma in the crust or mantle. The fine-grained mass, 
called groundmass, that encloses the coarse grains pro
vides evidence that partly solidified magma moved 
quickly upward. In the new setting, the magma cooled 
rapidly, and as a result, the later mineral grains are all 
tiny. 

Figure C5.1 Different textures in igneous rock. A. Obsidian, a wholly glassy ig
neous rock (extrusive). B. Basalt, a fine-grained igneous rock (extrusive). C. Gabbro, a 
coarse-grained igneous rock (intrusive). D. Basalt porphyry (extrusive). Sample A has 
the composition of a rhyolite (Table C5.1), but B, C, and D have the same mineral as
semblage—feldspar (white), pyroxene (dark green to black), and olivine (pale brown). 
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A Closer Look 



Key Feature 

Quartz yes, 
olivine no. 

Quartz no, 
olivine no. 

Quartz no, 
olivine yes. 

Quartz no, 
olivine yes. 

Mineral 
Assemblage 

Quartz, feldspar, 
muscovite, biotite, 
amphibole 

Feldspar, amphibole, 
pyroxene, biotite 

Feldspar, pyroxene, 
olivine, biotite 

Olivine (abundant), 
pyroxene, feldspar 

Namea 

Coarse (intrusive) 

Granite 

Diorite 

Gabbro 

Peridotite 

Fine (extrusive) 

Rhyolite 

Andesite 

Basalt 

(none) 
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Naming by Mineral Assemblage 
When magma or lava of a given composition solidifies, 
the mineral assemblage that forms is the same for intru
sive and extrusive rocks; the only differences are tex-
tural. Once the texture of an igneous rock has been de
termined, therefore, specimens are named on the basis 
of mineral assemblage, as shown in Table C5.1 and Fig
ure C5.2. 

All common igneous rocks are composed of one or 
more of these six minerals or mineral groups: quartz, 
feldspar, mica (both muscovite and biotite), amphibole, 
pyroxene, and olivine. Although mineral assemblages 
are gradational, the common igneous rocks can be di
vided into four families based on one key feature: the 
presence or absence of quartz and olivine (Table C5.1). 

Table C5.1 
Mineral Assemblages of Common Igneous Rocks 

a When a rock has a porphyritic texture, we use the name determined by the mineral assemblage 
as an adjective and the term for the texture of the groundmass as the noun. For example, if the 
groundmass is fine, we call it a rhyolite porphyry; if the groundmass is coarse, we call it a granite 
porphyry. 

Figure C5.2 Three coarse-grained igneous rocks. Compare their mineral assem
blages by using Table C5.1. Note the change in color from granite (left), which is light 
colored because it is rich in feldspar and quartz, through diorite (center), to gabbro 
(right), which is quartz-free and rich in pyroxene and olivine and therefore darker in 
color. Each specimen is 7 cm across. 



Figure C5.3 Two ways of forming a pyroclastic rock. A. Rhyolite tuff, formed by ce
mentation of lapilli and ash, from Clark County, Nevada. B. Welded tuff from the Jemez 
Mountains, New Mexico. The dark patches are glassy fragments flattened during weld
ing. Note the fragments of other rocks in the specimen. Both samples are 4 cm across. 

Varieties of Pyroclastic Rocks 
There is an old saying that pyroclasts are igneous on the 
way up and sedimentary on the way down. As a result, 
pyroclastic rocks are transitional between igneous and 
sedimentary. They are called agglomerates when tephra 
is bomb sized, or tuffs when the pieces are small, either 
lapilli or ash. The igneous origin of a pyroclastic rock is 
indicated by the name for the mineral assemblage. For 
example, we refer to a rock of appropriate mineral as
semblage as an andesite tuff. 

Tephra is converted to pyroclastic rock in two ways. 
The first, and most common, way is through the addition 
of a cementing agent, such as quartz or calcite intro
duced by groundwater. Figure C5.3A is an example of a 
rhyolitic tuff formed by cementation. The second way 
tephra is transformed to pyroclastic rock is through the 

welding of hot, glassy, ash particles. When ash is very 
hot and plastic, the individual particles can fuse together 
to form a glassy pyroclastic rock. Such a rock is called 
welded tuff (Fig. C5.3B). 

Uses of Igneous Rock 
Igneous rocks have many uses. Granites, diorites, and 
gabbros are very attractive when polished and are 
widely used for facing buildings and for ornamental pur
poses. Basalt is a very tough rock, and fragments of 
crushed basalt are widely used as the aggregate in con
crete and for roadways. Crushed basalt of commerce is 
sometimes called trap rock. Rhyolite and andesite are 
sometimes used for roadways, but when rhyolite is 
glassy (obsidian) it is also used for jewelry and other or
namental purposes. 

Fractional Melting and 
Magma Types 

Evidence supporting the hypothesis that the three 
types of magma originate through fractional melting 
comes from both laboratory experiment and the dis
tribution of the different kinds of volcanoes on our 
planet. A close relationship exists between plate tec
tonics and the volcano locations; a summary of pre
sent thinking about the distribution is presented in 
Figure 5.18 as well as in the following discussion, 
which should be read with frequent references to Fig
ure 5.18. 

It has long been known that volcanoes that erupt 
rhyolitic magma are abundant on the continental 
crust but are not known on the oceanic crust. This ob
servation suggests that the processes that form rhy

olitic magma do not occur in the mantle and must be 
confined within the continental crust. (If the 
processes that form rhyolitic magma did occur in the 
mantle, the rhyolitic magma would rise to the surface 
regardless of the kind of crust above and therefore be 
found in volcanoes on oceanic crust.) 

Volcanoes that erupt andesitic magma are found on 
both the oceanic crust and the continental crust. This 
suggests that andesitic magma must form in the man
tle and rise up regardless of the nature of the overly
ing crust. However, andesitic volcanoes have a re
stricted geographic distribution. For example, as 
shown in Figure 5.19, a ring of andesitic volcanoes 
surrounds the Pacific, forming the so-called Ring of 
Fire. The Ring of Fire, which geologists also call the 
Andesite Line, is exactly parallel to the plate subduc-
tion margins, the places where lithosphere capped by 
oceanic crust sinks down into the asthenosphere. 
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Figure 5.18 Diagram illustrating the locations of the major kinds of volcanoes in a 
plate tectonic setting. 
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Figure 5.19 The Ring of Fire 
around the Pacific Ocean basin is 
formed by andesitic volcanoes. The 
Ring of Fire is coincident with sub-
duction zones where lithosphere 
capped with oceanic crust is being 
subducted into the asthenosphere. 
Volcanoes in the Pacific Ocean, 
such as Mauna Loa, erupt basaltic 
magma but not andesitic magma. 

This suggests that (1) andesitic magma forms as a con
sequence of plate tectonics, and (2) andesitic magma 
must be formed by the fractional melting of sub
ducted oceanic crust. 

Volcanoes that erupt basaltic magma also occur on 
both the oceanic and the continental crust. The 
source of basaltic magma, like the source of andesitic 
magma, must, therefore, be in the mantle. The geo
graphic distribution of basaltic volcanoes does not, 

however, seem to be related to specific features of the 
crust or plate tectonics, such as subduction zones. 
This suggests that basaltic magma must be formed by 
the melting of the mantle itself and that the magma 
must rise up regardless of what lies above. The most 
likely hypothesis for the generation of basaltic 
magma, therefore, is that it is formed by the melting of 
the mantle as a result of deep-seated convection cur
rents. 



Lake Baikal, One of the 
World's Underwater 
Wonders 

In September 1989 the Soviet Academy of Sciences ex
tended an invitation to the National Geographic Society 
to orgainize the first major visit of scientists from the 
United States to the deepest lake in the world, Lake 
Baikal. In the geological community there had been a 
heated debate about whether or not Lake Baikal was rift
ing and volcanically active. The Soviet Academy of Sci
ences wanted me to lead this visit and to resolve the de
bate one way or the other. Preferably, they wanted me to 
find evidence for heat, and that meant finding hy-
drothermal vents on the bottom of the deepest lake in the 
world. This seemed an awesome task. I had no maps; a 
decent echosounding chart of the lake had never been 
produced. 

Located 200 kilometers north of Mongolia in re
motest Siberia, the lake is the world's largest body of 
fresh water, 636 kilometers long and 1640 meters deep, 
and contains about one-fifth of the world's supply of 
fresh water, excluding that locked up in the Antartic ice 
sheet. It also contains an estimated 1700 species of ani
mals and plants, many of them found nowhere else in 
the world. Fresh water seals and sponges are among its 
unusual inhabitants. 

Geophysicists suggest that Baikal is a continental rift 
that is spreading apart at a rate of about 2 cm/year. This 
is how oceans form, by continental rifting and spreading. 
Involved in this process is the injection of volcanic basalt 
deep into the rift valley. Because basalt is heavier than 
the neighboring continental rock, the rift starts to sink 

K a t h l e e n C r a n e received a B.A. in geology from Ore
gon State University and a Ph.D. in oceanography from 
the Scripps Institute of Oceanography. She has conducted 
significant research on seafloor hydrothermal vents and 
continental rifts, dived in the Alvin and the Russian Mirs, 
utilized deep-sea sonar and video systems, searched for 
the Titanic, and led multinational teams of researchers 
studying Arctic heat flow. At present, Dr. Crane serves as 
professor at Hunter College of CUNY, adjunct senior sci
entist at Columbia University's Lamont-Doherty Earth 
Observatory, and visiting senior scientist at the Naval Re
search Laboratory, where she is completing an Arctic En
vironmental Atlas. 

and water collects. During the cracking and stretching of 
the crust, water from the newly forming lake seeps down 
through fissures and faults in the crust, where it is heated 
by contact with the hot rock below. The hot water 
leaches large quantities of minerals from the molten rock 
before spewing back out the vents into the lake. Through 
time, if rifting continues, the lake wil l become a sea (like 
the young Norwegian-Greenland Sea) and then an 
ocean (like the Atlantic Ocean). 

I had allotted five weeks in Siberia. The first week we 
spent organizing the equipment and going through the 
diplomatic protocol necessitated by such a landmark 
scientific exchange program. We finally left port a week 
later and steamed the full length of Lake Baikal, to the 
northernmost corner called Frolikha Bay. The water in 

The three magma types are now thought to arise in 
the following ways: 

1. Basaltic magma forms by fractional melting of 
rock in the mantle. The mantle is not thought to 
be gas-rich, and that is why basaltic magma is usu
ally gas-poor. 

2. Andesitic magma forms by the fractional melting 
of oceanic crust (which is basaltic in composi
tion) once that crust has been subducted into the 
mantle. Oceanic crust is in contact with seawater, 
and some of the water is carried down with the 
subducted crust. When fractional melting of this 
subducted oceanic crust starts at a depth of 80 to 
100 km (50 to 62 mi), gas-rich (mainly water 
vapor) andesitic magma is the result. 

3. The continental crust is andesitic in composition. 
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Rhyolitic magma forms by fractional melting of 
the continental crust of andesitic composition. 
Rhyolitic magma tends to be gas-rich because 
rocks of the continental crust contain both water 
vapor and carbon dioxide, and during fractional 
melting these gases become concentrated in the 
magma. The vast outpouring of the rhyolitic lava 
and tephra that created Yellowstone National 
Park, for example, apparently occurred because 
the base of the continental crust was heated by 
basaltic magma in the mantle. The heating caused 
fractional melting and the production of rhyolitic 
magma from the andesitic continental crust. Sci
entists are now testing the hypothesis that the en
tire continental crust may have formed through a 
sequence of fractional melting processes—first to 
form a basaltic oceanic crust and then to form an
desitic continental crust by subduction. 

Guest Essay 
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this lake is the clearest in the world. Horizontal visibility 
surpasses 28 meters! Surrounding its banks are dense 
forests called the Taiga and Mongolian-like Steppes, 
home of the famous Ghengis Khan. Our survey was in a 
water depth of 365 to 640 meters, but because the walls 
of the lake were so steep we were very close to land. 

After a week of photographing mud and measuring 
subtle temperature anomalies, we chanced upon a tem
perature spike of 0.1°C, which is a very significant 
change in deep-water characteristics. At the same time, 
our underwater camera showed mats of luminescent 
white bacteria covering an area the size of two football 
fields. Needless to say, we were jubilant. In addition to 
the thick mats of bacteria, which signify that hot water 
laden with sulfur is bubbling out from below (a telling 
characteristic of heat vents), we detected numerous 
white encrusting sponges. 

Six hundred and forty kilometers away, Emory Kristof 
and Mikhail Grachev, the director of the Soiviet Limno-
logical Institute, anxiously awaited news from our team. 
In the event that hydrothermal vents were to be found, 
they had convinced the Shirsov Institute of Oceanology 
to transport two PISCES submersibles to Lake Baikal. It 
had taken two weeks to ready one of these subs for work 
in fresh water. (Fresh water is lighter than saltwater, so a 
submersible would sink like a stone in it unless the buoy
ancy were changed.) 

I had brought with me a new heat-flow instrument de
veloped by the Woods Hole Oceanographic Institution 
for use from a submersible. This would allow us to quan
tify just how much heat was venting out of the bottom of 
Frolikha Bay. The National Geographic attached video 
and still cameras to the other manipulator arm of the 
submersible. Detailed measurements revealed that the 
vent area is laden with minerals and that the water tem
perature was 13°C warmer than the surrounding lake 

water. The area registers more than 900 times the normal 
Earth heat flow! 

Whether this vent community consists of vent-
specific animals or is merely a dense concentration of 
background lake fauna is not known, because the deeper 
parts of Lake Baikal are so poorly mapped. However, 85 
percent of the photographs suggest that no similar con
centrations of organisms or sponges with the same 
growth form are seen in areas removed from the vent 
field. Many of the organisms have thrived on an un
precedented scale, forming a multitude of new species 
and genera, and many of the animals strangely resemble 
ocean species. How did they evolve in this lake? Was it 
once connected to the sea, or has life evolved separately 
in this freshwater environment? This question is of in
credible scientific significance. How the animals inhab
iting the Lake Baikal hydrothermal vents fit into the bio-
geographical arena of vent communities needs more 
detailed investigation. 

Furthermore, the discovery of the first deep-freshwa
ter venting in Lake Baikal suggests that the Baikal Rift 
may be very active and that the rift is gradually turning 
into an ocean. In addition, the vents give us a chance to 
investigate the evolution of life forms that are not depen
dent on the sun for their energy. 

Unlocking the treasures in Lake Baikal helps us to see 
the biological diversity built up over millions of years of 
evolution. Scientists and environmentalists within 
Siberia hope that the Western world wil l become edu
cated about Lake Baikal so that an international ecologi
cal center can be established on its shores, protecting the 
life within from the onslaught of twentieth-century pollu
tion and ignorance. It has now been declared one of the 
seven underwater wonders of the world, and this is a 
step in the right direction. 

Summary 

1. There are three predominant kinds of magma: 
basaltic, andesitic, and rhyolitic. 

2. The variables that influence the physical proper
ties of magma most are temperature and SiO2 

content. High formation-temperature and low 
SiO2 content result in fluid, nonviscous magma 
(basaltic). Lower formation-temperature and 
high SiO2 content result in viscous magma (an
desitic and rhyolitic). 

3. Volcano sizes and shapes depend on the kind of 
material erupted, viscosity of the lava, and ex-
plosiveness of the eruptions. 

4. Low-viscosity magma, low in SiO2, erupts as fluid 
lavas that build gently sloping shield volcanoes. 

5. Viscous magma, rich in SiO2, erupts mainly as py-
roclasts and builds steep sided tephra cones or 
stratovolcanoes. 

6. Igneous rock may be intrusive (meaning it 
formed within the crust) or extrusive (meaning 
it formed on the surface). The texture and grain 
size of igneous rock indicate how rapidly, and 
where, the rock cooled. 

7. Basaltic magma forms by fractional melting of 
rock in the mantle. Andesitic magma forms dur
ing subduction by fractional melting of basalt in 
oceanic crust. Rhyolitic magma forms by frac
tional melting of rock in the continental crust. 

8. Two opposing hypotheses have been proposed 
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to explain the origin of the three predominant 
magmas: Bowen's hypothesis called on frac
tional crystallization of a single-parent magma, 

and the opposing hypothesis calls on fractional 
melting. Of the two, the fractional melting hy
pothesis is the more widely accepted. 

Important Terms to Remember 
Terms in italic are defined in A Closer Look 

agglomerate (p. 130) 
andesite (p. 114) 
basalt (p. 114) 
batholith(p. 126) 
Bowen's reaction series (p. 126) 

caldera(p. 121) 

dike (p. 126) 
diorite (p. 114) 

extrusive igneous rock (p. 128) 

gabbro (p. 114) 
granite (p. 115) 

intrusive igneous rock (p. 128) 

laccolith (p. 126) 
lava (p. 114) 

magma (p. 114) 

pluton (p. 125) 
porphyry (p. 128) 
pyroclast (p. 117) 
pyroclastic rock (p. 117) 

rhyolite (p. 115) 

shield volcano (p. 120) 
sill (p. 126) 
stock (p. 126) 

stratovolcano (p. 120) 

tephra(p. 117) 
tephra cone (p. 120) 
tuff (p. 130) 

viscosity (p. 115) 
volcanic neck (p. 126) 
volcanic pipe (p. 126) 
volcanic rock (p. 125) 
volcano (p. 114) 

welded tuff (p. 130) 

Questions for Re\1ew 
1. What's the difference between magma and lava? 

Between lava and pyroclasts? Between pyro-
clasts and tephra? 

2. Is the major oxide component of magma SiO2, 
MgO, or A12O3? Describe the effect of SiO2 con
tent on magma fluidity. What effect does tem
perature have on viscosity? 

3. Where inside the Earth does basaltic magma 
form? What does the term fractional melting 
mean, and what role does it play in the formation 
of basaltic magma? 

4. What is the origin of andesitic magma? With 
what kind of volcanoes are andesitic eruptions 
associated? 

5. What is the origin of rhyolitic magma? Where do 
you expect to find rhyolitic volcanoes? 

6. What are the differences between a shield vol
cano and a stratovolcano? Between a tephra 
cone and a stratovolcano? 

7. The island of Moorea on the cover of this book is 
a volcanic island in the Pacific Ocean. What kind 
of volcano formed Moorea? 

8. How might it be possible for fractional crystal
lization to produce more than one kind of ig
neous rock from a single magma? 

9. Why does a shield volcano like Mauna Loa in 
Hawaii have a gentle surface slope, while a stra
tovolcano such as Mount Fuji in Japan has steep 
sides? 

10. How do calderas form? 

11. Name some ways in which volcanoes affect life 
on earth. 

12. Why are some volcanic eruptions violent and 
others not? 

13- What is the difference between a dike and a sill? 
A batholith and a stock? 

Questions for A Closer Look 

1. What are the distinguishing features of pyroclas
tic rocks? How might you tell the difference be
tween a rhyolite that flowed as a lava and a rhy
olitic tuff formed as a result of a pyroclastic 
eruption? 

2. How does a welded tuff differ from a cemented 
tuff? Could both rocks form as a result of erup
tions from the same volcano? 

3. If you were vacationing near Mount St. Helens 
and picked up an igneous rock, what would you 
name a sample that had the following qualities? 



Texture—fine-grained; mineral assemblage— 
feldspar 1 amphibole 1 pyroxene 1 biotite. 

4. On another vacation, this time in Hawaii, you 
find an igneous rock with the following charac-
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teristics: texture—a porphyry, ground-mass 
coarse-grained; mineral assemblage—feldspar 1 
pyroxene 1 olivine 1 biotite. What name would 
you give to the rock? 

1. Spaceships have landed on Venus, Mars, and the 
Moon. In each case, basaltic igneous rocks have 
been found, but rhyolitic or andesitic rocks, com
mon on the Earth, have not been found. What hy
pothesis can you suggest about the evolution of 
Venus, Mars, and the Moon to explain this obser
vation? Can you suggest why the Earth seems to 
be so different? 

2. There are two different hypotheses to explain the 
sudden disappearance of the dinosaurs. Both sug
gest that some massive event (or sequence of 

events) so changed the atmosphere that large ani
mals like dinosaurs could not survive. One hy
pothesis is that the impact of a giant meteorite 
was the cause; the other hypothesis is that a series 
of great volcanic eruptions was the culprit. Sug
gest ways by which the two hypotheses could be 
tested. 

3. Do some research to see if Mount Vesuvius is still 
an active volcano. When did it last erupt, and 
what danger did it pose for people who live near 
the volcano? How many people live in the area? 

Questions for Discussion 



CHAPTER 6 
The Principles of 
Plate Tectonics 

The Americas and the adjacent oceans. Yellow bands are mid-ocean ridges. Shape of the 
eastern Coasts of North and South America were determined by the breakup of a giant con
tinent (Pangea) about 200 million years ago. The line along which Africa and Europe broke 
apart from tire Americas is the Mid-Atlantic Ridge. After breakup, the Americas moved west, 
Europe and Africa moved east. 



Do We Drift or Don't We? 
That Was the Question. 

In 1508, Leonardo da Vinci, recognized that some fos
sils he had collected were the remains of seashells. He 
immediately understood the significance of his obser
vations. The rocks in which the fossils were embed
ded, now high in the mountains of Italy, must once 
have been on the seafloor; either the world, including 
mountains, had once been covered by the sea, or the 
seafloor must have been locally uplifted. Because fos
sil seashells are not found everywhere across the land 
surface, Leonardo realized that seafloor uplift must 
have taken place. Three centuries later James Hutton 
incorporated the idea of uplift into the concept of the 
rock cycle; uplift, he explained, raises rocks and ex
poses them to weathering. Charles Darwin recorded 
important evidence in favor of uplift when, on his 
voyage in the Beagle during the 1830s, he observed 
that part of the coastline of Chile had been raised up 
as a result of a great earthquake. By the middle of the 
nineteenth century, the concept of vertical move
ment (uplift) was widely accepted. A little bit of evi
dence—mainly the parallelism of the coastlines on ei
ther side of the Atlantic Ocean—suggested that lateral 
(sideways) movement was possible, but at that time 
the idea of moving continents (continental drift, as it 
came to be called) was too much for most scientists to 
accept. 

In a paper published in 1910, Frank B. Taylor, an 
American geologist, offered the hypothesis that lat
eral movements do occur, and he suggested that two 
ancient continental masses, one over the South Pole 
and the other over the North Pole, had broken up and 

that the pieces had slid slowly to their present sites. 
This hypothesis, he argued, provided a neat explana
tion for the formation of mountain ranges and oceanic 
mountain ranges (which we now know to be mid-
ocean ridges). 

A more persuasive, and in the long run more im
portant, supporter of continental drift was Alfred We
gener, a German scientist. Wegener, who was un
aware of Taylor's work, published a book in 1914 in 
which he tried to explain such phenomena as the par
allelism of the Atlantic coastlines and the fact that sim
ilar plant and animal fossils could be found on differ
ent continents. At some time in the distant past, 
Wegener suggested, all of the world's landmasses 
were formed together in a single huge continent, so 
that plants and animals could spread freely. To this an
cient, huge continent Wegener gave the name Pan-
gaea (pronounced Pan-jee-ah, meaning all lands). Ac
cording to Wegener's hypothesis, Pangaea was 
somehow disrupted and its fragments (the continents 
of today) slowly drifted to their present positions. 
Proponents of the theory likened the process to the 
breaking up of a sheet of ice that floats in a pond. The 
broken pieces, they argued, should all fit back to
gether again, like pieces of a jigsaw puzzle. 

Although Wegener presented impressive evidence 
that continental drift may have happened, the hy
pothesis was not widely accepted in his lifetime be
cause no one could explain how a solid, rocky conti
nent could possibly overcome friction and slide 
across the oceanic crust. The process, said his critics, 
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was like trying to slide two sheets of coarse sandpaper 
past each other. 

Wegener died in 1930. Debate about continental 
drift slowed down because some of the supporting ev
idence Wegener had gathered was found, on close ex
amination, to be explainable in other ways, and still 
no one was able to explain the way drift occurred. By 
1939, when the Second World War broke out, the 
continental drift hypothesis had few supporters, and 
most of these few lived in the southern hemisphere 
where some of the best evidence was to be found. 
Discoveries about the Earth's magnetism made possi
ble by the technologies spawned by the war effort re
vived the debate on a worldwide basis in the 1950s 
and eventually led to the hypothesis of plate tectonics 
and an explanation of how continents can move. 
Wegener was right, the continents do move, but not 
for the reasons he proposed—they move, rather, be
cause of plate tectonics. 

THE SOLID EARTH AND 
PLATE TECTONICS 
The solid Earth, the largest of the four reservoirs of 
the Earth system, may seem to be constant and un
changing, but nothing could be further from the 
truth. This constancy is an illusion. Measurements 
show that the solid Earth is ever changing, that moun
tains are slowly rising, continents are drifting, and 
ocean basins are continually changing their shapes 
and sizes. Plate tectonics, it is now recognized, is the 
principal mechanism by which such changes happen 
to the face of the Earth. Through plate tectonics the 
Earth's surface is slowly but continually renewed. Un
derstanding plate tectonics is the key to understand
ing the solid Earth's role in the Earth system. 

MAGNETISM AND THE 
REVIVAL OF THE 
CONTINENTAL DRIFT 
HYPOTHESIS 
Wegener's hypothesis of continental drift was largely 
abandoned by the 1940s because the movement of an 
entire continent seemed to be physically impossible. 
However, as so often happens in science, the hypoth
esis was revived as a result of accidental discoveries in 
another field—studies of the Earth's magnetism. 

The source of the Earth's magnetism lies in the 
molten outer core. As. a result of the Earth's rotation, 
the molten iron of the outer core flows continually 
around the solid inner core. The flowing stream of 
molten iron causes an electrical current to flow in the 
outer core, and the electrical current in turn creates 
the magnetic field. Because the magnetism is a result 
of the Earth's rotation, the north magnetic pole is 
close to the North Pole and the south magnetic pole is 
close to the South Pole. 

Because the Earth is a gigantic magnet, it is sur
rounded by an invisible magnetic field that permeates 
everything placed in the field. If a small magnet is al
lowed to swing freely in the Earth's magnetic field, 
the magnet will become oriented so that its axis 
points to the Earth's magnetic north pole (Fig. 6.1). 
This is true for all places on the Earth, all free-swing
ing magnets will point to the north magnetic pole. 

Certain rocks became permanent magnets as a re
sult of the way they formed, and like free-swinging 
magnets they point to the Earth's north magnetic 
pole. Investigation of the properties of natural mag
netism in rocks led to the revival of the continental 
drift hypothesis in the following manner. 

Magnetism in Rocks 

Magnetite and certain other iron-bearing minerals can 
become permanently magnetized. This property de
velops because the electrons spinning around an 
atomic nucleus create a tiny atomic magnet. In miner
als that can become permanent magnets, the atomic 
magnets line up in parallel arrays and reinforce each 
other. In nonmagnetic minerals, the atomic magnets 
are oriented in random directions. 

Above a temperature called the Curie point, the 
thermal agitation of atoms is such that permanent 
magnetism of the kind found in magnetite is impossi
ble. The Curie point for magnetite is 580°C (1076°F). 
Below the Curie point, adjacent atomic magnets rein
force each other (Fig. 6.2). When the Earth's mag
netic field permeates the magnetite, all magnetic do
mains (regions in which the atomic magnets point in 
the same direction) parallel to the Earth's magnetic 
field become larger and expand at the expense of ad
jacent, nonparallel domains. Quickly, the parallel do
mains become predominant, and a permanent magnet 
is the result. 

Consider what happens when lava cools. All the 
minerals crystallize at temperatures above 700°C 
(1292°F)—well above the Curie point of magnetite. 
As the crystallized lava continues to cool and the tem
perature drops below the Curie point, all the mag-
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Figure 6.1 The Earth is sur
rounded by a magnetic field gener
ated by the magnetism of the core. 
A magnetic needle, if allowed to 
swing freely, will always line up 
parallel to the magnetic field and 
point to the magnetic north pole. 

netite grains in the rock become tiny permanent mag
nets having the same polarity as the Earth's field. 
Grains of magnetite locked in a lava cannot move and 
reorient themselves in the same way that a freely 
swinging magnet can. As long as that lava lasts (until it 
is destroyed by weathering or metamorphism), it will 
carry a record of the Earth's magnetic field at the mo
ment it cooled below the Curie point. 

Sedimentary rocks can also acquire weak but per
manent magnetism through the orientation of mag
netic grains during sedimentation. As sedimentary 
grains settle through ocean or lake water, or even as 
dust particles settle through the air, any magnetite 
particles act as freely swinging magnets and orient 
themselves parallel to the Earth's magnetic field. Once 
locked into a sediment, the grains make the rock a 
weak permanent magnet. 

Apparent Polar Wandering 
Figure 6.2 Magnetization of magnetite. Above 580°C 
(the Curie point), the vibration of atoms is so great that the 
magnetic poles of individual atoms, shown as arrows, 
point in random directions. Below 580°C, atoms in small 
domains reinforce one another and form tiny magnets. In 
the absence of an external field, the domains are randomly 
oriented. In the presence of a magnetic field, most do
mains tend to be parallel to the external field and the ma
terial becomes permanently magnetized. 

During the 1950s scientists started measuring past di
rections of the Earth's magnetic field by using ancient 
lavas. Paleomagnetism is the magnetism in rocks 
that records the directions of ancient magnetic fields 
at the time of rock formation, just as a free-swinging 
magnet indicates the direction of today's magnetic 
field. Two pieces of information can be obtained from 
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Figure 6.3 Change of magnetic inclination with lati
tude. The solid red diamonds show the magnetic inclina
tions of a free-swinging magnet. The solid blue line indi
cates a horizontal surface at each point. 

paleomagnetism. The first is the direction of the mag
netic field at the time the rock became magnetized. 
The second provides the data needed to say how far 
from the point of rock formation the magnetic poles 
lie; this is the magnetic inclination, which is the 
angle with the horizontal assumed by a freely swing
ing bar magnet. Note in Figure 6.3 that inclination 
varies regularly with latitude, from zero at the mag
netic equator to 90° at the magnetic pole. The paleo-
magnetic inclination is therefore a record of the place 
between the pole and the equator (that is, the mag
netic latitude) where the rock was formed. Once we 
know the magnetic latitude of a rock and the direc
tion of the Earth's magnetic field at the time the rock 
was formed, we can determine the position of the 
magnetic poles at that time. 

Geophysicists studying paleomagnetic pole posi
tions during the 1950s found evidence suggesting that 
the poles wandered all over the globe. They referred 
to the strange plots of paleopole positions as appar
ent polar wandering. This evidence puzzled the geo
physicists because the Earth's magnetic poles and the 
poles of the Earth's rotation axis should always be 
close together. Determination of the magnetic lati
tude of any rock should therefore be a good indication 
of the geographic latitude at which the rock was 
formed. When it was discovered that the path of ap
parent polar wandering measured in North America 
differed from that in Europe (Fig. 6.4), geophysicists 

were even more puzzled. Somewhat reluctantly, they 
concluded that, because it is unlikely that the mag
netic poles moved, the continents—and with them 
the magnetized rocks—must have moved. In this way, 
the hypothesis of continental drift was revived, but a 
mechanism to explain how the movement occurred 
was still lacking. 

Seafloor Spreading 

Help came from an unexpected quarter. All the early 
debate about continental drift, and even the data on 
apparent polar wandering, had centered on evidence 
drawn from the continental crust. But if continental 
crust moves, why shouldn't oceanic crust move too? 

In 1962 Harry Hess of Princeton University hypoth
esized that the topography of the seafloor could be ex
plained if the seafloor were moving sideways, away 
from the oceanic ridge. His hypothesis came to be 
called seafloor spreading, and strong evidence in 
favor of it was soon found. (See the "Profile" at the 
end of this chapter). 

From studies of paleomagnetism, geophysicists had 
discovered an extraordinary and still poorly under
stood phenomenon—some rocks contain a record of 

Figure 6.4 Apparent path of the north magnetic pole 
through the past 600 million years. Numbers are millions 
of years before the present. The curve determined from pa
leomagnetic measurements in North America (red) differs 
from that determined from measurements in Europe 
(black). Wide-ranging movement of the pole is unlikely; 
therefore, scientists conclude that it was the continents, 
not the pole, that moved. 



reversed magnetic polarity. That is, some lavas indi
cate a south magnetic pole where the north magnetic 
pole is today, and vice versa (Fig. 6.5). Just why the 
Earth's poles reverse polarity is not yet understood, 
but the fact that they do provided some very interest
ing information. The ages of certain lavas can be ac
curately determined (see Chapter 7). Through age de
terminations and magnetic polarity measurements in 
thick piles of lava extruded over several million years, 
it has been possible to determine when magnetic po
larity reversals have occurred (Fig. 6.6). A detailed 
record of all changes for nearly 200 million years has 
now been assembled. 

The Hess hypothesis of seafloor spreading postu
lated that oceanic crust moved sideways, away from 
the oceanic ridge, and that basaltic magma rose from 
the mantle and formed new oceanic crust along the 
ridge. Although Hess could not explain what made 
the oceanic crust move, he nevertheless proposed 
that it did and that, as a consequence, the oceanic 
crust far from any ridge must be older than crust 
nearer the ridge. In the 1960s a powerful test of the 
Hess hypothesis was proposed by three geophysi-
cists: Frederick Vine, (a student at the time); Drum-
mond Matthews, Vine's mentor; and Lawrence Mor-
ley, a Canadian scientist. The Vine-Matthews-Morley 
suggestion concerned paleomagnetism, magnetic po
larity reversals, and the oceanic crust. 

When lava is extruded at the oceanic ridge, the 
rock it forms becomes magnetized and acquires the 
magnetic polarity that exists at the time. Thus, 
oceanic crust should contain a record of when the 
Earth's magnetic polarity was reversed. The oceanic 
crust should be, in effect, a very slowly moving mag
netic tape recorder. In fact, two oceanic tape 

Figure 6.5 Lavas retain a record of the polarity of the 
Earth's magnetic field at the instant they cool through the 
Curie point. A pile of lava flows, like those in the volcanoes 
of the Hawaiian islands, may record several field reversals. 
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recorders commence at the midocean ridge, one on 
each side of the ridge. In these "recorders," succes
sive strips of oceanic crust are magnetized with nor
mal and reversed polarity (Fig. 6.7). It was a straight
forward matter to match this magnetic pattern with a 
record of magnetic polarity reversals, such as that 
shown in Figure 6.6. The magnetic striping allowed 
the age of any place on the seafloor to be determined. 

Because the ages of magnetic polarity reversals had 
been so carefully determined, magnetic striping pro
vided a means of estimating the speed with which the 
seafloor had moved. In some places today, such 
movement is remarkably fast: as high as 9 cm/yr (3.5 
in/yr). 

Figure 6.6 Polarity reversals during the past 20 million 
years. 

Figure 6.7 Schematic diagram of oceanic crust. Lava 
extruded along a spreading center at the midocean ridge 
forms new oceanic crust. As the lava cools, it becomes 
magnetized with the polarity of the Earth's magnetic field. 
Successive strips of oceanic crust have opposite polarities. 



PLATE TECTONICS 
Proof that the seafloor moves was the spur needed for 
the emergence of the theory of plate tectonics, 
which, as mentioned on page 15 in the Introduction, 
states that segments (plates) of the Earth's hard, out
ermost shell (the lithosphere) move slowly sideways.1 

The two essential points in formulating the theory 
were, first, that the zone of low seismic-wave veloci
ties between 100 and 350 km (62 to 218 mi) deep (as 
discussed in Chapter 3) is exceedingly weak, viscous, 
and fluidlike. It was quickly realized that the as-
thenosphere, postulated many years earlier in order to 
explain isostasy (the flotational property of the lithos
phere), but never proved to exist, and the zone of low 
seismic-wave velocities in the upper mantle must be 
one and the same. The second point was that the rigid 
lithosphere is strong enough to form coherent slabs 
(plates) that can slide sideways over the weak, under
lying asthenosphere. These two points answered the 
main objection to Wegener's hypothesis—movement 
must occur with minimal resistance from friction. The 
crust—both oceanic and continental—is part of the 
lithosphere. Thus, one consequence of plate tectonics 
is that, as the plates of lithosphere move, the crust on 
the plate is rafted along as a passenger. Continents 
move, to be sure, but they do so only as portions of 
larger plates. 

Figure 6.8 Deep focus earthquakes define the Benioff 
zone near the island of Tonga, in the Pacific Ocean. Each 
circle represents a single earthquake in 1965. The earth
quakes are generated by downward movement of a com
paratively cold slab of lithosphere. 

1The word tectonics is derived from the Greek tekton, carpenter 
or builder. Thus the plate tectonics theory seeks to explain how 
the surface of our planet has been built up. 

The theory of plate tectonics provides a solution 
for one of the puzzles about seafloor spreading. If, as 
seafloor spreading theory requires, new oceanic crust 
is being created along the midocean ridge, either the 
Earth's surface must be expanding and the ocean 
basins getting larger, or else an equal amount of old 
crust must be being destroyed. The answer to the puz
zle was provided by previously unexplained regions 
inside the Earth, called Benioff zones, where very 
deep focus earthquakes occur. These slanting zones 
are the places where lithosphere capped by old, cold 
oceanic crust is sinking into the asthenosphere (Fig. 
6.8). Destruction of old oceanic crust and creation of 
new oceanic crust are in balance. 

Earthquake foci quickly provided evidence to sup
port the hypothesis that the lithosphere is broken into 
six large and many small plates, each about 100 km 
(60 mi) thick. As Figure 6.9 demonstrates, most of the 
Earth's seismicity occurs in sharply defined belts, and 
it is these earthquake belts that outline the plates. 

Plate Motions 

As a plate moves, everything on it moves too. If the 
top of the plate is partly oceanic crust and partly con
tinental crust, then both the ocean floor and the con
tinent move with the same speed and in the same di
rection. Although the first clear evidence that seafloor 
and continent on the same plate of lithosphere move 
together came from paleomagnetism, a series of re
markable measurements have recently provided even 
more convincing evidence. 

The new evidence of plate motion comes from 
satellites. Using laser beams bounced off satellites, we 
can measure the distance between two points on the 
Earth with an accuracy of about 1 cm (0.4 in.). Thus, 
we can monitor any change in distance between, for 
example, Los Angeles on the Pacific plate and San 
Francisco on the North American plate. By making dis
tance measurements several times a year, therefore, 
we can measure present-day plate velocities directly. 
As seen in Figure 6.10, plate speed based on satellite 
measurements agrees very closely with speeds calcu
lated from paleomagnetic measurements. The agree
ment implies that the plates move steadily rather than 
by starts and stops. For additional discussion of plate 
speeds, see "A Closer Look: Plate Speeds." 

(Facing page, top.) 

Figure 6.9 The Earth's seismicity outlines plate mar
gins. This map shows earthquakes of magnitude 4.0 or 
greater from 1960 to 1989. Six large plates of lithosphere 
and several smaller ones are present. Each plate moves 
slowly but steadily in the direction shown by the arrows. 
The profile shown in Figure 6.13 lies along the line A-B. 
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Figure 6.10 Present-day plate speeds in centimeters per year, determined in two ways. Numbers along the midocean 
ridges are average speeds indicated from paleomagnetic measurements. A speed of 16.1, as shown for the East Pacific Rise, 
means that the distance between a point on the Nazca plate and a point on the Pacific plate increases, on the average, by 
16.1 cm each year in the direction of the arrows. The long red lines connect stations used to determine plate motions by 
means of satellite laser ranging (L) techniques. The measured speeds between stations are very close to the average speeds 
estimated from magnetic measurements (M). 



Plate Speeds 
You might think, intuitively, that all points on a plate 
move with the same speed, but that is incorrect. This in
tuition would be correct only if the plates were flat and 
moved over a flat asthenosphere (like plywood floating 
on water). However, tectonic plates are pieces of a shell 
on a spherical Earth; in other words, they are curved, not 
flat. Any movement on the surface of a sphere is a rota
tion about an axis of the sphere. A consequence of such 
rotation is that different parts of a plate move with differ
ent speeds, as shown in Figure C6.1. 

The plate in Figure C6.1 moves independently of the 
Earth's rotation and rotates about an axis of its own, col
loquially called a spreading axis. In the figure, point P, 
where the spreading axis reaches the surface, is a spread
ing pole. The motion of each of the Earth's plates can be 
described in terms of rotation around the plate's own 
spreading axis, and the speed of each point on the plate 
depends on how far that point is from the spreading 
pole—the speed is greatest at the farthest distance from 
the pole. 

One consequence of rotation around a spreading axis 
is that the width of new oceanic crust bordering a Figure C6.2 The width of new oceanic crust in

creases away from the spreading pole. 

spreading center increases with distance from the 
spreading pole (Fig. C6.2). 

Some plates rotate faster about their spreading axes 
than others, and the reason has to do with the load on the 
lithosphere. Continental crust is thicker than oceanic 
crust, and, consequently, lithosphere capped by conti
nents seems to protrude deeper into the asthenosphere 
than does lithosphere capped by oceanic crust. The extra 
protrusion seems to slow things down. Plates that carry 
lots of continental crust, such as the African, North 
American, and Eurasian plates, move relatively slowly. 
Plates without any continental crust, such as the Pacific 
and Nazca plates, move relatively fast. 

The fastest moving plates are the Pacific and Nazca 
plates. The point on the Pacific plate that is farthest from 
the spreading axis (the fastest moving point on a plate) 
moves at a speed of 9 cm/y (3.5 in/yr), about twice as fast 
as a fingernail grows. The Nazca plate is adjacent to the 
Pacific plate, and the fastest moving point on the Nazca 
plate also has a speed of 9 cm/y (3.5 in/yr). This means 
that the distance between two points, one on the Pacific 
plate and one on the Nazca plate, grows larger by 18 
cm/yr (7 in/yr). 

From the symmetrical spacing of magnetic time lines 
on the two sides of a spreading center (Fig. C6.3), it ap
pears that a spreading center is fixed and that both plates 
move away from it at equal rates, but this is a case where 
appearances deceive. The same pattern of magnetic time 
lines would be observed if the African plate were sta-

Figure C6.1 Movement of a curved plate on a 
sphere. The movement of each plate of lithosphere on 
the Earth's surface can be described as a rotation 
about the plate's own spreading axis. Point P has zero 
speed because it is the fixed point around which rota
tion occurs. Point A'. at the edge of the plate closest to 
the equator EE', has a high speed. Point A, closest to 
the pole, has a low speed. 
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Figure C6.3 Age of the ocean floor in the central North Atlantic, deduced from magnetic striping. Numbers 
give ages in millions of years before the present. 

Figure C6.4 Hawaiian chain 
of volcanoes, showing the old
est reliable ages (in millions 
of years). The age increases 
from southeast to northwest. 

tionary and both the Mid-Atlantic Ridge and the North 
American plate were moving westward. In fact, all that 
can be deduced from magnetic time lines is the relative 
speed of two plates. In order to measure the absolute 
speed of a plate, an external frame of reference is 
needed. 

A familiar example of absolute versus relative motion 
occurs when one automobile overtakes another. If ob
servers in the two automobiles could see only each other 
and not any fixed objects outside their cars, they could 
judge only the difference in speed between the two cars. 
One car could be traveling at 50 km/h (31 mi/h) and the 
overtaking car at 55 km/h (34 mi/h), but all the observers 

could determine would be that the relative speed differ
ence was 5 km/h (3 mi/h). On the other hand, if the ob
servers measured speed with respect to a stationary ref
erence, such as the ground, they would determine that 
the absolute speeds were 50 and 55 km/h (31 and 34 
mi/h), respectively. 

We would be constrained to determine only relative 
plate speeds if a fixed framework did not exist. Fortu
nately, such a framework does exist. During the nine
teenth century, the American geologist James Dwight 
Dana observed that the age of volcanoes in the Hawaiian 
chain, some now submerged beneath the sea, increases 
from southeast to northwest (Fig. C6.4). Apparently, a 
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long-lived magma source (a hot spot) lies somewhere 
deep in the mantle. As the Pacific plate moves, a vol
cano can only remain in contact with the magma source 
for about a million years. A chain of volcanoes should 
therefore be a consequence of lithosphere moving over a 
fixed hot spot. If long-lived hot spots exist in the mantle, 
they could provide a series of fixed points against which 
to measure absolute plate speeds. 

More than a hundred hot spots have now been iden
tified (Fig. C6.5). Using them for reference, scientists 
have determined that the African plate is nearly station
ary (evidenced by the fact that volcanoes there seem to 
be very long lived). Because the African plate is almost 
completely surrounded by spreading centers, and be
cause the relative speeds of the plates on either side of 
Africa are the same, we must conclude that the Mid-
Atlantic ridge is moving westward and that the mido-
cean ridge that runs up the center of the Indian Ocean is 
moving eastward. Because the absolute motion of the 
African plate is zero or nearly so, the Mid-Atlantic ridge 

in the southern Atlantic Ocean must be moving west
ward at the rate of about 2 cm/y (0.8 in/yr), and the ab
solute speed of the South American plate must be 4 
cm/yr (1.6 in/yr). 

A plate that has a spreading edge but no subduction 
zone must grow in size; the African and North American 
plates are examples. To keep things in balance, plates 
with subduction zones must be slowly shrinking. Most of 
the modern subduction zones are to be found around the 
Pacific Ocean along the edge of the Pacific plate, and 
thus much of the oceanic lithosphere now being de
stroyed is in the Pacific. It follows then that the Indian 
Ocean, the Atlantic Ocean, and most other oceans must 
be growing larger, while the Pacific Ocean must be 
steadily getting smaller. It is estimated that about 200 
million years in the future the Pacific Ocean will have 
disappeared and Asia and North America will have col
lided as a result. The assembly of a new Pangaea will be 
underway. 

Figure C6.5 Long-lived hot spots (magma sources) deep in the mantle 
can be used to determine the absolute motions of plates. Because the hot 
spots lie far below the lithosphere and do not move laterally, each is marked 
by a chain of volcanoes on the surface of the lithosphere. The youngest vol
cano in a chain lies directly above the hot spot. 



Plate Margins 

Plates move as individual units, and interactions be
tween plates occur along their edges (Fig. 6.11). Plate 
interactions are distinctively expressed by submarine 
volcanism and by stratovolcanoes, but it has been 
through studies of earthquakes that scientists have de
ciphered most of what we know about plate margins: 

1. Divergent margins, also called spreading cen
ters because they are fractures in the lithosphere 
where two plates move apart, are characterized 
by earthquakes of low magnitude and shallow 
foci—no more than 10 km (6 mi) below the sur
face. 
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2. Convergent margins occur where two plates 
are moving toward each other. Along convergent 
margins, either one plate must sink beneath the 
other, in which case we refer to the margin as a 
subduction zone, or else continental crust on 
the two plates collides as a result of convergence 
in which case we refer to the margin as a colli
sion margin. Convergent margins have earth
quakes with foci that are sometimes very deep— 
down to 700 km (435 mi)—and frequently of high 
magnitude. 

3. Transform fault margins are fractures in the 
lithosphere where two plates slide past each 
other, grinding and abrading their edges as they 
do so. Earthquakes with foci between 10 and 100 
km (6 and 62 mi) deep are frequent along most 
transform fault margins, and many are of high 
magnitude. 

PLATE TECTONICS AND THE 
EXTERNAL STRUCTURE OF 
THE EARTH 

The beauty of plate tectonics is that it provides expla
nations for all the major features we see at the Earth's 
surface. These features are most easily visualized by 
considering the different kinds of plate margins: di
vergent, convergent, and transform fault. 

Figure 6.11 The various kinds of plate margins. Stars 
indicate earthquake foci. A. Divergent margin (also called 
spreading center). The topographic expression is a mid-
ocean ridge formed as a result of volcanism. Earthquakes 
have shallow foci and low magnitude. B. Convergent mar
gin—subduction. The topographic expression is a deep 
trench. Earthquake foci down to 700 km, often of high 
magnitude. C. Convergent margin—collision. The topo
graphic expression is a mountain range. Earthquake foci 
down to 300 km, sometimes of high magnitude. D. Trans
form fault margin. No characteristic topographic expres
sion, but margin is often marked by a long, thin valley. 
Earthquake foci down to 100 km and often of high magni
tude. 
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Figure 6.12 The rifting of conti
nental crust to form a new ocean 
basin. The rifting can cease at any 
stage. It is not necessarily correct to 
conclude that the Rio Grande or the 
African Rift Valley, for example, will 
someday open to form new oceans. 

Divergent Margins 
Curious as it may seem, divergent plate margins start 
life on a continent and become an ocean. The se
quence of events is illustrated in Figure 6.12. 

The reasons a continent splits and a new ocean 
forms have to do with heat escaping from the Earth. 
Huge continental masses are thermal blankets that 
slow down the escape of heat from the interior. A 
plate capped by a large continent, such as the African 
plate, slowly heats up from below, expands, and even
tually splits to start a cycle of spreading. 

The structure of ocean basins is now understand
able in terms of divergent margins. Modern shorelines 
don't coincide exactly with the boundaries between 
continental crust and oceanic crust. This is so because 
some ocean water spills out of the ocean basin onto 
the continent (Fig. 6.13). The boundaries between 
continental and oceanic crust are therefore covered 
by water, and today's shorelines are actually on the 
continents. As a result, each continent is surrounded 
by a flooded margin of continental crust that is of vari
able width and is known as the continental shelf. 

The geological edge of the ocean basin is not the 
shoreline; rather, it is the place where oceanic crust 
joins the continental crust. This is the edge of the rift 
that broke the old continent. The geological edge of 
an ocean basin is at the bottom of the continental 
slope, a pronounced slope beyond the seaward mar
gin of the continental shelf. 

The continental rise lies at the base of the conti
nental slope. It is a region of gently changing slope 
where the oceanic crust meets the continental crust. 

Some continental margins coincide with the edges 
of tectonic plates; the west coast of South America is 
an example. Other continents sit in the middle of 
plates, and their margins are far from plate edges; 
North America and Africa are examples. Regardless of 
today's configurations, the margins of all continents 
have, at some time in the geological past, coincided 
with plate margins. 

Beyond the continental slope and rise lies the 
rarely seen world of the deep ocean floor. Teams of 
oceanographers and seagoing geologists used deep 
diving submarines and other new devices to sound 
and sample the ocean bottom. As a result of this work, 



Chapter 6 / The Principles of Plate Tectonics 149 

Figure 6.13 Portion of the Atlantic Ocean, 
showing the major topographic features. 

we now know almost as much about the seafloor as 
we do about the land surface. 

Large, flat areas known as abyssal plains are a 
major topographic feature of the seafloor and lie adja
cent to the continental rise (Fig. 6.13). These plains 
generally are found at depths of 3 to 6 km (2 to 4 mi) 
below sea level and range in width from about 200 to 
2000 km (124 to 1243 mi). They are most common in 
the Atlantic and Indian oceans, which have large, 
mud-laden rivers entering them. Abyssal plains form 
when the mud settles through the ocean water and 
buries the original seafloor topography beneath a 
blanket of fine debris. 

Convergent margins are the places where lithosphere 
capped by oceanic crust sinks into the asthenosphere; 
the process is called subduction. The geographic fea
tures of a subduction zone are shown in Figure 6.14. 
Particularly striking is the deep-sea trench that marks 
the place where oceanic-capped lithosphere bends 
and sinks into the asthenosphere, and an arc-shaped 
chain of volcanic islands (called an island arc or a 
magmatic arc) formed above the sinking lithosphere. 
Trenches are the deepest parts of the ocean. Besides 
the prominent trench and the island arc, three less 

Figure 6.14 Structure of tectonic plates at a convergent margin. Along the line of 
subduction, an oceanic trench is formed, and sediment deposited in the trench, plus 
sediment from the sinking plate, is compressed and deformed to create a melange of 
shattered and crushed rock shaped as a fore-arc ridge. The sinking oceanic crust even
tually reaches the temperature where melting commences and forms andesitic magma, 
which then rises to form an island arc of stratovolcanoes on the overriding plate. On the 
side of the island arc away from the trench, tensional forces lead to the development of 
a back-arc basin. 

Convergent Margins 



Figure 6.15 Map of portion of In
donesia showing the positions of the 
major topographic features in a pre
sent-day convergent margin. 
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prominent features are present above subduction 
zones: the fore-arc ridge, fore-arc basin, and back-arc 
basin. The fore-arc ridge and fore-arc basin lie be
tween the trench and the island arc. A fore-arc ridge 
is commonly underlain by a zone of smashed and shat
tered rock called a melange that causes a local thick
ening of the crust. A fore-arc basin is a low-lying re
gion between the fore-arc ridge and the island arc. 
Behind the island arc is another shallow basin, the 
back-arc basin. The islands of Sumatra and Java in In
donesia are an example of a present day magmatic arc 
that is flanked by a fore-arc ridge and a back-arc basin 
(Fig. 6.15). 

In order to understand how and why a subduction 
zone develops and thus how a convergent margin be
gins, it is necessary to consider what happens to a 
plate of lithosphere as it moves away from a spreading 
center. 

Near a spreading center, the lithosphere is thin and 
its boundary with the asthenosphere is close to the 
surface (Fig. 6.16). (We have seen this figure before, 
as Figure 4.11, when we defined a spreading center. 
This time, as you look at it, notice that the lithosphere 
near a spreading center is thin and that it thickens as 
it moves away.) This thinning happens because 
magma rising toward the spreading center heats the 
lithosphere so that only a thin layer near the top re
tains the strength properties of the lithosphere. 

As the lithosphere moves away from the spreading 

center, it cools and becomes denser. In addition, the 
boundary between the lithosphere and the asthenos
phere becomes deeper, and as a result, the lithos
phere becomes thicker and the asthenosphere thin
ner. Finally, about 1000 km (600 mi) from the 
spreading center, the lithosphere reaches a constant 
thickness and is so cool that it is denser than the hot, 
weak asthenosphere below. Eventually, the cool 
lithosphere breaks and starts to sink downward. Like 
a conveyor belt, old lithosphere with its capping of 
oceanic crust sinks into the asthenosphere and even
tually into the mesosphere. 

As the moving strip of lithosphere sinks slowly 
through the asthenosphere, it passes beyond the re
gion where geologists can study it directly. Conse
quently, what happens next is conjecture. The thin 
layer of oceanic crust on top of the sinking lithos
phere melts at a depth of about 100 km (62 mi) and 
becomes magma; some of this magma reaches the sur
face to form volcanoes of the magmatic arc. Figure 
6.17 is an example of a present-day magmatic arc of 
andesitic stratovolcanoes parallel to, but about 150 
km (93 mi) from, the trench that marks the place 
where the Nazca plate sinks below the South Ameri
can plate. The Sierra Nevada of California is an exam
ple of an old magmatic arc, evidence that the western 
margin of North America was once a subduction zone 
like the western margin of South America today. 

When the sinking rate of a subducting plate is 
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Figure 6.16 Schematic diagram showing the major features of a plate. Near the 
spreading center, where the temperature is high because of rising magma, the lithos-
phere is thin. Away from the spreading center, the lithosphere cools, becomes denser 
and also thicker, and so the lithosphere-asthenosphere boundary is deeper. When the 
lithosphere sinks into the asthenosphere at the subduction zone, it is reheated. At a 
depth of about 100 km, the oceanic crust starts to melt, and the magma rises and 
forms an arcuate belt of andesitic stratovolcanoes parallel to the subduction zone. 

Figure 6.17 An example of a present-day convergent margin. This chain of andesitic 
stratovolcanoes in Ecuador sits above the subduction zone where the Nazca plate sinks 
below the western edge of the South American plate. Several snow-capped volcanoes 
are visible in this aerial photograph. 
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faster than the forward motion of the overriding plate, 
part of the overriding plate can be subjected to ten-
sional (pulling) stress. If the leading edge of the over
riding plate did not remain in contact with the sub-
duction edge, a huge void would open. Therefore, the 
overriding plate grows slowly larger at a rate equal to 
the difference in velocities between the two plates. 
Most commonly, this process is manifested by a thin
ning of the crust and the formation of a back-arc basin 
behind and parallel to the island arc (Figs. 6.14 and 
6.15). 

Collision Zones 
Because it is less dense than the mantle, continental 
crust is too buoyant to be dragged down into a sub-
duction zone. Therefore, when the two members of a 
converging pair of plates are capped by continental 

crust, the eventual result is a collision, as Figure 6.18 
shows. 

A collision zone marks the disappearance of an 
ocean and the formation of spectacular mountain 
ranges in its place. The Alps, the Urals, the Himalaya, 
and the Appalachians are the results of continental 
collisions; therefore, each is the graveyard of an an
cient ocean basin. Because continental crust cannot 
sink into the mantle, much of the evidence concern
ing ancient plates and their motions is recorded in the 
bumps and scars of past continental collisions. 

Transform Fault Margins 

Transform faults are great vertical fractures that cut 
right down through the entire lithosphere. One trans-

Figure 6.18 Mountains form 
when two masses of continental 
crust collide. A. Subducting oceanic 
lithosphere compresses and deforms 
sediments at the edge of continent 
on overriding plate (left). Sediments 
at the edge of continent on subduct
ing plate (right) are undeformed. B. 
Collision. Sediment at the edge of 
continent on subducting plate is de
formed and welded onto already de
formed continental crust on overrid
ing plate. C. After collision. The 
leading edge of the subducting plate 
breaks off and continues to sink. The 
two continental masses are welded 
together, and a mountain range 
stands where once there was ocean. 



Figure 6.19 The San Andreas Fault is a transform fault 
margin that separates the Pacific plate from the North 
American plate. Directions of motion are shown by the ar
rows. Los Angeles, on the Pacific plate, is moving north, 
while San Francisco is moving south, bringing the two 
cities closer together at a speed of 5.5 cm/v; they will be 
adjacent about 10 million years in the future. 

form fault margin that is much in the public eye today 
because of the threat of earthquakes along it is the San 
Andreas Fault in California (Fig. 6.19). This fault, 
which runs approximately north-south, separates the 
North American plate on the east, on which San Fran
cisco sits, from the Pacific plate on the west, on 
which Los Angeles sits. The Pacific plate is moving in 
a northerly direction, and the North American plate is 
moving in a southerly direction. As the two plates 
grind and scrape past each other, Los Angeles is 
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slowly moving north and San Francisco is moving 
south. At times the plate edges grab and lock, and as 
they do the rocks on both sides flex and bend. When 
the locked section breaks free, the flexed rock snaps 
suddenly and an earthquake occurs. 

Eventually, many millions of years in the future, Los 
Angeles and San Francisco will be adjacent. Then, as 
the two plates continue to move, the fragment of con
tinental crust on which Los Angeles sits will become a 
long thin island. The trip will end when the future 
"Los Angeles Island" reaches the subduction zone 
along the northern edge of the Pacific plate and the is
land collides with Alaska and the Aleutian islands. 

CAUSE OF PLATE TECTONICS 

Just as Wegener felt sure that continents had drifted 
but he could not explain how, so today we are sure 
that plates move and that convection currents play a 
role, but we are still unable to say exactly what role. 
The situation is analogous to knowing the shape, 
color, size, and speed capability of an automobile and 
knowing that gasoline supplies the energy needed for 
movement but not knowing how the gasoline makes 
the engine work. Until the driving mechanism is ex
plained, plate tectonics must remain only an approxi
mate description. Meanwhile, we can hypothesize 
about the causes of the motion and test the hypothe
ses by making detailed calculations based on the laws 
of nature. 

The lithosphere and asthenosphere are closely 
bound together. If the asthenosphere moves, the 
lithosphere must move too, just as the movement of 
sticky molasses moves a piece of wood floating on the 
surface of the molasses. Conversely, movement of the 
lithosphere causes movement in the asthenosphere. 
Such is our state of uncertainty, however, that we can
not yet separate the relative importance of the two ef
fects. Nevertheless, on two points we are quite cer
tain: (1) the lithosphere has energy of motion and (2) 
the source of this energy is the Earth's internal heat. 
We know, too, as discussed in the Introduction, that 
the heat energy reaches the Earth's surface by con
vection in the mantle. What has not yet been figured 
out is the precise way the heat energy brought up by 
convection causes plates to move. However, all scien
tists who have studied the problem agree that con
vection keeps the asthenosphere hot and weak by 
bringing up heat from deep in the mantle and the 
core. In this sense at least, convection is essential for 
plate tectonics. 
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Movement of the Lithosphere 

Three forces might play a role in moving the lithos
phere. The first is a push away from a spreading cen
ter. Rising magma at a spreading center creates new 
lithosphere and in the process pushes the plates away 
from each other (Fig. 6.20A). Once the process is 
started, it tends to keep itself going. The problem 
with this hypothesis is that pushing involves com
pression, but the existence of rifts along a midocean 
ridge indicates a state of tension (the opposite of com
pression). 

A second way lithosphere could be made to move 
is by dragging. Proponents of the dragging idea point 
out that lithosphere breaks and starts to sink through 
the asthenosphere because the cold lithosphere is 
denser than the hot asthenosphere. Because rock is a 
poor conductor of heat, they argue, the temperature 
at the center of a tongue of lithosphere can be as 
much as 1000°C (1832°F) cooler than the mantle at 
depths of 400 to 500 km (250 to 310 mi). This means 
that a sinking tongue of lithosphere will continue to 
be denser than the rock it is sinking through and it 
must exert a pull on the entire plate. This is like a 
heavy weight that hangs over the side of a bed and is 
tied to the edge of a sheet. The weight falls and pulls 
the sheet across the bed. To compensate for the de
scending lithosphere, rock in the asthenosphere must 
flow slowly back toward the spreading center (Fig. 
6.20B). 

Both the pushing and the dragging mechanism 
have problems, however. Plates of lithosphere are 
brittle, and they are much too weak to transmit large-
scale pushing and pulling forces without major defor
mation occurring in their middle. Deformation is not 
present, however, and midplate seismicity, which 
would be expected for a plate undergoing deforma
tion, is infrequent. 

The third possible mechanism for lithosphere 
movement is for the whole plate to slide downhill 
away from the spreading center. The lithosphere 
grows cooler and thicker away from a spreading cen
ter. As a consequence, the boundary between lithos
phere and asthenosphere slopes away from the 
spreading center. If the slope is as little as 1 part in 
3000, the lithosphere's own weight could cause the 

lithosphere to slide at a rate of several centimeters per 
year (Fig. 6.20C). 

At present, there is no way to choose among the 
three proposed mechanisms. Calculations suggest 
that each operates to some extent, so that the entire 
process is possibly more complicated than we now 
imagine. The prevailing idea is that subduction starts 
when old, cold lithosphere breaks and begins to sink, 
pulls on the plate, and starts the movement. Once 
movement starts, downhill slide and ridge push com
bine to keep the movement going. Only future re
search will resolve the question. 

Figure 6.20 Three suggested mechanisms by which 
lithosphere might move over the asthenosphere. A. Magma 
rising at a spreading center exerts enough pressure to 
push the plates of lithosphere apart. B. A tongue of cold, 
dense lithosphere sinks into the mantle and drags the rest 
of the plate behind it. C. A plate of lithosphere slides down 
a gently inclined surface of asthenosphere. 



C h a r l e s L. D r a k e was a slow learner, entering 
Princeton in 1941 and graduating in 1948. He obtained 
his Ph.D at Columbia in 1958 and remained on the Co
lumbia faculty until 1969, when he moved to Dartmouth. 

Guest Essay 

Harry Hess and 
Global Tectonics 

I was introduced to Harry Hess's ideas about the nature 
of global deformation in a course he taught at Princeton 
after World War II, entitled Advanced General Geology. 
These ideas had developed over many years, based in 
part on observations from his diverse field and naval ex
periences. They reached fruition in an influential premise 
that some form of convection drives new crust formation 
along the ocean's ridge. 

Hess's ideas began with his study of ultramafic rocks 
in the Appalachians for his Ph.D. dissertation. Because 
igneous rocks are composed mainly of pyroxene, amphi-
bole, and olivine, ultramafics arise from magnetic ori
gins. At the time, however, the origin of the ultramafic 
rocks associated with mountain systems was an enigma. 
The chemistry of these rocks and the very high tempera
tures required to melt them made it unlikely that they 
came from a magma, but field relationships led investi
gators to suggest that they did indeed come from mag
mas. A possible solution to the problem came from early 
submarine gravity expeditions in which Hess partici
pated. 

The data from these expeditions found that large neg
ative gravity anomalies were associated with island arc 
systems and their deep-sea trenches. These anomalies, 
where the attraction of gravity was considerably less than 
expected for a uniform earth, represented mass deficien
cies that could not be explained by the trenches them
selves. They appeared to be due to a downbuckling of 
the less dense outer shell of the Earth into the more dense 
rocks of the interior, a feature that Hess named a "geot-
ectocline." He further noted that the bands of ultramafic 
rocks and negative gravity anomalies of the island arcs 
were matched by similar features associated with moun
tain systems, and he concluded that these were produced 
by similar processes. The surficial rocks were drawn into 
the downbuckle and deformed and metamorphosed to 
form the new mountains. The mechanism suggested as a 
cause of the downbulges was convection resulting from 
irregular distribution of heat in the Earth's interior. The 
ultramafic rocks would be squeezed up to shallow 
depths and, during the deformation process, hydrated to 
serpentine, a rock composed largely of the mineral ser
pentine. Thus, serpentines in this model are tectonically 
emplaced. 

Early in the post-war years, expeditions to the Mid-
Atlantic ridge led by Maurice Ewing recovered ultramafic 
rocks, particularly serpentines. Shortly afterward the first 
seismic refraction measurements at sea showed that the 
ocean crust was thin and remarkably uniform in its 
seimic properties, with little difference between the crust 
of the ocean basins and that of the ridges. The elevation 
of the ridges could not be explained in terms of crustal 

thickness, but Hess suggested that it might be accounted 
for by serpentinization of the ultramafic mantle rocks. If 
water were leaking outward slowly from the interior of 
the Earth, when it ascended to a depth where the tem
perature reached 500°C it would react with the olivine in 
the rocks to form serpentinite. A considerable volume in
crease would occur as the result of this reaction, and the 
Earth's surface over the area would rise. The location of 
the ridge might be explained as being over the rising limb 
of a convection cell in the Earth, just as the "geotecto-
cline," or tectogene as it was later called, was produced 
over the descending limb. 

Hess sent samples of ultramafic rocks ranging from 
zero to 100 percent serpentinite to Francis Birch at Har
vard, who measured the velocity of sound in them and 
noted that the range of seismic velocities reported for the 
ocean crust and upper mantle could be duplicated by the 
degree of serpentization of these ultramafics. This, to
gether with Birch's earlier predilection for convection, 
led him to develop a model for the ocean crust and upper 
mantle. In this model, the crust and upper mantle consist 
of serpentinized and unaltered ultramafic rocks. The for
mation of this crust involved rising limbs of convection 
cells at the axes of the ridges. Along the margins of some 
oceans, particularly the Pacific, the ocean crust descends 
back into the Earth's interior, and the serpentinite, upon 
reaching the 500° isotherm, is converted back into man
tle periodite with a concomitant release of large quanti
ties of water. With some modifications this basic model 
became known as seafloor spreading. 

It is fair to say that Hess's interest in ultramafic rocks 
associated with mountain systems was almost destined to 
lead him into concepts of global tectonics. These rocks, 
part of a suite of mafic and ultramafic rocks called ophi-
olites and interpreted as old ocean crust and upper man
tle, elevated above the sea surface in subduction zones, 
are key elements of the plate tectonics model and the 
only remaining remnants of ocean crust older than 200 
million years. Hess's newly formed beliefs may well have 
led him and his fellow members of the American Miscel
laneous Society in the 1950s to conceive of the MO-
HOLE project designed to test the current models by 
drilling a hole through the entire ocean crust and into the 
mantle. This project never came to fruition, but led to the 
Deep Sea Drill ing Project and its successors, which have 
revolutionized our knowledge of the nature of ocean 
crust and the history of the ocean basins. 
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Hess's ideas were not always right in detail, but at the 
time they were advanced they were based solidly on the 
available data. As Charles Darwin pointed out many 
years ago in Descent of Man (1871), "False facts are 
highly injurious to the progress of science, for they often 
endure long; but false views, if supported by some evi
dence, do little harm, for everyone takes a salutary plea
sure in proving their falseness; and when this is done, 

one path towards error is closed and the road to truth is 
often at the same time opened." Harry's views were al
ways based on solid data, and his ideas were imagina
tive, stimulating, and consistent with the facts of the day. 
Although many have taken salutary pleasure in testing 
his models and developing new or modified models 
based on more advanced and difficult kinds of data, 
many of these owe their genesis to his original thinking. 

Summary 
1. Alfred Wegener proposed a hypothesis of conti

nental drift in the early years of the twentieth 
century, but because he could not explain how 
continents could move, his hypothesis was not 
widely accepted. 

2. Studies of the Earth's magnetism led to a revival 
of the continental drift hypothesis in the 1950s, 
and this eventually led to the plate tectonics hy
pothesis in the 1960s. 

3. The source of the Earth's magnetism is the 
molten outer core. 

4. As minerals such as magnetite, which can be
come permanent magnets, cool through the 
Curie temperature, they acquire magnetism with 
the polarity, inclination, and direction of the 
Earth's field. 

5. Paleomagnetism of lavas and sedimentary rocks 
reveals that either the magnetic poles have wan
dered in the past (apparent polar wandering) or 
the continents have drifted. Drifting is the cor
rect conclusion. 

6. Seafloor spreading is a hypothesis that new 
oceanic crust is created at midocean ridges by 
magma rising from deep inside the Earth. 

7. The seafloor spreading hypothesis was proved 
correct by the record of magnetic polarity rever
sals recorded in the oceanic crust. 

8. The lithosphere is broken into six large and 
many smaller plates, each about 100 km thick 
and each slowly moving over the top of the weak 
asthenosphere beneath it. 

9- Three kinds of margins are possible between 
plates. Divergent margins (spreading centers) are 
those where new lithosphere forms; plates move 
away from them. Convergent margins (subduc-
tion zones) are lines along which lithosphere 
capped by oceanic crust is subducted back into 
the mantle and where continental crust on adja
cent plates collides to form a collision margin. 
Transform fault margins are lines where two 
plates slide past each other. 

10. Divergent margins form when a continent splits 
because of thermal stresses. As the split grows 
wider, an ocean forms. 

11. Collision zones are the places where oceans dis
appear. 

12. The continental shelf is the flooded margin of a 
continent. The geological edge of a continent is 
the bottom of the continental slope, where 
oceanic crust meets continental crust. 

13- A deep-sea trench forms where lithosphere sinks 
into the asthenosphere as a result of subduction. 
Parallel to the trench and offset by about 150 km, 
a line of andesitic volcanoes forms an island arc. 
The volcanoes form because subducted oceanic 
crust starts melting at a depth of about 100 km. 

14. Plates move as a combination of pull exerted by 
the sinking, cold tongue of lithosphere, push ex
erted by magma rising at the spreading center, 
and by lithosphere sliding down the gently slop
ing lithosphere-asthenosphere boundary. 

Important Terms to Remember 
abyssal plain (p. 149) 
collision margin (p. 147) 
continental rise (p. 148) 
continental shelf (p. 148) 
continental slope (p. 148) 

convergent margin (p. 147) 
Curie point (p. 138) 
divergent margin (p. 147) 
paleomagnetism (p. 139) 
seafloor spreading (p. 140) 

spreading center (p. 147) 
subduction zone (p. 147) 
transform fault margin (p. 147) 
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Questions for Review 
1. Who was Alfred Wegener and what revolution

ary idea did he suggest? Why were scientists re
luctant to accept Wegener's idea when it was 
first proposed? 

2. Explain how the apparent wandering of mag
netic poles throughout geologic history can be 
used to help prove continental drift. 

3. How does lava carry a record of the Earth's mag
netic field? 

4. What are the main features of seafloor spreading? 
What critical test proved that the seafloor does 
move? 

5. What is a "plate" in plate tectonics? 

6. Briefly describe the three kinds of plate margins. 

7. Describe what happens when two plates topped 
by oceanic crust converge. Compare your de
scription with what happens when the converg
ing is between two plates capped by continental 
crust. 

8. How do satellite measurements help confirm the 
theory of plate tectonics? 

9. Identify the major topographic features of the 
ocean floor, and state how they are related to tec
tonic plates. 

10. How can earthquakes be used to outline the 
shape of plates and locate plate margins? 

11. Draw a cross section through the lithosphere at a 
convergent plate margin and mark the positions 
of the fore-arc basin, the back-arc basin, and the 
magmatic arc. 

12. The Himalaya and the Alps are said to be "grave

yards" of ancient oceans. Why? 

13. What causes earthquakes along a transform fault? 

14. Where does the energy come from to cause the 
movement of tectonic plates? 

15. What are the current theories of the causes of 
plate tectonics? 

16. Why do andesitic volcanoes occur around the Pa
cific rim? 

Questions for A Closer Look 
1. What is a spreading pole? 

2. Why does the speed differ from place to place on 
a plate? 

3. Where on a plate is the speed a maximum? 
Where a minimum? 

4. How do we know that the Pacific Ocean must be 
getting smaller? 

5. What is the difference between the relative 
speed of a plate and its absolute speed? 

6. How are the absolute speeds of plates deter
mined? 

7. The place where New York City now stands was 
once attached to North Africa at approximately 
the position of Marrakech in Morocco. New York 
City and Marrakech are now 5700 km apart. The 
North Atlantic plate is moving away from the 
African plate at a speed of 2 cm/y. How long has 
it taken for the Atlantic Ocean to reach its pre
sent width? 

1. In the vicinity of Los Angeles, the Pacific plate is 
moving northerly relative to the North American 
plate at a speed of 5.5 cm/y. Determine how long 
it will be before Los Angeles and San Francisco 
are side by side. Draw a map of the way the west 
coast of North America might look when Los An
geles and San Francisco are side by side. Now 
draw a map 10 million years after the two towns 
are adjacent. 

2. Although plate tectonics is manifested by such 
disasters as massive earthquakes and volcanic 

Questions for Discussion 
eruptions, it is nevertheless said that plate tec
tonics is a good thing for our planet. Discuss why 
this is so. 

3. What key observations would you plan to make if 
you were sending a spaceship to another planet 
and wished to find out whether plate tectonics 
operated on the planet? Assume for the purpose 
of discussion that the spaceship cannot land and 
so all observations have to be made remotely. 
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The Zaskar Range, Ladakh, 
part of the great Himalayan 
mountain chain which 
formed as a result of the 
collision between India and 
Asia. These strata, once 
horizontal layers on the 
floor of the ancient Tethys 
Sea, were contorted and 
tilted as a result of the colli
sion and elevated several 
thousand meters above the 
sea level. 

The Earth's Evolving Crust 



Tectonics, Erosion, and the 
Rock Record 

Recently, a team of Greek and British scientists dis
covered that tectonic forces are stretching Greece 
and slowly making it grow larger! 

A century ago the distances between a series of 
Greek survey monuments were measured very accu
rately. In 1988 a scientific team remeasured the dis
tances and found that Greece is now a meter longer. 
They also discovered that Greece is being twisted so 
that the southern end, the Peloponnesus, is moving to 
the southwest relative to the rest of Greece. The rea
son for the stretching and twisting is that a slice of 
Mediterranean seafloor is being slowly forced under 
Greece. 

Because Greece is being stretched, we conclude 
that rock in the Greek crust is being deformed. There 
is nothing unique or unusual about this conclusion. 
Evidence that rocks can be deformed is easy to find. If 
you look at a photograph of the Alps, the Rockies, the 
Appalachians, or any other mountain range, you will 
see once horizontal layers of sedimentary rocks that 
are now tilted and bent. 

As we saw in Chapter 6, the source of energy for 
tectonic forces is the Earth's heat energy. The huge, 
slow, convective flows of hot rock in the mesosphere 
and asthenosphere continuously buckle and warp the 
lithosphere. It is those convective forces that are ulti
mately the cause of the rock deformation we observe 
in mountain ranges and that are stretching Greece. 
Convection is slowly but steadily changing the exter

nal face of the Earth reservoir, and in response to 
those changes the other reservoirs, the hydrosphere, 
atmosphere, and biosphere, have to adjust and 
change. Where slow, long-term changes to the Earth 
systems are concerned, it is the solid Earth reservoir 
that calls the shots. 

The colliding, twisting, grinding, and stretching of 
the crust caused by tectonic forces has been continu
ous throughout the Earth's long history. However, 
just as tectonic forces have caused mountains to be 
raised, so has erosion worn away the uplifted rocks, 
and then water, wind, and ice have transported the 
debris and formed sediment. Sediment becomes sedi
mentary rock, and, when continents collide, sedimen
tary rock becomes metamorphic rock. The history of 
all the tectonic bumps and stretches—indeed, the 
long history of the Earth itself—is read both from the 
debris of erosion and from deformed rocks, which is 
all of the sedimentary rocks and the metamorphic 
rocks formed from them. We therefore begin this 
chapter by discussing how the ages of rocks are de
termined; then we turn to sediments and sedimentary 
rocks, followed by metamorphism and metamorphic 
rocks; and we end the chapter with a discussion of 
the structure of continents, how they have grown and 
changed. (For an alternative view of how some of the 
Earth's features might be explained, see the "Guest 
Essay" at the end of this chapter.) 
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SEDIMENTARY STRATA 
Like a perpetually restless housekeeper, nature is 
ceaselessly sweeping regolith off the solid rock be
neath it, carrying the sweepings away and depositing 
them as sediment in river valleys, lakes, and innumer
able other places. We can see sediment being trans
ported by trickles of water after a rainfall and by every 
wind that carries dust. The mud on a lake bottom, the 
sand on a beach, even the dust on a windowsill are all 
sediment. Because erosion and deposition of rock par
ticles take place almost continuously, we find sedi
ment nearly everywhere. By looking closely, it is pos
sible to see that sediment, regardless of where it is 
deposited, is piled layer on layer. Studies of the layers 
reveal a great deal about the way the Earth works. 

Sedimentary stratification results from the 
arrangement of sedimentary particles in layers (Fig. 
7.1). Each sedimentary stratum (pl. strata) is a dis
tinct layer of sediment that accumulated at the Earth's 

surface. The layered arrangement of strata in a body 
either of sediment or of sedimentary rock is referred 
to as bedding. Each bed in a succession of strata can 
be distinguished from adjacent beds by differences in 
thickness or character. 

Stratigraphy 

The historical information that geologists work with is 
largely in the form of layered sedimentary rocks that 
crop out at the Earth's surface or that can be pene
trated by drilling. Examine the rocks shown in Figure 
7.1. You will see distinct differences in the thick
nesses and colors of the many layers. The differences 
arise from changes in the environment as the sedi
ments accumulated. Because sedimentary rocks carry 
important clues about past environments at the 
Earth's surface, the sequence and age of strata provide 
the basis for reconstructing much of the Earth's envi
ronmental history. 

Figure 7.1 Multicolored sedimentary rocks in Capital Reef National Park, Utah. 
Each layer is a separate stratum. 



The study of strata is called stratigraphy. Two 
straightforward and simple, but nevertheless very 
powerful, laws underlie stratigraphy. The first is the 
law of original horizontality, which states that sed
iments are deposited in strata that are horizontal or 
nearly so and parallel to the Earth's surface. From this 
generalization we can infer that rock layers now in
clined, or even buckled and bent, must have been dis
turbed since the time they were deposited. 

The second law is the principle of stratigraphic 
superposition, which states that in any sequence of 
sedimentary strata the order in which the strata were 
deposited is from the bottom to the top. The red strata 
at the bottom of Capital Reef (Fig. 7.1) are older than 
the light-brown strata at the top of the reef. 

Breaks in the Stratigraphic 
Record 
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Figure 7.2 Sequence of geologic events leading to the 
three kinds of unconformity: (1) nonconformity; (2) angu
lar unconformity; and (3) disconformity. 

A pile of strata deposited layer after layer without any 
interruption is said to be conformable. Commonly, 
however, there are substantial breaks or gaps in a sed
imentary record. These represent times of nondeposi-
tion to which the term unconformity is applied. An 
unconformity records a change in either environmen
tal conditions that caused deposition to cease for a 
considerable time, or erosion that resulted in loss of 
part of an earlier-formed depositional record, or a 
combination of both. 

There are three important kinds of unconformities. 
The first, labeled (1) in Figure 7.2, is a nonconfor
mity, where strata overlie igneous or metamorphic 
rocks. The second and most obvious is the angular 
unconformity, which is marked by angular disconti
nuity between older and younger strata. It is labeled 
(2) in Figure 7.2. An angular unconformity implies 
that the older strata were deformed and then trun
cated by erosion before the younger layers were de
posited across them. The outcrop at Siccar Point, dis
cussed in the Introduction (Fig. 1.4) and used by James 
Hutton in his hypothesis of the rock cycle, is obvi
ously an angular unconformity. The third kind of un
conformity is called a disconformity; it is an irregular 
surface of erosion between parallel strata, and it im
plies a cessation of sedimentation, as well as erosion, 
but no tilting. The surface numbered (3) in Figure 7.2 
is a disconformity. 

A study of unconformities reveals the close rela
tionship between tectonics, erosion, and sedimenta
tion. All of the Earth's land surface is a potential sur
face of unconformity. Some of today's surface will be 
destroyed by erosion, but other parts will be covered 

by sediment and preserved as a record of the present 
landscape. For example, the Swiss Alps, which were 
elevated by plate tectonic movements, are now being 
eroded away. Meanwhile, the eroded material is being 
carried away by streams and deposited in the Mediter
ranean Sea. The Mediterranean seafloor was once dry 
land, but tectonic forces depressed it, just as tectonic 
forces elevated the Alps. A surface of unconformity 
separates the young, river-transported sediments and 
the older rocks of the seafloor on which the sedi
ments are being piled. In a sense, accumulation in one 
place compensates for destruction in another. As 
James Hutton recognized, unconformities provide 
powerful evidence that interactions between the solid 
Earth on the one hand, and the atmosphere, hydros
phere, or biosphere on the other hand, have been 
going on throughout the Earth's long history. 
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Figure 7.3 The geologic time scale. Absolute ages obtained from radiometric dates. Note 
that the Pennsylvanian and Mississippian periods are equivalent to the Carboniferous Period 
of Europe. The time boundary between the Archean and Hadean is uncertain, for no rocks of 
the Hadean Eon are known on the Earth. Hadean rocks are known to exist on other planets in 
the solar system. 

Stratigraphic Correlation 
Any distinctive stratum or group of strata that differ 
from the strata above and below are given a name. 
The strata in Figure 7.1, for example, are called the 
Navajo Sandstone. Early in the nineteenth century an 
English land surveyor, William Smith, while surveying 
for the construction of new canals, realized that dis
tinctive sedimentary strata throughout western Eng
land lay, as he put it, "like slices of bread and butter" 
in a definite, unvarying sequence. He became familiar 
with the characteristics of each layer, especially the 

fossils each contained, and with the sequence of the 
layers. By looking at a specimen of sedimentary rock 
collected from anywhere in southern England, he 
could name the stratum from which it had come and, 
of course, the position of the stratum in the sequence. 

Smith did not believe that his discovery reflected 
any particular scientific principle; he thought it was 
purely practical. Nevertheless, it opened the door to 
the correlation of sedimentary strata over increasingly 
wide areas. Correlation means the determination of 
equivalence in age of the succession of strata found in 
two or more different areas. Smith correlated strata 



Era 

Cenozoic 

Mesozoic 

Paleozoic 

Period 

Quaternarya 

Tertiarya 

Cretaceous 

Jurassic 
Triassic 

Permian 
Pennsylvanian 
Mississippian 
Devonian 
Silurian 
Ordovician 
Cambrian 

Epoch 

Holocene 
Pleistocene 

Pliocene 
Miocene 
Oligocene 
Eocene 
Paleocene 


Epoch 
Names 

Used 
Only 
by 

Specialists 

¯ 

Origin of Name 

Greek for wholly recent 
Greek for most recent 

Greek for more recent 
Greek for less recent 
Greek for slightly recent 
Greek for dawn of the recent 
Greek for early dawn of the recent 

Latin for chalk, after chalk cliffs of southern England 
and France 

Jura Mountains, Switzerland, and France 
Threefold division of rocks in Germany 

Province of Perm, Russia 
State of Pennsylvania 
Mississippi River 
Devonshire, county of Southwest England 
Silures, ancient Celtic tribe of Wales 
Ordovices, ancient Celtic tribe of Wales 
Cambria, Roman name for Wales 
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Table 7.1 
Origin of Names for Periods of the Paleozoic, Mesozoic, and Cenozoic Eras, and the Epochs of the Quaternary and Tertiary 
Periods 

aDerived from eighteenth- and nineteenth-century geological time scale that separated crustal rocks into a fourfold division of Primary, Sec
ondary, Tertiary, and Quaternary, based largely on relative degree of lithification and deformation. 

initially over distances of several kilometers and later 
over tens of kilometers. By means of fossils in the sed
imentary rocks, it ultimately became possible to cor
relate through hundreds and then thousands of kilo
meters. 

THE GEOLOGIC COLUMN 

Geologists deal with two kinds of time, relative and 
absolute. Relative time is the order in which a se
quence of past events occurred, whereas absolute 
time is the time in years, when a specific event hap
pened. 

One of the great successes of the nineteenth-cen
tury geologists was the demonstration, through strati-
graphic correlation, that the relative ages of strati-
graphic sequences are the same on all continents. 
Through worldwide correlation, those nineteenth-
century geologists assembled a geologic column, 
which is a composite columnar section containing in 
chronological order the succession of known strata, 
fitted together on the basis of their fossils or other ev
idence of relative age. 

Standard names have evolved for the subdivisions 
of the geologic time units corresponding to the rock 

units of the geologic column. The units of the geo
logic time scale, which, like the geologic column, can 
be used worldwide, are eons, eras, periods, and 
epochs as shown in Figure 7.3 and Table 7.1. 

The scientists who worked out the geologic col
umn and time scale were challenged by the question 
of absolute time. They knew the relative time order in 
which strata of the geologic column had formed, but 
they also wished to know whether the sediments in 
the strata had accumulated during the same length of 
time. They sought answers to questions such as these: 
"How much time elapsed between the end of the 
Cambrian Period and the beginning of the Permian Pe
riod?" "How long was the Tertiary Period?" Absolute 
ages must be determined in order to answer such 
questions as the age of the Earth, the age of the ocean, 
how fast mountain ranges rise, and how long humans 
have inhabited the Earth. 

The discovery of radioactivity in 1896 provided a 
reliable way to measure absolute geologic time. Ra
dioactivity is a process that runs continuously, that is 
not reversible, that operates the same way and at the 
same speed everywhere, and that leaves a continuous 
record without any gaps in it. For a discussion of how 
radioactivity is used to measure absolute ages, see "A 
Closer Look: Radioactivity and the Measurement of 
Absolute Time." 



Radioactivity and 
the Measurement of 
Absolute Time 

We learned in Chapter 4 that most chemical elements 
have several naturally occurring isotopes (atoms with the 
same atomic number and hence the same chemical 
properties, but different mass numbers). Most isotopes 
found in the Earth are stable and not subject to change. 
However, a few, such as carbon-14 (14C), are radioactive 
because of an instability in the nucleus and will trans
form spontaneously to either a more stable isotope of the 
same chemical element or an isotope of a different 
chemical element—14C, for example, expels an electron 
from its nucleus and transforms to 14N. 

The rate of transformation—radioactive decay rate as 
it is now more commonly called—is different for each 
isotope. Careful study of radioactive isotopes in the lab
oratory has shown that decay rates are unaffected by 
changes in the chemical and physical environment. 
Thus, the decay rate of a given isotope is the same in the 
mantle or a magma as it is in a sedimentary rock. This is 
a particularly important point because it leads to the 
conclusion that rates of radioactive decay are not 

changed by geologic processes and therefore can be 
used to measure absolute time. 

All decay rates follow the same basic law that is de
picted in Figure C7.1. The law of radioactive decay, 
stated in words, is that the proportion of parent atoms 
that decay during each unit of time is always the same. 
The number of decaying parent atoms continuously de
creases, while the number of daughter atoms continu
ously increases. 

The rate of radioactive decay is measured by the half-
life, which is the time needed for the number of parent 
atoms to be reduced by one-half. For example, if the 
half-life of a radioactive isotope is 1 hour and we started 
an experiment with a mineral containing 1000 radioac
tive atoms, at the end of an hour only 500 parent atoms 
would remain and 500 daughter atoms would have 
formed. At the end of a second hour there would be 250 
parent and 750 daughter atoms, and after hour 3, 125 
parents and 875 daughters. The half-lives of radioactive 
isotopes used to measure absolute geologic times are 

Figure C7.1 Curves illustrating the basic law of radioactivity. A. At time zero, a sample consists of 100 percent 
radioactive parent atoms. During each time unit, half the atoms remaining decay to daughter atoms. B. At time zero, 
no daughter atoms are present. After one time unit corresponding to a half-life of the parent atoms, 50 percent of the 
sample has been converted to daughter atoms. After two time units, 75 percent of the sample is daughter atoms and 
25 percent parent atoms. After three time units, the percentages are 87.5 and 12.5, respectively. Note that at any 
given instant Np, the number of parent atoms remaining, plus Nd, the number of daughter atoms, equals N0, the num
ber of parent atoms at time zero. 

A Closer Look 
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thousands to millions of years long, but the decay law is 
the same for all isotopes regardless of the length of the 
half-life. 

In the graphic illustration of radioactive decay in Fig
ure C7.1, the time units marked are half-lives. Of course, 
the time units are of equal length, but at the end of each 
unit the number of parent atoms, and therefore the ra
dioactivity of the sample, has decreased by exactly one-
half of the value at the beginning of the unit. Figure C7.1 
also shows that the growth of daughter atoms just 
matches the decline of parent atoms. When the number 
of remaining parent atoms (Np) is added to the number of 
daughter atoms (Nd), the result is N0, the number of par
ent atoms that a mineral sample started with. That fact is 
the key to the use of radioactivity as a means of measur
ing geologic time and determining ages. 

Potassium-Argon ( 4 0 K/ 4 0 Ar) Dating 
We have selected one of the naturally radioactive iso
topes, potassium-40 (40K), to illustrate how the absolute 
time of formation of certain minerals can be determined. 
Potassium has three natural isotopes: 39K, 40K, and 41K. 
Only one, 40K, is radioactive, and its half-life is 1.3 bil
lion years. The decay of 40K is interesting because two 
different decay schemes occur. Twelve percent of the 
40K atoms decay to 40Ar, an isotope of the gas argon. The 
remaining 88 percent of the 40K atoms decay to 40Ca. It 
is important to know that the fraction of 40K atoms de
caying to 40Ar is always 12 percent; the percentage is not 
affected by changes in physical or chemical conditions. 

When a potassium-bearing mineral crystallizes from a 
magma, or grows within a metamorphic rock, it includes 
some 40K in its crystal structure. As soon as the mineral is 
formed, 40Ar and 40Ca daughter atoms start accumulat
ing in the mineral, because they are trapped, like the par
ent 40K atoms, in the crystal structure. Because the ratio 
of 40Ar to 40Ca daughter atoms is always the same, it is 
only necessary to measure either 40Ar or 40Ca daughter 
atoms in order to know how many 40K atoms have de
cayed. It is more convenient to measure 40Ar because 
argon is an element that can be measured very accu
rately. 

All that has to be done to determine the absolute time 
of eruption of an extrusive igneous rock is to select a 
potassium-bearing mineral in the rock and measure the 
amount of parent 40K that remains, as well as the amount 
of trapped 40Ar. With the half-life of 40K known, it is a 
straightforward matter to calculate the radiometric age— 
the length of time a mineral has contained its built-in ra
dioactivity clock. What is actually measured, of course, 
is the time since the mineral formed in a cooling magma. 
Because the time of mineral formation is effectively the 
time at which the extrusive igneous rock was formed, the 
mineral age and the rock age are the same. 

Absolute Time and the Geologic Time Scale 
Many naturally radioactive isotopes can be used for ra
diometric dating, but six predominate in geologic stud
ies. These are the two radioactive isotopes of uranium as 
well as the single radioactive isotopes of thorium, potas
sium, rubidium, and carbon. These isotopes occur 
widely in different minerals and rock types, and they 
have a very wide range of half-lives, so that many geo
logic materials can be dated radiometrically. 

Through the various methods of radiometric dating, 
geologists have determined the dates of solidification of 
many bodies of igneous rock. Many such bodies have 
identifiable positions in the geologic column; as a result, 
it becomes possible to date, approximately, a number of 
the sedimentary layers in the column. 

The standard units of the geologic column consist of 
sedimentary strata containing characteristic fossils, but 
the typical rocks from which radiometric dates (other 
than 14C dates) are determined are igneous rocks. It is 
necessary, therefore, to be sure of the relative time rela
tions between an igneous body that is datable and a sed
imentary layer whose fossils closely indicate its position 
in the column. 

Figure C7.2A and B shows how ages of sedimentary 
strata are approximated from the ages of igneous bodies. 
In Figure C7.2A, a sequence of sedimentary strata con
taining fossils of known relative ages is separated by an 
unconformity and two disconformities. Intrusive igneous 
rock A cuts strata 1 and 2 but is truncated by the discon-
formity at the top of stratum 2. Thus, A must be younger 
than strata 1 and 2 but older than stratum 3, which was 
laid down on the erosion surface at the top of stratum 2 
and contains weathered fragments of A among the sedi
mentary particles. Similarly, the combination of dikes 
and sills that make up the intrusive igneous complex 6 
are truncated by the disconformity at the top of stratum 
3, and they must be younger than stratum 3 but older 
than stratum 4. Lava flow C above the disconformity at 
the top of stratum 3 must also be younger than stratum 3 
and younger than the dike-sill complex B. Lava flow C 
must be older than stratum 4, however, because it is cov
ered by stratum 4, and lava flow D must be even younger 
because it overlies stratum 4. 

From the radiometric dates of the igneous bodies and 
the relative ages of the geologic relations shown in Fig
ure C7.2A, inferences can be drawn about the ages of the 
sedimentary strata as shown in Figure C7.2B. 

Through a combination of geologic relations and ra
diometric dating methods, twentieth-century scientists 
have been able to fit a scale of absolute time to the geo
logic column worked out in the nineteenth century. The 
scale is being continuously refined, and so the numbers 
given in Figure 7.3 should be considered the best avail
able now. Further work will make them more accurate. 



Figure C7.2 The application of radiometric 
dating to the geologic column. For method, see 
the text discussion. A. Idealized section showing 
sedimentary strata, angular unconformity, dis-
conformities, lava flows, and igneous intrusions. 
Numbers in brackets are the radiometric ages of 
the igneous rocks determined by the potassium-
argon method. B. Interpretation of the absolute 
ages of the four groups of sedimentary strata la
beled 1 to 4. 
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SEDIMENT AND 
SEDIMENTARY ROCK 

There are two families of sediment, clastic and chem
ical. The principal difference between them is the 
way the sediment is transported. 

Clastic sediment (from the Greek word klastos, 
meaning broken) is simply bits of broken rock and 
minerals that are moved as solid particles. Any in
dividual particle of clastic sediment is a clast, and 
clasts tend to be the rock-forming minerals, such 
as quartz and feldspar, that are most durable dur
ing erosion. 

Chemical sediment is transported in solution 
and deposited when the dissolved minerals are 
precipitated. 

The transformation of sediment to sedimentary 
rock is called lithification (from the Greek lithos, 
meaning stone, hence stone-making). As discussed in 
Chapter 4, lithification happens either by the addition 
of a cement or by recrystallization of the sediment par
ticles to a firm, coherent mass. 

Clastic Sediment and Clastic 
Sedimentary Rock 

Clast size is the primary basis for classifying clastic 
sediment and clastic sedimentary rock. Clastic sedi
ment can be divided into four main classes, which 
from coarsest to finest are gravel, sand, silt, and clay 
(Fig. 7.4). Gravel is further classified on the basis of 
dominant clast size into boulder gravel, cobble gravel, 
and pebble gravel (Table 7.2). The names of the clas
tic sedimentary rocks corresponding to the various 
clastic sediments are conglomerate, sandstone, 
siltstone, and shale as listed in Figure 7.4 and Table 
7.2. 

Clastic sediment is transported in many ways. It 
may slide or roll down a hillside under the pull of grav
ity, or it may be carried by a glacier, by the wind, or by 
flowing water. In each case, when transport ceases, 
the sediment is deposited in a fashion characteristic of 
the transporting mechanism. Deposition occurs be
cause of a drop in energy. Sediment transported by 
wind or water is deposited when the moving air or 
flowing water slows to a speed at which clasts can no 
longer be carried. In a general way, grain size in sedi
ment moved by wind or water is related to the speed 
of the transporting agent: the faster the speed, the 
larger the clasts that can be moved. When the speed 
fluctuates, clast sorting occurs. For example, a rapidly 
flowing river will remove all the fine particles, leaving 

Figure 7.4 Principal kinds of clastic sediment and the sedimentary rocks formed 
from them. A. Sediment is classified and named for the sizes of the clasts. B. Rock is 
formed from clastic sediment. 



Name of Particle 

Boulder 
Cobble 
Pebble 
Sand 
Silt 
Clayb 

Size Limits of Diameter (mm)a 

More than 256 
64 to 256 
2 to 64 
1/16 to 2 
1/256 to 1/16 
Less than 1/256 

Names of Loose Sediment 

Boulder gravel 
Cobble gravel 
Pebble gravel 
Sand 
Silt 
Clay 

Names of Consolidate Rock 

Boulder conglomeratec 

Cobble conglomeratec 

Pebble conglomerate 
Sandstone 
Siltstone 
Shale 
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Table 7.2 
Definition of Clastic Particles Together with the Sediments and Sedimentary Rocks Formed from Them 

a Note that size limits of sediment classes are powers of 2, just as are memory limits in microcomputers (for example, 2K, 64K, 256K, 
512K). 
b Clay, used in the context of this table, refers to particle size. The term should not be confused with clay minerals, which are definite min
eral species. 
c If the clasts are angular, the rock is called a breccia rather than a conglomerate. 

behind only the largest clasts. As the speed of the 
flowing water slows, smaller and smaller clasts are 
dropped and well-sorted sediment is the result (Fig. 
7.5). 

A sediment having a wide range of clast size is said 
to be poorly sorted. Such sediment is created, for ex
ample, by rockfalls, by the sliding of debris down hill-
slopes, by the slumping of loose deposits on the 
seafloor, by mudflows, and by deposition of debris 
from glaciers or from floating ice. Some poorly sorted 
sediments are given specific names (for example, till 
is a poorly sorted sediment of glacial origin, while the 
corresponding rock is a tillite). 

Some clastic sediment displays a distinctive alter
nation of parallel layers having different clast sizes 
(Fig. 7.6). Such alternation suggests that some natu
rally occurring rhythm has influenced sedimentation. 
A pair of such sedimentary layers deposited over the 
cycle of a single year is termed a varve (Swedish for 
cycle). Varves are most common in deposits of high-
latitude or high-altitude lakes, where there is a strong 

contrast in seasonal conditions. In spring, as the ice of 
nearby glaciers starts to melt, the inflow of sediment-
laden water in a lake increases, and coarse sediment is 
deposited throughout the summer. With the onset of 
colder conditions in the autumn, streamflow de
creases and ice forms over the lake surface. During 
winter, very fine sediment that has remained sus
pended in the water column slowly settles to form a 
thinner, darker layer above the coarse, lighter colored 
summer layer. Varved lake sediments are common in 
Scandinavia and New England where they formed be
yond the retreating margins of ice age glaciers. 

Cross bedding refers to sedimentary beds that are 
inclined with respect to a thicker stratum within 
which they occur (Fig. 7.7). Cross beds consist of 
clasts coarser than silt and are the work of turbule nt 
flow in streams, wind, or ocean waves. As they are 
move along, the clasts tend to collect in ridges, 
mounds, or heaps in the form of ripples, waves, or 
dunes that migrate slowly forward in the direction of 
the current. Clasts accumulate on the downstream 

Figure 7.5 Clastic sediment ranges from very poorly sorted to very well sorted, de
pending on the extent to which the constituent grains are of equal size. 
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Figure 7.6 Varves deposited in a glacial age lake in 
southern Connecticut. Each pair of layers in a sequence of 
varves represents an annual deposit. Light-colored silty 
layers were deposited in summer, and the dark-colored 
clayey layers accumulated in winter. 

Figure 7.7 Ancient cross-bedded sand dunes that have 
been converted to sedimentary rock that crops out near 
Kanab, Utah. The inclination of the cross beds shows that 
the ancient prevailing winds were blowing from left to 
right. 

Figure 7.8 The fossil remains of a kauri pine lie next to 
the skeleton of a fossil fish on a bedding plane of a 175-
million-year-old shale in Australia. 

slope of the pile to produce beds having inclinations 
as great as 35°. The direction in which cross bedding 
is inclined tells the direction in which the related cur
rent of water or air was flowing at the time of deposi
tion. 

Many bodies of sediment contain fossils, the re
mains of plants and animals that died and were incor
porated and preserved as the sediment accumulated. 

Sometimes the form of an original plant or animal is 
preserved (Fig. 7.8), but more commonly the remains 
are broken and scattered. As we will see in later chap
ters, especially chapters 14 to 16, fossils in sedimen
tary rocks provide important evidence about the his
tory of the biosphere. 

Chemical Sediment and Chemical 
Sedimentary Rocks 

Chemical sediment forms when dissolved substances 
precipitate. One common example of precipitation in
volves the evaporation of seawater or lake water; as 
the water evaporates, dissolved matter is concen
trated and salts begin to precipitate out as chemical 
sediment. Chemical sediment formed as the result of 
evaporation is called an evaporite. The most impor
tant are halite (NaCl) and gypsum (CaSO4·2H2O); the 
corresponding rocks are salt and gyprock, respec
tively. 

When chemical sediment forms as a result of bio
chemical reactions in water, the resulting sediment is 
said to be biogenic. One common example of a bio
genic reaction involves tiny plants living in seawater; 
the plants remove dissolved carbon dioxide and 
thereby decrease the acidity of the surrounding water. 
As a result of decreased acidity, calcium carbonate is 
precipitated; such a precipitate is a biogenic sedi
ment. 
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Figure 7.9 Plant matter in peat (a biogenic sediment) is converted to coal (a bio
genic sedimentary rock) by decomposition and increasing pressure and temperature as 
overlying sediments build up. By the time a layer of peat 50 m thick is converted to bi
tuminous coal, its thickness has been reduced by 90 percent. In the process, the pro
portion of carbon has increased from 60 to 80 percent. 

Limestone and dolostone, containing the miner
als calcite and dolomite, respectively, are the most im
portant biogenic rocks. Limestone composed entirely 
of shelly debris is called coquina. Other limestones 
consist of cemented reef organisms (reef limestone), 
the compacted carbonate shells of minute floating or
ganisms (chalk), and accumulations of tiny round, cal
careous accretionary bodies (ooliths) that are 0.5 to 1 
mm (0.02 to 0.04 in) in diameter (politic limestone). 

Biogenic sediment can form both in the sea and on 
land. Plants such as trees, bushes, and grasses con
tribute most of the biogenic material on land. In 
water-saturated environments, such as bogs or 
swamps, plant remains accumulate to form peat, a 
sediment with a carbon content of about 60 percent. 
Peat is the initial stage in the development of the bio
genic sedimentary rock we call coal. 

As peat is buried beneath more plant matter and ac

cumulating sand, silt, or clay, both temperature and 
pressure rise. As millions of years pass, the increased 
temperature and pressure bring about a series of 
changes. The peat is compressed, water is squeezed 
out, and the gaseous organic compounds such as 
methane (CH4) escape, leaving an increased propor
tion of carbon. The peat is thereby converted into lig
nite and eventually into coal (Fig. 7.9). 

METAMORPHISM: 
NEW ROCKS FROM OLD 

Metamorphic rocks are of particular interest because 
the changes they undergo occur in the solid state. As 
tectonic plates move and crustal fragments collide, 
rocks are squeezed, stretched, bent, heated, and 
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changed in complex ways. Even when a rock has 
been altered two or more times, however, vestiges of 
its earlier forms are usually preserved because the 
changes occurred in the solid state. Solids, unlike liq
uids and gases, tend to retain a "memory" of the 
events that changed them. In many ways, therefore, 
metamorphic rocks are the most complex but also the 
most interesting of the rock families. In them is pre
served the story of all the collisions that have hap
pened to the crust. Deciphering the record is an ex
ceptional challenge for geologists. For example, when 
tectonic plates collide, distinctive kinds of metamor
phic rocks form along the plate edges. Therefore, by 
studying the distribution of metamorphic rocks, it is 
possible to determine where the boundaries of an
cient continents once were. Geologists also use evi
dence derived from metamorphic rocks to determine 
how long plate tectonics has been active on the Earth. 
So far the evidence suggests that plate tectonics has 
been operating for at least 2 billion years! 

The Limits of Metamorphism 

Metamorphism describes changes in mineral assem
blage and texture in sedimentary and igneous rocks 
subjected to temperatures above 200°C (392°F) and 
pressure in excess of about 300 MPa (the pressure 
caused by a few thousand meters of overlying rock). 
There is, of course, an upper limit to metamorphism 
because at sufficiently high temperatures rock will 
melt. Remember, then: metamorphism refers only to 

Figure 7.10 Ranges of temperature and pressure 
(equivalent to depth) under which metamorphism occurs 
in the crust. At lowest temperatures and pressure, sedi
ment is converted to sedimentary rock. At the highest tem
perature and pressure, melting commences and the result 
is magma rather than rock. 

changes in solid rock, not to changes caused by melt
ing. Changes due to melting involve igneous phenom
ena, as discussed in Chapter 4. 

Low-grade metamorphism refers to metamorphic 
processes that occur at temperatures from about 
200°C (392°F) to 320°C (608°F) and at relatively low 
pressures (Fig. 7.10). High-grade metamorphism 
refers to metamorphic processes at high temperature 
(above about 550°C or 1022°F) and high pressure. In
termediate-grade metamorphism lies between low 
and high grade. 

Controlling Factors in 
Metamorphism 

In a simplistic way, you can think of metamorphism as 
cooking. When you cook, what you get to eat de
pends on what you start with and on the cooking con
ditions. So too with rocks: the end product is con
trolled by the initial composition of the rock and by 
the metamorphic (or cooking) conditions. The chem
ical composition of a rock undergoing metamorphism 
plays a controlling role in the new mineral assem
blage; so do changes in temperature and pressure. 
The ways in which temperature and pressure control 
metamorphism are not entirely straightforward, how
ever, because they are strongly influenced by such 
factors as the presence or absence of fluids, how long 
a rock is subjected to high pressure or high tempera
ture, and whether the rock is simply compressed or is 
twisted and broken as well as compressed during 
metamorphism. 

Chemical Reactivity Induced by Fluids 
The innumerable open spaces between grains in a 
sedimentary rock and the tiny fractures in many ig
neous rocks are called pores, and all pores are filled by 
a watery fluid. The fluid is never pure water; it always 
has dissolved in it small amounts of gases such as CO2 

and salts such as NaCl and CaCl2, as well as traces of 
all the mineral constituents present in the enclosing 
rock; and at high temperature the fluid is more likely 
to be a vapor than a liquid. Regardless of its composi
tion or phase, the intergranular fluid (for that is its 
best designation) plays a vital role in metamorphism. 

When the temperature of, and pressure on, a rock 
undergoing metamorphism change, so does the com
position of the intergranular fluid. Some of the dis
solved constituents move from the fluid to the new 
minerals growing in the metamorphic rock. Other 
constituents move in the other direction, from the 
minerals to the fluid. In this way, the intergranular 
fluid serves as a transporting medium that speeds up 
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chemical reactions in much the same manner that 
water in a stew pot speeds up the cooking of a tough 
piece of meat. 

Pressure and Temperature 
When a mixture of flour, salt, sugar, yeast, and water 
is baked, the high temperature causes a series of 
chemical reactions—new compounds are formed and 
the result is a loaf of bread. When rocks are heated, 
new minerals grow and the result is a metamorphic 
rock. In the case of the rocks, the cooking is brought 
about by the Earth's internal heat. Rocks can be 
heated by burial, by a nearby igneous intrusion, or by 
a thickening of the crust owing to collision. But burial, 
collision, and intrusion can also cause a change in 
pressure. Therefore, whatever the cause of the heat
ing, metamorphism can rarely be considered to be en
tirely the result of a rise in temperature. The effects at

tributable to changing temperature and pressure must 
be considered together. 

When discussing metamorphic rocks, scientists 
often use the term stress in place of pressure because 
stress has the connotation of direction. Rocks are 
solids, and solids can be squeezed more strongly in 
one direction than another; that is, stress in a solid, 
unlike stress in a liquid, can be different in different di
rections. The textures in many metamorphic rocks 
record differential stress (meaning not equal in all 
directions) during metamorphism. By contrast, most 
igneous rocks have textures formed under uniform 
stress (meaning equal in all directions) because ig
neous rocks crystallize from liquids. 

The most visible effect of metamorphism in a dif
ferential stress field involves the texture of silicate 
minerals, such as micas and chlorites, that contain 
polymerized (Si4O10)

4- sheets. Compare Figure 7.11A 

Figure 7.11 Comparison of textures developed in rocks of the same composition under uniform 
and differential stress. A. Granite, consisting of quartz, feldspar, and mica (the dark mineral) that 
crystallized under a uniform stress. Note that mica grains are randomly oriented. B. High-grade 
metamorphic rock, also consisting of quartz, feldspar, and mica, that crystallized under a differen
tial stress. Mica grains are parallel, giving the rock a distinct foliation. 
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and B. Figure 7.11A is a granite that has a typical tex
ture of randomly oriented mineral grains that grew in 
a uniform stress field. Figure 7.11B is a metamorphic 
rock containing the same minerals as those in A, but 
this rock formed in a differential stress field. Note that 
in Figure 7.11B all the biotite grains (black) are paral
lel, giving the rock a distinctive texture. 

In a metamorphic rock containing sheet-structure 
minerals, the sheets are oriented perpendicular to the 
direction of maximum stress, as shown in Figure 
7.11B. The parallel sheets produce a planar texture 
called foliation, named from the Latin word folium, 
meaning leaf. Foliated rock tends to split into thin 
flakes. 

It is important to understand that stress can be high 
or low. It is the magnitude of the stress that deter
mines a mineral assemblage. Texture, on the other 
hand, is controlled by differential versus uniform 
stress. To avoid confusion, geologists often use the 
term stress to discuss texture and pressure to discuss 
mineral assemblages and metamorphic grades. 

Metamorphic Mineral 
Assemblages 

Metamorphism produces new mineral assemblages as 
well as new textures. As temperature and pressure 
rise, one new mineral assemblage follows another. 

For any given rock composition, each assemblage is 
characteristic of a given range of temperature and 
pressure. A few of these minerals are found rarely (or 
not at all) in igneous and sedimentary rocks. There
fore, their presence in a rock is usually sufficient evi
dence that the rock has been metamorphosed. Exam
ples of these metamorphic minerals are chlorite, 
serpentine, talc, and the three Al2SiO5 minerals an-
dalusite, kyanite, and sillimanite. The way mineral as
semblages change with grade of metamorphism as a 
shale is metamorphosed is illustrated in Figure 7.12. 

Kinds of Metamorphism 

The processes that result from changing temperature 
and pressure, and that cause the metamorphic 
changes observed in rocks, can be grouped under the 
terms mechanical deformation and chemical recrys-
tallization. Mechanical deformation includes grind
ing, crushing, and the development of foliation (Fig. 
7.13). Chemical recrystallization includes all the 
changes in mineral composition, in growth of new 
minerals, and the losses of H2O and CO2 that occur as 
rock is heated and pressurized. Different kinds of 
metamorphism reflect the different levels of impor
tance of the two processes. The two most important 
kinds of metamorphism are burial and regional meta
morphism. 

Figure 7.12 Changing mineral assemblages as a shale is metamorphosed from low 
to high grade. Kyanite and sillimanite have the same composition (Al2SiO3) but differ
ent crystal structures. They are found only in metamorphic rocks. 
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Figure 7.13 Development of foliation in a granite by 
mechanical deformation—the mineral assemblage is un
changed but the texture changes. From Groothoek, South 
Africa. A. Undeformed granite consisting of quartz, 
feldspar, and mica. The dark patch in the center of the field 
of view is a fragment of amphibolite (a metamorphic rock 
consisting largely of amphibole) that fell into the magma 
during intrusion. Foliation is not present. B. The original 
granitic texture has been completely changed, and the 
granite has been metamorphosed to a gneiss with a dis
tinct foliation. The dark streak above the hammer handle 
was originally an inclusion of amphibolite like that in A. 
The amphibolite fragment has been crushed and stretched 
by the differential stress during the metamorphic 
processes. 

Burial Metamorphism 
Sediments, together with interlayered pyroclastics, 
may attain temperatures in excess of 200°C (392°F) or 
more when buried deeply in a sedimentary basin and 
thus subjected to metamorphism. Abundant pore 
water is present in buried sediment, and this water 
speeds up chemical recrystallization and helps new 

minerals to grow. Because water-filled sediment is 
weak and acts more like a liquid than a solid, how
ever, the stress during burial metamorphism tends 
to be uniform. As a result, little mechanical deforma
tion is involved in burial metamorphism, and the re
sulting metamorphic rock lacks foliation. The texture 
looks like that of an essentially unaltered sedimentary 
rock, even though the mineral assemblages in the two 
are completely different from one another. 

Burial metamorphism is the first stage of metamor
phism in deep sedimentary basins, such as deep-sea 
trenches on the margins of tectonic plates and off the 
mouths of great rivers. Burial metamorphism is 
known to be happening today in the great pile of sed
iments accumulated in the Gulf of Mexico, off the 
mouth of the Mississippi River. 

Regional Metamorphism 
The most common metamorphic rocks of the conti
nental crust occur in areas of tens of thousands of 
square kilometers, and the process that forms them is 
called regional metamorphism. Unlike burial meta
morphism, regional metamorphism involves differen
tial stress and a considerable amount of mechanical 
deformation in addition to chemical recrystallization. 
As a result, regionally metamorphosed rocks tend to 
be distinctly foliated. For a discussion of the textures 
and mineral assemblages of regionally metamor
phosed rocks, see "A Closer Look: Kinds of Metamor
phic Rock." 

Slate, phyllite, and schist, the low-, intermediate-
and high-grade metamorphic rocks, respectively, pro
duced from shale, are the most common varieties of 
regionally metamorphosed rocks. Gneiss is also a 
high-grade metamorphic rock produced from shale; it 
has more quartz and feldspar and less mica than is pre
sent in schist. Regionally metamorphosed rocks are 
usually found in mountain ranges formed as a result of 
either subduction or collision between fragments of 
continental crust. During both subduction and colli
sion between continents, sedimentary rock along the 
margin of a continent is subjected to very intense dif
ferential stresses. The foliation that is so characteristic 
of slates, phyllites, schists, and gneisses is a conse
quence of those intense stresses. Regional metamor
phism is therefore a consequence of plate tectonics. 

When segments of ancient oceanic crust of basaltic 
composition are incorporated into the continental 
crust as a result of subduction, metamorphism pro
duces two distinctive rocks. Low-grade metamor
phism produces greenschists, so named because 
they are rich in chlorite, which is green. Intermediate-
grade metamorphism produces amphibolites, 
which are rich in amphiboles. 



Kinds of Metamorphic 
Rock 

A Closer Look 

Metamorphic rocks are named partly on the basis of tex
ture and partly on mineral assemblage. The most widely 
used names are those applied to metamorphic deriva
tives of shales, sandstones, limestones, and basalts. This 
is so because the first three are the most abundant sedi
mentary rock types, while basalt is by far the most com
mon igneous rock. 

METAMORPHISM OF SHALE 

Slate 
The low-grade metamorphic product of shale is slate 
(Fig. C7.3). The minerals usually present in shale include 
quartz, clays, calcite, and possibly feldspar. Slate con
tains quartz, feldspar, and mica or chlorite. Although a 

slate may still look like a shale, the tiny mica and chlo
rite grains give slate a distinctive foliation called slaty 
cleavage. The presence of slaty cleavage is clear proof 
that a rock has gone from being a sedimentary rock 
(shale) to being a metamorphic rock. 

Phyllite 
Continued metamorphism of a slate to intermediate 
grade produces both larger grains of mica and a chang
ing mineral assemblage; the rock develops a pro
nounced foliation (Fig. C7.3), and is called phyllite (from 
the Greek phyllon, meaning a leaf). In a slate it is not 
possible to see the new grains of mica with the unaided 
eye, but in a phyllite they are just large enough to be vis
ible. 

Figure C7.3 Progressive metamorphism of shale and the development of foliation. A. Slate from Bangor, Pennsyl
vania. Individual mineral grains are too small to be visible. Slaty cleavage records the beginning of metamorphism. B. 
Phyllite from Woodbridge, Connecticut. Mineral grains are just visible. Foliation is more pronounced. C. Schist, from 
Manhattan, New York. Mineral grains are now easily visible and foliation is pronounced. D. Gneiss, from Uxbridge, 
Massachusetts. Quartz and feldspar layers (light) are segregated from mica-rich layers (dark). Foliation is pro
nounced. 
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Schist and Gneiss 
Still further metamorphism beyond that which produces 
a phyllite leads to a coarse-grained rock with pro
nounced schistosity, called schist (Fig. C7.3). The most 
obvious differences between slate, phyllite, and schist 
are in grain size (Fig. C7.4A). At the high grades of meta
morphism characteristic of schists, minerals may start to 
segregate into separate bands. A high-grade rock with 
coarse grains and pronounced foliation, but with layers 
of micaceous minerals segregated from layers of miner
als such as quartz and feldspar, is called a gneiss (pro
nounced nice, from the German gneisto, meaning to 
sparkle) (Fig. C7.3). 

METAMORPHISM OF BASALT 

Greenschist 
The main minerals in basalt are olivine, pyroxene, and 
feldspar, each of which is anhydrous. When a basalt is 
subjected to metamorphism under conditions where 
H2O can enter the rock and form hydrous minerals, dis
tinctive mineral assemblages develop (Fig. C7.4B). At 
low grades of metamorphism, mineral assemblages such 
as chlorite + feldspar + epidote + calcite form. The re
sulting rock is equivalent in metamorphic grade to a 
slate but has a very different appearance. It has pro
nounced foliation as a phyllite does, but it also has a 
very distinctive green color because of its chlorite con
tent: it is termed greenschist. 

Amphibolite and Granulite 
When a greenschist is subjected to an intermediate 
grade of metamorphism, chlorite is replaced by amphi-
bole; the resulting rock is generally coarse grained and is 
called an amphibolite. Foliation is present in amphibo-
lites but is not pronounced because micas and chlorite 
are usually absent. At highest grade metamorphism, am-
phibole is replaced by pyroxene, and an indistinctly foli
ated rock called a granulite develops. 

METAMORPHISM OF LIMESTONE A N D 
SANDSTONE 
Marble and quartzite are the metamorphic derivatives 
of limestone and sandstone, respectively. Neither lime
stone nor quartz sandstone (when pure) contains the 
necessary ingredients to form sheet- or chain-structure 
minerals. As a result, marble and quartzite commonly 
lack foliation. 

Marble 
Marble consists of a coarsely crystalline, interlocking 
network of calcite grains. During recrystallization of a 
limestone, the bedding planes, fossils, and other features 
of sedimentary rocks are largely obliterated. The end re
sult, as shown in Figure C7.5A, is an even-grained rock 
with a distinctive, somewhat sugary texture. Pure marble 
is snow white and consists entirely of pure grains of cal
cite. Such marbles are favored for marble gravestones 
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Figure C7.4 Progressive metamorphism of shale and basalt. Both foliation and 
mica grain size change as a result of increasing temperature and differential stress. 



and statues in cemeteries, perhaps because white is con
sidered to be a symbol of purity. Many marbles contain 
impurities such as organic matter, pyrite, limonite, and 
small quantities of silicate minerals that impart various 
colors. 

Quartzite 
Quartzite is derived from sandstone by the filling in of 
the spaces between the original grains with silica and by 
recrystallization of the entire mass (Fig. C7.5B). Some
times, the ghostlike outlines of the original sedimentary 
grains can still be seen, even though recrystallization 
may have completely rearranged the original grain struc
ture. 

Figure C7.5 Texture of nonfoliated metamorphic 
rocks seen in thin section and viewed in polarized light. 
Notice the interlocking grain structure produced by re
crystallization during metamorphism. Each specimen is 
2 cm across. A. Marble, composed entirely of calcite. All 
vestiges of sedimentary structure have disappeared. B. 
Quartzite. Arrows point to faint traces of the original 
rounded quartz grains in some of the grains. 
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Metamorphic Facies 

A famous Finnish geologist, Pennti Eskola, pointed 
out in 1915 that the same metamorphic mineral as
semblages are observed again and again. This led him 
to propose a concept known as metamorphic fa
cies. (The term facies comes from the Latin for face, 
or appearance.) According to this concept, for a given 
range of temperature and pressure, and for a given 
rock composition, the assemblage of minerals formed 
during metamorphism is always the same. Based on 
mineral assemblages, Eskola defined a series of pres
sure and temperature ranges that he called metamor
phic facies. 

To help you understand Eskola's idea, another anal
ogy with cooking is appropriate; think of a large roast 
of beef. When it is carved, you see that the center is 
rare, the outside is well done, and in between is a re
gion of medium rare meat. The differences occur be
cause the temperature was not uniform throughout. 
The center, rare-meat facies is a low-temperature fa
cies; the outside, well-done facies is a high-tempera
ture one. The composition of beef varies little, if at all, 
from roast to roast, and so the facies must depend not 

on composition but on the temperature. So too with 
rocks, although in any rock of given composition 
pressure as well as temperature determines mineral 
assemblage. 

Figure 7.14 illustrates the principal metamorphic 
facies, together with geothermal gradients to be ex
pected under three different geological conditions 
and therefore the conditions typical of each facies. 

Plate Tectonics and 
Metamorphism 

One of the triumphs of plate tectonics is that it pro
vides, for the first time, an explanation for the distrib
ution of metamorphic facies in regionally metamor
phosed rocks. To repeat what we said above, regional 
metamorphism occurs at a convergent plate bound
ary, as shown in Figure 7.15. 

The temperatures and pressures characteristic of 
blueschist facies in regional metamorphism are 
reached when crustal rocks are dragged down by a 
rapidly subducting plate. Under such conditions, 
pressure increases more rapidly than temperature, 



Figure 7.14 Metamorphic facies 
plotted with respect to temperature 
and pressure. Curve A is a typical 
thermal gradient around an intru
sive igneous rock that causes low-
pressure metamorphism. Curve B is 
a normal continental geothcrmal 
gradient. Curve C is the geothermal 
gradient developed in a subduction 
zone. 
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and as a result the rock is subjected to high pressure ducting margin where the Pacific plate plunges under 
and relatively low temperature. Rocks subjected to the coast of Alaska and the Aleutian Islands, 
blueschist facies metamorphism are widespread in The metamorphic conditions characteristic of 
the Coast Ranges of California. Blueschist metamor- greenschist and amphibolite facies metamorphism 
phism is probably happening today along the sub- occur where crust is either thickened by continental 

Figure 7.15 Diagram of a convergent plate boundary, showing the different regions 
of metamorphism. Dashed lines indicate temperature contours. 
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collision or heated by rising magma. Continental colli
sion is the most common setting for regional meta-
morphism, and rocks formed in this way are observed 
throughout the Appalachians and the Alps. Such meta-
morphism is no doubt occurring today beneath the 
Himalaya, where the continental crust is thickened by 
collision, and beneath the Andes, where it is both 
thickened by subduction and heated by rising magma. 
If the crust is sufficiently thick, rocks subjected to am-
phibolite facies or higher grade metamorphism can 
reach temperatures at which partial melting com
mences, and metamorphism passes into magma for
mation. 

PLATE TECTONICS, 
CONTINENTAL CRUST, AND 
MOUNTAIN BUILDING 

Continental crust is simply a passenger being rafted 
on large plates of lithosphere. It is, however, a pas
senger that is buffeted, stretched, fractured, and al
tered by the ride. 

Each collision between two crust fragments forms 
a mountain belt of metamorphic rocks, each stretch a 
rift valley and each grind forms a transform fault. Scars 
left in the continental crust by tectonic movements 
are evidence of former plate motions. That this conti
nental evidence exists is fortunate because the most 
ancient known crust in the ocean is only about 180 
million years old. Thus, the only direct evidence con
cerning geological events more ancient than 180 mil
lion years comes from the continental crust. 

Before beginning our discussion on how the conti
nental crust has grown and been shaped by plate tec
tonics, it is helpful to look first at the large-scale struc
ture of continents. 

Regional Structures of Continents 

On the scale of a continent, two kinds of structural 
units can be distinguished in the continental crust: 
cratons and orogens. A craton is a core of very an
cient rock (Fig. 7.16). The term is applied to those an
cient parts of the Earth's crust that have attained iso-
static stability. Rocks within cratons may be 
deformed, but the deformation is invariably ancient, 
and how ancient cratons formed is still a matter of in
tense research. 

Draped around cratons are the second kind of 
crustal building unit, orogens, which are elongate re

gions of crust that have been intensely bent and frac
tured during continental collisions. Crust in an orogen 
is commonly thicker than crust in a craton, and many 
orogens—even some very old ones—have not yet at
tained isostatic equilibrium. Orogens are the eroded 
roots of ancient mountain ranges that formed as a re
sult of collisions between cratons. Orogens differ 
from each other in age, history, size, and details of ori
gin; however, all were once mountainous terrains, 
and all are younger than the cratons they surround. 
Only the youngest orogens are mountainous today. 
Ancient orogens, now deeply eroded, reveal their his
tory through the kinds of metamorphic rock they con
tain and the way the rocks are twisted and deformed. 

An assemblage of cratons and ancient orogens is 
called a continental shield. North America has a 
huge continental shield at its core, and around the 
shield are five young orogens: the Grenville, Ap
palachian, Caledonide, Innuitian, and Cordilleran oro
gens (Fig. 7.16). Because the North American shield 
crops out in Canada (especially Ontario and Quebec), 
but is mostly covered by younger, flat-lying sedimen
tary rocks in the United States, geologists often refer 
to it as the Canadian Shield. That portion of a conti
nental shield that is covered by a thin layer of younger 
sedimentary rocks is called a stable platform. 

Through careful mapping, geologists have identi
fied several ancient cratons and orogens in the Cana
dian Shield. All the craton rocks are older than 2.5 bil
lion years. Such rocks can be observed in many places 
in eastern Canada, but in the United States they crop 
out only in a small region around Lake Superior. By 
drilling through the stable platform that covers most 
of the U.S. portion of the shield, geologists have dis
covered that cratons and ancient orogens similar to 
those that surface in eastern Canada lie below much 
of the central United States and part of western 
Canada. 

The three small cratons, Slave, Wyoming, and Kam-
inak, and the three larger cratons, Churchill, Superior, 
and North Atlantic, shown in Figure 7.16, were once 
minicontinents. By about 1.6 billion years ago, these 
minicontinents had become welded together to form 
the assemblage of cratons and ancient orogens (in 
other words, the Canadian Shield) we see in North 
America today. Collisions between the three small cra
tons and the large Churchill craton did not form large 
orogens, but each time two of the larger cratons col
lided, an orogen was formed between them. For ex
ample, when the Superior and Churchill cratons col
lided, the Trans-Hudson orogen formed. The 
existence of ancient collision belts—orogens—be
tween the cratons of the Canadian Shield is the best 
evidence available to support the idea that plate tec-
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Figure 7.16 The North American 
cratons and associated orogens. The 
Grenville orogen is about 1 billion 
years old, while the Caledonide, Ap
palachian, Cordilleran, and Innuit-
ian orogens are each younger than 
600 million years. The assemblage 
of cratons and orogens, all older 
than 1.8 billion years, which are sur
rounded by the five young orogens, 
is the Canadian Shield. 

tonics operated at least as far back as 1.8 billion years 
ago. This means that the solid Earth portion of the 
Earth system must have been working very much as it 
works today, for at least 1.8 billion years. 

Continental Margins 

The fragmentation, drift, and welding together of 
pieces of continental crust are direct consequences of 
plate tectonics. Various combinations of these 
processes are responsible for the five types of conti
nental margins we know of today: passive, conver
gent, collision, transform fault, and accreted terrane. 
Before we discuss additional evidence for plate tec
tonics, it will be helpful to review briefly the features 
associated with each of the continental margins. 

Passive Continental Margins 
A passive continental margin is one that occurs in the 
stable interior of a plate. The Atlantic Ocean margins 
of the Americas, Africa, and Europe are passive. The 
eastern coast of North America, for example, is in the 
stable interior of the North American Plate, far from 

the plate margins. Passive continental margins de
velop when a new ocean basin forms by the rifting of 
continental crust, as illustrated in Figure 6.12. This 
process can be seen happening today in the Red Sea, 
which is a young ocean with an active spreading cen
ter running down its axis (Fig. 7.17). New, passive 
continental margins have formed along both edges of 
the Red Sea. 

Passive continental margins are places where great 
thicknesses of sediment accumulate. The kinds of sed
iment deposited are distinctive, and the Red Sea pro
vides an example. Deposition commenced with clas
tic, nonmarine sediments, followed by chemical 
sediments (rock salt) and then clastic marine shales. 
The sequence apparently arises in the following man
ner. Basaltic magma, associated with the formation of 
the new spreading center that splits the continent, 
heats and expands the lithosphere so that a plateau 
forms with an elevation of as much as 2.5 km (1.6 mi) 
above sea level (Fig. 6.12). Tensional stress breaks the 
crust along the plateau and forms a rift, with the result 
that there is a pronounced topographic relief be
tween the plateau and the floor of the rift. The earliest 
rifting of what is now the Red Sea must have looked 
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Figure 7.17 Three spreading centers meet at a triple 
junction. Two, the Gulf of Aden and the Red Sea, are ac
tively spreading, and there are passive continental mar
gins along the adjacent coastlines. The African Rift ap
pears to be a failing rift that will not develop into an open 
ocean. 

Figure 7.18 Map of a closed Atlantic Ocean showing 
the rifts that formed when Pangaea was split by a spread
ing center. The rifts on today's continents are now filled 
with sediment. Some of them serve as the channelways for 
large rivers. 

very much the way the African Rift Valley looks today. 
Before the rift floor sank low enough for seawater to 
enter, clastic nonmarine sediments, such as conglom
erates and sandstones, were shed from the steep val
ley walls and accumulated in the rift. Associated with 
these sediments are basaltic lavas, dikes, and sills, all 
formed by magma rising up the fractures. As the rift 
widened, a point was reached where seawater en
tered. The early flow was apparently restricted, and 
the water was shallow, resembling a shallow lake 
more than an ocean. The rate of evaporation would 
have been high, and as a result strata of rock salt were 
laid down on top of the clastic nonmarine sediments. 
Finally, as rifting continued and the depth of the sea
water increased, normal clastic marine sediments 
were deposited. This is the stage the Red Sea is in 
today. Eventually, as further rifting exposes new 
oceanic crust, the Red Sea will evolve into a younger 
version of the Atlantic Ocean. 

Notice in Figure 7.17 that the Gulf of Aden, the Red 
Sea, and the northern end of the African Rift Valley 

meet at angles of 120°. Such a meeting point formed 
by three spreading centers is called a plate triple junc
tion. Two of the centers, the Gulf of Aden and the Red 
Sea, are active and still spreading. The third, the 
African Rift Valley, is apparently no longer spreading 
and possibly will not evolve into an ocean. What will 
remain on the African continent is a long, narrow rift 
filled primarily with nonmarine sediment. The forma
tion of triple junctions with one arm not developing 
into an ocean is apparently a characteristic feature of 
passive continental margins. This can be seen from 
Figure 7.18, which shows the reassembled positions 
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Figure 7.19 Volcanoes of the Cascade Range, a conti
nental volcanic arc above a subduction zone. Each volcano 
has been active during the last 2 million years. Magma to 
form the volcanoes comes from partial melting of oceanic 
crust on the Juan de Fuca Plate as it is subducted beneath 
the North American Plate. 

of the continents that today flank the Atlantic Ocean. 
Note that some of the world's largest rivers, such as 
the Niger, the Amazon, and the Mississippi, flow 
down valleys formed by undeveloped rifts associated 
with the opening of the Atlantic Ocean. This is a com
pelling example of one of the ways the solid Earth 
portion of the Earth system influences the hydros
phere. 

Continental Convergent Margins 
A continental convergent margin is one where the 
edge of a continent coincides with a convergent plate 
margin along which oceanic lithosphere is being sub
ducted beneath the continental lithosphere. The An
dean coast of South America is an example. On this 
coast, the Nazca plate (capped by oceanic crust) is 
being subducted beneath the South American plate 

(capped by continental crust). Partial melting of the 
subducted Nazca plate produced the andesitic magma 
that formed the Andes (a continental volcanic arc). 

Subduction produces intense deformation of a con
tinental margin (together with characteristic mag-
matic activity and a distinctive style of metamorphism 
and deformation in sediments deposited in the 
trench). The tectonic setting in which sediments are 
subjected to high-pressure, low-temperature meta
morphism is a subduction zone (curve C in Fig. 7.14). 

The most distinctive feature of a continental con
vergent margin is the continental volcanic arc. Mod
ern examples are the chains of volcanoes in the Andes 
and the Cascade Range (Fig. 7.19). Where the volca
noes have been eroded and the deeper parts of the un
derlying magmatic arc exposed, granitic batholiths 
can be observed. They are remnants of the magma 
chambers that once fed stratovolcanoes far above. 

Continental Collision Margins 
A continental collision margin is one where the edges 
of two continents, each on a different plate, come 
into collision (Fig. 7.20). A modern example is the line 
of collision between the Australian-Indian plate and 
the Eurasian plate. India, on the Australian-Indian 
plate, and Asia, on the Eurasian plate, have collided, 
and the Alpine-Himalayan mountain chain is the re
sult. 

When continental crust is carried on a plate that is 
being subducted beneath a continental convergent 
margin, the two continental fragments must eventu
ally collide. The collision sweeps up and deforms any 
sediment that accumulated along the margins of both 
continents and forms a mountain system character
ized by metamorphism of the sediment, together with 
intense fracturing and folding of strata. 

All modern continental collision margins are young 
orogens characterized by soaring mountain systems. 
Occurring in great arc-shaped systems a few hundred 
kilometers wide, these mountain systems commonly 
reach several thousand kilometers in length. Within a 
system, strata are compressed, fractured, folded, and 
crumpled, commonly in an exceedingly complex 
manner. Metamorphism and igneous activity are al
ways present. Examples are widespread: the Alps, the 
Himalaya, and the Carpathians are all young mountain 
systems still being actively uplifted, while older sys
tems that are slowly being eroded down include the 
Appalachians and the Urals. 

Transform Fault Margins 
A transform fault continental margin occurs when the 
margin of a continent coincides with a transform fault 
boundary of a plate. The most striking example of a 
modern transform fault continental boundary is the 



Figure 7.20 Collision between two fragments of conti
nental crust shown schematically for the collision between 
India and Tibet. A. India, on the left, moves north. Sixty mil
lion years ago an ocean still separated India and Tibet. B. 
India and Tibet start to collide about 40 million years ago. 
Sediment is buckled and fractured, and the lithosphere is 
thickened. C. The collision starts to elevate the Himalaya 
about 20 million years ago. The downward-moving plate of 
lithosphere capped by oceanic crust breaks off and contin
ues to sink. D. The edge of the remaining segment of the 
plate on which India sits, and which is capped by buoyant 
continental crust, is partly thrust under the edge of the 
overriding plate on which Tibet sits, causing further eleva
tion of the collision zone. The process is continuing and the 
Himalaya are still rising. 

Figure 7.21 Origin of the San Andreas Fault. Twenty-
nine million years ago, the edge of North America overrode 
a portion of the spreading center separating the Pacific 
Plate from the Farallon Plate, creating two smaller plates 
in the process, the Cocos Plate and the Juan de Fuca Plate. 
The San Andreas Fault is the transform fault that connects 
the remaining pieces of the severed spreading ridge. 

western margin of North America, from the Gulf of 
California to San Francisco, where it is bounded by 
the San Andreas Fault. 

The San Andreas Fault apparently arose when the 
westward-moving North American continent over
rode part of the spreading center (the East Pacific 
Rise), as shown in Figure 7.21. The San Andreas is the 
transform fault that connects the two remaining seg
ments of the old spreading center. 
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Accreted Terrane Margins 
An accreted terrane continental margin is a former 
continental convergent margin or continental trans
form fault margin that has been further modified by 
the addition of rafted-in, exotic fragments of crust. 
They are the most complex of the five kinds of conti
nental margin. The western margin of North America 
from central California to Alaska is an example (Fig. 
7.22). 

Plate motion can raft fragments of crust tremen
dous distances. Eventually, any fragment that has not 
been consumed by subduction is added (accreted) to 
a larger continental mass. Some of the fragments form 
when they are sliced off the margin of a large conti
nent by a transform fault, much as the San Andreas 
Fault is slicing a fragment off North America today. 
Other combinations of volcanism, rifting, fracturing, 
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and subduction can also form fragments of crust that 
are too buoyant to be subducted. In the western Pa
cific Ocean, there are many such small fragments of 
continental crust; examples include the island of Tai
wan, the Philippine islands, and the many islands of 
Indonesia. Each fragment, called a terrane, is a geo
logical entity characterized by distinctive rocks. 

Mountain Building 

Today's great mountain ranges are the orogens that 
have formed during the last few hundred million 
years. They are such distinctive and impressive fea
tures that we close this chapter by briefly describing 
one of the most beautiful and carefully studied moun
tain systems, the Appalachians. 

The Appalachians are a mountain system 2500 km 

Figure 7.22 The western margin 
of North America is a complex jum
ble ol terranes accreted during the 
last 200 million years. Some ter
ranes, such as Wrangellia (W), were 
broken up during accretion and now 
occur in several different fragments. 
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(1554 mi) long that borders the eastern and south
eastern coasts of North America and continues off
shore, as eroded remnants, beneath the sediment of 
the modern continental shelf. The sedimentary strata 
in the system contain mud cracks, ripple marks, fos
sils of shallow-water organisms, and, in places, fresh
water materials such as coal. Evidence is strong that 
sediment was deposited on the continental shelf of an 
old passive continental margin. The sedimentary 
strata, which thicken from west to east, are underlain 
by a basement of metamorphic and igneous rocks 
(Fig. 7.23). 

Most but not all of the old strata of the Appalachi
ans have now been deformed. Today, if we approach 
the central Appalachians from the west, we first see 
the former sediment occurring as essentially flat-lying, 
undisturbed strata. These strata were too far from the 
line of collision to suffer any deformation. Continuing 
eastward, we notice that the same strata thicken and 
we reach the point where the effects of the collision 
become apparent—the strata become gently bent 
into wavelike folds. Many of Pennsylvania's oil pools 

are found in these gently folded strata. 
Proceeding east, we see the folds becoming less 

gentle and the development of gently inclined frac
tures until, finally, we reach the core of the Ap
palachians. Here the ancient basement rocks and the 
deep-water sediments deposited long ago on the old 
continental rise have been pushed upward and can be 
examined. The strata are increasingly metamor
phosed, and deformation becomes more intense as 
the line of collision is reached. 

The Appalachians have a complex history that 
started more than 600 million years ago, as demon
strated in Figure 7.24. Notice that three collision 
events are postulated and that an ancient ocean dis
appeared as a result of the collision about 350 million 
years ago. Today the old mountain system is being 
slowly eroded away, and the sediment is being de
posited along the passive continental margin of east
ern North America. 

In Figure 7.24A you can see that 600 million years 
ago a passive continental margin bounded proto-
North America. Eventually, 400 to 500 million years 

Figure 7.23 A slice through the Valley and Ridge Province of the Appalachians in 
Pennsylvania. Colors represent different rock types. The prominent purple unit, origi
nally flat-lying but now contorted and fractured, is a stratum of limestone approxi
mately 500 million years old. Rocks on the extreme right hand of the lower half of the 
diagram (brown and yellow) are igneous and metamorphic. Heavy black lines, includ
ing those that are curved, are fractures. Arrows indicate direction of movement along 
the fractures. Note that the slice runs from A on the west to A' on the east, so that the 
left-hand edge of the bottom section joins the right-hand edge of the top section. 
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ago, the passive margin became a convergent margin 
as a result of subduction starting. It is now thought 
that all passive margins become continental conver
gent margins when old oceanic lithosphere fractures 
close to the join between oceanic crust and continen
tal crust and subduction commences. If this hypothe

sis is correct, at some unknown time in the future a 
new subduction zone will form along the Atlantic mar
gin of North America, the Atlantic will slowly start to 
close, and eventually a new mountain system will 
form when Africa and Europe collide with North 
America. 

Figure 7.24 A sequence of sub
duction, collision, and accretion 
events that explains the evolution of 
the Appalachians in terms of plate 
tectonics. Iapetus is the posthumous 
name of the ocean that disappeared 
about 350 million years ago when 
Africa collided with North America. 
Iapetus was one of the minor Greek 
gods and father of Atlas and 
Prometheus. A. Six hundred million 
years ago, a small fragment of conti
nental crust (an island) lay offshore 
of North America. Beyond the island 
was a subduction zone and an arc of 
volcanoes. B. A new subduction zone 
starts beneath the island about 500 
million years ago. C. Between 400 
and 500 million years ago, the island 
collides with North America (these 
rocks can be seen today in North 
Carolina and Virginia), and the Ap
palachians start to form. D. Between 
350 and 400 million years ago, the 
arc of volcanoes collides with North 
America. The Iapetus Ocean slowly 
closes as North Africa approaches 
and eventually collides. E. When 
Pangaea broke apart about 200 mil
lion years ago, a fragment of Africa 
remained attached to North America. 
The passive continental margin so 
formed (today's margin) bounds the 
eastern edge of North America. 



Guest Essay 

Plate Tectonics and 
Continental Drift: 
A Skeptic's View 

"A master plan into which everything we know about the 
Earth seems to fit." W. K. Hamblin's 1978 description of 
plate tectonics is accepted by almost all geologists. I am 
not one of them; this essay wil l explain why. 

Let me put my views up front. Plate tectonic theory is 
undeniably a great achievement and an enormous stimu
lus to geologic education. Sea-floor spreading, transform 
faulting, and subduction are supported by several inde
pendent methods. However, I believe that plate tectonics 
is basically an explanation of ocean basin geology and 
that plate tectonics does not imply continental drift. Here 
are some of my reasons. 

To begin, drift of the major continents, in particular 
trans-Atlantic drift, has not been directly demonstrated. 
The NASA Crustal Dynamics Project has measured base
lines several thousand kilometers long, with a precision 
equal to the length of a fingernail, by space geodesy 
methods—satellite laser ranging (SLR) and very long 
baseline interferometry (VLBI). What has been directly 
determined is plate motion in and around the Pacific 
basin. Islands on the Pacific Plate have been shown to be 
moving toward Japan at several centimeters per year. The 
plate has also been shown to be internally rigid. Move
ment of Australia has also been directly measured, but 
this "continental drift" occurs as the result of motion of a 
dominantly oceanic plate. Baja California is similarly 
moving as part of the Pacific Plate. 

Space geodesy measurements across the Atlantic 
Ocean have shown increasing distances close to those 
predicted from sea-floor spreading anomalies and are 
widely interpreted as proving continental drift. However, 
to demonstrate drift as a corollary of plate tectonics, it 
must be shown that entire plates—North American, 
Eurasian, and others—are moving as rigid units and that 
we are not seeing localized intraplate deformation. 
When I helped plan the Crustal Dynamics Project base
lines in 1979, we recommended many intracontinental 
baselines to allow for such deformation, only a few of 
which could be established. 

The weakness in supposed trans-Atlantic drift mea
surements stems from what I consider intraplate defor
mation. The opposing coastlines of North America and 
Europe are, in plate theory, "passive" margins. However, 
it is becoming clear that these margins are affected by 
contemporary seismicity, horizontal compression, and 
crustal deformation, expressed as active faulting and 
folding. Furthermore, continental crust on these margins 
is now known to be "thin-skinned," underlain by great 
thrust faults that may decouple surface rocks from the 

P a u l D. L o w m a n Jr . , geologist, B.S., from Rutgers 
University, Ph.D. from University of Colorado. Hired in 
1959 by NASA, Dr. Lowman has carried out research in 
lunar geology, comparative planetology, remote sens
ing, and tectonics. 

basement. It follows that space geodesy stations on such 
passive margins cannot truly measure the motion of en
tire plates until they are tied into extensive intraplate 
nets, and observations are continued for decades. 

The revival of interest in continental drift was trig
gered by studies in paleomagnetism, specifically, appar
ent polar wander paths (APWP). The APWP over several 
hundred million years are different as determined from 
different continents. But if the continents are restored to 
their supposed pre-drift positions, the APWP coincide. 
What can be wrong with such an elegant argument? 

First, paleomagnetic techniques can determine only 
paleolatitude, not paleolongitude. When the individual 
pole positions, rather than averaged curves, are plotted 
on world maps as done by A. A. Meyerhoff, the scatter is 
huge, often wider than the Atlantic. Another problem is 
that the remnant magnetism of a given rock may be af
fected by tectonic deformation, metamorphism, chemi
cals changes, and secular magnetic variation, or varia
tion measured in decades of over 40 degrees in longitude 
as measured at London in 360 years. It is thus not sur
prising that paleo-pole positions are very hard to deter
mine, especially for rocks more than a few million years 
old. 

There are more inconsistencies and anomalies in 
APWP determinations than the student would guess from 
most diagrams. One of the most striking anomalies was 
discovered in 1979 by P. W. Schmidt and B. T. T. Em-
bleton. Plotting APWP for two long Proterozoic periods 
from North America, Africa, Australia, and Greenland, 
they found that these paths coincided, unlike th ,' differ
ent paths found for younger rocks. Such coin :idental 
paths directly contradict continental drift, implying that 
these continents were in the same relative positions for 
hundreds of years. The only solution Schmidt and Em-
bleton could find for this anomaly was that the Earth's ra
dius had increased some 45 percent during the period 
involved—a balloon-like inflation. When it comes to the 
expanding Earth hypothesis, I take the majority view, 
which is that the idea verges on the preposterous. How
ever, many eminent geologists such as S. Warren Carey 
and L. C. King have vigorously argued for an expanding 
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Earth. Close examination of these arguments shows that 
their proponents have generally been forced to them by 
anomalies impossible to explain with plate tectonic the
ory. Surely this tells us something about the theory. 

Let me now examine another widely cited line of ev
idence, the distribution of land or freshwater fossils. The 
general reasoning is that similar fossils are found on con
tinents now separated by wide oceans, implying that 
these continents were once joined. The problem is one 
of dispersal: How could land dwellers get across impass
able oceans? 

This question has several answers. To illustrate one, 
consider the iguanas, snakes, and tortoises of the Gala
pagos Islands, 800 km from the nearest continent. One 
way these creatures could have been carried across the 
oceans is on driftwood. A television program several 
years ago showed a South American iguana clinging to a 
log being washed out into the Pacific. Whether this par
ticular lizard made it to the Galapagos I have no idea, 
but such accidents must occasionally happen off cam
era. Large rafts of vegetation, in effect floating islands, 
have sometimes been sighted in the Atlantic, ripped off 
by the Amazon River. These can carry all sorts of land 
animals, some of which probably survive to reach the 
opposite coast. These accidental ocean crossings are un
common, but over geologic time spans—hundreds of 
thousands of years or more—they are almost certain to 
happen for any particular species. 

The fossil record may actually argue directly against 
continental drift. The usual Pangaea reconstruction, for 
example, shows India before drift as nestled against what 
are now Antartica and southern Africa. India supposedly 
broke away from Gondwana, drifting northward until it 
collided with Asia. However, this familiar scenario has 
been strongly disputed by two paleontologists, Chattter-
jee and Hotton. Extensive documented catalogues of In
dian fossils show many affinities with the fauna of Asia, 
but very few of those with the famous Antartica and Aus
tralia. Furthermore, the Indian fossils do not show the en-
demism, like the well-known marsupial fauna of Aus
tralia, that a former island continent should display. 

The most obvious evidence for drift is the well-known 
parallel coastlines around the Atlantic Ocean. I agree 
that this cannot be coincidence. But there are anomalies 
in even this glaringly obvious evidence. First, a glance at 
any map wi l l show that the circumpolar continent mar
gins are not at all parallel. Another Arctic anomaly is the 
Nares Strait, between Greenland and Ellesmere Island. 
The opening of Baffin Bay, to produce the roughly paral
lel coastlines, would produce hundreds of kilometers of 
lateral offset in the Nares Strait. To test this concept, ge
ologists who had mapped in Greenland and Ellesmere Is
land met in 1981 to compare notes. They found at least 
four geologic markers crossing the Strait showing no sig
nificant offset, and others at least consistent with no off
set. The majority opinion was that there had been little 
horizontal movement along the Strait, implying that 

Greenland had not drifted from North America. 
One of the main problems faced by Alfred Wegener 

was the motive force driving the continents. Plate tec
tonic theory had appeared to have solved this problem 
by sea-floor spreading and subduction. These well-doc
umented phenomena can in principle produce two 
plate-driving forces—ridge push and slab pull. In addi
tion, gravity sliding on the asthenosphere might move 
oceanic lithosphere, which becomes demonstrably 
colder and denser with increasing distance from spread
ing centers. 

Continental drift still faces Wegener's motive force 
problem, at least for the circum-Atlantic continents. The 
difficulty is this. Continents such as North and South 
America have silica-rich leading edges (the Pacific mar
gins). Such crust is not dense enough to be subducted 
and is demonstrably not being subducted. Slab pull and 
gravity sliding wil l simply not work for plates whose 
leading edges are continental. That leaves ridge push to 
do the job alone. But it seems utterly unrealistic to imag
ine it driving the enormous Eurasian Plate, extending 
over 120 degrees of longitude from the Mid-Atlantic 
ridge to Siberia, especially since its leading edge is non-
subductable continental crust. Furthermore, the as
thenosphere, generally considered a zone of partial 
melting in the mantle, cannot be detected under stable 
continental crust (in contrast to the ocean basins). The 
driving force problem, incidentally, does not apply to 
Australia, which is part of a largely oceanic plate. 

The classic plate tectonic mechanisms have been 
demonstrated by several independent methods, and 
plate rigidity and motions in the Pacific Basin measured 
by two different space geodesy techniques. In contrast, 
continental drift, by itself, remains controversial and 
based on uncertain and subjective arguments. This di
chotomy points to my own proposal: plate tectonics with 
fixed continents. I suggest that sea-floor spreading and 
subduction do not necessarily lead to continental drift, 
and specifically not to the classic trans-Atlantic drift. 

Two questions wil l occur to the reader. First, sea-floor 
spreading without continental drift implies subduction 
under the Atlantic passive margins. Why have we not 
observed it? I have two answers. The spreading rates 
from the Mid-Atlantic ridge are very low, implying corre
spondingly low, subduction rates. Such slow subduc
tion, probrably less than 2 cm/year, could occur without 
generating deep focus earthquakes, the movement of 
downgoing slabs occuring with ductile shear. The sec
ond answer is that we may have observed passive mar
gin subduction in the form of landward dipping slabs of 
crust extending scores of kilometers below the Moho, 
under Scotland and Southern Africa. This discovery was 
made by two different groups in the 1980s by deep seis
mic reflection profiling. No one but me has interpreted 
these as subducting crust, but they have the geometry 
such zones should have. 

A second question is how can I account for the paral-
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lei continental margins around the Atlantic without con
tinental drift? My answer is that if passive margin sub-
duction is occuring, it may be causing "tectonic erosion" 
in D. E. Karig's phrase—the grinding away of the overly
ing crust by the downgoing slabs. This seems to be hap
pening in the much more rapid circum-Pacific subduc-
tion zones, and it could happen, more slowly, around 
the Atlantic. Sea-floor spreading is in general occuring at 
the same rate on opposite sides of the Mid-Atlantic ridge. 
Corresponding subduction zones should thus have 
roughly similar rates of subduction erosion on opposite 

continental margins, resulting in the rough parallelism 
that has excited interest for centuries. 

Regardless of whether my particular theory is correct, 
it should be clear that plate tectonic theory is not the 
seamless robe it is often considered. Ruling theories have 
been overthrown before, and a similar fate may await 
"plate tectonics and continental drift." I urge students to 
read the original sources; to look at the original data; to 
keep open minds on alternative concepts; and, most im
portant, to think things through for themselves. 

Summary 

1. Stratification results from the arrangement of sed
imentary particles in layers. Each bed in a succes
sion of strata is distinguished by its distinctive 
thickness or character. 

2. Two basic laws underlie stratigraphy: the law of 
original horizontality and the principle of strati-
graphic superposition. 

3. Substantial breaks or gaps in the sedimentary 
record are called unconformities. They record 
changes in environmental conditions of deposi
tion or erosion and loss of earlier-formed sedi
ment. 

4. Unconformities record the close relationship be
tween tectonics, erosion, and sedimentation. 

5. The geologic column, a composite section of 
strata fitted together on the basis of relative age, 
has been carried around the world by correlation 
of strata based on the fossils in sedimentary 
rocks. 

6. The absolute ages of strata in the geologic col
umn have been determined by radiometric dat
ing. 

7. There are two families of sediment: clastic and 
chemical. Clastic sediment is material trans
ported as solid bits of rocks and minerals. Chemi
cal sediment forms when material is transported 
in solution and then deposited. If the cause of de
position is biochemical, a chemical sediment is 
called a biogenic sediment. 

8. Sediment is lithified to sedimentary rock by ce
mentation or recrystallization of the sediment 
particles. 

9. Various arrangements of the particles in strata are 

seen in parallel strata, cross strata, paired strata, 
and poorly sorted layers. 

10. Clastic sedimentary rocks, like sediments, are 
classified on the basis of predominant particle 
size. Conglomerate, sandstone, siltstone, and 
shale are the rock equivalents of gravel, sand, silt, 
and clay, respectively. 

11. Metamorphism involves changes in mineral as
semblage and rock texture and occurs in the 
solid state as a result of changes in temperature 
and pressure. 

12. Mechanical deformation and chemical recrystal
lization are the processes that affect rock during 
metamorphism. 

13. The presence of intergranular fluid greatly 
speeds up metamorphic reactions. 

14. Foliation, as expressed by a direction of easy 
breakage in a metamorphic rock, arises from par
allel growth of minerals formed during metamor
phism. 

15. Metamorphism can be explained by plate tecton
ics. Burial metamorphism occurs within the thick 
piles of sediment at the foot of continental slopes 
and in the submarine fans off the mouths of the 
world's great river systems; regional metamor
phism is found in regions of subduction and con
tinental collision. 

16. Regional metamorphism, which involves both 
mechanical deformation and chemical recrystal
lization, is the result of plate tectonics. Regionally 
metamorphosed rocks are produced along sub
duction and collision edges of plates. 

17. Two major structural units can be discerned in 
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the continental crust. Cratons are ancient por
tions of the crust that are tectonically and isosta-
tically stable. Separating and surrounding the cra
tons are orogens of highly deformed rock, 
marking the sites of former mountain ranges. 

19. An assemblage of cratons and deeply eroded oro
gens that forms the core of a continent is a conti
nental shield. 

20. There are five kinds of continental margins: pas
sive, convergent, collision, transform fault, and 
accreted terrane. 

21. Passive margins develop by rifting of the conti
nental crust. The Red Sea is an example of a 

young rift, and the Atlantic Ocean is a mature rift. 

22. Continental convergent margins are the locale of 
belts of metamorphic rock, chains of stratovolca-
noes (magmatic arc), and belts of granitic 
batholiths. 

23. Collision margins are the locations of mountain 
systems. Transform fault margins occur where 
the edge of a continent coincides with the trans
form fault boundary of a plate. 

24. Accreted terrane margins arise from the addition 
of blocks of crust brought in by subduction and 
transform fault motions. 

Important Terms to Remember 
accreted terrane (p. 184) 

bed (p. 160) 
bedding (p. 160) 
burial metamorphism (p. 174) 

chemical sediment (p. 167) 
clastic sediment (p. 167) 
continental shield (p. 179) 
craton (p. 179) 
cross bedding (p. 168) 

differential stress (p. 172) 

foliation (p. 173) 
fossil (p. 169) 

geologic column (p. 163) 

metamorphic facies (p. 177) 
metamorphism (p. 171) 

original horizontality (law of) 
(p. 161) 

orogen (p. 179) 

regional metamorphism (p. 174) 

stratum, strata (p. 160) 
stratification (p. 160) 
stratigraphic superposition 

(principle of) (p. 161) 
stratigraphy (p. 161) 

unconformity (p. 161) 
uniform stress (p. 172) 

varve (p. 168) 

SEDIMENTARY ROCKS 

coal (p. 170) 
conglomerate (p. 167) 

dolostone (p. 170) 

limestone (p. 170) 

peat (p. 170) 
sandstone (p. 167) 
shale (p. 167) 
siltstone (p. 167) 

METAMORPHIC ROCKS 

amphibolite (p. 174) 

gneiss (p. 174) 
greenschist (p. 174) 

marble (p. 176) 

phyllite (p. 174) 

quartzite (p. 176) 

schist (p. 174) 
slate (p. 174) 

Questions for Review 
1. What two laws underlie the study of stratigraphy? 

What conclusion would you draw if you ob
served a pile of sedimentary strata in which the 
strata are vertical? 

2. How and why do breaks occur in stratigraphic se
quences, and what significance do they have for 
determining the history of the Earth? 

3. How are strata correlated from place to place? 

4. What is the difference between the relative and 
absolute age of a stratum? 

5. What is the geologic column? Name the four 
eons of the column. 

6. Starting from the oldest, name in order the peri

ods of the Paleozoic Era. 

7. Name the two families of sediments and describe 
the basic difference between them. 

8. On what basis are clastic sediments and sedimen
tary rocks classified? 

9. Describe two chemical reactions that can lead to 
precipitation of chemical sediments. 

10. If you picked up a sedimentary rock containing 
rounded clasts about 5 cm in diameter, what 
name would you give to the rock? 

11. What role does the biosphere play in the forma
tion of sediment? Name a biogenic sedimentary 
rock and suggest how it may have formed. 
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12. What would you call a sedimentary rock com
posed entirely of broken bits of plant matter? 

13. What features in a sediment or sedimentary rock 
are responsible for stratification? 

14. Briefly describe the factors that control metamor-
phism. 

15. What is foliation? The presence of foliation is a 
sure clue that a rock has been metamorphosed. 
Why? 

16. A distinctly foliated rock contains quartz, potas
sium feldspar, garnet, and sillimanite; under what 
grade of metamorphism would it have formed? 

17. What is regional metamorphism? 

18. What is the geological setting of regional meta
morphism? Name two places in the world where 
regional metamorphism is probably happening 
today. 

19. What is burial metamorphism? Suggest some 
place on the Earth where it is probably happen
ing today. 

20. What is the metamorphic facies concept and 
how does it help in the study of metamorphic 
rocks? 

21. Name three minerals that are found only in meta
morphic rocks. 

22. In what way does the presence of an intergranu-
lar fluid influence the speed with which meta
morphism proceeds? 

23. What are cratons and how do they differ from 
orogens? Name three orogens in North America 
that are less than a billion years old. 

24. What is the origin of the Cascade Range? the Ap
palachians? 

25. What evidence indicates that plate tectonics has 
been operating for at least the last 1.8 billion 
years of Earth history? 

26. Name the five kinds of continental margins and 
describe how they form. 

27. Describe the sequence of events that leads to the 
opening of a new ocean basin flanked by two 
passive continental margins. 

28. With what kinds of continental margin is moun
tain building associated? 

29. How does an accreted terrane margin form? 
Name a continental margin that was modified by 
terrane accretion. 

Questions for A Closer Look 

1. What is the law of radioactive decay? 

2. If you started with 2000 radioactive atoms and 
the half-life of the atoms is 1 week, how many ra
dioactive atoms would remain after 4 weeks? 

3. How can naturally occurring radioactive atoms 
be used to determine the absolute ages of miner
als. 

4. A grain of mica from a granite contains 5000 
atoms of 40K and 600 atoms of 40Ar. What is the 
absolute age of the mica? Note: the half-life of 40K 
is 1.3 billion years. 

5. Describe how radiometric ages are used to deter
mine the absolute age of the geologic column. 

6. Describe the changes in a shale as it metamor
phosed successively from a slate, to a phyllite, to 
a schist. 

7. What is a greenschist? Why does a greenschist 
differ from a slate even though both rocks form 
at the same grade of metamorphism? 

8. Why do most marbles and quartzites lack folia
tion? 

9. How does a quartzite differ from a sandstone? 

Questions for Discussion 
1. What kind of sediment can you identify in the 

area in which you live? Identify the source of the 
sediment, how the sediment is transported, 
where, and why it is being deposited. 

2. Discuss the importance of the atmosphere, hy
drosphere, and biosphere in the formation of 
sediment. What kind of sediment would you ex
pect on a planet such as Mars that lacks a hy
drosphere and a biosphere? 

3. Discuss how the solid Earth reservoir interacts 
with the other three reservoirs of the Earth sys
tem. Why is it that, even though events in the 
solid Earth, such as the raising of a mountain 
range, happen very slowly, while events in the 
atmosphere, hydrosphere, and biosphere hap
pen rapidly, the solid Earth plays a dominant role 
in long-term changes in the other reservoirs? 



PART THREE 

The Earth's 
Blanket of 
Water and Ice 

Water and the Hydrologic Cycle 
Water makes the Earth unique. Seen from space, the 
Earth appears mostly blue and white because of its 
cover of water, snow, ice, and clouds. Although water 
has been detected on other bodies of the solar system, 
it does not appear to be present as a liquid anywhere 
except on our planet. The surface of Venus is so hot 
that water exists only as vapor, while very low tem
perature and pressure at the surface of Mars mean that 
water can exist there only as vapor or as ice. The sur
face of Ganymede, the largest of Jupiter's moons, is so 
frigid that it is covered by a thick "lithosphere" of ice. 

In the Introduction, we named the four parts (or 
reservoirs) that make up the Earth system—litho
sphere, hydrosphere, atmosphere, and biosphere— 
and defined the hydrosphere as the part containing 
the totality of the Earth's water, exclusive of atmo
spheric water vapor. Although this definition is 
straightforward, it is not strictly accurate, for water ac
tually is present in all four parts of the Earth system. In 
other words, the hydrosphere overlaps to some ex
tent with the lithosphere, atmosphere, and biosphere. 
It is mainly for convenience of discussion that we dis
tinguish the hydrosphere as the "water sphere," for in 
it resides the bulk of the Earth's water. 

Most of the Earth's water, more than 97 percent, 
resides in the oceans. Next in importance are the myr
iad bodies of frozen water (snow and ice) that occupy 
the high mountains and polar latitudes of our planet. 
All the remaining water—including that in lakes and 
streams, in the atmosphere, and in the ground— 
amounts to only about 1 percent of the total; yet this 
is the water we are most conscious of and rely on in 
our daily lives. 

The physical state of water is controlled by tem

perature and pressure. At high temperatures or low 
pressures, water vapor is the stable state for H2O, 
whereas ice forms at low temperatures or high pres
sures. The air pressure at sea level and that at the top 
of Mount Everest represent the extremes of air pres
sures at the Earth's surface. Surface temperatures 
range from about -100°C to +50°C (-148°F to 
122°F). Within these limits of temperature and pres
sure, water can exist naturally in all three states of 
matter—solid (ice), liquid (water), or gas (water 
vapor). In the view across Lemaire Channel in Antarc
tica, we can witness water in three states: as seawater, 
as ice in glaciers and floating sea ice, and as clouds 
that have condensed from water vapor in the air. 

The movement of water between the four Earth 
reservoirs constitutes the hydrologic cycle. Both the 
day-to-day and long-term changes we observe in the 
hydrosphere are powered by the Sun's heat energy, 
which evaporates water from the ocean and the land 
surface. The water vapor thus produced enters the at
mosphere and moves as part of the flowing air. Some 
of the water vapor condenses to form clouds and is 
precipitated as rain or snow back into the ocean or 
onto the land. Rain falling on land drains off into 
streams that flow toward the oceans, seeps into the 
ground, or is evaporated back into the air, where it is 
further recycled. Part of the water in the ground is 
taken up by plants, which return water to the atmo
sphere through their leaves by a process called tran
spiration. Most snow remains on the ground for one 
or several seasons until it melts and the melt water 
flows away, but snow that nourishes glaciers often re
mains locked up for hundreds or thousands of years 
until it, too, eventually melts or evaporates. 



Glaciers meet the sea along Lemaire Channel on the Antarctic Peninsula, producing an array 
of icebergs scattered across the ocean surface. 
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Although water is always in a state of movement 
and is continuously being cycled from one reservoir 
to another, the total volume of water in each reservoir 
is approximately constant over short time intervals. 
Over lengthy intervals, however, the volume of water 
in the different reservoirs can change dramatically. 
During glacial ages, for example, vast quantities of 
water are evaporated from the oceans and precipi
tated on land as snow. The snow slowly accumulates 
to build ice sheets that are thousands of meters thick 
and cover vast areas where none exist today. At such 
times, the amount of water removed from the oceans 
is so large that the world sea level falls 100 m (110 yd) 
or more, and the expanded glaciers increase the ice-

covered area of the Earth by more than 300 percent. 
An important consequence of the hydrologic cycle 

is the varied landscapes of the Earth. The erosional 
and depositional effects of streams, waves, and gla
ciers, coupled with the tectonic movements of crustal 
rocks, have produced a diversity of landscapes that 
make the Earth's surface unlike that of any other plan
ets in the solar system. In its effect on erosion and sed
imentation, the hydrologic cycle is intimately related 
to the rock cycle. Furthermore, it is a key component 
of an array of biogeochemical cycles that control the 
composition of the atmosphere and influence all liv
ing creatures on the Earth. 



CHAPTER 8 

The World Ocean 

Early Polynesian explorers, navigating by stars, winds, and currents, cross the vast ex-
panse of the central Pacific Ocean in search of new islands to colonize. 



Polynesian Navigators 
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More than 1300 years ago, Polynesian explorers set 
out from Havai'i (an island near Tahiti, now called Ra-
iatea) in great double-hulled canoes on voyages of dis
covery and conquest in the vast and then-unknown 
expanse of the North Pacific Ocean. On one such voy
age, a kahuna, or priest, named Pa'ao discovered 
Hawaii and, retracing his route homeward, subse
quently assembled a fleet to colonize the islands. 
Today, we can board a comfortable jet airliner and fly 
nonstop the 4400 km (2700 mi) from Honolulu to 
Tahiti in less than six hours, but a voyage by canoe 
across the uncharted ocean must have taken many 
weeks and been filled with numerous hazards. The 
Hawaiian islands were discovered by chance, but sub
sequent trips between Hawaii and the home islands of 
the Society and Marquesas groups required a degree 
of navigational skill that is difficult to imagine. How 
did the ancient Polynesians repeatedly traverse great 
ocean distances without the aid of a compass or other 
modern navigational aids? 

Like competent modern sailors, the Polynesian nav
igators became familiar with the winds and current 
systems that affected their vessels. In sailing from 
Havai'i to Hawaii, a canoe had to cross three wind sys
tems and the surface ocean currents related to them 
(Fig. 8.1). Raiatea lies in the southeast tradewinds 
belt, where prevailing winds blow from the southeast, 
as well as in the region of a great westward-flowing 
ocean current that lies just south of the equator. The 
initial part of the voyage therefore involved sailing 
somewhat east of north across this zone until, just 

north of the equator, a belt of light variable winds and 
an eastward-flowing current must be passed. Still far
ther north, a canoe encountered the northeast 
tradewinds and another westward-flowing current 
system that helped carry it northwestward toward 
Hawaii. Because the winds and currents change with 
latitude, by observing them ancient navigators could 
get a good idea of their approximate position relative 
to the equator. A competent sailor could also steer a 
boat using the major ocean swells generated by the 
tradewinds. Maintaining a course involves keeping 
the boat consistently oriented with respect to passing 
swells. 

Whenever land was in sight, a course could be 
maintained by aligning the vessel with several fixed 
landmarks such as mountain peaks, rocky promonto
ries, or small islands. At night, a mariner could steer 
with respect to a succession of stars rising above the 
horizon; as one star rose too high to steer by, a newly 
rising star would then be tracked. Polynesian naviga
tors knew the rising and setting points of more than 
150 stars, and these points served them well in lieu of 
a compass. Another astronomical trick they employed 
involved zenith stars. A star that appears to pass di
rectly over an island will also appear to pass over all 
points due west and east of the island. Polynesians 
used such stars to determine when they had reached 
the same latitude as their island destination, and then 
they maintained the appropriate course until land was 
seen. 

The ancient Pacific navigators also had ways of an-
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Figure 8.1 Likely route of discovery of the Hawaiian is
lands. Double-hulled canoes, pushed by the southeast 
tradewinds, sailed east of north from Havai'i (Raiatea) in 
the Society islands across the South Equatorial Current. 
Moving northward across the Equatorial Countercurrent in 
the Doldrums, the canoes then picked up the North Equato
rial Current and the northeast tradewinds, which carried 
them northwestward toward landfall at the island of 
Hawaii. 

ticipating a landfall. For example, clouds tend to ac
cumulate around high islands, and the base of the 
clouds often is illuminated by light reflected off 
bright, sunlit lagoons. The bright glow of the clouds 
can be visible long before land is seen. Shallow, sub
merged reefs are indicated by lighter colored water 
above them and can be used as navigational aids. Plant 
debris drifting on the ocean surface may be evidence 
of land to windward. Finally, birds that venture sea
ward in the morning to fish and then return to land at 
dusk can point the way toward land over the horizon. 

The Polynesians lacked a written language and 
committed to memory all the information needed to 
retrace a lengthy ocean voyage. Instead, they relied 
on a lifetime of personal experience, an intimate 
knowledge of the visible universe, and a clear under
standing of the interrelationship of land, sea, atmos
phere, and living organisms. 

THE OCEANS 
Imagine, if you can, a dry Earth, devoid of water. The 
Earth's surface would appear far different from the 
one familiar to us. Viewed from an orbiting space
craft, a dry Earth would no longer have a bluish color 
(and we would need another title for this book), the 
land would lack a vegetation cover, and no clouds 
would obscure the surface. The Earth would resemble 
Mars or the rocky moons of Jupiter. We would see the 
high-standing continents ending where their border
ing continental slopes meet a great expanse of empty 
sea floor. As we learned in Chapter 6, this primary 
topography reflects the contrasting densities and 
thicknesses of continental (less dense, thicker) and 
oceanic (denser, thinner) crust. Circling the Earth, we 
would see several vast interconnected basins, each 
floored with oceanic crust and rimmed with conti
nental crust. 

If these huge basins were now slowly filled with 
water, the scene would be transformed. The rising 
water would initially fill the deepest parts of the 
basins, creating a number of shallow seas, but as the 
water level continued to rise, these seas would merge 
to form a larger and larger ocean that eventually 
would creep up the continental slopes and spill 
across the continental shelves. With the ocean basins 
filled to capacity, more than two-thirds of the Earth's 
surface would now be covered by water and the Earth 
would be a unique planet in the solar system, for it 
would have become the Blue Planet. 

Under the ocean, beyond the continental slope, 
lies the remote world of the deep-ocean floor. With 



devices for sounding the sea bottom and for sampling 
its sediment, teams of oceanographers and marine ge
ologists have explored the ocean floor and greatly ex
panded our knowledge of the submarine regions. 
Scuba-diving geologists have visited, photographed, 
and mapped areas of seafloor at depths as great as 70 
m (230 ft), and observers in specially designed sub
mersible crafts have descended more than 6 km (3.7 
mi) to visit the greatest depths of the ocean floor (see 
"Guest Essay"). 

Because of this intensive research involving many 
nations, we are gradually coming to understand the 
oceans. The romanticist in each of us may regret that 
beliefs and legends built up through more than 3000 
years of human history—monsters, mermaids, strange 
and threatening sea gods, fabled cities and castles be
lieved to have sunk into watery deeps—have van
ished. These and other poetic visions have faded away 
as scientific knowledge has steadily increased. In re
turn, however, that knowledge has helped us appre
ciate the fragile environment of the oceans, which is 
responsible for a large part of the Earth's biological 
heritage. 

Ocean Geography 

Seawater covers 70.8 percent of the Earth's surface. 
The land comprising the remaining 29.2 percent is un
evenly distributed. This uneven distribution is espe
cially striking when we compare two views of the 
globe: one from a point directly above Great Britain 
and the other from a point directly above New 
Zealand (Fig. 8.2). In the first view, more than 46 per
cent of the viewed hemisphere is land, whereas in the 
second view it is more than 88 percent water and only 

Before the present century, little was known about 
the depth of the oceans. Water depths were deter
mined from soundings made with either a weighted 

about 12 percent land. The uneven distribution of 
land and water plays an important role in determining 
the paths along which water circulates in the open 
ocean and the marginal seas. 

Most of the water on our planet is contained in 
three huge interconnected basins—the Pacific, At
lantic, and Indian oceans. (The Arctic Ocean is gener
ally considered an extension of the North Atlantic.) 
(Fig. 8.3). All three are connected with the Southern 
Ocean, a body of water south of 50°S latitude that 
completely encircles Antarctica. Collectively, these 
four vast interconnected bodies of water, together 
with a number of smaller ones, are often referred to as 
the world ocean. The smaller water bodies connected 
with the Atlantic Ocean include the Mediterranean, 
Black, North, Baltic, Norwegian, and Caribbean seas, 
the Gulf of Mexico, and the Baffin and Hudson bays. 
The Persian Gulf, Red Sea, and Arabian Sea are part of 
the Indian Ocean, while among the numerous mar
ginal seas of the Pacific Ocean are the Gulf of Califor
nia, Bering Sea, Sea of Okhotsk, Sea of Japan, and the 
East China, South China, Coral, and Tasman seas. All 
these seas and gulfs vary considerably in shape and 
size; some are almost completely surrounded by land, 
whereas others are only partly enclosed. Each owes 
its distinctive geography to plate tectonics, for this 
ongoing process has led to the creation of numerous 
small basins both in and adjacent to the major ocean 
basins. 

Depth and Volume of the Oceans 
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Figure 8.2 The unequal distribu
tion of land and ocean can be seen if 
we view the Earth from above 
Britain and above New Zealand. In 
the first view, land covers nearly 
half the hemisphere, while in the 
other nearly 90 percent of the hemi
sphere is water. 
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Figure 8.3 Major and minor basins of the world ocean. 

hemp line or a strong wire lowered from a ship. Al
though this technique proved satisfactory and rela
tively rapid in shallow water, it could take 8 to 10 
hours to recover a weighted wire in water thousands 
of meters deep. By the close of the nineteenth cen
tury, about 7000 measurements had been made in 
water more than 2000 m (6500 ft) deep, and fewer 
than 600 in water deeper than 9000 m. (29,500 ft) In 
the 1920s ship-borne acoustical instruments called 
echo sounders were developed to measure ocean 
depths. An echo sounder generates a pulse of sound 
and accurately measures the time it takes for the echo 
bouncing off the seafloor to return to the instrument. 
Because the speed of sound traveling through water is 
known, the water depth beneath a ship can be calcu
lated. 

Over the past 70 years, the oceans have been criss
crossed many thousands of times by ships carrying 
echo sounders. As a result, the topography of the sea 
floor and the depth of the overlying water column are 
known in considerable detail for all but the most re
mote parts of the ocean basins. The greatest ocean 
depth yet measured (11,035 m; 36,205 ft) lies in the 
Mariana Trench near the island of Guam in the west
ern Pacific. This is more than 2 km (6500 ft) farther 
below sea level than Mount Everest rises above sea 
level. The average depth of the sea, however, is about 
3.8 km, (12,500 ft) compared to an average height of 
the land of only 0.75 km (2460 ft). 

If we measure the area of the sea and calculate its 

average depth, we can then calculate that the present 
volume of seawater is about 1.35 billion cubic kilome
ters (324 million mi3) (Fig. 8.4); more than half this 
volume resides in the Pacific Ocean. We say present 
volume because the amount of water in the ocean 
fluctuates somewhat over thousands of years, with 
the growth and melting of continental glaciers (Chap
ters 10 and 14). 

Age and Origin of the Oceans 

The Earth's oldest rocks include sedimentary strata 
that were deposited by water and are similar to strata 
we see being deposited today. Therefore, we are sure 
that, as far back in history as we can see, which is 3.95 
billion years, the Earth has had liquid water on its sur
face. We can be reasonably certain, therefore, that the 
world ocean was created sometime between 4.6 bil
lion years ago, when the Earth formed, and 3.95 bil
lion years ago, when the oldest known sedimentary 
rock was made. 

Where the water to create the oceans came from is 
still an open question, however. The most likely an
swer is that it condensed from steam produced during 
primordial volcanic eruptions. Because volcanic activ
ity has persisted throughout the Earth's history, the 
volume of the world ocean has probably increased 
through time. 
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Figure 8.4 Area A. and volume B. 
of the oceans. The Pacific represents 
nearly half the area and half the vol
ume of the oceans, with the Atlantic 
and Indian oceans being comparable 
to each other in both size and vol
ume. Although the deepest known 
place in the oceans lies more than 
11,000 m below sea level, nearly all 
the water lies at a depth of less than 
6000 m 

trations that they can be detected only by extremely 
sensitive analytical instruments. As can be seen in Fig
ure 8.5, more than 99.9 percent of the salinity is 
caused by only eight ions. 

Where do these ions come from? Each year streams 
carry 2.5 billion tons of dissolved substances to the THE SALTY SEA 

About 3.5 percent of average seawater, by weight, 
consists of dissolved salts, enough to make the water 
undrinkable. It is enough also, if these salts were pre
cipitated, to form a layer about 56 m (183 ft) thick 
over the entire seafloor. 

Ocean Salinity 

Salinity is the measure of the sea's saltiness, ex
pressed in per mil (%o = parts per thousand) rather 
than percent (% = parts per hundred). The salinity of 
seawater normally ranges between 33 and 37%o. The 
principal elements that contribute to this salinity are 
sodium and chlorine. Not surprisingly, when seawa
ter is evaporated, more than three quarters of the dis
solved matter is precipitated as common salt (NaCL). 
However, seawater contains most of the other natural 
elements as well, many of them in such low concen-

Figure 8.5 Principal ions in seawater. More than 99.9 
percent of the salinity of seawater is due to eight ions, the 
two most important of which (Na+ and Cl-) are the con
stituents of common salt. 
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sea. As exposed crustal rocks interact with the atmos
phere and the hydrosphere (rainwater), cations are 
leached out and become part of the dissolved load of 
streams flowing to the sea. The principal anions found 
in seawater, on the other hand, are believed to have 
come from the mantle. Chemical analyses of gases re
leased during volcanic eruptions show that the most 
important volatiles are water vapor (steam), carbon 
dioxide (CO2), and chloride (Cl1) and sulfate (SO4

2-) 
anions. These two anions dissolve in atmospheric 
water and return to the Earth in the form of precipita
tion, much of which falls directly into the ocean. Part 
of the remainder is carried to the sea dissolved in river 
waters. Volcanic gases are also released directly into 
the ocean from submarine eruptions. Other sources 
of ions include dust eroded from desert regions and 
blown out to sea, and gaseous, liquid, and solid pollu
tants released through human activity either directly 
into the oceans or carried there by streams or polluted 
air. 

The quantity of dissolved ions added by rivers over 
the billions of years of Earth history far exceeds the 
amount now dissolved in the sea. Why, then, doesn't 
the sea have a higher salinity? The reason is that chem
ical substances are being removed at the same time 
they are being added. Some elements, such as silicon, 
calcium, and phosphorus, are withdrawn from seawa
ter by aquatic plants and animals to build their shells 

or skeletons. Other elements, such as potassium and 
sodium, are absorbed and removed by clay particles 
and other minerals as they settle slowly to the sea 
floor. Still others, such as copper and lead, are precip
itated as sulfide minerals in claystones and mudstones 
rich in organic matter. Because these and other 
processes of extraction are essentially equal to the 
combined inputs, the composition of seawater re
mains virtually unchanged. 

Has the ocean always been salty? The best evidence 
of the sea's past saltiness is the presence, in marine 
strata, of salts precipitated by the evaporation of sea
water. Marine strata containing salts that were con
centrated by the evaporation of seawater are common 
in young sedimentary basins, but they are not known 
from rocks older than about a billion years. Possibly 
this is because ancient marine deposits consisting of 
soluble salts have been completely removed from the 
geologic record through the slow dissolving action of 
percolating groundwater. 

Salinity of Surface Waters 

The salinity of surface waters is related to latitude 
(Fig. 8.6A). The most important factors affecting salin
ity are (1) evaporation (which removes water and 
leaves the remaining water saltier), (2) precipitation 
(which adds fresh water, thereby diluting the seawa-

Figure 8.6A Average surface salinity of the oceans. High salinity values are found in 
tropical and subtropical waters where evaporation exceeds precipitation. The highest 
salinity has been measured in enclosed seas like the Persian Gulf, the Red Sea, and the 
Mediterranean Sea. Salinity values generally decrease poleward, both north and south 
of the equator, but low values also are found off the mouths of large rivers. 



ter and making it less salty), (3) inflow of fresh (river) 
water (which makes the seawater less salty), and (4) 
the freezing and melting of sea ice (when seawater 
freezes, salts are excluded from the ice, leaving the 
unfrozen seawater saltier). As one might expect, salin
ity is high in the latitudes where the Earth's great 
deserts lie, for in these zones evaporation exceeds 
precipitation, both on land and at sea. In a restricted 
sea, like the Mediterranean, where these is little in
flow of fresh water, surface salinity exceeds the nor
mal range; in the Red Sea, which is surrounded by 
desert, salinity reaches 4l%o. Salinity is lower near the 
equator because precipitation is high and cool water, 
which rises from the deep sea and sweeps westward 
in the tropical eastern Pacific and eastern Atlantic 
oceans, reduces evaporation. It is also low at high lat
itudes that are rainy and cool. Up to 100 km (62 mi) 
offshore from the mouths of large rivers, the surface 
ocean water can be fresh enough to drink. 

Minerals from the Sea 

Under favorable circumstances, evaporation of seawa
ter can lead to the concentration of salts and their 
eventual precipitation from solution to form evapor-
ite deposits. The most important salts that precipitate 
from seawater are gypsum, halite, and carnalite. Ma
rine evaporites are widespread. In North America ma-
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rine evaporite strata underlie an estimated 30 percent 
of the land area. We use the halite from these deposits 
for common table salt, gypsum is used for plaster, and 
carnalite and several other minerals provide potas
sium for use in commercial fertilizers. 

TEMPERATURE AND HEAT 
CAPACITY OF THE OCEAN 

An unsuspecting tourist from Florida who decides to 
take a swim on the northern coast of Britain quickly 
learns how varied the surface temperature of the 
ocean can be. A map of global summer sea-surface 
temperature displays a pronounced east-west band
ing, with isotherms (lines connecting points of equal 
temperature) approximately paralleling the equator 
(Fig. 8.6B). The warmest waters during August, ex-

Figure 8.6B Sea-surface temperatures in the world ocean during August. The 
warmest temperatures (>28°C) are found in the tropical Indian and Pacific oceans. 
Temperatures decrease poleward from this zone, reaching values close to freezing in 
the north and south polar seas. 
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ceeding 28°C (82°F), occur in a discontinuous belt be
tween about 30°N and 10°S latitude in the zone where 
received solar radiation is at a maximum. In winter, 
when the belt of maximum incoming solar radiation 
shifts southward, the belt of warm water also moves 
south until it is largely below the equator. Waters be
come progressively cooler both north and south of 
this belt, and reach temperatures of less than 10°C 
(50°F) poleward of 50°N and S latitude. The average 
surface temperature of the oceans is about 17°C 
(63°F), while the highest temperatures (>30°C or 
86°F) have been recorded in restricted tropical seas, 
such as the Red Sea and the Persian Gulf. 

The ocean differs from the land in the amount of 
heat it can store. For a given amount of heat absorbed, 
water has a lower rise in temperature than nearly all 
other substances; that is, it has a high heat capacity. 
Because of water's ability to absorb and release large 
amounts of heat with very little change in tempera
ture, both the total range and the seasonal changes in 
ocean temperatures are much less than what we find 
on land. For example, the highest recorded land tem
perature is 58°C (136°F), measured in the Libyan 
Desert, and the lowest, measured at Vostok Station in 
central Antarctica, is —88°C (—126°F); the range, 
therefore, is 146°C. By contrast, the highest recorded 
ocean temperature is 36°C (97°F), measured in the 
Persian Gulf, and the coldest, measured in the polar 
seas, is -2°C (28°F), a range of only 38°C. 

The annual change in sea-surface temperatures is 
0-2°C in the tropics, 5-8°C in middle latitudes, and 
2-4°C in the polar regions. Corresponding seasonal 
temperature ranges on the continents can exceed 
50°C. Coastal inhabitants benefit from the mild cli
mates resulting from this natural ocean thermostat. 

Along the Pacific coast of Washington and British Co
lumbia, for example, winter air temperatures seldom 
drop to freezing, while east of the coastal mountain 
ranges they can plunge to — 30°C (—22°F) or lower. 
In the interior of a continent, summer temperatures 
may exceed 40°C (104°F), whereas along the ocean 
margin they typically remain below 25°C (77°F). 
Here, then, is a good example of the interaction of the 
hydrosphere, atmosphere, land surface, and bios
phere: ocean temperatures affect the climate, both 
over the ocean and over the land, and climate ulti
mately is a major factor in controlling the distribution 
of plants and animals. 

VERTICAL STRATIFICATION 
OF THE OCEANS 

The physical properties of seawater vary with depth. 
To help understand why this is so, think about shak
ing up a bottle of oil-and-vinegar salad dressing and 
then set it on a table. After a minute or two, the oil 
will rise to the top of the bottle and the vinegar will 
settle to the bottom. The two ingredients become 
stratified because they have different densities: the 
less dense oil floats on the denser vinegar. The oceans 
also are vertically stratified, as a result of variations in 
the density of seawater. Seawater becomes denser as 
its temperature decreases and as its salinity increases. 
Gravity pulls dense water downward until it reaches a 
level where the surrounding water has the same den
sity. These density-driven movements lead both to 
stratification of the oceans and to circulation in the 
deep ocean. 

Figure 8.7 Depth zones in the 
ocean. Below the surface zone lies 
another zone in which the ocean-
water properties experience a signif
icant change with increasing depth. 
This zone is variously known as A. 
the pycnocline, a zone of increasing 
density. B. the thermocline, a zone of 
decreasing temperature, C. the halo-
dine, a zone of increasing salinity. 
Still lower lies the deep zone, where 
waters are dense as a result of their 
low temperatures and high salinity. 
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Oceanographers recognize three major depth 
zones in the ocean (Fig. 8.7). A surface zone, typically 
extending to a depth of 100 to 500 m (330 to 1640 ft), 
consists of relatively warm water (except in polar lati
tudes, where the surface zone is absent). This zone is 
also referred to as the mixed layer because winds, 
waves, and temperature changes cause extensive mix
ing in it. 

Below the surface zone lies another zone in which 
the ocean-water properties of temperature, salinity, 
and density experience a significant change with in
creasing depth. This zone goes by three different 
names, one for each property. In the open ocean, tem
perature commonly decreases markedly, then more 
slowly, downward through the thermocline (Fig. 
8.7B). The halocline, marked by a substantial increase 
of salinity with depth, is found over much of the 
North Pacific Ocean and in other high-latitude waters 
where solar heating of the ocean surface is diminished 
and precipitation is relatively high (Fig. 8.7C). The 
rapid increase in water density that defines the pycn-
ocline (Fig. 8.7A) may result from a decrease in tem
perature, from an increase in salinity, or from both. 

Below the zone that encompasses the thermocline, 
halocline, and pycnocline lies the deep zone, which 
contains the bulk of the ocean's volume (about 80 %0; 
Fig. 8.4). In low and middle latitudes, the pycnocline 
effectively isolates water of the deep zone from the at
mosphere, but in high latitudes, where the surface 
zone is absent, water of the deep zone lies in direct 
contact with the atmosphere. 

OCEAN CIRCULATION 
When Christopher Columbus set sail from Spain in 
1492 to cross the Atlantic Ocean in search of China, 
he took an indirect route. Instead of sailing due west, 
which would have made his voyage shorter, he took a 
longer route southwest toward the Canary Islands, 
and then west on a course that carried him to the 
Caribbean islands where he first sighted land. In 
choosing this course, he was following the path not 
only of the prevailing winds but also of surface ocean 
currents. Instead of fighting the westerly winds and 
currents at 40° N latitude, he drifted with the Canary 
Current and North Equatorial Current, as the north
east tradewinds filled the sails of his three small ships. 

Surface Currents of the 
Open Ocean 

Surface ocean currents, like those Columbus fol
lowed, are broad, slow drifts of surface water set in 
motion by the prevailing surface winds. Air that flows 
across the sea drags the water slowly forward, creat
ing a current of water as broad as the current of air, 
but rarely more than 50 to 100 m (165 to 330 ft) 
deep. The ultimate source of this motion is the Sun, 
which heats the Earth unequally, thereby setting in 
motion the planetary wind system. Thus, ocean circu
lation results from the interplay of several key ele
ments of the Earth system: (1) radiation from the Sun 
provides heat energy to the atmosphere; (2) nonuni
form heating generates winds; and (3) the winds, in 
turn, drive the motion of the ocean's surface water. 

The Coriolis Effect 
The direction taken by ocean currents is also influ
enced by the Coriolis effect, a phenomenon by 
which all moving bodies veer to the right in the north
ern hemisphere and to the left in the southern hemi
sphere. The effect is named for the nineteenth-cen
tury French scientist who first explained how the 
Earth's rotation influenced the movement of fluids. 

A simple experiment and an insightful hypothesis 
led to the discovery of the Coriolis effect. The experi
ment was carried out in 1627 by Joseph Furtenbach, a 
German scientist, who fired a cannonball vertically 
into the air and then sat on the muzzle of the cannon 
and watched the ball hit the ground to the west of the 
cannon, thus proving that the Earth rotates from west 
to east. The hypothesis that winds are also deflected 
as a consequence of the Earth's rotation was offered 
by Gustav Gaspard de Coriolis (1792-1843) in 1835, 
who proposed that the swirling pattern taken by 
storms have the directions they do because of the 
Earth's rotation. 

An object on a rotating body has an angular veloc
ity (velocity due to rotation). The angular velocity is 
always in the direction of rotation and is a minimum at 
the equator and a maximum at the poles. It may seem 
odd to say that angular velocity is a minimum at the 
equator, but consider the following: Imagine a stone 
tower built exactly at the north pole; every 24 hours 
the tower will rotate completely around as a result of 
the Earth's rotation (Fig. 8.8A). A similar tower on the 
equator, however, would not rotate at all; rather, it 
would describe an end-over-end motion. At any lati
tude between the equator and the pole, some rotation 
and some end-over-end motion occurs and for this 
reason the Coriolis effect, which is due to rotation, is 
latitude-dependent and a maximum at the poles. 



Figure 8.8 Coriolis Effect A. A body at the pole rotates completely around every 24 
hours while a body on the equator goes end-over-end but does not rotate. The face on 
the tower at the pole rotates with respect to an external observer whereas a tower on 
the equator always presents the same face to an observer. B. On the rotating Earth, an 
object freely floating on the ocean in the northern hemisphere (a, b) is deflected by the 
Coriolis effect to the right, whereas in the southern hemisphere (c, d) it is deflected to 
the left. A moving object at the equator (e, f) is not deflected. 

A body that moves on the Earth has two velocity 
components—the velocity of forward motion and the 
angular velocity of rotation. In order for a moving 
body to maintain the same velocity as its location on 
the Earth, its angular velocity would have to change 
continually, A change in velocity is an acceleration. 
The Coriolis acceleration is the angular acceleration 
that would be needed for a moving object to stay on 
track with respect to the rotating frame of reference, 
in this case the Earth. 

Because the angular acceleration is usually absent 
or insufficient, the Coriolis effect occurs and this, as 
mentioned above, is a deflection in the path of a mov
ing object toward the right in the northern hemi
sphere and to the left in the southern hemisphere. 

Every moving body is subject to the Coriolis effect. 
An automobile driven at 100 km/h (62 mi/h) in the 
northern hemisphere will drift about 3 m (10 ft) to the 
right every km (0.6 mi) for example. You don't actu
ally see the drift because of the friction of the tires on 
the road and the hands of the drive using the steering 
wheel to correct the drift. One of the most dramatic 
demonstrations of the Coriolis effect happened dur
ing World War I when the German army bombarded 
Paris from a distance of 120 km (75 mi) with a gun 
called "Big Bertha." The gunners discovered that their 
shots were falling 1 to 2 km (0.6 to 1.2 mi) to the right 
of the place they were aiming. The reason for their 
poor shooting was their failure to account for a de
flection in the trajectory due to the Coriolis effect. 

The magnitude of the Coriolis effect varies with lat

itude and with the speed of the moving body. The lat
itude effect arises from the variation in angular veloc
ity which, as was discussed previously, is a maximum 
at the poles and a minimum at the equator. The Cori
olis effect is therefore a maximum at the poles and 
zero at the equator. 

If a freely floating object on the ocean moves away 
from the pole (Fig. 8.8B, a), its angular velocity about 
the pole will be slower than that of the water. This 
causes the object to lag behind the rotation, and so it 
will be deflected in a clockwise direction (to the 
right). If such an object were moving toward the pole 
(b), its angular velocity about the pole will be faster 
than the water, resulting in a counterclockwise de
flection (again toward the right). Regardless of the di
rection of movement, an object in the northern hemi
sphere will be deflected to the right. In the southern 
hemisphere, the deflection is to the left (c,d), while 
at the equator the effect disappears (e, f). Although 
the Coriolis effect does not cause ocean currents, it 
deflects them once they are in motion. 

Current Systems 
Low-latitude regions in the tradewind belts are domi
nated by the warm, westward-flowing North and 
South Equatorial currents (Fig. 8.9). In their midst, 
and lying in the doldrums belt of light, variable winds, 
is the eastward-flowing Equatorial Countercurrent. 

Each major ocean current is part of a large subcir-
cular current system called a gyre. Within each gyre 
different names are used for different segments of the 
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current system. Figure 8.9 shows the Earth's five 
major ocean gyres, two each in the Pacific and At
lantic oceans and one in the Indian Ocean. Currents in 
the northern hemisphere gyres circulate in a clock
wise direction; those in the southern hemisphere cir
culate counterclockwise. 

In each major ocean basin, westward-flowing equa
torial currents are deflected poleward as they en
counter land. Each current thereby is transformed 
into a western boundary current that flows generally 
poleward, parallel to a continental coastline. In the 
North Atlantic Ocean this current is called the Gulf 
Stream, while in the North Pacific it is the Kuroshio 
Current. In the South Atlantic the Brazil Current fol
lows the South American coast, while in the Pacific 
and Indian oceans the corresponding currents are the 
East Australian Current and the Mozambique Current. 

On reaching the belts of westerly winds, the 
Kuroshio Current changes direction to form the 
North Pacific Currents on the poleward side of the 
North Pacific gyre, while in the Atlantic, the Gulf 
Stream passes eastward into the northeast-flowing 
North Atlantic Current. In the Southern Hemisphere, 
the poleward moving waters of the Brazil, East Aus
tralian, and Mozambique currents enter the Antarctic 
Circumpolar Current that circles the Earth near lati
tude 60°S. 

At the southeastern ends of the Southern Hemi
sphere gyres, cool southern waters move northward 
along western continental coasts forming the West 
Australian Current in the eastern Indian Ocean, the 
Humbolt Current along the southwestern coast of 
South America, and the 16 current off the southwest
ern coast of Africa. 

The northern Indian Ocean exhibits a unique cir
culation pattern in which the direction of flow 
changes seasonally with the monsoons (Ch. 13). Dur
ing the summer, strong and persistent monsoon 
winds blow the surface water eastward, whereas in 
winter, winds from Asia blow the water westward. 

Ekman Transport 

In 1893, Norwegian explorer Fridtjof Nansen 
(1861-1930) began an epic voyage across the frozen 
Arctic Ocean in his now-famous vessel, the Fram. 
Frozen in the shifting pack ice, the ship slowly drifted 
poleward, then southward again, eventually emerging 
into navigable water nearly three years later. Nansen's 
observations disclosed something totally unexpected: 
the floating pack ice moved in a direction 20-40° to 
the right of the prevailing wind. This phenomenon 
was subsequently explained mathematically by V. W. 
Ekman, who postulated that wind blowing across the 

Figure 8.9 Surface ocean currents form a distinctive pattern, curving to the right 
(clockwise) in the northern hemisphere and to the left (counterclockwise) in the south
ern hemisphere. The westward flow of tropical Atlantic and Pacific waters is inter
rupted by continents, which deflect the water poleward. The flow then turns away from 
the poles and becomes the eastward-moving currents that define the middle-latitude 
margins of the five great midocean gyres. 
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Figure 8.10 Wind blowing across the ocean in the 
northern hemisphere affects the surface water, producing 
a net flow 20-45° to the right of the wind direction. The 
surface water drags on the water immediately beneath, 
setting it in motion, and so on down the water column. In
ternal friction steadily reduces the current velocity with 
depth, and the Coriolis effect shifts each successively 
slower moving layer farther to the right, thereby producing 
an Ekman spiral. The average flow over the full depth of the 
spiral is termed the Ekman transport and is directed at 90° 
to the wind direction. 

ocean affects the uppermost layers of the water col
umn, producing a net water flow that is at an angle to 
the wind. We can see an example of this effect in the 
relationship between the westward-flowing North 

Equatorial Current and the northeast tradewinds. The 
surface water layer dragging on the water immedi
ately beneath sets the lower layer in motion, and the 
process continues downward. Internal friction, how
ever, causes a decrease in current velocity with in
creasing depth. In addition, the Coriolis effect shifts 
each successive, slower moving layer farther to the 
right, producing a spiraling current pattern (called the 
Ekman spiral) when seen from above (Fig. 8.10) At 
a depth of about 100 m (330 ft), the current has re
versed 180° from the direction of the surface wind, 
and its speed has dropped to only a small percentage 
of the surface current velocity. The average flow over 
the full depth of the spiral, called the Ekman trans
port, moves at 90° to the wind direction. 

Upwelling and Downwelling 

Near coasts, Ekman transport can lead to vertical 
movement of ocean water. Winds blowing parallel to 
the coast can drag a layer of surface water tens of me
ters thick toward or away from land, depending on 
wind direction (Fig. 8.11). If the net transport is away 
from land, subsurface waters flow upward and re
place the water moving away, a process called up-
welling. If the net Ekman transport is toward the 
coast, the surface water thickens and sinks in a 
process known as downwelling. Important areas of 
upwelling occur along west-facing low-latitude conti
nental coasts (e.g., Oregon/California and Ecuador/ 
Peru), where cold waters, rich in nutrients and origi
nating at depths of 100 to 200 m (330 to 655 ft), sup
port productive fisheries (see "A Closer Look: Under
standing El Niño"). 

Figure 8.11 Winds blowing parallel to a coast exert a drag on the surface water, 
forcing it away from or toward the land, depending on wind direction. If the net Ekman 
transport is away from the land, rising subsurface water replaces water moving off
shore, producing upwelling. If the net transport is toward the shore, the surface water 
thickens and sinks, producing downwelling. 



A Closer Look 

Figure C8.1 El Niño cycle. 
A. During normal years, per
sistent tradewinds blow west
ward across the tropical Pa
cific from a zone of upwelling 
water off the coast of Peru. 
This water warms up as it 
is transported westward to 
form a large warm-water pool 
above the thermocline in the 
western Pacific. The warm 
water causes the moist mar
itime air to rise and cool, 
bringing abundant rainfall to 
Indonesia. B. During an El 
Niño event, the tradewinds 
slacken and the pool of warm 
water moves eastward to the 
central Pacific. Descending 
cool, dry air brings drought 
conditions to Indonesia, while 
rising moist air above the 
warm-water pool greatly in
creases rainfall in the mid-
Pacific. Surface waters in 
the eastern Pacific become 
warmer, and downwelling 
shuts off the supply of deep-
water nutrients, adversely af
fecting the normally produc
tive fishing ground off the 
coast of Peru. 
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Understanding El Niño 
The fishing grounds off the coast of Peru, among the rich
est in the world, are sustained by upwelling cold waters 
filled with nutrients. Periodically, a mass of unusually 
warm water appears off the coast, an event that Peru
vians refer to as El Niño. During El Niño years, the 
tradewinds slacken, upwelling is markedly reduced, and 
the fish population declines, accompanied by a great 
die-off of the coastal bird population, which depends on 
the fish for food. The Peruvian fishery is among the most 
important in the world, and so the occurrence of an El 
Niño event constitutes a local economic catastrophe. 
Coincident with the Peruvian El Niño conditions, very 
heavy rains fall in normally arid parts of Peru and 
Ecuador, Australia experiences drought conditions, 
anomalous cyclones appear in Hawaii and French Poly
nesia, the seasonal rains of northeast Brazil are dis
rupted, and the Indian monsoon may fail to appear. Dur
ing exceptional El Niño years, climates over much of 
Africa, eastern Asia, and North America are affected. In 

North America, unusually cold or mild winters can result 
in the northeastern United States, while the Southeast be
comes wetter; in California abnormally high rainfall can 
produce major flooding and widespread landsliding. 

Although El Niño has been experienced by genera
tions of Peruvians, with occurrences often being 
recorded in ship's logs, its broader significance was rec
ognized only recently. In the late 1960s a link was made 
between cyclic El Niño events and changing atmos
pheric pressure anomalies over the equator, anomalies 
that had earlier been referred to as the Southern Oscilla
tion. Today, the El Niño/Southern Oscillation (ENSO) is 
regarded as an extremely important element in the 
Earth's year-to-year variations in climate. We now recog
nize that El Niño recurs erratically, but on average about 
every four years, and that its effect on climates is felt over 
at least half the Earth. It presents us with an especially in
structive example of the close interaction between the 
Earth's atmosphere, hydrosphere, and biosphere. When 
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an El Niño event occurs, it not only involves the tropical 
oceans and atmosphere, but also it directly affects pre
cipitation and temperature on major land areas, thereby 
also impacting plants and animals. 

Although many details of the El Niño phenomenon 
remain under study, the general mechanism is reason
ably well understood. During normal years, the 
tradewinds blowing across the Pacific pile up a large 
pool of warm water in the west, which contrasts with 
cooler water that wells up in the eastern tropical Pacific 
(Fig. C8.1 A). The warm water promotes a large center of 

Figure C8.2 Geologic records of past El Niño events. A. A slice through a living coral from 
the Galapagos islands shows the annual layering (alternating dark and light bands rising from 
bottom to top of the section) of the calcium-carbonate skeleton. This layering preserves a 
record of changing surface water conditions, and therefore, of El Niño events. B. Chemical 
analyses of Galapagos corals produce a record of sea-surface temperature (based on oxygen 
isotopes) and the relative magnitude of upwelling (based on the ratio of cadmium to calcium) 
spanning 20 years. These records compare closely with variations of the Southern Oscillation 
and show that the corals were responding to ENSO cycles. 

heavy rainfall around Indonesia. An El Niño event begins 
with a slackening of the tradewinds. This leads to expan
sive warming of surface waters in the central and eastern 
Pacific as the water that had accumulated in the western 
Pacific pool sloshes back in the direction of South Amer
ica. The eastward movement of warm water causes the 
zone of high rainfall to shift to the central Pacific near the 
international date line, simultaneously bringing drought 
conditions to Indonesia (Fig. C8.1B). At the peak of an 
event, equatorial surface water moves from west to east 
and also poleward. This flow gradually reduces the 



equatorial pool of warm water, leading to intensification 
of the tradewinds and an eventual return to normal con
ditions. 

In an attempt to extend the detailed record of El Niño 
events further back in time and improve our ability to 
predict future occurrences, scientists have examined the 
growth rings of living corals, because the rings record an
nual variations in seawater conditions (Fig. C8.2A). 
Corals are abundant and widespread throughout the re
gion most strongly affected by El Niño, and individual 
colonies can live as long as 800 years. Their skeletal 

chemistry closely reflects surrounding environmental 
conditions, with the isotope or trace-metal composition 
of new skeletal material changing as water temperature 
and water chemistry change. By measuring the chemical 
composition of annual growth layers, a record of historic 
and prehistoric El Niño events can be reconstructed for 
different oceanic sites (Fig. C8.2B) and the dynamics of 
each cycle can be analyzed. Ultimately, such data may 
make it possible to predict future El Niño events with 
considerable confidence. 

Geostrophic Flow 

Figure 8.12 Geostrophic flow. A. The Coriolis effect 
causes major wind-driven surface currents to be deflected 
toward the middle of a gyre where water piles up to form a 
gentle mound above the average level of the ocean. In this 
diagram, the vertical scale is greatly exaggerated. The 
water piles up until the force of gravity (Fg) pulling the 
water downslope just balances the Coriolis effect (Fc). The 
net result is geostrophic flow (GF) around the gyre. B. 
Geostrophic flow in the subtropical North Atlantic traps a 
broad lens of clear water a kilometer deep, forming the 
Sargasso Sea. 

The surface of the ocean is not absolutely flat. The 
persistent tradewinds blowing westward through the 
tropical Pacific pile up surface water on the western 
side of the ocean basin. Just as water runs down the 
slope of a hill on land, seawater will flow downslope 
where the ocean surface is unusually steep. There
fore, because the sea surface is slightly higher at low 
latitudes on the western side of the Pacific basin than 
it is farther north, the resulting slope enhances the 
flow of the poleward-moving western boundary cur
rent. 

The Coriolis effect causes wind-driven surface cur
rents to move toward the middle of the five major 
ocean gyres, where the water piles up to form a gen
tle mound that rises more than a meter above the av
erage surface level of the ocean. In a gyre, water will 
pile up until the force of gravity pulling the water 
downslope balances the Coriolis effect that deflects it 
(Fig. 8.12A). When this occurs, no further deflection 
of the surface water takes place and a geostrophic 
current flows smoothly around the gyre. Such cur
rents are strongest along steep slopes and weakest on 
gentle slopes. 

The Sargasso Sea provides an example of 
geostrophic flow (Fig. 8.12B). This body of water in 
the western North Atlantic gyre is bounded by the 
North Equatorial Current to the south, the Gulf Stream 
to the west, the North Atlantic Current to the north, 
and the Mid-Atlantic ridge on the east. A lens of clear 
water a kilometer deep is trapped in the middle of the 
gyre by geostrophic flow. 

Major Water Masses 

The water of the oceans is organized vertically into 
major water masses, stratified according to density. 
The identity and sources of these masses have been 
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Figure 8.13A Transect along the western Atlantic Ocean showing water masses 
and general circulation pattern. North Atlantic Deep Water (NADW) originates near 
the surface in the North Atlantic as northward-flowing surface water cools, becomes 
increasingly saline, and plunges to depths of several km. As NADW moves into the 
South Atlantic, it rises over denser Antarctic Bottom Water (AABW), which forms ad
jacent to the Antarctic continent and flows into the North Atlantic as Antarctic Inter
mediate Water (AAIW) at a mean depth of about 1 km. 

determined by studying the salinity and temperature 
structure of the water column at many places. The At
lantic Ocean provides a good example (Fig. 8.13A). 

In the Atlantic, water in the surface zone forms a 
central water mass north and south of the equator to 
about 35° latitude. The temperature of this water typ
ically ranges from 6 to 19°C (43 to 66°F), and the 
salinity ranges from 34 to 36.5%o. Cooler subarctic 
and subantarctic surface water masses are found at 
high latitudes where cool temperatures and high rain
fall give rise to colder, less saline waters. The largest 
polar surface water mass, flowing as the Antarctic Cir-
cumpolar Current (ACC), moves clockwise around 
Antarctica. Its temperature is 0-2°C (32-36°F), and its 
salinity 34.6-34.7%o. 

The central water mass of the Atlantic overlies an 
intermediate water mass that extends to a depth of 
about 1500 m (1640 yd). The Antarctic Intermediate 
Water mass (AAIW), the most extensive such body of 
water, originates as cold subantarctic surface water 
that sinks and spreads northward across the equator 
to about 20° N latitude. Its temperature ranges from 3 
to 7°C (37-45°F), and its salinity lies within the range 
33.8-34.7%o. Water entering the Atlantic from the 
Mediterranean Sea is so saline (37-38%o) that it flows 
over a shallow sill at Gibraltar ( -400 m) and down
ward beneath intermediate water to spread laterally 

over much of the ocean basin. 
In the North Atlantic, the deep ocean consists of a 

deep-water mass that extends from the intermediate 
water to the ocean floor. This dense, cold (2-4°C or 
36-39°F), saline (34.8-35.l%o) North Atlantic Deep 
Water (NADW) originates at several sites near the 
surface of the North Atlantic, flows downward, and 
spreads southward into the South Atlantic. 

The deepest, densest, and coldest water in the At
lantic is the bottom water mass that forms off Antarc
tica and spreads far northward; in the Pacific it 
reaches as far as 30° N latitude. Because of its greater 
density, Antarctic Bottom Water (AABW) flows be
neath North Atlantic Deep Water. It forms when 
dense brine, produced during the formation of winter 
sea ice in the Weddell Sea adjacent to Antarctica, 
mixes with cold circumpolar surface water and sinks 
into the deep ocean. This dense water has an average 
temperature of -0.4°C (31°F) and a salinity of 34.7%o. 

The Global Ocean Conveyor 
System 

The sinking of dense cold and (or) saline surface wa
ters provides a link between the atmosphere and the 
deep ocean. It also propels a global thermohaline 
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circulation system, so called because it involves both 
the temperature and salinity characteristics of the 
ocean waters. We can trace this circulation from the 
North Atlantic southward toward Antarctica and into 
the other ocean basins (Fig 8.13B). The largest mass of 
NADW forms in the Greenland and Norwegian seas 
where relatively warm and salty surface water enter
ing from the western North Atlantic cools, becomes 
denser, and sinks into a confined basin north of a sub
marine ridge connecting Scotland and Greenland (Fig. 
8.14). The dense water then spills over low places 
along the ridge and plunges down into the deep 
ocean as NADW. Warm, salty surface and intermedi
ate water is drawn toward the North Atlantic to com

pensate for the south-flowing deep water. It is the 
heat lost to the atmosphere by this warm surface 
water, together with heat from the warm Gulf Stream, 
that maintains a relatively mild climate in northwest 
Europe. 

In the South Atlantic, south-flowing NADW enters 
the Antarctic Circumpolar Current, which travels 
clockwise around Antarctica. Surface and intermedi
ate water flowing into the South Atlantic from the Pa
cific, and from the Indian Ocean via the southern tip 
of Africa, replenishes the NADW moving out of the 
basin. Meanwhile, Antarctic Bottom Water plunging 
down to the ocean floor in the southernmost Atlantic 
moves northward, slowly upwells, mixes with overly-

Figure 8.13B The major thermohaline circulation cells that make up the global 
ocean conveyor system are driven by exchange of heat and moisture between the at
mosphere and ocean. Dense water forming at a number of sites in the North Atlantic 
spreads slowly along the ocean floor, eventually to enter both the Indian and Pacific 
oceans before slowly upwelling and entering shallower parts of the thermohaline cir
culation cells. Antarctic Bottom Water (AABW) forms adjacent to Antarctica and flows 
northward in fresher, colder circulation cells beneath warmer, rnore saline waters in 
the South Atlantic and South Pacific. It also flows along the Southern Ocean beneath 
the Antarctic Circumpolar Current to enter the southern Indian Ocean. Warm surface 
waters flowing into the western Atlantic and Pacific basins close the great global ther
mohaline cells. 
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ing NADW, and flows back toward Antarctica as Cir-
cumpolar Deepwater (Fig. 8.13A). Thereby complet
ing an important segment of the global system of 
ocean circulation, the Atlantic thermohaline circula
tion cell acts like a great conveyor belt. 

Other circulation cells, linked to the Atlantic cells 

Figure 8.14 North Atlantic Deep 
Water (NADW) forms when the 
warm, salty water of the Gulf 
Stream/North Atlantic Current 
cools, becomes increasingly saline 
due to evaporation, and plunges 
downward to the ocean floor. The 
densest water then spills over the 
Greenland-Scotland ridge and 
flows southward as lower NADW. 
Less dense water forming between 
Greenland and North America 
moves south and east as upper 
NADW, overriding the lower, 
denser water. Because both water 
masses are less dense than north
ward-flowing Antarctic Bottom 
Water (AABW), they pass over it on 
their southward journey (see also 
Fig. 10.14B). 

via the Antarctic Circumpolar Current and also driven 
by density contrasts related to temperature and salin
ity, exist in the Pacific and Indian oceans. In concert, 
they move water along the global ocean conveyor sys
tem, slowly replenishing the waters of the deep 
ocean. NADW is estimated to form at a rate of 15-20 
million m3/s (equal to about 100 times the rate of out
flow of the Amazon River), while Antarctic Bottom 
Water forms at a rate of about 20-30 million m3/s. To
gether these water masses could replace all the deep 
water of the world ocean in about 1000 years. 

OCEAN WAVES 

Major currents and gyres are large-scale geographic 
features of the ocean surface. Finer-scale ocean waves 
are also a response to the interaction of the atmos
phere and ocean surface and, in special cases, a re
sponse to movements of the solid earth. 

Surface waves on the oceans receive their energy 
from winds that blow across the water surface. The 
size of a wave depends on how fast, how far, and how 
long the wind blows. A gentle breeze blowing across 
a bay may ripple the water or form low waves less 
than a meter high. At the opposite extreme, storm 
waves produced by hurricane-force winds (>115 
km/h, or 72 mi/h) blowing for days across hundreds 
or thousands of kilometers of open water may be
come so high that they tower over ships unfortunate 
enough to be caught in them (Fig. 8.15). 

Figure 8.15 A ship in the open ocean struggles to main
tain course through huge storm waves that tower over its 
deck. 



Figure 8.16 Looplike motion of water in a wave in deep 
water. To trace the motion of a small parcel of water at the 
surface, follow the arrows in the largest loops from right to 
left. The resultant motion is the same as watching the wave 
crest travel from left to right. Parcels of water in smaller 
loops beneath the surface have corresponding positions, 
marked by nearly vertical lines. Dashed lines represent 
wave form and parcel positions one-eighth of a period 
later. 

Wave Motion 

Figure 8.16 shows the significant dimensions of a 
wave traveling in deep water, where it is unaffected 
by the bottom far below. As the wave moves forward, 
each small parcel of water revolves in a loop, return
ing very nearly to its former position once the wave 
has passed. This looplike, or oscillating, motion of the 
water, was initially predicted theoretically; later it 
was proved by releasing droplets of dye in a glass tank 
of water across which mechanically generated waves 

Figure 8.17 Waves change form 
as they travel from deep water 
through shallow water to shore. In 
the process, the circular motion of 
water parcels found in deep water 
changes to elliptical motion as the 
water shallows and the wave en
counters frictional resistance to 
forward movement. Vertical scale is 
exaggerated, as is the size of loops 
relative to the scale of the waves. 

Landward of depth L/2, the circular motion of the 
lowest water parcels is influenced by the increasingly 
shallow seafloor, which restricts movement in the 
vertical direction. As the water depth decreases, the 
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are passing, and then photographing the paths of the 
dye droplets with a movie camera. 

Because wave form is created by a looplike motion 
of water parcels, the diameters of the loops at the 
water surface exactly equal wave height (H in Fig. 
8.16). Below the water surface, a progressive loss of 
energy occurs with increasing depth, expressed as a 
decrease in loop diameter. At a depth equal to half the 
wavelength (the distance between successive wave 
crests or troughs; L in Fig. 8.16), the diameters of the 
loops have become so small that water motion is neg
ligible. 

Wave Base 

The depth L/2 is the effective lower limit of wave mo
tion and is generally referred to as the wave base 
(Figs. 8.16 and 8.17). In the Pacific Ocean, wave
lengths as long as 600 m (1970 ft) have been mea
sured. For them, L/2 equals 300 m, a depth half again 
as great as the average depth of the outer edge of the 
continental shelves (about 200 m). Although the 
wavelengths of most ocean waves are far shorter than 
600 m, it nevertheless is possible for very large waves 
approaching these dimensions to affect even the 
outer parts of continental shelves. 

Breaking Waves 



Figure 8.18 Orienting the board for the 
best ride, a surfer skims the inside of a break
ing wave off the coast of Hawaii. 

loops of the water parcels become progressively flat
ter until, in the shallow water zone, the movement of 
water at the seafloor is limited to a rapid back and 
forth motion (Fig. 8.17). As depth decreases, the 
wave's shape is distorted; its height increases and the 
wavelength shortens. At the same time, the wave's 
front grows steeper. Riding the front of steep arching 
waves as they approach shore, a technique devel
oped in Hawaii centuries ago, is an exhilarating but 
potentially dangerous sport (Fig. 8.18). Eventually the 
steep front is unable to support the advancing wave, 
and as the rear part continues to move forward, the 

wave collapses or breaks (Fig. 8.17), thereby becom
ing a breaker. 

When a wave breaks, the motion of its water in
stantly becomes turbulent, like that of a swift river. 
Such "broken water" is called surf, defined as wave 
activity between the line of breakers and the shore. In 
surf, each wave finally dashes against rock or rushes 
up a sloping beach until its energy is expended; then 
it flows back. Water piled against the shore returns 
seaward in an irregular and complex way, partly as a 
broad sheet along the bottom and partly in localized 
narrow channels as rip currents, which are responsi-

Figurc 8.19 Waves arriving obliquely along 
a coast near Oceanside, California, change 
orientation as they encounter the bottom and 
begin to slow down. As a result, each wave 
front is refracted so that it more closely paral
lels the bottom contours. The arriving waves 
develop a longshore current that moves from 
left to right in this view. 



Figure 8.20 Refraction of waves 
concentrates wave energy on head
lands and disperses it along bays. 
This oblique view shows how waves 
become progressively distorted as 
they approach the shore over a bot
tom that is deepest opposite the 
bay. The result is vigorous erosion 
on the exposed headland and sedi
mentation along the margin of the 
bay. 

Chapter 8 / The World Ocean 2 1 5 

ble for dangerous "undertows" that can sweep un
wary swimmers out to sea. 

Surf possesses most of the original energy of each 
wave that created it. This energy is quickly consumed 
in turbulence, in friction at the bottom, and in moving 
the sediment that is thrown violently into suspension 
from the bottom. Although fine sediment is trans
ported seaward from the surf zone, most of the geo
logic work of waves is accomplished by surf shore
ward of the line of breakers. 

Wave Refraction and Longshore 
Currents 

A wave approaching a coast generally does not en
counter the bottom simultaneously all along its 
length. As any segment of the wave touches the 

seafloor, that part slows down, the wavelength begins 
to decrease, and the wave height increases. Gradually 
the trend of the wave becomes realigned to parallel 
the bottom contours (Fig. 8.19). Known as wave re
fraction, this process changes the direction of a se
ries of waves moving in shallow water at an angle to 
the shoreline. Thus, waves approaching the margin of 
a deep-water bay at an angle of 40° or 50° may, after 
refraction, reach the shore at an angle of 5° or less. 

Waves passing over a submerged ridge off a head
land will be refracted and will converge on the head
land (Fig. 8.20). This convergence, as well as the in
creased wave height that accompanies it, 
concentrates wave energy on the headland, which is 
eroded vigorously. Conversely, refraction of waves 
approaching a bay will make them diverge, diffusing 
their energy at the shore. In the course of time, the 
net tendency of these contrasting effects is to make ir
regular coasts smoother and less indented. 

Figure 8.21 A longshore current de
velops parallel to the shore as waves 
approach a beach at a right angle and 
are refracted. A line drawn perpendicu
lar to the front of each approaching 
wave (a) can be resolved into two com
ponents: the component oriented per
pendicular to the shore (h) produces 
surf, whereas that oriented parallel to 
the shore (c) is responsible for the 
longshore current. Such a current can 
transport considerable amounts of sed
iment along a coast. 
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The path of an incoming wave can be resolved into 
two directional components, one oriented perpendic
ular to the shore and the other parallel to the shore. 
Whereas the perpendicular component produces the 
crashing surf, the parallel component sets up a long
shore current within the surface zone, a current that 
flows parallel to the shore (Fig. 8.21). The direction of 
longshore currents may change seasonally if the pre
vailing wind directions change, thereby causing 
changes in the direction of arriving waves. 

Seismic Sea Waves 

time used to make tsunamis extremely hazardous. Nu
merous fatalities and considerable damage resulted 
when tsunamis moved into populated areas. Today in 
Hawaii sirens and radio newscasts alert the popula
tion to arriving tsunamis, so they can move temporar
ily to higher ground, and people can refer to maps 
printed in their telephone books that show the 
coastal zones at greatest risk. 

OCEAN TIDES 
Tides, the rhythmic, twice-daily rise and fall of ocean 
waters, are caused by the gravitational attraction be
tween the Moon (and to a lesser degree, the Sun) and 
the Earth. A sailor in the open sea may not detect tidal 
motion, but near coasts the effect of the tides is am
plified and they become geologically important. 

Tide-Raising Force 

A large earthquake or other brief, large-scale distur
bance of the ocean floor, such as a landslide or vol
canic eruption, can generate a potentially dangerous 
tsunami (Ch. 3). A tsunami is often erroneously re
ferred to as a tidal wave, but it has nothing to do with 
the tides. Its threat lies in the great speed at which it 
travels (as much as 950 km/h, or 590 mi/h), its long 
wavelength (up to 200 km, or 124 mi), its low ob
servable height in the open ocean, and its ability to 
pile up rapidly to heights of 30 m (100 ft) or more as 
it moves into shallow water along an exposed coast. 

Hawaii is especially susceptible to dangerous 
tsunamis approaching from the numerous earthquake 
regions surrounding the Pacific basin (Fig. 8.22). The 
suddenness of arrival and consequent lack of warning 

The gravitational pull that the Moon exerts on the 
solid Earth is balanced by an equal but opposite iner-
tial force (which tends to maintain a body in uniform 
linear motion) created by the Earth's rotation about 
the center of mass of the Earth-Moon system (Fig-
8.23). At the center of the Earth, gravitational and in-
ertial forces are balanced, but they are not balanced 

Figure 8.22 Map of the Pacific 
Ocean showing the time required for 
a tsunami to reach the island of 
Oahu, Hawaii. Small red dots mark 
the origins of tsunamis that have 
struck Hawaii. Large dots mark 
places where the disastrous 
tsunamis of 1946 and 1960 origi
nated. The 1946 tsunami traveled 
from Alaska to Hawaii in 4.5 hours, 
whereas the 1960 tsunami took 15 
hours to arrive from its place of ori
gin at the coast of Chile. 
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Figure 8.23 Tidal forces. A. Tide-
raising forces are produced by the 
Moon's gravitational attraction and 
by inertial force. On the side toward 
the Moon, both forces combine to dis
tort the water level from that of a 
sphere, raising a tidal bulge. On the 
opposite side of the Earth, where in
ertial force is greater than the gravi
tational force of the Moon, the excess 
inertial force (called the tide-raising 
force) also creates a tidal bulge. B. 
The horizontal component of the tide-
raising force is shown by arrows on 
an oblique view of the Earth. The ar
rows are directed toward the point 
where a line connecting the Earth 
and Moon intersects the Earth's sur
face. This point shifts latitude with 
time as the relative position of the 
Earth and Moon change. 

from place to place on the Earth's surface. A water 
particle in the ocean on the side facing the Moon is at
tracted more strongly by the Moon's graviation than it 
would be if it were at the Earth's center, which lies at 
a greater distance. Although the attractive force is 
small, liquid water is easily deformed, and so each 
water particle on this side of the Earth is pulled to
ward a point directly beneath the Moon. This creates 
a bulge on the ocean surface. 

Although the magnitude of the Moon's gravita
tional attraction on a particle of water at the surface of 
the ocean varies over the Earth's surface, the inertial 
force at any point on the surface is the same. On the 
side nearest the Moon, gravitational attraction and in
ertial force combine, and the excess inertial force (or 
tide-raising force) is directed toward the Moon. On 
the opposite side of the Earth, the inertial force ex
ceeds the Moon's gravitational attraction, and the tide-
raising force is directed away from the Earth (Fig. 
8.23). These unbalanced forces generate the daily 
ocean tides. 

Tidal Bulges 

The tidal bulges created by the tide-raising force on 
opposite sides of the Earth appear to move continu
ally around the Earth as it rotates. In fact, the bulges 
remain essentially stationary beneath the tide-produc

ing body (the Moon) while the Earth rotates. At most 
places on the ocean margins, two high tides and two 
low tides are observed each day as a coast encounters 
both tidal bulges. In effect, at every high tide, a mass 
of water runs into the coastline, where it piles up. 
This water then flows back to the ocean basin as the 
coastline passes beyond each tidal bulge. 

Earth-Sun gravitational forces also affect the tides, 
sometimes opposing the Moon by pulling at a right 
angle and sometimes aiding by pulling in the same di
rection. Twice during each lunar month, the Earth is 
directly aligned with the Sun and the Moon, whose 
gravitational effects are thereby reinforced, producing 
higher high tides and lower low tides (Fig. 8.24). At 
positions halfway between these extremes, the gravi
tational pull of the Sun partially cancels that of the 
Moon, thus reducing the tidal range. However, the 
Sun is only 46 percent as effective as the Moon in pro
ducing tides, so the two tidal effects never entirely 
cancel each other. 

In the open sea, the effect of the tides is small (less 
than 1 m, or 3 ft) and along most coasts the tidal 
range commonly is no more than 2 m (6.5 ft). How
ever, in bays, straits, estuaries, and other narrow 
places along coasts, tidal fluctuations are amplified 
and may reach 16 m (52 ft) or more (Fig. 8.25). Asso
ciated currents are often rapid and may approach 25 
km/h (16 mi/h). The incoming tide locally can create 
a wall of water a meter or more high (called a tidal 
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bore) that moves up estuaries and the lower reaches 
of streams. Fast-moving tidal currents, though re
stricted in extent, constitute a potential source of re
newable energy that is still largely untapped. 

Tidal Power 

Energy obtained from the tides is renewable energy, 
for it never can be used up. However, harnessing tidal 
power for human use has seen only limited success. 
Water in a restricted bay, retained behind a dam at 
high tide, can drive a generator the same way that 
river water can. One important difference between 
hydroelectric power from rivers and that from tidal 
power is that rivers flow continuously, whereas tides 
can be exploited only twice a day; therefore, electri
cal supply is erratic. Experts estimate that if all sites 
with suitable tidal ranges were developed to produce 
power, the total recoverable energy would be equiva
lent to only about a tenth that annually obtained from 
oil. Thus, while tidal power may prove important lo
cally, it is unlikely ever to be a significant factor in 
global energy supply. 

Figure 8.24 When the Earth, Moon, and Sun are aligned 
(positions 1 and 3), tides of highest amplitude are ob
served. When the Moon and Sun are pulling at right angles 
to each other (positions 2 and 4), tides of lowest amplitude 
are experienced. 

Figure 8.25 The tidal range in the Bay of Fundy, eastern Canada, is one of the largest in 
the world. A. Coastal harbor of Alma, New Brunswick at high tide. B. Same view at low tide. 
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Because of this submergence, evidence of lower sea 
levels during ice ages is almost universally found sea
ward of the present coastlines and to depths of 100 m 
(330 ft) or more. Former beaches, sand dunes, and 
other coastal landscape features now submerged on 
the inner continental shelves mark shorelines built by 
the rising sea at the end of the glacial age and later 
drowned. 

Emergence 

CHANGING SEA LEVEL 

Sea level fluctuates daily as a result of tidal forces. It 
also fluctuates over much longer time scales as a re
sult of (1) changes in water volume as continental 
glaciers wax and wane and (2) changes in ocean-basin 
volume as lithospheric plates shift position. Over the 
span of a human lifetime, these slower changes ap
pear insignificant, but on geologic time scales they 
contribute in an important way to the evolution of the 
world's coasts. 

Submergence 

Whatever their nature, nearly all coasts have experi
enced submergence, a rise of water level relative to 
the land. This submergence is the result of a world
wide rise of sea level that occurred when glaciers 
melted away at the end of the last ice age (Fig. 8.26). 

Evidence of past higher sea levels is related mainly to 
former interglacial ages similar to the present. Shore
line features well inland from the present Atlantic 
coast of the United States, from Virginia to Florida, 
reach altitudes of 30 m (100 ft) or higher. These typi
cal coastal landforms owe their present altitude to a 
combination of broad upward arching of the crust, 
and submergence during warmer times when glaciers 
were smaller and sea level therefore higher. The pres
ence of such features above sea level points to emer
gence, a lowering of water level relative to the land. 

Geologists recognize evidence of repeated cycles 
of emergence and submergence along the world's 

Figure 8.26 Coastal submergence of eastern North America and western Europe re
sulted when meltwater from wasting ice sheets returned to the ocean basins at the 
close of the last glaciation. A. Area of northeastern North America covered by glacier 
ice during the last glacial maximum, the approximate position of the shoreline at the 
glacial maximum (18,000 years ago; dark green line), and coastal areas submerged by 
the postglacial rise of sea level. B. Areas covered by ice sheets in Western Europe at 
the last glacial maximum and land areas that have been submerged during the post
glacial rise of sea level. 
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coasts, each cycle related to the buildup and decay of 
vast ice age glacier systems. This evidence clearly 
demonstrates how major changes of the global cli
mate system determine the volume of glaciers on 
land, which in turn affects the level of the world 
ocean (Chapter 14). 

Relative Movements of 
Land and Sea 

The rise and fall of sea level that cause coastal sub
mergence and emergence are global movements, af

fecting all parts of the world ocean at the same time. 
The other causes of submergence and emergence, up
lift and subsidence of the land, generally involve lim
ited portions of landmasses. Nevertheless, uplift and 
subsidence can cause rapid relative changes in sea 
level. Vertical tectonic movements where converging 
plates meet have uplifted beaches and tropical reefs 
to positions far above sea level (Figs. 8.27). Because 
tectonic movements and sea-level changes may occur 
simultaneously, either in the same or opposite direc
tions and at different rates, unraveling the history of 
sea-level fluctuations along a coast can be a challeng
ing exercise. 

Figure 8.27 Coastal emergence of 
eastern New Guinea. A. The emergent 
coast of the Huon Peninsula in eastern 
Papua New Guinea is flanked by a se
ries of ancient coral reefs that form 
flat terracelike benches parallel to the 
shoreline. Each reef formed at sea 
level and was subsequently uplifted 
along this active plate margin. The 
highest reefs lie several hundred me
ters above sea level and are hundreds 
of thousands of years old. B. Curve of 
sea-level fluctuations constructed by 
uranium-isotope dating the uplifted 
reefs of the Huon Peninsula. Prior to a 
recent high stand, sea level was lower 
than at present ever since the last in-
terglaciation, about 120,000 years 
ago. 



Guest Essay 

Where the Sun Never 
Rises. Seeing is Believing 

Victoria A Kaharl, author of Water Baby: The Story 
of Alvin (Oxford University Press, 1990), is science 
Writer in Residence at the Woods Hole Oceanographic 
Institution, Woods Hole, Massachusetts. 

For most of the time humans have inhabited the Earth, 
the depths of the ocean have remained unknown and 
unknowable, a world cut off from the land, the sky, and 
the sun-lit top layers of the sea. For a long time, nobody 
believed there could be life in the frigid black depths. 
The nineteenth-century naturalist Edward Forbes probed 
the ocean by dangling hemp line attached to nets and 
dredges. Because he never brought up any life from 
deeper than 550 meters, Forbes concluded there was 
none. Beneath 550 meters, he wrote in 1841, lay the life
less azoic zone. 

At the time, however, there was some evidence to the 
contrary. The crews who repaired submarine telegraphic 
cables occasionally found animals, such as starfish, 
latched onto a deep-sea cable. 

More evidence for life in the deep sea came during 
the research expedition of the H.M.S. Challenger. The 
British naval corvette left England three days before 
Christmas in 1872 for a round-the-world research cruise 
that would last three years and five months. Although re
search cruises had sailed before this, the Challenger 
cruise is often used to mark the beginning of oceanogra
phy as a truly organized and comprehensive science. 
The naturalists on the Challenger pulled up life, some 
marine worms, from 5500 meters. 

The hemp rope used by the nineteenth-century natu
ralists eventually gave way to stronger piano wire for 
plumbing the depths. Modern oceanographers still use 
nets and dredges but lower them on thick steel cable. 
Whatever the line, however, this kind of selective sam
pling is done blindly, like hanging out of an airplane 
with a net at midnight to catch butterflies. 

Because the ocean is extremely inhospitable to the 
explorer species Homo sapiens, anyone who probes this 
inner space is utterly dependent on technology. 
Oceanographic engineers are fond of saying the ocean is 
more hostile than the Moon. There is no saltwater on the 
Moon to corrode electronics, no pressure to implode in
struments, no slimy animals looking for a nook to make 
their home 

After World War II, some 70 years after the Chal
lenger cruise, cameras and lights that could withstand 
the crushing pressures of the ocean and the corrosive ef
fects of saltwater revealed more of the faraway deep 
ocean. Thousands of black and white photographs cap

tured snatches of the deep sea. Almost all of the animals 
in the photographs were small; most were no bigger than 
flies. The photographic record showed that, although 
there was life in the deep ocean, there wasn't much of it. 
Oceanographers likened the deep ocean to a graveyard 
or a desert. 

It would be decades before our perception and un
derstanding of this world began to change. We had to 
await a new technology, one that could not only take 
humans to the deep sea but also allow us to move 
around, to actually explore and conduct experiments in 
that realm. This new tool was Alvin, a three-passenger 
research submarine commissioned in 1964 as a national 
oceanographic facility. 

About the size of a UPS delivery truck, Alvin usually 
carries a pilot and two scientists on an average eight-
hour dive, which is about the lifetime of its batteries. 
Passengers crouch beside one of the three small plastic 
portholes inside a 2-meter-wide titanium sphere. They 
breathe normally; oxygen is automatically bled into the 
sphere, and carbon-dioxide is removed to keep the at
mosphere the same as room air. Because there is no heat 
inside the submarine, passengers dress warmly because 
it is always cold in the deep sea. With a generous lunch 
bag hanging from the the center of the passenger sphere, 
there is no room to stand up. Most people don't mind; 
they're too busy looking. The world outside Alvin's small 
windows, each wide enough for only one pair of eyes, is 
still new and wil l continue to be for decades to come. 
We have explored only a fraction of the largest environ
ment on Earth, but the little we have seen has changed 
once and for all a host of misconceptions about the deep 
sea. 

Today, with more than 2000 dives to its credit, Alvin 
takes scientists to deep-sea sites with names like the Gar
den of Eden, Clam Acres, and Anemone Heaven. Grave
yard and desert do not apply to any of these communi
ties; each is a hydrothermal vent teeming with life. 

221 
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1. Seawater covers nearly 71 percent of the Earth's 
surface and is concentrated in the Pacific, At
lantic, and Indian oceans. Each is connected to 
the Southern Ocean, which encircles Antarctica. 

2. Although the greatest ocean depth is more than 
11 km, the average depth is 3.8 km. More than 
half the ocean water resides in the Pacific basin. 

3. Evidence from sedimentary strata imply that the 
world has had an ocean since at least 3.95 billion 
years ago. Most likely, the ocean condensed 
from steam produced during primordial volcanic 
eruptions. 

3. More than 99.9 percent of the saltiness of seawa
ter is due to eight ions that are derived through 
chemical weathering of rocks on land and then 
transported by streams to the sea. Other sources 
of ions include airborne dust and human pollu
tants. 

4. Sea-surface temperatures are strongly related to 
latitude, with the warmest temperatures mea
sured in equatorial latitudes. Surface salinity is 
also strongly latitude-dependent and is related to 
both evaporation and precipitation. 

5. Ocean water is stratified as a result of density dif
ferences that are related to salinity and tempera
ture. A thin surface zone of relatively low density 
is separated from a deep zone of dense water by 
the pyenoctine, a zone where density changes 
rapidly with increasing depth. The pycnocline 
coincides approximately with the halocline, a 
zone of rapid salinity change, and the thermo-
cline, a zone of rapidly changing temperature. 

6. Huge wind-driven surface ocean currents that 
circulate clockwise in the northern hemisphere 
and counterclockwise in the southern hemi
sphere carry warm equatorial water toward the 
polar regions. 

7. The Coriolis effect deflects ocean currents to the 
right in the northern hemisphere and to the left 
in the southern hemisphere, the magnitude of 
the effect increasing from the equator toward 

the poles. As a result, surface currents move to
ward huge midocean gyres where gravitational 
force balances the Coriolis effect, producing 
geostrophic flow. 

8. El Niño/Southern Oscillation, an important ele
ment of year-to-year climatic variation, occurs 
when the tradewinds slacken and surface waters 
of the central and eastern Pacific become anom
alously warm. 

9. Ekman transport, which is the average flow di
rection through about the upper 100 m of the 
ocean, moves at 90° to the wind direction. 
Downwelling occurs when Ekman transport is 
toward a coast, whereas upwelling occurs if it is 
away from a coast. 

10. Sinking of cold and (or) saline high-latitude sur
face waters leads to oceanwide thermohaline cir
culation. Operating like a great conveyor belt 
and driven by density contrasts, this global circu
lation system replenishes the deep water of the 
world ocean, replacing it in about 1000 years. 

11. The motion of wind-driven surface waves termi
nates downward at the wave base, a distance 
equal to half the wavelength. A wave breaks in 
shallowing water as interference with the bot
tom causes the wave to grow higher and steeper. 
Waves approaching shore are refracted as the 
wave base reaches the bottom, realigning the 
wave so that it reaches the shore at a gentler 
angle. 

12. Twice-daily ocean tides, resulting from the gravi
tational attraction of the Moon and Sun, are pro
duced as the surface of the rotating Earth passes 
through tidal bulges on opposite sides of the 
planet. 

13. Recently, nearly all coasts have experienced sub
mergence as a result of the postglacial rise of sea 
level. Some coasts have experienced more com
plicated histories of relative sea-level change 
where tectonic movements have been superim
posed over the worldwide sea-level rise. 

Important Terms to Remember 
Coriolis effect (p. 203) 

downwelling (p. 206) 

Ekman spiral (p. 206) 
Ekman transport (p. 206) 
El Niño/Southern Oscillation 

(ENSO) (p. 207) 
emergence (p. 219) 
evaporite deposits (p. 201) 

geostrophic current (p. 209) 
gyre (p. 204) 

halocline (p. 203) 
heat capacity (p. 202) 

North Atlantic Deep Water 
(NADW) (p. 211) 

pycnocline (p. 203) 

Summary 
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salinity (p. 199) 
submergence (p. 219) 
surf (p. 214) 

thermocline (p. 203) 

thermohaline circulation 
(p. 211) 

tsunami (p. 216) 

upwelling (p. 206) 

wave base (p. 213) 
wavelength (p. 213) 
wave refraction (p. 215) 
western boundary current (p. 205) 

Questions for Review 
1. In terms of plate tectonics, explain why the Pa

cific Ocean basin is the largest of the three major 
ocean basins of the Earth. 

2. What geologic evidence indicates that liquid 
water has been present at the Earth's surface for 
at least 3.95 billion years? 

3. If the quantity of dissolved ions carried to the 
oceans by streams throughout geologic history 
far exceeds the known quantity of these sub
stances in modern seawater, why is seawater not 
far more salty than it is? 

4. How and why are the temperature and salinity of 
surface ocean water related to latitude? 

5. Explain why the oceans are vertically stratified 
with respect to water density. 

6. Explain why the seasonal temperature range is 
less at the western coast of North America than it 
is several hundred kilometers inland. 

7. What geologic features would you look for to de
termine whether a coastal region had experi
enced emergence or submergence in the recent 
geologic past? 

8. Explain the existence of large midocean gyres 

both north and south of the equator. 

9. What contrasting ocean conditions give rise to 
upwelling and downwelling along continental 
margins? 

10. Why might a ship in midocean not detect the 
passage of a tsunami, while one anchored in a 
constricted ocean-facing harbor would not miss 
its arrival? 

11. Why does a ship tied to a dock experience two 
high tides and two low tides each day? 

12. Describe how North Atlantic Deep Water is pro
duced and explain its role in the global ocean 
conveyor system. 

Questions for A Closer Look 

1. Describe the effects of an El Niño event at three 
sites in a transect across the equatorial Pacific 
Ocean: in Indonesia, at an island in the middle of 
the ocean, and at the coast of Peru. 

2. How can a past record of El Niño events be re
constructed from geologic evidence? Why 
would such a record be useful to us? 

1. Imagine yourself a navigational assistant on the 
H.M.S. Beagle as it sets sail, with Charles Darwin 
aboard as naturalist, from England toward the 
southeastern coast of South America. Suggest a 
course that Captain Fitzroy could follow in order 
to take advantage of winds and currents as you 
travel from Portsmouth (50.8°N) to Montevideo 
(35°S)? 

2. What can we infer about the history of past sea 
level from the fact that 30 percent of North 

America is underlain by marine evaporite de
posits? 

3. Consider the following hypothesis: the thermo
haline circulation system of the oceans has not 
operated continuously but from time to time has 
shut down. What might cause the system to shut 
down, and what evidence might you look for to 
see if this had happened in the past? 

Questions for Discussion 



CHAPTER 9 

Water on the Land: Surface 
Streams and Groundwater 

View of Aswan High Dam, which impounds the Nile River (right) to form Lake Nasser impounds (to 
south, behind dam). Sediment formerly carried northward to the Mediterranean Sea and 
now settling out in the lake will eventually fill the reservoir and make it unusable. 



Tampering with the Nile 

For more than seven millennia people have lived 
along the banks of the lower Nile River, a ribbon of 
green that rises in the highlands of eastern Africa and 
crosses the vast desert of Sudan and Egypt on its way 
to the Mediterranean Sea. As far back as the age of the 
pyramids, people learned to live with the Nile's an
nual cycle. During part of each year the river flowed 
peacefully within its banks, but by late summer it 
began to rise during the annual period of flooding. Al
though floods could devastate those living along the 
stream's margins, at the same time the floods were 
beneficial, for they carried an abundant load of silt 
that provided annual nourishment to agricultural 
fields. 

Recently, however, the Nile's ability to supply 
Egypt's basic water needs has been seriously threat
ened by the region's exploding population. In the 
early nineteenth century, when a French mission sent 
by Napoleon conducted a census, the estimated pop
ulation of Egypt was less than 2.5 million. By the 
1920s the number had risen to 14 million, and since 
then the population has tripled. The estimate of cur
rent population growth is more than 1 million people 
every nine months. 

To provide an adequate water supply and stabilize 
flow through the lower, densely populated Nile basin, 
a high dam was constructed at Aswan in the 1960s. 
The Aswan Dam was designed to reduce the immense 
difference in flow rates between the flood and low-
water seasons and to permit full utilization of the Nile 

water. It was intended to provide water not only for 
human consumption but for irrigation, hydroelectric 
power, and inland navigation as well. These primary 
goals have been realized, for the dam led to a marked 
change in the river's annual flow pattern. No longer is 
there a large seasonal flood below the dam; instead, 
the controlled annual outflow of water from the vast 
reservoir (Lake Nasser) held behind the dam is more 
uniform. Despite the success of the project, human 
tampering with the Nile brought some unanticipated 
consequences. 

The Nile, like all other large streams, is a complex 
natural system, and its behavior reflects a delicate bal
ance between water flow and sediment load. Ninety-
eight percent of the Nile's sediment load is carried in 
suspension. Prior to construction of the Aswan Dam, 
an average of 125 million metric tons (275 billion lbs) 
of sediment passed downstream each year, but the 
dam reduced this value to only 2.5 million metric tons 
(5.5 billion lbs). Nearly 98 percent of the suspended 
sediment is now deposited in Lake Nasser. Under nat
ural conditions, floodwater carried this sediment 
downstream, where much of it was deposited, thus 
adding to the rich agricultural soils at a rate of 6 to 15 
cm/century (2 to 6 in/century). With this natural 
source of nourishment eliminated, farmers must now 
resort to artificial fertilizers and soil additives to keep 
the land productive. Some of the fertilizer seeps back 
into the river, causing pollution problems down
stream. 
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Before the Aswan Dam was constructed, the an
nual Nile flood transported at least 90 million metric 
tons (200 billion lbs) of sediment to the Mediter
ranean Sea. The shoreline of the sea at that time re
flected a balance between sediment supply and the at
tack of waves and currents that redistributed the 
sediment along the Mediterranean coast. Because the 
annual discharge of sediment has now been cut off, 
the coast has become increasingly vulnerable to ero
sion. Over the long term, we can expect to see con
tinuing changes as the shoreline adjusts to the reduc
tion in Nile sediment and a new balance is reached. 

STREAMS AND DRAINAGE 
SYSTEMS 

Almost anywhere we travel over the land surface, we 
can see evidence of the work of running water. Even 
in places where no rivers flow today, we are likely to 
find sediments and landforms that tell us water has 
been instrumental in shaping the landscape. Most of 
these features can be related to the activity of streams 
that are part of complex drainage systems. 

Drainage systems evolve because a significant por
tion of the water falling on the land as precipitation 
collects and moves downslope in the general direc
tion of the nearest ocean. The Earth's drainage sys
tems thus form a fundamental part of the hydrologic 
cycle: water is evaporated from the oceans into the at
mosphere, a portion is precipitated on the land sur
face, and part of this travels across the land on its way 
back to the sea. 

The average annual rainfall on the area of the 
United States is equivalent to a layer of water 76 cm 
(30 in) thick equally covering this same land surface. 
Of this layer, 45 cm (17.7 in) returns to the atmos
phere by evaporation and transpiration, and 1 cm (0.4 
in) infiltrates the ground; the remaining 30 cm (11.9 
in) forms runoff, the portion of precipitation that 
flows over the land surface. By standing outside dur
ing a heavy rain, you can see that water initially tends 
to move downslope in broad, thin sheets called over
land flow. You will also notice, however, that after 
traveling a short distance overland flow begins to con
centrate into well-defined channels, thereby becom
ing streamflow. Runoff is a combination of overland 
flow and streamflow. 

A stream is a body of water that flows downslope 
along a clearly defined natural passageway and in the 
process transports particles of sediment and dissolved 
substances (Fig. 9.1). The passageway is the stream's 
channel, and the sediment constitutes the bulk of its 

Figure 9.1 Maroon Creek, in 
Colorado's White River National 
Forest, produees a succession of 
small rapids where it Bows over 
and between boulders scattered 
along its gravelly channel. 
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Figure 9.2 The drainage 
basin of the Mississippi 
River encompasses a major 
portion of the central United 
States. In this diagram, the 
width of the river and its 
major tributaries reflects 
discharge rates. 

load, which is the total of all the sediment and dis
solved matter that the stream transports. Geologists 
refer to the sediment load as alluvium. 

Every stream or segment of a stream is surrounded 
by its drainage basin, the total area that contributes 
water to the stream. The line that separates adjacent 
drainage basins is a divide. Drainage basins range in 
size from less than a square kilometer to vast areas of 
subcontinental dimension. In North America, the 
huge drainage basin of the Mississippi River encom
passes an area that exceeds 40 percent of the area of 
the contiguous United States (Fig. 9.2). It should come 
as no surprise that the area of any drainage basin is 
proportional to both the length of the stream that 
drains the basin and to the average annual volume of 
water that moves through the drainage system. 

Stream Channels 

A stream channel is an efficient conduit for carrying 
water. The size and shape of any particular channel 
cross section reflects the typical stream conditions at 
that place. Some very small streams are about as deep 
as they are wide, whereas very large streams usually 
have widths many times greater than their depths. 

If we measure the vertical distance that a stream 
channel descends between two points along its 
course, we will have obtained a measure of the 
stream's gradient. The average gradient of a steep 
mountain stream may reach 60 m/km (330 ft/mi) or 
even more, whereas near the mouth of a large river 
the gradient may be less than 0.1 m/km (0.5 ft/mi). 

Overall, the gradient of a river decreases down

stream but not always smoothly, as any white-water 
rafter or kayaker can attest. A local change in gradient 
may occur, for example, where a channel passes from 
resistant rock into more erodible rock, or where a 
landslide or lava flow forms a natural dam across the 
channel. At such places, water may tumble rapidly 
through a stretch of rapids or form a waterfall where 
it plunges over a steep drop. 

Dynamics of Streamflow 

Five basic factors control a stream's behavior: 

1. The average width and depth of the channel 

2. The channel gradient 

3. The average velocity of the water 

4. The discharge, which is the quantity of water 
passing a point on a stream bank during a given in
terval of time 

5. The sediment load (The dissolved component of 
the load generally has little effect on stream be
havior.) 

A stream experiences a continuous interplay 
among these factors. Measurements of natural streams 
show that, as discharge changes, velocity and channel 
shape also change. The relationship can be expressed 
by the formula 

Discharge = Cross-sectional X Average 
area of channel velocity 

(m3/s) (width X average depth) (m/s) 

(m2) 



228 Part Three / The Earth's Blanket of Water and Ice 

Figure 9.3 Changes in stream 
properties along a river system. 
Discharge increases as new trib
utaries join the main stream. 
Channel width and depth are 
shown by cross sections A, B, 
and C. Graphs show the relation
ship of discharge to channel 
width and depth, to velocity, and 
to channel gradient at the same 
three cross sections. 

The variable factors in this equation are interde
pendent, which means that when one changes, one 
or more of the others will also change. For example, 
with increased discharge, the velocity also typically 
increases. This can cause the stream to erode and en
large its channel, rapidly if it flows on alluvium and 
much more slowly if it flows on bedrock. This erosion 
continues until the increased discharge can be ac
commodated in a larger channel and by faster flow. 
When discharge decreases, the channel dimensions 
decrease as some of the load is dropped, and as a re
sult the velocity decreases. In these ways channel 
width, channel depth, and velocity continuously ad
just to changing discharge, and an approximate bal
ance among the various factors is maintained. 

Traveling down a stream from its head to its 
mouth, we can see that orderly adjustments occur 
along the channel. For example, (1) width and depth 
of the channel increase, (2) gradient decreases, (3) ve
locity increases slightly, and (4) discharge increases 
(Fig. 9-3). The fact that velocity increases downstream 
seems to contradict the common observation that 
water rushes down steep mountain slopes and flows 
smoothly over nearly flat lowlands. However, the 
physical appearance of a stream is not a true indica
tion of its velocity. Discharge is low in the headward 
reaches of a stream, and average velocity is also low 
because of the frictional resistance, or drag, caused by 
the water passing over a very rough stream bed. Here, 

where the flow is turbulent (agitated or disorderly), 
the water moves in many directions, rather than uni
formly downstream. Discharge increases downstream 
as each tributary (a stream joining a larger stream) in
troduces more water, and the cross-sectional area of 
the channel increases to accommodate the increased 
volume. Despite a progressive decrease in slope, ve
locity also increases downstream because the rough
ness of the stream bed, and therefore the frictional 
drag along the bed, decreases, and the flow is more 
uniformly directed downstream. 

Meandering Channels 
From an airplane, it is easy to see that no two streams 
are alike; they vary in size and shape. Straight channel 
segments are rare and generally occur for only brief 
stretches before the channel assumes a sinuous shape. 
In many streams, the channel forms a series of 
smooth, looplike bends with similar dimensions (Fig. 
9.4). Such a looplike bend of a stream channel is 
called a meander, after the Menderes River (in Latin, 
Meander) in southwestern Turkey which is noted for 
its winding course. Meanders occur most commonly 
in channels cut in fine-grained alluvium that have gen
tle gradients. The meandering pattern reflects the way 
in which a river minimizes resistance to flow and dis
sipates energy as uniformly as possible along its 
course. 



Figure 9.4 A meandering stream near Phnom Penh, Cambodia. Light-colored point bars, 
composed of gravelly alluvium, lie opposite steep banks on the outside of meander bends. Two 
oxbow lakes, the product of past meander cutoffs, lie adjacent to the present channel. 

Try to wade or swim across a meandering stream, 
and it quickly becomes apparent that the velocity of 
the flowing water is not uniform. Velocity is lowest 
along the bed and walls of the channel because here 
the water encounters increasing frictional resistance 
to flow. The maximum velocity along a straight chan
nel segment is found near the surface in midchannel. 
However, wherever the water rounds a bend, the 
zone of highest velocity swings toward the outside of 
the channel (Fig. 9.5). 

The nearly continuous shift, or migration, of a me
ander is accomplished by erosion on the outer banks 
of the meander loops. Along the inner side of each 
meander loop, where water is shallowest and velocity 
is lowest, coarse sediment accumulates to form a dis
tinctive point bar (Fig. 9.4). Collapse of the stream 
banks occurs most frequently along the outer side of a 
meander bend where the highest current velocity im
pinges on the channel bank, causing erosion and un
dercutting. In this way, meanders tend to migrate 
slowly down a valley, progressively removing and 
adding pieces of real estate along the banks. 

Wherever a segment of a meander that is cutting 
into sandy alluvium encounters less erodible sedi
ment, such as clay, downvalley migration of the me
ander will be slowed. Meanwhile, the upstream seg
ment of the meander, migrating more rapidly through 
erodible sandy sediment, may intersect and cut into 
the slower moving downstream segment (Fig. 9.6A). 
When this happens, the stream bypasses the channel 
loop between the upstream and downstream, cutting 
it off and converting it into an arcuate oxbow lake. Be
cause the new course is shorter than the older course, 
the channel gradient is steeper there and the overall 
stream length is shortened (Fig. 9-6B). 

Nearly 600 km (373 mi) of the Mississippi River 
channel has been abandoned through cutoffs since 
1776. However, the river has not been shortened ap-

Figure 9.5 Velocity distribution in cross sections 
through a sinuous channel, (Lengths of arrows indicate 
relative flow velocities.) Where the channel is relatively 
straight (sections 1 and 4), the zone of highest velocity 
(red arrow) lies near the surface and toward the middle of 
the stream. At bends (sections 2 and 5), the maximum ve
locity swings toward the outer bank and lies below the sur
face. 
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Figure 9.6 Cutoff of a meander loop of the Mississippi River in Louisiana. A. The downvalley migration of the loop encir
cling False River Point was halted when the channel segment on the south side of the loop encountered a body of clay in the 
alluvium. The next meander loop upstream continued to advance and finally cut off the entire loop surrounding False River 
Point. B. Over its new, shorter path, the stream had a steeper gradient than the abandoned course, and it developed a new 
pattern in which the single channel was replaced by two channels with an island between them. 

preciably because the shortening due to cutoffs was 
balanced by channel lengthening as other meanders 
were enlarged. 

Braided Channels 
The intricate geometry of a braided stream resem
bles the pattern of braided hair, for the water repeat
edly divides and reunites as it flows through two or 
more adjacent but interconnected channels separated 
by bars or islands (Fig. 9.7). A stream unable to trans
port all the available load tends to deposit the coarsest 
sediment as a bar, which locally divides the flow and 
concentrates it in the deeper segments of channel to 
either side of the bar. As the bar builds up, it may 
emerge above the stream surface as an island and be
come stabilized by vegetation that anchors the sedi
ment and inhibits erosion. 

Large braided rivers typically have numerous shal
low channels that change size and shift position as the 
stream erodes and deposits sediment (Fig. 9.8). Al
though at any moment the active channels may cover 
no more than 10 percent of the width of the entire 
channel system, within a single season all or most of 

Figure 9.7 The shifting channels of the Rakaia River, 
flowing from glaciers in New Zealand's Southern Alps, form 
a braided pattern that is constantly changing form. 
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Figure 9.8 Intricate braided pattern of the Brahmapu
tra River where it flows out of the Himalaya en route to the 
Indian Ocean. Noted for its huge sediment load, the river is 
as wide as 8 km during the rainy monsoon season. 

the surface sediment may be reworked by the laterally 
shifting channels. 

A braided pattern tends to form in streams having 
highly variable discharge and easily erodible banks 
that can supply abundant sediment load to the chan
nel system. Streams of meltwater issuing from glaciers 
typically have a braided pattern because the discharge 
varies both daily and seasonally, and the glacier sup
plies the stream with large quantities of sediment. The 
braided pattern, therefore, seems to represent an ad
justment by which a stream becomes more efficient in 
transporting an overabundance of sediment. 

The Stream's Load 

A stream's sediment load consists of two parts. The 
first part is the coarse particles that move along the 
stream bed (the bed load), while the second is the 
fine particles that are suspended in the water (the 
suspended load). In addition, streams carry dis
solved substances (the dissolved load) that are 
chiefly a product of chemical decomposition of ex
posed rock, as well as suspended or floating organic 
debris. 

Bed Load 
The bed load generally amounts to between 5 and 50 
percent of the total sediment load of most streams. 
The average rate at which bed-load particles move is 
less than that of the water, for the particles are not in 
constant motion. Instead, they move discontinuously 
by rolling or sliding. Where forces are sufficient to lift 
a particle off the stream bed, the particle may move 
short distances by saltation, a motion that is interme
diate between suspension and rolling or sliding. Salta
tion involves the progressive forward movement of a 
particle that travels in short, intermittent jumps along 
arcuate paths (Fig. 99). Saltation continues as long as 
currents are sufficiently turbulent to lift particles and 
carry them downstream. 

The distribution of bed-load sediment in a stream is 
related to the distribution of water velocity within the 
channel (Fig. 9.10). Coarse-grained sediment is con
centrated where the velocity is high, whereas finer 
grained sediment is relegated to zones of progres
sively lower velocity. 

Figure 9.9 A sandy bed load moves by saltation when sand grains are carried up 
into a stream at places where turbulence locally reaches the bottom or where sus
pended grains impact other grains on the bed. Once raised into the flowing water, the 
grains are transported along arc-shaped trajectories as gravity pulls them toward the 
stream bed where they impact other particles which, in turn, are set in motion. 
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Figure 9.10 Relationship between bed-load grain size 
and velocity in a section of meandering channel. The coars
est sediment is associated with the zone of highest velocity; 
on the outside of a bend, both coarse grains and fast-mov
ing water lie adjacent to the stream bank, but between 
bends both lie in the center of the channel. The finest sedi
ment is associated with the zone of lowest velocity which 
lies on the inside of a bend. At such places, sediment accu
mulates to form point bars. 

Suspended Load 
The muddy character of many streams results from 
particles of silt and clay moving in suspension. Most of 
the suspended load is derived from fine-grained re-
golith washed from areas unprotected by vegetation 
and from sediment eroded and reworked by the 
stream from its own banks. China's Yellow River de
rives its color from the great load of yellowish silt it 
erodes from the thick unconsolidated deposits of 
wind-blown dust that cover much of its basin (Fig. 
9.11). 

Because upward-moving currents within a turbu
lent stream exceed the velocity at which particles of 
silt and clay can settle toward the bed under the pull 
of gravity, such particles tend to remain in suspension 

Figure 9.11 A large suspended load, eroded from ex
tensive deposits of wind-blown silt, gives the Yellow River a 
very muddy appearance and its English name. 

longer than they would in nonturbulent waters. They 
settle and are deposited only where velocity de
creases and turbulence ceases, as in a lake or in the 
sea. 

Dissolved Load 
Even the clearest stream water contains dissolved sub
stances that constitute part of its load. Seven ions 
comprise the bulk of the dissolved content of most 
rivers: bicarbonate ((HCO3)-), calcium (Ca2+), sulfate 
((SO4)2-), chloride (Cl-), sodium (Na+), magnesium 
(Mg2+), and potassium (K+). Although in some 
streams the dissolved load may represent only a small 
percentage of the total load, in others it amounts to 
more than half. Streams that receive large contribu
tions of underground water generally have higher dis
solved loads than those whose water comes mainly 
from surface runoff. 

Downstream Changes in Grain Size and 
Composition 
The size of the particles a stream can transport is re
lated mainly to velocity. Therefore, we might expect 
the average size of sediment to increase in the down
stream direction as velocity increases. In fact, the op
posite is true: sediments normally decrease in coarse
ness downstream for the following reason. In 
mountainous headwaters of large rivers, tributary 
streams mostly flow through channels floored with 
coarse gravel that may include boulders a meter or 
more in diameter. Because fine sediment is easily 
moved, even by streams having low discharge, it is 
readily carried away by small mountain streams, leav
ing the coarser sediment behind. Through time, the 
coarse bed load is gradually reduced in size by abra
sion and impact as it moves slowly along. When the 
stream eventually reaches the sea, its bed load may 
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consist mainly of sediment no coarser than sand. We 
can see such a progressive downstream change in sed
iment size along the channel of the Mississippi River 
below Cairo, Illinois (Fig. 9.12). 

Because large streams generally cross a variety of 
exposed rocks, the composition of the load they carry 
changes along the drainage system in response to 
changes in the lithology of newly introduced sedi
ment. The Nile River provides a good example. Flow
ing through lower Egypt toward its delta, the Main 
Nile includes water contributed by three major tribu
taries: the White Nile, the Blue Nile, and the Atbara 
(Fig. 9.13). The White Nile, which contributes nearly 
a third of the total discharge, is responsible for only 3 

Figure 9.12 Change in sediment size along the Missis
sippi River downstream from Cairo, Illinois. A. Over the 
lower 1600 km of the channel, median diameter decreases 
from 0.8 to 0.2 mm. B. At Cairo, about 40 percent of the 
stream's load is gravel, 50 percent is sand, and 10 percent 
is silt and clay. At a point 1600 miles downstream, the sed
iment is almost entirely fine sand, silt, and clay. 

Figure 9.13 Change in sediment composition along the Nile River. A. Map of the Nile River 
and its principal tributaries. B. Discharge, load, and amphibole/pyroxene ratio of the Main Nile 
and its principal tributaries. The White Nile, which flows from Lake Victoria, contributes less 
than a third of the Nile's discharge and only 3 percent of its load. The greatest percentage of dis
charge and load is supplied by the Blue Nile, which originates in the highlands of Ethiopia. Dif
ferent percentages of minerals are contributed by each tributary, causing a change in sediment 
composition of the Main Nile as each tributary joins it. 
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percent of the sediment load in the Main Nile. In the 
mineral component of this load, the ratio of amphi-
bole (eroded from metamorphic bedrock of the cen
tral African Plateau) to pyroxene is 97:3. The Blue 
Nile, which drains the highlands of Ethiopia, con
tributes more than half the discharge and nearly three 
quarters of the bed load. Its amphibole to pyroxene 
ratio is 79:21, reflecting the volcanic character of the 
source region. The more northerly Atbara contributes 
14 percent of the discharge and a quarter of the load. 
In this stream, pyroxene is abundant, and the amphi
bole to pyroxene ratio is 9:91. These differing mineral 
components mix together as they enter the Main Nile, 
resulting in an amphibole to pyroxene ratio of 59:41. 
This ratio, as we might expect, largely reflects the 
major contribution of amphibole-rich sediment from 
the two southerly tributaries, which together account 
for 82 percent of the load of the Main Nile. 

Floods 

The uneven distribution of rainfall through the year 
causes many streams to rise seasonally in flood A 
flood occurs when a stream's discharge becomes so 
great that it exceeds the capacity of the channel, and 
water overflows the stream banks (Fig. 9-14). People 

affected by floods are frequently surprised and even 
outraged at what the rampaging stream has done to 
them. However, the geologic record shows clearly 
that floods have been occurring as long as rain has 
been falling on the Earth, and so geologists tend to 
view floods as normal and expected events. 

As discharge increases during a flood, so does ve
locity. This enables a stream to carry a greater load, as 
well as larger particles. The collapse of the large Saint 
Francis Dam in southern California in 1928 provides 
an extreme example of the exceptional force of flood-
waters. When the dam gave way, the water behind 
the dam rushed down the valley as a gigantic flood, 
moving blocks of concrete weighing as much as 9000 
metric tons (20 million lbs) through distances of more 
than 750 m (0.5 mi). Because natural floods are also 
capable of moving very large objects as well as great 
volumes of sediment, they are able to accomplish con
siderable geologic work. 

Major floods—well outside a stream's normal flood 
range—occur very infrequently, perhaps only once in 
several centuries (Fig. 9.14). Even greater floods, evi
dence for which we can find in the geologic record, 
can be viewed as catastrophic events that occur very 
rarely even on geologic time scales. 

In the 1920s geologist J. Harlen Bretz began a study 
of a curious landscape associated with a broad basalt 

Figure 9.14 A pair of satellite images shows the region where the Missouri River joins the 
Mississippi River near St. Louis, Missouri A. in a typical summer (July 1988) and B. during 
the disastrous flood of July 1993 when weeks of torrential rains caused the streams to over
flow protective levees and inundate numerous towns and vast areas of farmland. Losses, 
amounting to billions of dollars, included destroyed crops, closure of water treatment plants, 
severely damaged roads and bridges, and the destruction of entire communities. 
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plateau in eastern Washington State and locally called 
the Channeled Scabland. This landscape consists of 
dry coulees (canyons) with steep cliffs marking sites 
of former huge waterfalls, plunge pools, potholes, 
deep rock basins carved in the basalt, massive gravel 
bars containing enormous boulders, deposits of gravel 
in the form of gigantic ripples (Fig. 9.15), and scoured 
land that extends hundreds of meters above valley 
floors. After studying this array of features, Bretz was 
led inescapably to conclude that they could be ac
counted for only by a truly gigantic flood, far larger 
than any historic flood. Later, the source of the neces
sary enormous volume of floodwater was resolved 
with the discovery that the continental ice sheet cov
ering western Canada during the last glaciation 
dammed the Clark Fork River, thereby creating a huge 
lake in the vicinity of Missoula, Montana. The ice-im
pounded lake contained between 2000 and 2500 km3 

(480 and 600 mi3) of water. When the glacier dam 
failed, water was released rapidly from the basin, as 
though a plug had been pulled from a gigantic bath
tub. The only possible exit route lay across the Chan
neled Scabland region and down the Columbia River 
to the sea. Subsequent studies have shown that the 
array of features scattered throughout the Scabland re
gion provide dramatic evidence that such floods oc
curred repeatedly and that the geologic work they ac
complished was prodigious. 

Drainage Systems 

The development of a drainage system on the land
scape takes a geologically long period of time. Never
theless, hydrologists can gain insight into how the de
velopment occurs by observing the rapid formation of 
drainage networks on easily erodible sediment sur
faces in the field and by conducting laboratory exper
iments. 

An example of the first case occurred in August 
1959, following an earthquake at Hebgen Lake, near 
West Yellowstone, Montana. The quake tilted the ter
rain in such a way that a large, relatively flat area of silt 
and sand forming the lake bed was suddenly exposed. 
With the first rain, small drainage systems began to 
form. Sample areas were surveyed and mapped one 
and two years after the earthquake. The results 
showed the same basic geometry that characterizes 
much larger and older stream systems. The small, 
newly formed valleys, together with the areas be
tween them, were disposing of the available runoff in 
a highly systematic way. 

A similar result has been obtained experimentally 
using sprinkler systems that subject large sediment-

Figure 9.15 Features attributable to catastrophic 
flooding in the Columbia Plateau region. A. Huge ripple 
marks formed by raging floodwaters as they swept around 
a bend of the Columbia River. Composed of coarse gravel, 
the ripples are up to several meters high, and their crests 
are as much as 100 m apart. B. Large boulder transported 
and deposited by floodwaters beyond the mouth of Grand 
Coulee, a major channel excavated by successive floods. 

filled containers to artificial rainfall (Fig. 9.16). As ero
sion proceeds, the stream network spreads upslope, 
eventually encompassing the entire basin. In the 
course of drainage evolution, both the length of each 
channel segment and the number of tributaries in
crease. 



Figure 9.16 Evolution of a drainage network in an experimental rainfall-erosion con
tainer. The initial channel, which directed runoff toward the lower end of the container, grew 
headward and developed new tributaries as it spread to encompass the drainage basin. 
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As a drainage system develops, details of its pattern 
change. New tributaries are added, and some old ones 
are lost due to stream capture—the interception and 
diversion of one stream by another stream that is ex
panding its basin by erosion in the headward direc
tion. In the process, some stream segments are length
ened and others are shortened. Just as the hydraulic 
factors within a stream are constantly adjusting to 
changes, so, too, is the drainage system constantly 
changing and adjusting as it grows. Like the stream 
channel, it is a dynamic system tending toward a con
dition of equilibrium. 

GROUNDWATER 

Less than 1 percent of the water in the hydrosphere is 
groundwater, defined as all the water contained in 
spaces within bedrock and regolith. Although the per
centage of groundwater in the hydrologic system is 
small, it is 40 times larger than the volume of all the 
water in freshwater lakes or flowing in streams and 
nearly a third as large as the water contained in all the 
world's glaciers and polar ice. More than half of all 
groundwater, including most of the water that is us
able, occurs within about 750 m (2460 ft) of the 
Earth's surface. The volume of water in this zone is es
timated to be equivalent to a layer of water approxi
mately 55 m (180 ft) thick spread over the world's 
land areas. 

Groundwater operates continuously as a small but 
integral part of the Earth's water cycle (Fig. 1.2). Part 
of the water evaporated from the oceans falls on the 
land as rain, seeps into the ground, and enters the 
groundwater system. Some of this slowly moving un

derground water reaches stream channels and con
tributes to the water they carry to the ocean, where 
the cycle begins anew. 

The Water Table 

Much of what we know about the occurrence of 
groundwater has been learned from the accumulated 
experience of generations of people who have dug or 
drilled millions of wells. This experience tells us that a 
hole penetrating the ground ordinarily passes first 
into a zone in which open spaces in regolith or 
bedrock are filled mainly with air (Fig. 9-17). This is 
the zone of aeration (also called the unsaturated 
zone, for although water may be present, it does not 
saturate the ground). The hole then enters the satu
rated zone, a zone in which all openings are filled 
with water. We call the upper surface of the saturated 
zone the water table. Whatever its depth, the water 
table is a significant surface, for it represents the 
upper limit of all readily usable groundwater. 

In humid regions the water table is a subdued imi
tation of the ground surface above it. It is high be
neath hills and low at valleys because water tends to 
move toward low points in the topography, where 
the pressure on it is least. If all rainfall were to cease, 
the water table would slowly flatten and gradually ap
proach the levels of the valleys. Seepage of water into 
the ground would diminish, then cease, and the 
streams in the valleys would dry up. In times of 
drought, when rain may not fall for several weeks or 
even months, we can sense the flattening of the water 
table in the drying up of wells. When that occurs, we 
know that the water table has fallen to a level below 
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Figure 9.17 In a typical groundwater system, the water table separates the zone 
of aeration from the saturated zone and fluctuates in level with seasonal changes in 
precipitation. Corresponding fluctuations are seen in the water level in wells that 
penetrate the water table. Lakes, marshes, and streams occur where the water 
table intersects the land surface. In shape, the water table is a subdued imitation of 
the overlying land surface. 

the bottoms of the wells. It is repeated rainfall, dous
ing the ground with fresh supplies of water, that main
tains the water table at a normal level. 

Movement of Groundwater 

Most of the groundwater within a few hundred me
ters of the surface is in motion. Unlike the swift flow 
of rivers, which is measurable in kilometers per hour, 
groundwater moves so slowly that velocities are ex
pressed in centimeters per day or meters per year. 
The reason for this contrast is simple. Whereas the 
water of a stream flows unimpeded through an open 
channel, groundwater must move through small, con
stricted passages, often along a tortuous route. There
fore, the flow of groundwater to a large degree de
pends on the nature of the rock or sediment through 
which it moves. 

Porosity and Permeability 
The amount of water that can be contained within a 
given volume of rock or sediment depends on the 
porosity, the percentage of the total volume of a 
body of bedrock or regolith that consists of open 
spaces, or pores (Fig. 9.18). In some well-sorted sands 
and gravels, the porosity may reach 20 percent, while 
some very porous clays have a porosity as high as 50 
percent. Porosity is affected by the sizes, shapes, and 
arrangement of the rock particles, as well as by the ex
tent to which the pores are filled with cementing sub
stances (Fig. 9.18C). The porosity of igneous and 
metamorphic rocks is generally low, except when 
joints and fractures are common. 

Permeability is a measure of how easily a solid al

lows fluids to pass through it. A rock or sediment of 
very low porosity is also likely to have low permeabil
ity. Gravel, with very large openings, is more perme
able than sand and can yield large volumes of water. 
However, high porosity does not necessarily mean a 
corresponding high permeability, because the size 
and continuity of the openings influence permeability 
in an important way. Cement deposited between 
grains can restrict flow of water between pores, 
thereby reducing permeability. 

Movement in the Saturated Zone 
The movement of groundwater in the saturated zone 
is similar to the flow of water when a saturated 
sponge is squeezed gently. Water moves slowly 
through very small open spaces along parallel, thread
like paths. Movement is easiest through the central 
parts of the spaces but diminishes to zero immediately 
adjacent to the sides of each space. Normally, flow ve
locities range between half a meter a day and several 
meters a year. The highest rate yet measured in the 
United States, in exceptionally permeable material, 
was only about 250 m/yr (820 ft/yr). 

Responding to gravity, water flows from areas 
where the water table is high toward areas where it is 
lowest. In other words, it flows toward surface 
streams or lakes (Fig. 9.19). Only part of the water 
travels directly down the slope of the water table by 
the shortest route. Much of it flows along innumer
able long, curving paths that go deeper through the 
ground. Some of the deeper paths turn upward 
against the force of gravity and enter the stream or 
lake from beneath. This happens because the water in 
the saturated zone at any given altitude is under 
greater pressure beneath a hill than beneath a stream. 
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Figure 9.18 Porosity in different sediments. A. A porosity of 30 percent in a rea
sonably well-sorted sediment. B. A porosity of 15 percent in a poorly sorted sediment 
in which fine grains fill spaces between larger grains. C. Reduction in porosity in an 
otherwise very porous sediment due to cement that binds grains together. 

The water therefore tends to move toward points 
where pressure is least. However, most of the ground
water entering a stream travels along shallow paths 
not far beneath the water table. 

Figure 9.19 Paths of groundwater flow in a humid re
gion in uniformly permeable rock or sediment. Long, 
curved arrows represent only a few of many possible paths. 
Springs are located where the water table locally inter
sects the land surface. 

Replenishment of groundwater, referred to as 
recharge, occurs as rainfall and snowmelt enter the 
ground in recharge areas. These are areas of the 
landscape where precipitation seeping into the 
ground reaches the saturated zone (Fig. 9.20). The 
water moves through the system to discharge areas, 
areas where subsurface water emerges as springs or is 
discharged to streams or to lakes, ponds, or swamps. 
The areal extent of recharge areas is invariably larger 
than that of discharge areas. In humid regions, 
recharge areas encompass nearly all the landscape ex
cept streams and their adjacent floodplains. In more 
arid regions, recharge occurs mainly in mountains and 
in alluvial deposits that border them. In such regions, 
recharge also occurs along channels of major streams 
that are underlain by permeable alluvium through 
which water leaks downward and recharges the 
groundwater. 

The time it takes for water to move through the 
ground from a recharge area to the nearest discharge 
area depends on rates of flow and the travel distance. 

Recharge and Discharge Areas 
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Figure 9.20 Distribution of 
recharge and discharge areas in 
a humid landscape. The purple 
lines are possible pathways 
groundwater may take from 
recharge area to discharge area. 
The times required along various 
pathways are labeled and depend 
on the permeability of the rock or 
regolith along the path and on the 
distance traveled. Downward and 
upward movement of groundwa
ter is faster and more direct in 
the most porous strata. 

It may take only a few days, or possibly thousands of 
years in cases where water moves through the deeper 
parts of the groundwater system (Fig. 9.20). 

Wells 

A well supplies water if it intersects the water table. 
Figure 9.21 shows that a shallow well can become dry 
when the water table is low, whereas a nearby deeper 

well may yield water throughout the year. 
When water is pumped from a new well, the rate 

of withdrawal initially exceeds the rate of local 
groundwater flow. This imbalance in flow rates cre
ates a cone of depression in the water table imme
diately surrounding the well (Fig. 9.21). The locally 
steepened slope of the water table increases the flow 
of water to the well. Once the rate of inflow balances 
the rate of withdrawal, the slope of the water table 
stabilizes, but it will change if either the rate of pump-

Figure 9.21 Effect of seasonal changes 
in precipitation on the position of the 
water table. During the wet season, 
recharge is high and the hydraulic gradient 
is relatively steep, so that water is present 
both in a shallow well and in a deeper well 
upslope. During the dry season, the water 
table falls, the hydraulic gradient de
creases, and the shallow well is dry. The 
deeper well continues to supply water, but 
increased pumping during the dry season 
enlarges the cone of depression. 
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ing or the rate of recharge changes. In most small do
mestic wells, the cone of depression is hardly dis
cernible. Wells pumped for irrigation and industrial 
uses, however, withdraw so much water that the 
cone can become very wide and steep and can lower 
the water table in all wells of a district. This is an ex
ample of human action as part of the biosphere ef
fecting the hydrosphere. 

Aquifers 

If we wish to find a reliable supply of groundwater, 
we search for an aquifer (Latin for water carrier), a 
body of rock or regolith sufficiently permeable to con
duct economically significant quantities of groundwa
ter to springs or wells. Bodies of gravel and sand gen
erally are good aquifers, for they tend to be highly 
permeable and often are very extensive. Many sand
stones are also good aquifers; however, in some sand
stone bodies, a cementing agent between the grains 
reduces the diameter of the openings, thereby reduc
ing permeability and decreasing their potential as 
aquifers. 

Types of Aquifers 
An aquifer that has an upper surface that coincides 
with the water table, and therefore in places is in di
rect contact with the atmosphere (at lakes and 
streams, where the water table intersects the land sur
face), is called an unconfined aquifer. A confined 
aquifer is one that is bounded by bodies of imperme
able or distinctly less permeable rock adjacent to an 
aquifer. 

About 30 percent of the groundwater used for irri
gation in the United States is obtained from the High 
Plains aquifer, an unconfined groundwater system 
that lies at shallow depths beneath the High Plains, to 
the east of the Rocky Mountains (Fig. 9.22). The 
aquifer, which is tapped by about 170,000 wells, is 
the principal source of water for a major agricultural 
region that encompasses 20 percent of the irrigated 
land of the country. The aquifer consists of a number 
of sandy and gravelly rock units between which 
groundwater can readily flow, and its saturated thick
ness averages about 65 m (213 ft). The water table 
slopes gently from west to east, and water flows 
through the aquifer at an average rate of about 30 
cm/day (12 in/day). Recharge comes from precipita
tion and from seepage from streams. 

Development of groundwater for irrigation in the 
High Plains was spurred by severe regional drought in 
the 1930s and again in the 1950s. Annual recharge of 

Figure 9.22 The High Plains aquifer, an example of an 
unconfined aquifer. A. Regional extent of the aquifer and 
contours (in m) on the water table. Water flow is generally 
cast, perpendicular to the contour lines. B. Cross section 
along profile A-A' showing the slope of the water table and 
the relation of the High Plains aquifer to underlying rock 
units. 

the High Plains aquifer from precipitation is much less 
than the amount of water being withdrawn, and so 
the inevitable result is a long-term fall of the water 
table. A dramatic increase in pumping rates has led to 
serious declines in water level. In parts of Kansas, 
New Mexico, and Texas, the thickness of the satu-
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Figure 9.23 Two conditions are necessary for an artesian system: a confined aquifer and 
water pressure sufficient to make the water in a well rise above the aquifer. The water in a 
nonartesian well rises to the same height as the water table in the recharge area (line AB), 
minus an amount determined by the loss of energy in friction of percolation. Thus, the water 
can rise only to the line AC, which slopes downward and away from the recharge area. In the 
artesian well downslope, water flows out at the surface without pumping, for the well top lies 
below line AC. 

rated zone has declined by more than 50 percent. The 
resulting decreased water yield and increased pump
ing costs have led to major concern about the future 
of irrigated farming on the High Plains. 

Artesian Systems 
Water that enters a confined aquifer in an upland 
recharge area flows downward under the pull of grav
ity. As it reaches greater depths, the water comes 
under increasing hydrostatic pressure (pressure due 
to the weight of water at higher levels in the zone of 
saturation). If a well is drilled to the aquifer, the dif
ference in pressure between the water table in the 
recharge area and the level of the well intake will 
cause water to rise in the well. Potentially, the water 
could rise to the same height as the water table in the 
recharge area. If the top of the well is lower in altitude 
than the recharge area, the water will flow out at the 
surface, without pumping. Such an aquifer is called an 
artesian aquifer, and the well is called an artesian 
well (Fig. 9.23). Similarly, a freely flowing spring sup
plied by an artesian aquifer is an artesian spring. The 
term artesian comes from a French town, Artois 
(called Artesium by the Romans), where artesian flow 
was first studied. Under unusually favorable condi
tions, water pressure can be great enough to create 
fountains that rise as much as 60 m (200 ft) above 
ground level. 

Chemistry of Groundwater 

Analyses of many wells and springs show that the ele
ments and compounds dissolved in groundwater con
sist mainly of chlorides, sulfates, and bicarbonates of 
calcium, magnesium, sodium, potassium, and iron. 
We can trace these substances to the common miner
als in the rocks from which they were weathered. As 
might be expected, the composition of groundwater 
varies from place to place according to the kind of 
rock in which it occurs. In much of the central United 
States, the water is rich in calcium and magnesium bi
carbonates that have been dissolved from the local 
carbonate bedrock. Taking a bath in such water, 
termed hard water, can be frustrating, because soap 
does not lather easily and a crustlike ring forms in the 
tub. Hard water also leads to deposition of scaly crusts 
in water pipes, eventually restricting water flow. By 
contrast, water that contains little dissolved matter 
and no appreciable calcium is called soft water. With 
it, we can easily get a nice soapy lather in the shower. 

Groundwater flowing through rocks having a high 
arsenic or lead content may dissolve these toxic ele
ments, making it dangerous to drink. Water circulat
ing through sulfur-rich rocks may contain dissolved 
hydrogen sulfide (H2S) which, though harmless to 
drink, has the disagreeable odor of rotten eggs. In 
some arid regions, the concentration of dissolved sul-
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fates and chlorides is so great that the groundwater is 
unusually noxious. 

WATER AND PEOPLE 

As the human population has grown and become in
creasingly industrialized, people have altered the nat
ural flow of rivers and communities have generated 
ever-larger amounts of human and industrial wastes, a 
good deal of which has inevitably found its way into 
the very water that people must rely on for their exis
tence. In many places, water is dwindling both in 
quantity and quality, creating important questions for 
the communities involved: Will there be enough clean 
water to sustain future needs? Is its quality adequate 
for the uses to which we put it? Is the water being 
used with a minimum of waste? (See the "Guest Essay" 
at the end of this chapter for more discussion.) 

Human Impact on Rivers 

Few of the world's large rivers in the densely popu
lated regions of the Earth now flow unrestricted to the 
sea, and most are contaminated, to various degrees, 
with human-generated wastes. This human impact 
has produced serious problems for natural ecosys
tems, as well as for people who live beside rivers and 
use their water for personal and industrial purposes. 

Hydroelectric Power and Artificial Dams 
Hydroelectric power is recovered from the potential 
energy of water in streams as they flow downslope to 
the sea. Water ("hydro") power is an expression of 
solar power because it is the Sun's heat energy that 
drives the water cycle. That cycle is continuous, and 
so energy obtained from flowing water is also contin
uous. Water power has been used in small ways for 
thousands of years, but only in the twentieth century 
has it been used widely for generating electricity. All 
the water flowing in the streams of the world has an 
estimated 9.2 X 1019J/yr of recoverable energy, an 
amount equivalent to burning 15 billion barrels of oil 
per year. Unlike coal and oil, however, hydro power 
cannot be used up; it is a renewable resource. 

Large artificial dams are being constructed in ever-
increasing numbers to provide water storage, electri-

Figure 9.24 Prior to construction of the Aswan Dam, 
the discharge of the Nile River varied seasonally, with peak 
discharge coming during the late summer and early fall in
terval of flooding. Controlled release of water after the dam 
was built greatly reduced the seasonal variability in dis
charge. 

cal power, and flood control. A dam can help modu
late the flow of water along a stream system, thereby 
reducing the impact of peak flow events. The results 
can be impressive. Before construction of Egypt's 
Aswan Dam, high discharge during the late summer 
and early autumn caused extensive annual flooding in 
the lower Nile drainage basin. The dam, with its vast 
reservoir (Lake Nasser) backed up behind it, permit
ted the controlled release of water, thereby markedly 
reducing the seasonal variability in discharge (Fig. 
9.24). 

One major problem with an artificial dam built 
across a river is that it creates a reservoir in which is 
trapped nearly all the sediment that the river formerly 
carried uninterruptedly to the ocean. The accumulat
ing sediment will eventually fill the reservoir, some
times within less than 200 years, making it useless. In 
the case of the Aswan Dam, the projected lifetime of 
the reservoir is about 500 years. Thus, although water 
power is continuously available, the reservoirs 
needed for the conversion of water power to electric
ity have limited lifetimes. 

Impacts of Mining and Logging 
People have been mining the Earth for mineral re
sources for millennia, but within the past two cen
turies mining activity has increased to the point 
where the impact on natural stream systems has some
times been dramatic. When gold was discovered in 
stream channels draining California's Sierra Nevada in 
the 1840s, the rush for riches led ultimately to the de
velopment of hydraulic mining. This technique in-
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volves directing water under high pressure against un
consolidated gold-bearing sediments along the stream 
channels. The sediments are washed into a wooden 
conduit where the heavy flakes and nuggets of gold 
are concentrated, while the remaining coarse allu
vium is flushed away (Fig. 9.25). However, the un
wanted alluvium dumped into the streams was more 
load than the streams could handle, leading to wide
spread deposition downstream. The effects ultimately 
were felt as far away as San Francisco Bay where, in 
the years between 1850 and 1914, an estimated 1.28 
billion cubic meters (45 billion ft3) of hydraulically 
mined sediment was deposited in the northeastern 
arm of the bay. This is at least eight times the amount 
of sediment excavated during construction of the 
Panama Canal. The sediment destroyed fish spawning 
grounds, obstructed navigation, and ultimately re
duced the area and volume of the bay, thereby modi
fying the tidal circulation. 

Logging can also have a deleterious effect on nat
ural streams. In the rugged coastal mountains of 
northwestern United States, logging operations have 
often involved clearcutting—the removal of all trees 
within an area, followed by replanting of seedlings to 
restore the forest. However, one effect of this practice 
has been a dramatic increase in sediment supplied to 
streams. Once the trees are felled, the natural protec
tion from erosion provided by trees rooted on steep 
hillslopes is lost. Both hillslopes and logging roads 
then become sites of increased runoff and erosion. 
The end result is stream channels clogged with debris 
and disruption of natural ecosystems. The impact on 
salmon populations has been especially serious. Activ
ity in the biosphere effects the rock sphere which in 
turn effects the biosphere! This has led to new ap

proaches designed to permit both forestry and fish
eries to operate fairly and effectively, with minimum 
disruption of the environment. 

Human Impact on Groundwater 

Figure 9.25 Hydraulic 
mining in the foothills of 
California's Sierra Nevada. 
Gold-bearing alluvium is 
washed into wooden chan
nels (sluices) where flakes 
and nuggets of gold are 
concentrated. Although 
this was an efficient way of 
mining in the years follow
ing the Gold Rush, it led to 
widespread environmental 
degradation of streams, 
and its impact was felt as 
far away as San Francisco 
Bay. 

Mining Groundwater 
In the dry regions of western North America, where 
streams are few and average discharge is low, ground
water is a major source of water for human consump
tion. In many of these regions, withdrawal exceeds 
natural recharge, so that the volume of stored water is 
diminishing and the water table is falling, often at an 
increasing rate. In the same way that petroleum is 
being steadily withdrawn from the most accessible oil 
pools and minerals are being mined from accessible 
rocks of the upper crust, groundwater also is being 
mined. We regard petroleum, coal, and minerals as 
nonrenewable resources, for they form only over geo
logically long intervals of time. We don't often stop to 
think that groundwater can also be a nonrenewable 
resource. In some regions, natural recharge would 
take so long to replenish depleted aquifers that for
merly vast underground water supplies have essen
tially been lost to future generations. Even where the 
problem has been recognized and measures taken to 
stem the loss, centuries or millennia of natural 
recharge will be required to return aquifers to their 
original state. 

To halt the fall of the water table, methods have 
been developed to recharge groundwater artificially. 
For example, runoff from rainstorms in urban areas 
that normally would flow away in surface streams can 
be channeled and collected in basins where it will 
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seep into permeable strata below, thereby raising the 
water table. Groundwater withdrawn for nonpollut-
ing industrial use can be pumped back into the 
ground through injection wells, recharging the satu
rated zone. 

The water pressure in the pores of an aquifer helps 
support the weight of the overlying rocks or sedi
ments. When groundwater is withdrawn, the pressure 
is reduced, and the particles of the aquifer shift and 
settle slightly. As a result, the land surface subsides. 
The famous Leaning Tower of Pisa, Italy, built on un
stable fine-grained alluvial sediments, began to tilt 
when construction began in 1174 (Fig. 9.26). The tilt
ing increased during the present century as ground
water was withdrawn from deep aquifers. Recent 
strengthening of the foundation is designed to keep 
the tower stable in the future, providing groundwater 
withdrawal is strictly controlled. 

Groundwater Contamination 
Citizens of modern industrialized nations take it for 
granted that when they turn on a faucet, safe, drink
able water will flow from the tap. Throughout much 
of the world, however, the available water is often 
unfit for human consumption. Not only do natural dis
solved substances make some water undrinkable, but 
also many water supplies have become severely con
taminated by human and industrial wastes. 

The most common source of water pollution in 
wells and springs is sewage. Drainage from septic 
tanks, broken sewers, privies, and barnyards contami
nates groundwater. If water contaminated with 
sewage bacteria passes through sediment or rock with 
large openings, such as very coarse gravel or cav-

Figure 9.26 The Leaning Tower of Pisa, Italy, the tilting 
of which accelerated as groundwater was withdrawn from 
aquifers to supply the growing city. 

Figure 9.27 Purification of ground
water contaminated by sewage. Pollu
tants seeping through a highly perme
able sandy gravel contaminate the 
groundwater and enter a well down-
slope from the source of contamina
tion. Similar pollutants moving 
through permeable fine sand higher in 
the stratigraphic section are removed 
after traveling a relatively short 
distance and do not reach a well 
downslope. 
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ernous limestone, it can travel long distances and re
main polluted (Fig. 9.27). On the other hand, if the 
contaminated water seeps through sand or permeable 
sandstone, it can become purified within short dis
tances, in some cases in less than about 30 m (30 yd). 
Sand is ideal for cleaning up polluted water, for it pro
motes purification by (1) mechanically filtering out 
bacteria (water gets through, but most of the bacteria 
do not); (2) oxidizing bacteria so they are rendered 
harmless; and (3) containing other organisms that 
consume the bacteria. For this reason, purification 
plants that treat municipal water supplies and sewage 
pass these fluids through sand. Although natural pu
rification is as effective, it occurs much more slowly 
than in a water treatment plant. 

Toxic Wastes and Agricultural Poisons 
Vast quantities of human garbage and industrial 
wastes are deposited each year in open basins or ex
cavations at the land surface. When a landfill site 
reaches its capacity, it generally is covered with earth 
and revegetated. Many of the waste products, now un
derground, are mobilized by precipitation that perco
lates though the site, carrying away soluble sub
stances. In this way, harmful chemicals slowly leach 
into groundwater reservoirs and contaminate them, 
potentially making them unfit for human use. The pol
lutants travel from landfill sites as plumes of contami

nated water in directions that depend on the regional 
groundwater flow pattern, and they are dispersed at 
the same rates as the moving water (Fig. 9.28). The 
pollutants often are toxic not only to humans but also 
to plants and animals in the natural environment. 

In the United States, the pollution problems associ
ated with landfill wastes have become so severe that 
the government has begun a major long-term effort 
(the Superfund Program) to clean up such sites and 
render them environmentally safe. However, the iden
tified sites number in the tens of thousands, and it is 
difficult to judge how much time and money ulti
mately will be required to accomplish the task. 

Yet another hazard is that posed by chemicals. 
Each year pesticides and herbicides are sprayed over 
agricultural fields to help improve quality and produc
tivity. However, some of the chemicals have been 
linked with cancers and birth defects in humans, and 
some have led to disastrous population declines of 
wild animals. Because of the manner in which they 
are spread, the toxic chemicals invade the groundwa
ter system over wide areas as precipitation flushes 
them into the soil. 

Underground Storage of Hazardous 
Wastes 
One of the leading environmental concerns of indus
trialized countries is the necessity of dealing with 
highly toxic or radioactive waste products. Experi-

Figure 9.28 A groundwater system contaminated by toxic wastes. Toxic chemicals 
in an open waste pond (1) and an unlined landfill (2) percolate downward and contam
inate an underlying aquifer. Also contaminated are a well downslope (3) and a stream 
(4) at the base of the hill. Safer, alternative approaches to waste management include 
injection of waste into a deep, confined rock unit (5) that lies well below aquifers used 
for water supplies, and a carefully engineered surface landfill (6) that is fully lined to 
prevent downward seepage of wastes. Because neither of the latter approaches is com
pletely foolproof, constant monitoring at both sites would be required. 



River Aesthetics— 
A Janus Perspective 

Janus, the Roman god of doors and gates, had two faces, 
allowing him to look in opposite directions. His name
sake month, January, affords views of both the past and 
the future. Nondeities among us, and society in general, 
tend not to concentrate their attention on Janus's multi
directional manner. Historians look to the past, whereas 
developers and economists perhaps look to the future. 
However, land regulators, aquatic ecologists, and many 
others involved in the conflict between use and aesthet
ics of drainage basins and their river systems need the 
eyes of Janus to see both back and ahead—to remember 
and revere the unspoiled, and to recognize and mini
mize the inevitable encroachments into riparian habitats 
by an expanding human population. 

Aesthetics is a concept of personal preference, a judg
ment, sense, or love of beauty. The qualities that render 
a landscape or a river aesthetically rewarding to some
one vary with experiences. My sense of aesthetics, as ap
plied to natural systems, tempers the idealism of child
hood perceptions—perhaps an innate recognition of 
beauty—with the experiences and awarenesses of an 
earth scientist. As it did for Thoreau, it includes a spiri
tual emotion akin to holism, an awareness of complete 
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systems of interdependent parts as opposed to a concen
trated attention on an individual or isolated part of the 
system. I look back and cherish the natural wonders I 
perceived as a child; I look forward and question 
whether those perceptions, if faithful, can be experi
enced again. Despite apprehensions, I remain optimistic 
that the sights of a youthful Janus can be compatible with 
his seasoned view, encompassing the realities of modern 
society. 

Why the optimism? Because a stream is a highly dy
namic core of a much larger, more complex organism: 
the drainage basin. In Le Phenomene Humain, the 
French geologist/cleric, Pierre Teilhard de Chardin, 
likened human society to an evolving organism, one 
whose history necessarily helps direct its future. The 

ence has demonstrated that surface dumping quickly 
leads to contamination of surface and subsurface 
water supplies and thereby to the possibility of seri
ous and potentially fatal health problems (Fig. 9.29)-
Countries with nuclear capacity have the special 
problem of disposing of high-level radioactive waste 
products, substances so highly toxic that even minute 
quantities can prove fatal if released to the surface en
vironment. 

Most studies concerning disposal of toxic and nu
clear wastes have concluded that underground stor
age is appropriate, provided safe sites can be found. In 
the case of high-level nuclear wastes that can remain 
dangerous for tens or hundreds of thousands of years, 
a primary requirement is a site that will be stable over 
very long time intervals. The only completely safe 
sites would be those where waste products and their 
containers would not be affected chemically by 
groundwater, physically by natural deformation such 
as earthquakes, or accidentally by people. 

Figure 9.29 Toxic substances in this New Jersey waste 
pond could constitute a serious health hazard for nearby 
residents if the fluid wastes leak into the groundwater sys
tem. 
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interplay of physical and biological processes in a 
drainage basin in turn permits analogy to a discrete, ac
tive organism, one that is most dynamic where water and 
energy are concentrated. When one part of the organism 
is injured, regardless of cause, natural or induced, the 
system adjusts and heals, and stream channels, the arter
ies of the organism, generally show the greatest and 
fastest recuperative powers. To me, the beauty of a 
stream, its aesthetics, is displayed by its vibrance, its en
ergy, a life inseparable from and nourished by all other 
parts of the drainage basin or watershed. 

This organism is exceedingly complex but is concep
tualized by earth scientists as elements or interacting sys
tems of soil and rock, water and air, plants and animals. 
If one element suffers disturbance, all elements suffer dis
turbance. Recovery by one system is shared by recovery 
of all systems. But as with other organisms, healing re
quires circulation. And it is the arteries of circulation that 
most enrich and become enriched, conveying nutrients 
and toxins. 

Terms typically employed to describe the aesthetic 
quality of a stream and its adjacent riches seem inappro
priate when applied to a scientific view of a watershed-
organism. An aesthetic view of a stream may express 
ideal qualities based on beauty, but an aesthetically pris
tine, timeless, or unrestrained stream constantly faces 
real threats to its health. Objective measures of the char
acter of a stream channel are easily collected, but the 
beauty, not utility, of the channel must remain 

ephemeral if other parts of the organism become dis
eased. A river distributes nourishment, and it discharges 
wastes, both of which are derived from other parts of the 
being. Its health rests in the balance. Floods, fires, infec
tions, and disturbances are components of the history of 
any drainage basin, and none is timeless. No organism is 
free of wastes or decay, and thus none is pristine. 

A drainage basin and its streams, like all organisms, is 
dynamic and is constantly changing according to the en
ergy available and stresses imposed on it. If the basin that 
feeds the rivers is healthy, its component systems un
stressed and adjusted to each other, the stream, too, is 
healthy—it has beauty and aesthetic value. In mimicking 
Janus, we must not lose sight of our highly individualized 
perceptions and the qualities that have always been as
sociated with the beauty of natural flowing water. Simi
larly, as scientifically literate members of society, we 
must look ahead and realize that change induced any
where in a drainage basin induces change everywhere. 
Conservation practices in all parts of a drainage basin are 
necessary if we want to minimize harmful human im
pacts and aesthetic impairment to the select circulatory 
parts of the drainage organisms. Perhaps the effects of 
conservation are not apparent immediately, or within a 
human life span, but ultimately change and balance wil l 
be assured. Janus, or society, must continue to see 
clearly in all directions if both the health of stream chan
nels and the aesthetic value such health provides are 
truly to be sustained. 

Summary 
1. Streams are the chief means by which water re

turns from the land to the sea. They help shape 
the Earth's surface and transport sediment to the 
oceans. 

2. A drainage basin encompasses the area supply
ing water to the stream system that drains it. Its 
area is closely related to the stream's length and 
annual discharge. 

3. Discharge, velocity, and channel cross-sectional 
area are interrelated, so that when discharge 
changes, the product of the other factors also 
changes to restore equilibrium. As discharge in
creases downstream, channel width and depth 
increase, and velocity increases slightly. 

4. Straight channels are rare. Meandering channels 
commonly form on gentle slopes and where sed
iment load is small to moderate. Braided patterns 
develop in streams that have variable discharge 
and a large bedload. 

5. Stream load is the sum of bed load, suspended 
load, and dissolved load. Bed load comprises as 

much as 50 percent of the total load and moves 
by rolling, sliding, and saltation. Most suspended 
load is derived from erosion of fine-grained re-
golith or from stream banks. Streams that receive 
large contributions of underground water com
monly have higher dissolved loads than those de
riving their discharge principally from surface 
runoff. 

6. The average grain size of a stream's load tends to 
decrease downstream as particles are reduced in 
size by abrasion and as the sediment is sorted by 
weight. Changes in composition of a stream's 
load commonly reflect changes in the lithology 
of rocks across which the stream flows. 

7. Floods result when discharge exceeds the capac
ity of a stream's channel. Streams experiencing 
large floods are capable of transporting great 
loads of sediment as well as very large boulders. 
Exceptional floods, well outside a stream's nor
mal range, occur very infrequently. 

8. Although water may be present in the zone of 
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aeration, it does not saturate the ground. In the 
underlying saturated zone all openings are filled 
with water. The water table marks the boundary 
between the zone of aeration and the saturated 
zone and in humid regions is a subdued imitation 
of the ground surface above it. 

9. Groundwater flows far more slowly than the 
water in surface streams, normally at rates be
tween half a meter a day and several meters a 
year. With constant permeability, the rate of 
flow increases as the slope of the water table in
creases. 

10. In moist regions, groundwater seeps downward 
under the pull of gravity. It moves away from 
hills toward valleys, where it may emerge to sup
ply streams. 

11. Groundwater is replenished in recharge areas 
and moves downward and laterally to emerge in 
discharge areas where it emerges as springs, 
streams, lakes, ponds, or swamps. 

12. Groundwater flows into most wells directly by 
gravity, but into artesian wells under hydrostatic 
pressure. The pumping of water from wells cre
ates cones of depression in the water table. 

13. Major supplies of groundwater are found in 
aquifers, among the most productive of which 
are porous sand, gravel, and sandstone. The 
water table defines the upper surface of an un-

confined aquifer, whereas a confined aquifer is 
bounded by bodies of impermeable or distinctly 
less permeable rock adjacent to an aquifer. 

14. Because of high hydrostatic pressure, water of 
an artesian aquifer may flow freely out the top of 
a well that is lower than the recharge area. 

15. Artificial dams are built across stream channels 
to increase water supplies for irrigation, harness 
hydroelectric power, and help control floods, 
but accumulation of sediment behind a dam re
duces the useful lifetime of a reservoir. 

16. Hydraulic mining and clearcut logging can lead 
to increased sedimentation along stream chan
nels that adversely affects natural ecosystems. 

17. Excess withdrawal of groundwater can lead to 
lowering of the water table and to land subsi
dence. In some cases, natural replenishment to 
original levels would take centuries or even mil
lennia. 

18. Water quality is influenced by natural dissolved 
substances and human, agricultural, and indus
trial pollutants that seep into groundwater reser
voirs. 

19. Extremely toxic and radioactive wastes pose spe
cial problems. They should be stored under
ground only if geologic conditions imply little or 
no change in groundwater systems over geologi
cally long intervals of time. 

alluvium (p. 227) 
aquifer (p. 240) 
artesian aquifer (p. 241) 

bed load (p. 231) 
braided stream (p. 230) 

channel (p. 226) 
cone of depression (p. 239) 
confined aquifer (p. 240) 

discharge (p. 227) 
discharge area (p. 238) 

dissolved load (p. 231) 
divide (p. 227) 
drainage basin (p. 227) 

gradient (p. 227) 
groundwater (p. 236) 

load (p. 227) 

meander (p. 228) 

permeability (p. 237) 
porosity (p. 237) 

recharge (p. 238) 

recharge area (p. 238) 
runoff (p. 226) 

saltation (p. 231) 
saturated zone (p. 236) 
stream (p. 226) 
suspended load (p. 231) 

tributary (p. 228) 

unconfined aquifer (p. 240) 

water table (p. 236) 

zone of aeration (p. 236) 

Important Terms to Remember 



Chapter 9 / Water on the Land: Surface Streams and Groundwater 249 

Questions for Review 
1. How does streamflow differ from overland flow, 

and how are these two kinds of surface flow re
lated? 

2. How do a stream's channel dimensions (depth, 
width) and velocity adjust to changes in dis
charge? 

3. Why does stream velocity generally increase 
downstream, despite a decrease in stream gradi
ent? 

4. Studies of meandering streams show that a rela
tionship exists between the width of a channel 
and the diameter of meander loops: the larger 
the channel width, the larger the loop diameter. 
Why should this be true? 

5. Why, if velocity increases downstream, does sed
iment in transport typically decrease in size in 
that direction? 

6. If you were to collect samples of sandy, gravelly 
alluvium along the length of a large stream and 
determine the composition of the gravel and 
mineralogy of the sand, you would likely see ob
vious changes in these properties in the down-

Questions for Discussion 

stream direction. What factor or factors might 
explain such changes? 

7. What ultimately limits the period of time that an 
artificial dam can provide useful levels of hydro
electric power?' 

8. Why do the flow paths of groundwater moving 
beneath a hill tend to turn upward toward a 
stream in an adjacent valley? 

9. What determines how long it takes water to pass 
from a recharge area to a discharge area? 

10. What causes a cone of depression to form 
around a producing well? 

11. Why are sandstones generally better aquifers 
than siltstones or shales? 

12. For what reason does water rise to or above the 
ground surface in an artesian well? 

13. Why is sand especially effective in purifying 
water flowing through it? 

14. What is the origin of "hard" water in regions of 
carbonate bedrock? 

1. Let's assume you are considering the purchase of 
a 30-year-old house adjacent to a large river that 
experiences seasonal flooding. What informa
tion might you seek out to evaluate the possibil
ity that an unusually large flood could inundate 
the house sometime during the next half cen
tury? 

2. Find out where your community or city derives 
its supply of fresh water. Will the existing source 
of supply prove adequate if the population dou
bles during the next several decades? If not, 
what other potential sources exist? 

3. A large area on a hillside has been suggested as a 
landfill site for garbage generated by a small 
nearby city. You are asked for a geologic ap
praisal of the site to determine if local subsurface 
water supplies might be affected. What geologic 
factors would you investigate and why? 

4. What geologic and biologic factors are likely to 
disqualify a site from being selected for under
ground storage of high-level radioactive waste? 
Do potential sites exist in your state that could 
prove suitable on geologic grounds? 



CHAPTER 10 

The World of Snow and Ice 

Two icebergs neat Antarctica have calved off the margin of a nearby ice shelf. Scien
tists visualize towing much larger bergs to supply fresh water to arid lands in Australia, 
South America, southwestern United States, and the Middle East. 



Glacial Water for Arid Lands 

As world population increases and our insatiable de
mand for fresh water continues to rise, a critical prob
lem we face is how to meet this demand. Some imag
inative people think the answer may lie in a vast, 
unutilized resource: Antarctic icebergs. 

Large icebergs are plentiful around Antarctica, 
where an estimated 1000 km3 (240 mi3) of glacier ice 
breaks off as icebergs each year. The English explorer 
James Cook (1728-1779) was among the first to rec
ognize the potential for using the fresh water locked 
up in these icebergs. In 1773, while his ship lay off 
the coast of Antarctica, his sailors hoisted 15 tons of 
berg ice on board, and Cook noted in his log that "this 
is the most expeditious way of watering I ever met 
with." 

Icebergs also occur in Arctic waters, but they are 
far less numerous and on average much smaller than 
Antarctic ones. Today, scientists visualize towing 
large Antarctic icebergs north to supply water to the 
arid coasts of the Middle East, South America, Africa, 
Australia, and the southwestern United States. A 
French engineering firm, commissioned by Saudi Ara
bia, has already studied the feasibility of towing huge 
icebergs north to the Red Sea, where they could sup
ply drinking and agricultural water. 

As impressive as such a proposal sounds, the tech
nological problems are formidable. How can blocks 
of ice hundreds of meters thick and several square 
kilometers in area be moved thousands of kilometers 
through warm and often stormy seas and still have 
enough mass to make the venture economically feasi

ble? At an average speed of 0.5 m/s (1 knot), a huge 
berg 1 to 2 km (0.6 to 1.2 mi) long would require 70 
days to be towed 3000 km (I860 mi) through rela
tively cool waters to Australia, but the outermost 60 
m (200 ft) of ice would likely melt away during the 
trip. An unprotected iceberg of this size is unlikely to 
survive the long trip (up to a year) through much 
warmer waters to southern California or the Middle 
East. To avoid excessive loss, the ice would have to be 
insulated against melting and evaporation and pro
tected against collapse and disintegration. 

In addition, the towing vessels or propulsion sys
tems large enough to move huge icebergs over great 
distances have yet to be developed. Although these 
technological challenges appear immense, the day 
may come when ice that has been stored in Antarctic 
glaciers for tens of thousands of years wiL bring life-
sustaining waters to the Earth's low-latitude, arid 
lands. 

THE EARTH'S COVER OF 
SNOW AND ICE 
Among the planets of our solar system, only the Earth 
has a bluish color, imparted by the vast expanse of 
world ocean. Nevertheless, a polar view of either 
hemisphere appears largely white because of an ex
tensive, perennial cover of snow and ice. In the north-
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ern hemisphere, much of the ice floats as a thin sheet 
on the Arctic Ocean, whereas in the southern hemi
sphere it consists of a vast glacier system overlying 
the continent of Antarctica and adjacent islands and 
seas as well as floating sea ice that extends far beyond 
the coastline. The vast mantle of polar ice is linked in 
important ways to both the oceans and the atmos
phere. It is involved in the generation of cold, dense 
water that drives deep ocean circulation (Chapter 8), 
and it is an important factor in world climate (Chapter 
14). It is also an extremely dynamic part of our planet, 
for its expanse fluctuates seasonally as well as on geo
logic time scales. 

The part of the Earth's surface that remains peren
nially frozen constitutes the cryosphere (cold or 
frozen sphere). It includes not only glaciers and sea 
ice, but also vast areas of frozen ground that lie be
yond the limits of glaciers. At present, glaciers cover 
about 10 percent of the Earth's land surface, while 
perennially frozen ground covers an additional 20 per
cent. Thus, nearly a third of the Earth's land area be
longs to the cryosphere. 

SNOW AND THE SNOWLINE 
The winter snow that must be shoveled from our side
walks and delays our morning commute to work also 
plays an important role in the Earth's climate system. 
Its highly reflective surface bounces sunlight back 
into space, thereby reducing surface air temperature. 
When the snow melts, it becomes a major source of 
water for rivers and moisture for agricultural soils. 
The timing or amount of snowfall can affect people 
adversely; for example, a heavy late-winter snowfall 
can generate widespread flooding, while a snowfall 
deficit can lead to water rationing during the follow
ing summer. 

Annual Snow Cycle 

Prior to the mid-1960s, estimates of variations in con
tinental snow cover were obtained from limited 
ground-based measurements. Today, variations in 
snow depth and area are monitored weekly by satel
lites. 

During a typical year, snow cover in the northern 
hemisphere first appears in northern Alaska and 
northeastern Siberia in mid-September to mid-Octo
ber (Fig. 10.1) Through November, the snow cover 
expands southward and begins to thicken. By Decem
ber, the expanding snow cover reaches southern Rus
sia, central Europe, and the northern United States, 

Figure 10.1 A map of average snow cover in the north
ern hemisphere (expressed as percentage of land area cov
ered by snow) during December, 1992 is based on data re
ceived from a microwave sensor aboard an orbiting 
satellite. Greatest snow cover lies in regions of continental 
climate in middle to high latitudes (northern North Ameri
can and northeastern Asia) and high-altitude regions such 
as the Tibetan Plateau of central Asia. 

and snow covers nearly all of the high Tibetan 
Plateau. From December through March, the snow-
pack thickens in continental interiors, but its south
ern limit begins to retreat as air temperature rises. The 
snowpack then recedes rapidly northward during late 
spring, and by mid-June the remaining snow is con
fined mainly to high mountains and lands bordering 
the cold Arctic Ocean. 

The Snowline 

If we view a high mountain at the end of the summer, 
just before the earliest autumn snowfall, we com
monly will see a snowy zone on its upper slopes. The 
lower boundary of this zone is the snowline, which 
is defined as the lower limit of perennial snow (Fig. 
10.2). Above the snowline, part of the past winter's 
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Figure 10.2 The lower 
limit of snow in late spring 
forms an irregular line 
across the flank of Mount 
Cook, the highest peak in 
New Zealand's Southern 
Alps. As the weather warms 
and the snow melts, the 
snow limit rises to its high
est level at the end of the 
summer. This late-summer 
limit marks the annual 
snowline. Above the snow
line, most of the ground re
mains snow-covered all 
year. 

Figure 10.3 A transect along the 
coastal mountains of western North 
America from Alaska to Mexico show
ing the relationship between (a) the 
present snowline and existing glaciers 
(blue) and (b) the ice-age snowline 
and glaciers of that time (light blue). 



2 5 4 Part Three / The Earth's Blanket of Water and Ice 

snow survives the warm temperatures of summer, 
along with snow from earlier winters that also per
sisted through past summers. In detail, the snowline is 
an irregular surface, its shape controlled both by vari
ations in the thickness of the winter snowpack and by 
local topography. When viewed from a distance, how
ever, the snowline appears as a line delimiting snow-
covered land from snow-free land. 

The altitude of the snowline and its horizontal po
sition on the landscape commonly change from year 
to year depending on the weather. While a number of 
climatic factors are involved, the two principal ones 
are winter snowfall, which affects total snow accu-

Figure 10.4 Contours (in meters) show the regional al
titude of the snowline throughout northwestern United 
States, British Columbia, and southern Alaska for a repre
sentative balance year. The surface defined by the con
tours rises steeply inland from the Pacific coast in re
sponse to increasingly drier climate, and also from north to 
south in response to progressively higher mean annual 
temperatures. 

mulation, and summer temperature, which influences 
melting. 

In the polar regions, annual snowfall is generally 
very low because the air is too cold to hold much 
moisture, but because summer temperatures are also 
low, little melting occurs. Consequently, the snowline 
generally lies at low altitudes. Mean summer tempera
tures increase toward the equator, and so snowline al
titude also rises toward the equator, but not uniformly 
(Fig. 10.3). Because its level is also controlled by pre
cipitation, the snowline rises inland as precipitation 
decreases away from ocean moisture sources (Fig. 
10.4). This effect is especially noticeable as one traces 
the snowline inland from a midlatitude continental 
coast. For example, winter snowfall in the Coastal 
Ranges of southern Alaska and British Columbia, adja
cent to the Pacific Ocean source of moisture, is veiy 
high, and the snowline lies as low as 600 m (1170 ft). 
However, it rises steeply inland to 2600 m (8530 ft) 
in the Rocky Mountains as precipitation decreases by 
more than half. The snowline is highest [in places 
more than 6000 m (19,700 ft)] on the lofty summits of 
central Asia, which lie farther from an oceanic source 
of moisture than any other high mountains. 

GLACIERS 
Wherever the amount of snow falling each winter is 
greater than the amount that melts during the follow
ing summer, the snow gradually grows thicker. As it 
accumulates, its increasing weight causes the basal 
snow to recrystallize to ice. This process is analogous 
to the way sedimentary strata, buried deep in the 
Earth's crust, recrystallize to metamorphic rocks. 
When the accumulating snow and ice become so 
thick that the pull of gravity causes the frozen mass to 
move, a glacier is born. Accordingly, we define a glac
ier as a permanent body of ice, consisting largely of 
recrystallized snow, that shows evidence of either 
downslope or outward movement owing to the pull 
of gravity. 

Glaciers vary considerably in shape and size, and 
on these bases we recognize several fundamental 
types: 

1. The smallest, a cirque glacier (Fig. 10.5A), occu
pies a protected, bowl-shaped depression (a 
cirque) on a mountainside that is produced by 
glacial erosion. 

2. A cirque glacier that expands outward and down
ward into a valley becomes a valley glacier (Fig. 
10.5B). Many of the Earth's high mountain ranges 
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Figure 10.5 A. A small cirque glacier below a mountain 
summit in Alaska's Denali National Park. B. Dark bands of 
rock debris delineate the boundaries between adjacent 
tributary ice streams that merged to form Kaskawulsh 
Glacier, a large valley glacier in Yukon Territory, Canada. 
C. Several ice caps cover areas of high land on Iceland. 
Vatnajokull, in the southeastern part of the island, is the 
largest ice cap (8300 km2) and overlies an active volcano. 

contain glacier systems that include valley glaciers 
tens of kilometers long (Fig. 10.6). 

3. Along some high-latitude sea coasts, nearly every 
large valley glacier occupies a deep fjord, the sea
ward end of a glacier-carved bedrock trough, the 
floor of which lies far below sea level. Such glaci
ers are called fjord glaciers. 

4. Ice caps mantle mountain highlands or low-lying 
land at high latitude and generally flow radially 
outward from their center (Fig. 10.5C). 

5. Huge continent-sized ice sheets overwhelm nearly 
all the land surface within their margins (Fig. 

Figure 10.6 A vertical 
satellite view of the valley-
glacier complex that cov
ers much of Denali Na
tional Park in south-central 
Alaska. Mount McKinley, 
the highest peak in North 
America, lies near the cen
ter of the glacier-covered 
region. 
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Figure 10.7 Satellite view of Antarctica. The East Antarctic Ice Sheet overlies the 
continent, while the much smaller West Antarctic Ice Sheet covers a volcanic island arc 
and surrounding seafloor. Major ice shelves occupy large coastal embayments. The ice-
covered regions of Antarctica nearly equal the combined areas of Canada and the coter
minous United States. 

10.7). Modern ice sheets, which are confined to 
Greenland and Antarctica, include about 95 per
cent of the ice in existing glaciers and reach thick
nesses of 3000 m (> 9800 ft) or more. 

6. Floating ice shelves hundreds of meters thick oc
cupy large embayments along the coasts of 
Antarctica (Fig. 10.7), and smaller ones are found 
among the Canadian Arctic islands. 

How Glaciers Form 

Newly fallen snow is porous and has a density less 
than a tenth that of water. Air easily penetrates the 
pore spaces, and the delicate points of each snow-
flake gradually evaporate. The resulting water vapor 
condenses, mainly in constricted places near a snow-
flake's center. In this way, the fragile ice crystals 

slowly become smaller, rounder, and denser, and the 
pore spaces between them disappear (Fig. 10.8). 

Snow that survives a year or more gradually be
comes denser and denser until it is no longer perme
able to air, at which point it becomes glacier ice. Al
though now a rock, glacier ice has a far lower melting 
temperature than any other naturally occurring rock, 
and its density—about 0.9 g/cm3—means it floats in 
water. 

Further changes take place as the ice becomes 
buried deeper and deeper within a glacier. Figure 
10.9 shows a core obtained by Russian glaciologists 
drilling deep in the East Antarctic Ice Sheet at Vostok 
Station (Fig. 10.7). As snowfall adds to the glacier's 
thickness, the increasing pressure causes initially 
small grains of glacier ice to grow until, near the base 
of the ice sheet, they reach a diameter of 1 cm (0.4 in) 
or more. This increase in grain size is similar to what 



happens in a fine-grained rock that is carried deep 
within the Earth's crust: as the rock is subjected to 
high pressure over a long time, large mineral grains 
slowly develop (Chapter 7). 

Distribution of Glaciers 

Potentially, a glacier can develop anywhere the snow
line intersects the land surface and the topography 
permits snow and ice to accumulate (Fig. 10.3). This 
explains why glaciers are found not only at sea level 
in the polar regions, where the snowline is low, but 
also near the equator, where some lofty peaks in New 
Guinea, East Africa, and the Andes rise above the 
snowline. As we might expect, most glaciers are 

Figure 10.9 A deep ice core drilled at Russia's Vostok 
Station penetrates through the East Antarctic Ice Sheet to 
a depth of 2083 m. Thin-section samples taken from dif
ferent depths in the core show a progressive increase in 
the size of ice crystals, the result of slow recryslallization 
as the thickness and weight of overlying ice slowly in
crease with time. 
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Figure 10.8 As a snowflake is 
slowly converted to a granule of old 
snow, melting and evaporation 
cause its delicate points to disap
pear. The resulting meltwater re-
freezes, and vapor condenses near 
the center of the crystal, making it 
denser. 

found in high latitudes, the coldest regions of our 
planet. However, because low temperatures also 
occur at high altitudes, many glaciers also can exist in 
lower latitudes on high mountains. 

Low temperature is not the only limiting factor de
termining where glaciers can form, for a glacier must 
receive a continuing input of snow. Proximity to a 
moisture source is therefore another requirement. 
The abundance of glaciers in the coastal mountains of 
northwestern North America, for example, is related 
mainly to the abundant precipitation received from 
air masses moving landward from the Gulf of Alaska. 
Farther inland, the Rocky Mountains contain fewer 
and smaller glaciers because the climate there is 
much drier. Thus, in northwestern North America the 
existence of glaciers is linked to the interaction of sev
eral Earth systems: to tectonic forces that have pro
duced high mountains; to the adjacent ocean, which 
provides an abundant source of moisture; and to the 
atmosphere, which delivers the moisture to the land 
as snow. 

Warm and Cold Glaciers 

Glaciers obviously are cold because they consist of ice 
and snow. However, when we drill holes through 
glaciers in a variety of geographic environments, we 
find a large range in ice temperatures. This tempera
ture range allows us to divide glaciers into warm and 
cold types. The difference between them is impor
tant, for ice temperature is a major factor controlling 
how glaciers behave. 

Ice throughout a warm glacier, more commonly 
called a temperate glacier, can coexist in equilib
rium with water, for the ice is at the pressure melt
ing point, which is the temperature at which ice can 
melt at a particular pressure (Fig. 10.10). In such glac
iers, which are restricted mainly to low and middle 
latitudes, meltwater and ice exist together in equilib
rium. At high latitudes and high altitudes, where the 
mean annual air temperature lies below freezing, the 
temperature in a glacier remains below the pressure 



258 Part Three / The Earth's Blanket of Water and Ice 

melting point and little or no seasonal melting occurs. 
Such a cold glacier is commonly called a polar glac
ier. 

If the temperature of snow crystals falling to the 
surface of a temperate glacier is below freezing, how 
does ice throughout the glacier reach the pressure 
melting point? The answer lies in the seasonal fluctua
tion of air temperature and in what happens when 
water freezes to form ice. In summer, when air tem

perature rises above freezing, solar radiation melts the 
glacier's surface snow and ice. The meltwater perco
lates downward, where it encounters freezing tem
peratures and therefore freezes. When changing state 
from liquid to solid, each gram of water releases 335 J 
of heat. This released heat warms the surrounding ice 
and, together with heat flowing upward from the 
solid earth beneath the glacier, keeps the temperature 
of the ice at the pressure melting point. 

Figure 10.10 Temperate and polar glaciers. A. Ice in a temperate glacier is at the pressure melt
ing point from surface to bed. The terminus is rounded, as illustrated by Pre de Bar Glacier in the Ital
ian Alps, because melting occurs at the surface. B. Ice in a polar glacier remains below freezing, and 
the ice is frozen to its bed. Subfreezing temperatures inhibit melting at the terminus, which forms a 
steep cliff of ice, as illustrated by Commonwealth Glacier in Antarctica. 



Why Glaciers Change Size 

Chapter 10 / The World of Snow and Ice 2 5 9 

Nearly all high-mountain glaciers have shrunk sub
stantially in recent decades, in the process exposing 
extensive areas of valley floor that only a century ago 
were buried beneath thick ice. Other glaciers have re
mained relatively unchanged, however, and a few 
have even expanded. To understand why glaciers ad
vance and retreat, and why glaciers in any region can 
show dissimilar behavior, we need to examine how a 
glacier responds to a gain or loss of mass. 

Annual Balance of a Glacier 
The mass of a glacier is constantly changing as the 
weather varies from season to season and, on longer 
time scales, as local and global climates change. We 
can think of a glacier as being like a checking ac
count. The balance in the account at the end of the 
year is the difference between the amount of money 
added during the year and the amount removed. The 
balance of a glacier's account is measured in terms of 
the amount of snow added, mainly in the winter, and 
the amount of snow (and ice) lost, mainly during the 
summer. The additions are collectively called accu
mulation, and the losses are ablation. The total in 
the account at the end of a year—in other words, the 
difference between accumulation and ablation—is a 
measure of the glacier's mass balance (Fig. 10.11). 
The account may have a surplus (a positive balance) 
or a deficit (a negative balance), or it may hold exactly 
the same amount at the beginning and end of a year. 

If a glacier is viewed at the end of the summer ab

lation season, two zones are generally visible on its 
surface (Fig. 10.12). An upper zone, the accumula
tion area, is the part of the glacier covered by rem
nants of the previous winter's snowfall and is an area 
of net gain in mass. Below it lies the ablation area, a 
region of net loss where bare ice and old snow are ex
posed because the previous winter's snow cover has 
melted away. 

When, over a period of years, a glacier gains more 
mass than it loses, its volume increases. The front, or 
terminus, of the glacier is then likely to advance as 
the glacier grows. Conversely, a succession of years in 
which negative mass balance predominates will lead 
to retreat of the terminus. If no net change in mass 
occurs, the terminus is likely to remain relatively sta
tionary. 

The Equilibrium Line 
The equilibrium line marks the boundary between 
the accumulation area and the ablation area (Fig. 
10.12) It lies at the level on the glacier where net 
mass loss equals net mass gain. The equilibrium line 
on temperate glaciers coincides with the local snow
line. Being very sensitive to climate, the equilibrium 
line fluctuates in altitude from year to year and is 
higher in warm, dry years than in cold, wet years (Fig. 
10.13). Because of this sensitivity, we can use the alti
tude of the equilibrium line to estimate a glacier's 
mass balance without having to make detailed field 
measurements of accumulation and ablation. Thus, 
fluctuations in the altitude of the equilibrium line 
over time can provide us with a measure of changing 
climate. 

Figure 10.11 Accumulation and 
ablation determine glacier mass bal
ance (heavy line) over the course of a 
balance year. The balance curve, ob
tained by summing values of accu
mulation (positive values) and abla
tion (negative values), rises during 
the accumulation season as mass is 
added to the glacier and then falls 
during the ablation season as mass 
is lost. The mass balance value at the 
end of the balance year reflects the 
difference between annual mass gain 
and mass loss. 
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Figure 10.12 Main features of a 
valley glacier. The glacier has been 
cut away along its center line so 
that only half is shown. Crevasses 
form where the glacier flows over 
an abruptly steepened slope. Ar
rows show the local directions of 
ice flow. A band of rock debris 
forms a medial moraine that marks 
the boundary between the main 
glacier and a tributary glacier join
ing it from a lateral valley. 

Figure 10.13 Maps of South Cascade Glacier in the Washington Cascade Range at the 
end of two successive balance years showing the position of the equilibrium line relative to 
the position it would have under a balanced condition. The curves plot mass balance as a 
function of altitude. During the first year, A, a negative balance year, the glacier lost mass 
and the equilibrium line was high (2025 m). The following year, B, a positive balance year, 
the glacier gained mass and the equilibrium line was low (1800 m). 

How Glaciers Move 

One way to prove that glaciers move is to walk onto a 
glacier near the end of the summer and carefully mea
sure the position of a surface boulder with respect to 
some fixed point beyond the glacier margin. Remea-

sure the boulder's position a year later and you will 
find that the boulder has moved up to several meters 
in the downglacier direction. Actually, it is the ice that 
has moved, carrying the boulder along for the ride. 

What causes a glacier to move may not be immedi
ately obvious, but we can find clues by examining the 
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ice and the terrain on which it lies. These clues tell us 
that ice moves in two primary ways: by internal flow 
and by sliding of the basal ice across rock or sediment. 

Internal Flow 
When an accumulating mass of snow and ice on a 
mountainside reaches a critical thickness, the mass 
begins to deform and flow downslope under the pull 
of gravity. The flow takes place mainly through move
ment within individual ice crystals, which are sub
jected to higher and higher stress as the weight of the 
overlying snow and ice increases. Under this stress, 
ice crystals are deformed by slow displacement 
(termed creep) along internal crystal planes in much 
the same way that cards in a deck of playing cards 
slide past one another if the deck is pushed from one 
end (Fig. 10.14). As the compacted, frozen mass be
gins to move, stresses between adjacent ice crystals 
cause some to grow at the expense of others, and the 
resulting larger crystals end up with their internal 
planes oriented in the same direction. This alignment 
of crystals leads to increased efficiency of flow, for the 
internal creep planes of all crystals now are parallel. 

In contrast to deeper parts, where the ice flows as 
a result of internal creep, the surface portion of a glac
ier has relatively little weight on it and is brittle. 

Where a glacier passes over an abrupt change in 
slope, such as a bedrock cliff, the surface ice cracks as 
tension pulls it apart. When a crack opens up, it 
forms a crevasse, a deep, gaping fissure in the upper 
surface of a glacier, generally less than 50 m (165 ft) 
deep (Fig. 10.12). At depths greater than about 50 m, 
continuous flow of ice prevents crevasses from form
ing. Because it cracks at the surface yet flows at 
depth, a glacier is analogous to the upper layers of the 
Earth, which include a surface zone that cracks and 
fractures (the lithosphere) and a deeper zone (the as-
thenosphere) that can flow slowly. 

Basal Sliding 
Ice temperature is very important in controlling the 
way a glacier moves and its rate of movement. Melt-
water at the base of a temperate glacier acts as a lu
bricant and permits the ice to slide across its bed (the 
rocks or sediments on which the glacier rests) (Fig. 
10.15). In some temperate glaciers, such sliding ac
counts for up to 90 percent of the total observed 
movement. By contrast, polar glaciers are so cold they 
are frozen to their bed. Their motion largely involves 
internal deformation rather than basal sliding, and so 
their rate of movement is greatly reduced. 

Figure 10.14 Internal creep in the ice crystals of a 
glacier. A. Randomly oriented ice crystals in the upper lay
ers of a glacier are reorganized under stress so that their 
axes are aligned. B. When stress is applied to an ice crys
tal, creep along internal planes causes slow deformation. 

Figure 10.15 Three-dimensional view through half of a 
glacier showing horizontal and vertical velocity profiles. 
Glacier movement is due partly to internal flow and partly 
to sliding of the glacier across its bed. 
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Ice Velocity 
Measurements of the surface velocity across a valley 
glacier show that the uppermost ice in the central 
part of the glacier moves faster than ice at the sides, 
similar to the velocity distribution in a river (Figs. 
10.15 and 9.5). The reduced rates of flow toward the 
margins are due to frictional drag of the ice against 
the valley walls. A similar reduction in flow rate to
ward the bed is observed in a vertical profile of veloc
ity (Fig. 10.15). 

Although snow piles up in the accumulation area 
each year, and melting removes snow and ice from 
the ablation area, a glacier's surface profile does not 
change much because ice is transferred from the ac
cumulation area to the ablation area. In the accumula
tion area, the mass of accumulating snow and ice is 
pulled downward by gravity, and so the dominant 
flow direction is toward the glacier bed. However, 
the ice does not build up to ever greater thickness be
cause a downglacier component of flow is also pre
sent. Ice flowing downglacier replaces ice being lost 
from the glacier's surface in the ablation area, and so 
in this area the flow is upward toward the surface 
(Fig. 10.12). Ice crystals falling as snowflakes on the 
glacier near its head therefore have a long path to fol
low before they emerge near the terminus. Those 
falling close to the equilibrium line, on the other 
hand, travel only a short distance through the glacier 
before reaching the surface again. 

Even if the mass balance of a glacier is negative and 
the terminus is retreating, the downglacier flow of ice 
is maintained. Retreat does not mean that the ice-flow 
direction reverses; instead, it means that the rate of 
flow downglacier is insufficient to offset the loss of 
ice at the terminus. 

In most glaciers, flow velocities range from only a 
few centimeters to a few meters a day, or i bout as fast 
as the rate at which groundwater percolates through 
crustal rocks. Hundreds of years have elapsed since 
ice now exposed at the terminus of a very long glacier 
fell as snow near the top of its accumulation area. 

Response Lags 
Advance or retreat of a glacier terminus does not nec
essarily give us an accurate picture of changing cli
mate because a lag occurs between a climatic change 
and the response of the glacier terminus to that 
change. The lag reflects the time it takes for the ef
fects of an increase or a decrease in accumulation 
above the equilibrium line to be transferred through 
the slowly moving ice to the glacier terminus. The 
length of the lag depends both on the size of a glacier 
and on the way the ice moves; the lag will be longer 

for large glaciers than for small ones and longer for 
polar glaciers than for temperate ones. Temperate 
glaciers of modest size (like those in the European 
Alps) have response lags that probably range from 
several years to a decade or more. This lag time can 
explain why, in any area that has glaciers of different 
sizes, some glaciers may be advancing while others 
are either stationary or retreating. Another explana
tion for a few seemingly anomalous advances is dis
cussed in "A Closer Look: Earthquakes, Rockfalls, and 
Glacier Mass Balance." 

Rapid Changes in Glacier Size 

Calving 
During the last century and a half, many coastal 
Alaskan glaciers have receded at rates far in excess of 
typical glacier retreat rates on land. Their dramatic re
cession is due to frontal calving, defined as the pro
gressive breaking off of icebergs from the front of a 
glacier that terminates in deep water. Although the 
base of a fjord glacier may lie far below sea level along 
much of its length, its terminus can remain stable as 
long as it is resting (or "grounded") against a shoal (a 
shallow submarine ridge) (Fig. 10.16). However, if 
the terminus retreats off the shoal, water will replace 
the space that had been occupied by ice. With the 
glacier now terminating in water, conditions are right 
for calving. Because a fjord glacier increases in thick
ness in the upfjord direction, the water becomes pro
gressively deeper as the calving terminus retreats. 
The deepening water leads to faster retreat because 
the greater the water depth, the faster the calving 
rate. Once started, calving will continue rapidly and 
irreversibly until the glacier front recedes into water 
too shallow for much calving to occur, generally near 
the head of the fjord. 

Icebergs produced by calving glaciers constitute 
an ever-present hazard to ships in subpolar seas. In 
1912, when the S.S. Titanic sank after striking an ice
berg in the North Atlantic ocean, the detection of 
approaching bergs relied on the sharpness of sailors' 

vision. Today, with sophisticated electronic equip
ment, large bergs can generally be identified well be
fore an encounter. Nevertheless, ice has a density of 
0.9, so that 90 percent of an iceberg lies under water, 
making it difficult to detect. In coastal Alaska, where 
calving glaciers are commonplace, icebergs pose a 
potential threat to huge oil tankers. For this reason, 
Columbia Glacier, which lies adjacent to the main 
shipping lanes from Valdez at the southern end of the 
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Figure 10.16 The terminus of 
a fjord glacier remains stable if it 
is grounded against a shoal (sub
marine ridge), but if the glacier 
retreats into deeper water, calv
ing will begin. The unstable ter
minus then retreats at a rate that 
depends mainly on water depth. 
Once it becomes grounded far
ther up the fjord, the terminus is 
stable again. 

Alaska Pipeline, is being closely monitored as its ter
minus pulls steadily back and multitudes of bergs are 
released. 

Glacier Surges 
Although most glaciers slowly grow or shrink as the 
climate fluctuates, some experience episodes of very 
unusual behavior marked by rapid movement and dra
matic changes in size and form. Such an event, called 
a surge, is unrelated, or only secondarily related, to a 
change in climate. When a surge occurs, a glacier 

seems to go berserk. Ice in the accumulation area be
gins to move rapidly downglacier, producing a chaos 
of crevasses and broken pinnacles of ice in the abla
tion area. Medial moraines, which are bands of 
rocky debris marking the boundaries between adja
cent tributary glaciers (Fig. 10.5B), are deformed into 
intricate patterns (Fig. 10.17). The termini of some 
glaciers have advanced up to several kilometers dur
ing surges. Rates of movement as great as 100 times 
those of nonsurging glaciers and averaging as much as 
6 km (3.7 mi) a year have been measured. 

Figure 10.17 Contorted medial moraines of Susitna Glacier in the Alaskan Range provide 
striking evidence of periodic surges during which tributary ice streams advance at rates far 
greater than those of adjacent nonsurging glaciers. 



A Closer Look 

Earthquakes, Rockfalls, 
and Glacier Mass Balance 
The great Prince Wil l iam Sound earthquake of March 27, 
1964, which resulted in widespread death and destruc
tion throughout southern Alaska, triggered the collapse of 
a massive mountain buttress above Sherman Glacier in 
the Chugach Mountains. The resulting landslide spread 
debris across 8.5 km2 (3.3 mi2) of the glacier surface, 
covering about a third of the ablation area (Fig. C10.1). 
Before the earthquake, the mass balance of the glacier 
was slightly negative, the annual loss of ice in the abla
tion area was about 4 m (4.4 yd), and the terminus was 
retreating about 25 m/year (27 yd/yr). Within a few years 
following the earthquake, the debris cover (which aver
aged 1.3 m, or 1.4 yd thick) reduced the annual melting 
to only a few cm. The result was a shift to a positive mass 
balance, which caused the glacier terminus to advance. 

Many mountain glaciers, like the Sherman, flow 
through valleys bordered by steep cliffs that give rise to 

periodic rockfalls. If a rockfall spreads across the accu
mulation zone of a glacier, its initial effect wi l l be mini
mal, for the debris is quickly buried by successive winter 
snowfalls. However, as the glacier continues to flow 
downvalley, the debris traveling within the ice eventu
ally emerges at the surface (Fig. 10.12) where it wi l l re
duce ablation in a manner similar to that of rock debris 
falling directly onto the ablation zone. The principal dif
ference is that the response of the glacier's terminus wil l 
lag the rockfall event by however long it takes the debris 
to emerge at the surface. 

The abrupt addition of a debris cover in the ablation 
area wil l cause a glacier to respond differently than other 
nearby glaciers that respond only to climate. Thus, a sud
den rockfall event could explain why a glacier would be
have nonsynchronously compared to other glaciers in 
the same climatic environment. 

Figure C10.1 A vast sheet of rocky debris covers the lower ablation zone of Sherman 
Glacier following the collapse of a large mountain buttress during the 1964 Alaska 
earthquake. The debris cover impeded melting, leading to a negative mass balance and 
a subsequent advance of the glacier terminus. 



Chapter 10 / The World of Snow and Ice 265 

The cause of surges is still imperfectly understood, 
but available evidence supports a reasonable hypothe
sis. We know that the weight of the ice can produce 
high pressure in water at the base of a glacier. Over a 
period of years, this steadily increasing pressure may 
cause the glacier to separate from its bed. The result
ing effect is similar to the way a car hydroplanes on a 
wet road surface. According to this hypothesis, as the 
ice is floated off its bed, its forward mobility is greatly 
increased and it moves rapidly forward before the 
water escapes and the surge stops. 

Glaciers As Environmental 
Archives 

Trapped in the snow that piles up each year in the 
accumulation area of a glacier is evidence of both 
local and global environmental conditions. The 
evidence includes physical, chemical, and biological 
components that can be extracted in a laboratory and 
studied as a record of the changing natural 
environment. While the oldest ice in most cirque and 
valley glaciers is several hundred to several thousand 
years old, large ice caps and ice sheets contain ice that 
dates far back into the ice ages. The record they 
contain is often unique, and it is of critical importance 
for understanding how the atmosphere, oceans, and 
biosphere have changed over hundreds of thousands 
of years. 

If we dig a pit several meters deep in the accumu
lation area of a glacier and look closely at the snow, a 
cyclic layering can be seen. In each layer, the rela
tively clean snow that records a succession of winter 
snowfalls passes upward to a darker layer that con
tains dust and refrozen meltwater, a record of rela
tively dry summer weather. Depending on the local 
accumulation rate, from one to many such annual lay
ers may be exposed in our pit. Because digging a pit 
into a glacier is an inefficient way to examine the 
stratigraphy, glaciologists drill cores of ice that can be 
extracted and returned to a laboratory for analysis. 
Some drilling operations have penetrated to the base 
of the thick Greenland and Antarctic ice sheets, while 
others have focused on high-latitude and high-altitude 
ice caps (see "Guest Essay" at the end of this chapter). 

Ice cores have proved a boon for atmospheric sci

entists who would like to know whether the concen
trations of important atmospheric trace gases like car
bon dioxide and methane, which are trapped in air 
bubbles in the ice, have fluctuated as the climate 
changes (Chapter 14). Measurements of oxygen iso
topes in the ice can tell us the air temperature when 
the snow accumulated on the glacier surface. Ice 
cores also provide a record of major volcanic erup
tions that generate large volumes of sulfur dioxide gas 
which, combined with water, accumulates as a layer 
of acid snowfall on glaciers. High concentrations of 
fine dust in ice layers dating back to the last ice age 
show that the windy climate of glacial times was also 
extremely dusty. Tiny fragments of organic matter and 
fossil pollen grains trapped in the ice layers can tell us 
about local vegetation composition near a glacier and 
can be radiocarbon-dated to provide ages for the en
closing ice. Because these natural historical archives 
are trapped in annual ice layers that can be read like 
the pages of a book, they offer an unparalleled, de
tailed look at past surface conditions on our planet. 

SEA ICE 
Approximately two-thirds of the Earth's permanent 
ice cover floats as a thin veneer of sea ice at the ocean 
surface in polar latitudes (Fig. 10.18). Despite its vast 
extent, sea ice comprises only about 1/1000 of the 
Earth's total volume of ice. 

How Sea Ice Forms 

Once the ocean surface cools to the freezing point of 
seawater, slight additional cooling leads to ice forma
tion. The first ice to form consists of small crystalline 
platelets and needles up to 3 or 4 mm (0.1 or 0.2 in) in 
diameter that collectively are termed frazil ice. As 
more ice crystals form, they produce a soupy mixture 
at the ocean surface. In the absence of waves or tur
bulence, the crystals freeze together to form a contin
uous cover of ice 1 to 10 cm (0.4 to 4 in) thick. If 
waves are present, the crystals form rounded, pan
cake-like masses up to 3 m (10 ft) in diameter that 
eventually weld together into a continuous sheet of 
sea ice. Once a continuous ice cover forms, the cold 
atmosphere is no longer in contact with the seawater, 
and sea-ice growth then proceeds by the addition of 
ice to the sea-ice base. In the Arctic, over the course 
of a yearly cycle about 45 cm (18 in) of ice is lost from 
the ice surface, but an equal amount is added to the 
base. As a result, an ice crystal added to the sea ice at 
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Figure 10.18 A glaciolo-
gists camp on a slab of sea 
ice in the southern Beaufort 
Sea (ca. 76°N Lat., 150°W 
Long.) As ice broke up at 
the end of summer, a fis
sure (left foreground) split 
the camp in two, causing 
one segment of camp to 
drift 400 m away from the 
one shown here. 

its base will move upward through the ice column 
with an average velocity of about 45 cm/yr (18 in/yr) 
until it reaches the surface and melts away. 

Sea-Ice Distribution and Zonation 

The contrasting geography of the Earth's two polar re
gions leads to important differences in the distribu
tion of sea ice in the two hemispheres. The South Pole 
lies near the middle of the continent of Antarctica, 
which is mantled by a vast, thick ice sheet, whereas 
the North Pole falls in the middle of the deep Arctic 
Ocean basin, which is underlain by oceanic crust. The 
open Southern Ocean adjacent to Antarctica contrasts 
with the largely land-locked Arctic Ocean, which is 
connected to the world ocean only by relatively nar
row straits. In the Antarctic, sea ice forms a broad ring 
around the continent and adjacent ice-covered archi
pelago, a ring that varies in width with the seasons. At 
its greatest northward extent in winter it covers 20 
million km2 (7.7 million mi2), but it shrinks to only 4 
million km2 (1.5 million mi2)n summer (Figs. 10.19A 
and 10.20). By contrast, the Arctic Ocean is ice-cov
ered most of the year, and several marginal seas (i.e., 
the Sea of Japan, the Sea of Ohkotsk, the Bering Sea, 
Davis Strait, Hudson Bay) are partially or wholly ice-
covered during the winter. At its minimum extent in 
August, Arctic sea ice covers about 7 million km2, (2.7 
million mi2) while during its winter maximum it ex
pands to 14 million km2 (5.4 million mi2) (Fig. 
10.19B). 

Scientists commonly categorize sea-ice zones as 

being either perennial or seasonal. The perennial ice 
zone contains sea ice that persists for at least several 
years (multiyear ice). In the Arctic, this zone lies north 
of 75° latitude and contains about two-thirds of all 
perennial sea ice. Near the center of the basin, the ice 
has an average thickness of 3 to 4 m (10 to 13 ft) 

and an age of up to at least several decades. In the 
Antarctic, multiyear ice is restricted to semi-enclosed 
seas (the Ross, Weddell, and Bellinghausen), where it 
reaches a thickness of up to 5 m (16.5 ft) but an age of 
less than five years. In the seasonal ice zone, the ice 
cover varies annually. In the Arctic, ice of this zone is 
less than 2 m (6.5 ft) thick where undeformed, but 
deformation within the pack ice often increases thick
ness substantially. In the Southern Ocean, the limit of 
seasonal ice on average shifts through 10° of latitude, 
Here, the ice front retreats poleward in summer 
largely in response to heat derived from the ocean 
water, whereas in the Arctic, surface melting in sum
mer is a major factor in the retreat of the ice margin. 

Sea-Ice Motion 

Sea ice is in constant motion, driven by winds and 
ocean currents. Average drift rates in the Arctic Ocean 
are about 7 km/day (4.3 mi/day), whereas in the 
Greenland and Bering seas velocities reach 15 km/day 
(93 mi/day). Each year, about 10 percent of the Arc
tic Sea ice moves south into the Greenland Sea, where 
it eventually breaks up and melts away. Sea ice gener
ally moves clockwise around Antarctica, but a large 
gyre in the Weddell Sea, east of the Antarctic Penin-
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Figure 10.19 Seasonal extent of sea ice in A. southern hemisphere and B. north
ern hemisphere. 

sula, causes the drifting ice to pile up to form a large 
region of multiyear ice. 

Stresses resulting from diverging movement of the 
thin ice cover cause it to break, exposing the underly
ing water. Such a linear opening, called a lead, tends 
to be long and narrow and may extend for many kilo
meters. An exceptionally large lead may grow to be
come a huge area of open water called a polynya (Fig. 
10.20). Because of the large temperature gradient be
tween the air and sea water in a lead, the water loses 
heat rapidly, causing a new, thin cover of ice to form 
quickly. As a result, the fractured ice pack becomes a 
changing complex mosaic of new ice and older ice. 
Although the exposure of surface water to the atmos

phere permits substantial amounts of solar energy to 
reach the upper ocean, such open water commonly 
comprises less than 1 percent of the winter sea-ice 
cover. 

Early explorers who tried to reach the North Pole 
by crossing the Arctic ice pack quickly found it rough 
going. The ice is not a vast smooth surface; rather, it is 
broken by numerous pressure ridges, formed when 
the shifting, fractured ice converges, shears, and piles 
up, in much the same way that converging lithos-
pheric plates produce mountain chains on the conti
nents. Beneath each pressure ridge is a submerged 
keel of deformed ice, much like the keel of a sailboat, 
up to five times as thick as the overlying ridge. Esti-

Figure 10.20 Seasonal variations in the sea-ice cover around Antarctica in a typical year. 
The ice is least extensive during the summer months (January-March) but steadily increases, 
reaching a maximum in winter (July-September). At the time of maximum sea ice (Septem
ber), a large polynya has developed northeast of the Weddell Sea. 
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mates suggest that as much as 40 percent of the mass 
of Arctic sea ice is contained in such deformation fea
tures. In the Antarctic, pressure ridges are far less 
common because prevailing winds and currents tend 
to disperse the pack ice, shifting it away from the con
tinent at rates as high as 65 km/day (40 mi/day). 

Sea Ice in the Earth System 
Interactions between sea ice, ocean, and atmosphere 
in the seasonal ice zone are believed to influence 
ocean structure and circulation. Because it is only a 
few meters thick, sea ice is very sensitive to tempera
ture changes in the overlying atmosphere and in the 
ocean water below. In turn, the ice cover affects both 
the atmosphere and ocean in important ways. The 
growth of sea ice increases salinity at the top of the 
mixed layer (Chapter 8) when salt is excluded as sea-
water freezes. Conversely, when the ice melts, the 
salinity is decreased as fresh water is added to the 
ocean surface. Thus, continual variations in the extent 
of sea ice cause corresponding variations in the salin
ity near the top of the water column. 

Exclusion of salt as seawater freezes leads to the 
production of cold, saline (and therefore dense) 
water on the continental shelves. This dense water 
spills downward off the shelves into the ocean basins 
to produce deep water and bottom water. The 
process is enhanced in the marginal Antarctic seas, 
where offshore winds generate polynyas: Here, rapid 
ice growth under extremely cold conditions produces 
large quantities of dense water that likely is the 
source of much of the Antarctic Bottom Water. Simi
lar processes operating in the Greenland and Norwe
gian seas are responsible for producing North Atlantic 
Deep Water, which is crucial to maintaining the 
global thermohaline circulation system (Chapter 8). 

Both its rapid response to changing conditions and 
its direct influence on the atmosphere and oceans 
make sea ice an important component of the Earth's 
climate system. The floating cover of ice effectively 
isolates the ocean surface from the atmosphere, 
thereby cutting off the exchange of heat between 
these two reservoirs; the more extensive the ice 
cover, the stronger the effect. At the same time, the 
ice surface is highly reflective (i.e., it has a high 
albedo, which is a measure of surface reflectivity) 

and bounces incoming solar radiation back into 
space. The high albedo makes the ice-covered polar 
regions far colder than if the same areas were covered 
with water, which has a lower albedo than ice does. 
As a result, the climate of the polar oceans more 
closely resembles that of large continental ice sheets 
than it does a typical oceanic region in lower lati
tudes. 

The steep temperature gradient between low lati
tudes and the polar regions is of major importance to 
atmospheric circulation. If the climate were to be
come colder, causing the sea ice to expand in area, 
the result would be a positive feedback: the increased 
area of sea ice would increase the total planetary 
albedo, leading to further cooling. Conversely, if the 
ice cover shrinks or disappears, significant disruption 
in the pattern of atmospheric circulation might occur. 

That sea ice influences global climate leads to some 
important questions: How stable is the ice pack in the 
land-locked Arctic basin? What would it take to re
move the thin ice cover completely, and how long 
would it take? In a time of climatic warming (Chapter 
14), might we expect the ice cover to disappear sud
denly, thereby causing abrupt changes in climate in 
some of the Earth's most densely populated regions? 
Climate models suggest that in a warming climate, the 
warming at high latitudes will be several times that at 
low and middle latitudes. A possible scenario indi
cates that, as the Arctic warms up, we can expect a 
gradual shrinking of the ice pack followed by a dis
continuous transition to ice-free conditions. We can 
easily calculate how much of a change would lead to 
disappearance of perennial Arctic ice: it could occur, 
for example, with a 3° to 5°C increase in annual tem
perature, a 25 to 30 percent increase in solar radiation 
reaching the ice surface, a 15 to 20 percent decrease 
in summer albedo (brought about by increased sur
face melting), or a significant change in cloudiness. 
While exactly how a change in albedo would take 
place is not known, modeling suggests that once the 
albedo reaches a sufficiently low value, the shift to an 
ice-free Arctic Ocean would occur rapidly, measur
able in years rather than in decades. 

PERIGLACIAL LANDSCAPES 
AND PERMAFROST 
Land areas beyond the limit of glaciers where low 
temperature and frost action are important factors in 
determining landscape characteristics are called 
periglacial zones. Periglacial conditions are found 



over more than 25 percent of the Earth's land areas, 
primarily in the circumpolar zones of each hemi
sphere and at high altitudes. 

Permafrost 

A common feature of periglacial regions is perennially 
frozen ground, also known as permafrost—sedi
ment, soil, or even bedrock that remains continuously 
at a temperature below 0°C (32°F) for an extended 
time (from two years to tens of thousands of years). 
The largest areas of permafrost occur in northern 

North America, northern Asia, and the high, cold 
Tibetan Plateau (Fig. 10.21). It has also been found 
on many high mountain ranges, even including some 
lofty summits in tropical and subtropical latitudes. 
The southern limit of continuous permafrost in the 
northern hemisphere generally lies where the annual 
air temperature is between —5 and — 10°C (23 and 
14°F). 

Most permafrost is believed to have originated dur
ing either the last glacial age or earlier glacial ages. Re
mains of woolly mammoth and other extinct ice age 
animals found well preserved in frozen ground indi
cate that permafrost existed at the time of their death. 

Chapter 10 / The World of Snow and Ice 269 

Figure 10.21 Distribution of per
mafrost in the northern hemisphere. 
Continuous permafrost lies mainly 
north of the 60th parallel and is most 
widespread in Siberia and Arctic 
Canada. Extensive alpine permafrost 
underlies the high, cold plateau 
region of central Asia. Smaller iso
lated bodies occur in the high moun
tains of the western United States 
and Canada. 



270 Part Three / The Earth's Blanket of Water and Ice 

Figure 10.22 Diagrammatic transect across northeastern Siberia (vertical scale 
is greatly exaggerated) showing distribution and thickness of permafrost and thick
ness of the active layer. Thick, continuous permafrost under the Arctic coastal plain 
thins southward where it becomes discontinuous in response to warmer mean annual 
air temperature. The active layer increases in thickness southward due to warmer 
summer temperatures. 

The depth to which permafrost reaches depends not 
only on the average air temperature but also on the 
rate at which heat flows upward from the Earth's in
terior and on how long the ground has remained con
tinuously frozen. The maximum reported depth of 
permafrost is about 1500 m (4900 ft) in Siberia (Fig. 
10.22). Thicknesses of about 1000 m (3300 ft) in 
the Canadian Arctic and at least 600 m (2000 ft) in 
northern Alaska have been reported. These areas of 

very thick permafrost all occur in high latitudes out
side the limits of former ice sheets. The ice sheets 
would have insulated the ground surface and, where 
thick enough, caused ground temperatures beneath 
them to rise to the pressure melting point. On the 
other hand, open ground unprotected from subfreez-
ing air temperatures by an overlying ice sheet could 
have become frozen to great depths during pro
longed cold periods. 

Figure 10.23 This cabin in central Alaska settled more than a meter in 8 years as per
mafrost beneath its foundation thawed. 
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Living with Permafrost 

In permafrost terrain, a thin surface layer of ground 
that thaws in summer and refreezes in winter is 
known as the active layer. In summer the thawed 
layer tends to become very unstable. The permafrost 
beneath, however, is capable of supporting large 
loads without deforming. Many of the landscape fea
tures we associate with periglacial regions reflect 
movement of regolith within the active layer during 
annual freeze/thaw cycles. 

Permafrost presents unique problems for people 
living on it. If a building is constructed directly on the 
surface, the warm temperature developed when the 
building is heated is likely to thaw the underlying per
mafrost, making the ground unstable (Fig. 10.23). 
Arctic inhabitants learned long ago that they must 
place the floors of their buildings above the land sur
face on pilings or open foundations so that cold air 
can circulate freely beneath, thereby keeping the 
ground frozen. 

Wherever a continuous cover of low vegetation on 
a permafrost landscape is ruptured, melting can 
begin. As the permafrost melts, the ground collapses 

to form impermeable basins containing ponds and 
lakes. Thawing can also be caused by human activity, 
and the results can be environmentally disastrous. 
Large wheeled or tracked vehicles crossing Arctic 
tundra can quickly rupture it. The water-filled linear 
depressions that result from thawing can remain as 
features of the landscape for many decades. 

The discovery of a commercial oil field on the 
North Slope of Alaska in the 1960s generated the 
need to transport the oil southward by pipeline to an 
ice-free port. The company formed to construct the 
pipeline was faced with some unique problems. In 
order for the sticky oil to flow through a pipeline in 
the frigid Arctic environment, the oil had to be 
heated. However, an uninsulated, heated pipe in the 
frozen ground could melt the surrounding per
mafrost. Even if the pipe were insulated before plac
ing it underground, the surface vegetation cover 
would be disrupted, likely leading to melting and in
stability. For these reasons, along much of its course 
the pipeline was constructed on piers above ground, 
thereby greatly reducing the possibility of ground col
lapse (Fig. 10.24). 

Figure 10.24 The Alaska 
Pipeline carries petroleum 
from the North Slope oil 
fields near Prudoe Bay 
southward across two moun
tain ranges enroute to the 
port of Valdez. To increase 
the ease of flow through the 
pipe, the oil is heated. Be
cause much of the pipeline 
route lies across permafrost 
terrain, in many sectors the 
huge pipe is suspended 
above ground on large piers 
to keep it from melting the 
frozen ground beneath. 



Guest Essay 

Ice Core Archives: The 
Keys to Our Future Are 
Frozen in Our Past 

Reliable meteorological observations for climate recon
struction are limited or absent prior to A.D. 1850 for 
much of the Earth. This is especially true for tropical 
South America and the Tibetan Plateau region of Central 
Asia. Scientists widely recognize ice sheets and ice caps 
as libraries of atmospheric history from which past cl i
matic and environmental conditions can be extracted. 
However, much climatic activity of significance to hu
manity may not be strongly expressed in (or extend to) 
the polar ice caps. Fortunately, ice records can be recov
ered from both polar ice sheets and a select few high-al
titude, low-, and midlatitude ice caps. These latter sites 
provide long-term records of El Niño/Southern oscilla
tion and monsoon variability from regions where most of 
the Earth's population is concentrated. 

The Tibetan Plateau, the largest on Earth, covers an 
area half the size of the United States. With a mean ele
vation of approximately 5 km, the plateau contains many 
glaciers and ice caps. The heating of the plateau drives 
the regionally intense monsoon system and causes per
turbations in global circulation patterns. The climatic 
and environmental histories reconstructed from the 
frozen archives in Tibet provide a very important per
spective of past variations in the monsoon system. Model 
results suggest that the central part of the Asian conti
nent, because it is far from the mitigating influence of 
oceans, may be one of the first places to exhibit an un
ambiguous signal of the anticipated "enhanced green
house warming." 

In 1992 I, along with my Chinese colleague Dr. Yao 
Tandong, led a team of 21 Chinese, Russian, and Ameri
can scientists to the Guliya ice cap. Located in the far 
Western Kunlun Mountains of Tibet, the ice cap stands 
at an elevation of 6710 m (a site higher than Mount 
McKinley). Our team joined a caravan of two six-wheel-
drive trucks and two four-wheel-drive vehicles to make 
the five-day journey along the only road south of Kashi 
(Kashgar). Once we reached our destination, we recov
ered many ice cores, including a 309-m-long sample. 

Although the Lanzhou Institute of Glaciology and 
Geocryology assigned the six-wheelers to ensure suc
cessful transport of the cores, recovering and keeping 
them frozen presented a major challenge. We used two 
drills in the recovery process. The first was an electro
mechanical device that drilled to 200 m. As temperatures 
warmed with depth, a thermal drill was used to drill to 

272 

Dr. Lonnie G. Thompson received his Ph.D. de
gree from the Ohio State University in 1976. He holds a 
research scientist position in the Byrd Polar Research 
Center and is a professor in the Department of Geologi
cal Sciences. He has led a series of major expeditions to 
recover ice cores for paleoenvironmental study and to 
investigate modern environments. These expeditions in
clude the Quelccaya ice cap Cordillera Blanca, Peru; the 
Dunde and Guliya ice caps in western China; the Pamirs 
and Tien Shan of the former USSR; Lewis Glacier on 
Mount Kenya, Africa; as well as polar region programs in 
both Greenland and Antarctica. 

bedrock, 309 m below the surface. Pits excavated in the 
surface of the ice cap provided the necessary refrigera
tion to keep the cores temporarily frozen. Two shallow 
holes were drilled adjacent to the main borehole, where 
special cylindrical containers were lowered on the end 
of ropes to a depth of 10 m. These cryopak (blue ice) 
containers were filled with chemicals that froze in the 
— 16°C temperatures that are common at this depth. After 
freezing, the cryopak containers were packed with the 
ice cores into special insulated boxes that provided the 
necessary refrigeration for the four-day journey to Kashi. 
At the end of the field season, we intended to transport 
these ice cores, which weighed a total of nearly 2050 kg, 
by truck, cross-country through a muddy plain to the 
main road. 

Another unanticipated (and critical) aspect of the lo
gistics involved restricted access through the northern
most pass across the Western Kunlun Mountains. The 
pass was open only three days per month for northbound 
traffic. The maximum time the ice would remain intact 
without refreezing the cryopak was five days, and the trip 
to Kashi, driving 24 hours a day, required four days. 
Thus, the timing of our transit through the pass was criti
cal. We arrived with our trucks at the base of the pass at 
midnight on the day it opened, only to find a line of 45 
trucks ahead of us, their drivers sound asleep beneath 
and beside their vehicles! It was our unfortunate job to 
wake the irritable drivers and persuade them to keep the 
traffic moving throughout the night so that we could get 
our cargo through the pass before it closed again. After 
reaching Kashi, the ice cores were placed in a freezer 
until they could be flown to Beijing, where they cleared 
customs and were then successfully transported 19,320 
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km to the Ohio State University. The ice cores, which at 
this writing are still being analyzed, are believed to con
tain the oldest ice recovered on earth. Dating well over 
200,000 years, these cores may provide extraordinary 
insight into climatic patterns through the last four ice 
ages. The Guliya ice cap lies at 35° North latitude—the 
same distance from the equator as Oklahoma City. Thus, 
it is located within the range of latitudes where most 
human beings lived. Early results from these cores indi
cate an average accumulation of 650 mm H2O equiva
lent per year. These results also show significant recent 
warming, with measurements of average oxygen iso
topes for the period of 1986-1992 showing a 2 percent 
increase over the average for the period of 1935-1985. 

Obtaining records of climate changes of the past is 

essential to our understanding of how the Earth's climate 
might change in the future. It is important to obtain a 
broad distribution of records both spatially and with alti
tude, as the climate of the Earth changes both horizon
tally and vertically through time. Unfortunately, as a re
sult of the global warming trend, many of the 
low-altitude, high-elevation glacier systems are retreat
ing and may soon disappear. While complete wastage of 
these ice masses may not occur for decades, increased 
free-water flow is destroying their structure, and there
fore the valuable paleoclimate information they contain. 
Thus, there is a pressing need to obtain high-quality ice 
cores from these glaciers and ice caps as soon as 
possible. 

Summary 
1. The seasonal snow cover in the northern hemi

sphere appears in the Arctic during early au
tumn, grows in thickness as it expands south
ward to reach a late-winter maximum, and then 
retreats rapidly during the spring. 

2. The snowline marks the lower limit of perennial 
snow; its altitude is controlled mainly by precip
itation and summer temperature. 

3. Glaciers, which constitute the bulk of the ice in 
the cryosphere, are permanent bodies of moving 
ice that consist largely of recrystallized snow. 
They can form only at or above the snowline, 
which is close to sea level in the polar regions 
and rises to high altitudes in the tropics. 

4. Ice in a temperate glacier is at the pressure melt
ing point, and liquid water exists at the base of 
the glacier; ice in a polar glacier is below the 
pressure melting point and is frozen to the rock 
on which it rests. 

5. The mass balance of a glacier is measured in 
terms of accumulation and ablation. The equilib
rium line separates the accumulation area from 
the ablation area and marks the level on the glac
ier where net gain is balanced by net loss. 

6. Temperate glaciers move as a result of internal 
flow and basal sliding. In polar glaciers, which 
are frozen to their bed, motion is much slower 
and involves only internal flow. Surges involve 
extremely rapid flow, probably related to exces

sive amounts of water at the base of a glacier. 

7. A fjord glacier with a base below sea level will 
begin an irreversible calving retreat if its termi
nus becomes ungrounded and recedes into 
deepening water upfjord. Retreat ends only 
when the glacier again terminates in water too 
shallow for appreciable calving to occur. 

8. Ice cores extracted from polar glaciers contain 
natural archives of changing environmental con
ditions in the form of changing oxygen isotope 
ratios, samples of ancient atmospheric gases, 
dust concentrations, acid volcanic fallout, and 
organic particles. 

9. Sea ice thinly covers vast areas of polar ocean 
and is highly sensitive to changes in climate and 
ocean conditions. Perennial sea ice persists for at 
least several years and reaches thicknesses of 3 
to 4 m, whereas seasonal ice that forms and dis
appears annually is less than 2 m thick. Conver
gent deformation produces linear pressure 
ridges where ice is unusually thick. 

10. When sea water freezes, dense, cold, saline 
water is produced that sinks into the deep ocean 
to form deep water and bottom water. The high 
albedo of sea ice influences global climate, help
ing to create a steep pole-to-equator temperature 
gradient. 

11. Permafrost, a common feature of periglacial 
zones, is mainly confined to areas where annual 
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air temperature is at least — 5°C. It reaches maxi
mum thicknesses of at least 1500 m and is be
lieved to have formed during glacial ages in sub-
freezing landscapes not covered by continental 
ice sheets. 

12. Permafrost can present unique engineering prob
lems, for thawing commences when the vegeta
tion cover is broken, leading to collapse and ex
treme instability of the ground surface. 

Important Terms to Remember 
ablation (p. 259) 
accumulation (p. 259) 
albedo (p. 268) 

calving (p. 262) 
cirque (p. 254) 
crevasse (p. 261) 
cryosphere (p. 252) 

equilibrium line (p. 259) 

fjord (p. 255) 

glacier (p. 254) 
glacier ice (p. 256) 

lead (in sea ice) (p. 267) 

moraines (p. 263) 
mass balance (p. 259) 

periglacial (p. 268) 

permafrost (p. 269) 
polar glacier (p. 258) 
pressure melting point (p. 257) 

sea ice (p. 265) 
snowline (p. 252) 
surge (p. 263) 
temperate glacier (p. 257) 

Questions for Review 
1. What is the snowline and how are glaciers re

lated to it? 

2. Describe the steps in the conversion of snow to 
glacier ice. 

3. On what characteristics are temperate glaciers 
distinguished from polar glaciers? 

4. Why does the position of the equilibrium line 
provide a rough estimate of a glacier's mass bal
ance? 

5. Why is there a time lag between a change of cli
mate and the response of a glacier's terminus to 
the change? 

6. In what ways does ice temperature influence the 
way a glacier moves? 

7. Describe the unique motions of surging and calv
ing glaciers, and indicate how their fluctuations 
are related to climate. 

8. What factors control the distribution and thick
ness of sea ice? 

9. How does sea ice influence climate? ocean circu
lation? 

10. What is the active layer in permafrost terrain, 
and how does it form? 

11. Where would you expect to find permafrost at 
latitudes of less than 40°, and why? 

12. Describe what potential foundation problems a 
home builder might encounter in northern 
Alaska if the contractor were to clear the build
ing site of vegetation and begin construction on 
the exposed ground surface. 

Questions for A Closer Look 
1. Why might a large mass of rock debris falling 

onto the surface of a glacier cause the glacier ter
minus to advance? 
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Questions for Discussion 
1. Suggest ways in which changes in the solid 

Earth, such as uplift, earthquakes, and volcan-
ism, might affect the distribution and fluctua
tions of glaciers? 

2. One way to estimate the altitude of a valley glac
ier's equilibrium line is to calculate the median 
altitude of the glacier (the difference in altitude 
between the glacier's head and terminus, di
vided by 2). Obtain topographic maps from your 
library (for example, the glacier-clad mountains 
of southern Alaska, British Columbia, Alberta, or 

Washington State) and calculate the equilibrium-
line altitudes of several valley glaciers. What dif
ferences do you obtain for nearby glaciers within 
a single mountain range? How might the differ
ences be explained? 

3. Huge pools of petroleum likely underlie the Arc
tic continental shelves of Alaska, Canada, and 
Russia. In exploiting such petroleum resources, 
what problems might be encountered that are re
lated to the presence of sea ice and permafrost? 



CHAPTER 11 
The Changing Face of 
the Land 

In 1985, a major eruption of glacier-mantled Nevado del Ruíz volcano in Colombia 
generated a large, destructive mudflow that descended without warning upon the city 
of Armero, killing at least 20,000 of its people. 



Death in the Night 

As the human population increases, settlements and 
roads expand across the landscape, often in areas 
where potential landslide hazards are not recognized. 
Then, when a landslide occurs, the loss of life and 
property can be devastating. 

The high Andes of South America include numer
ous active volcanoes and rugged peaks thrust up 
along converging lithospheric plates. The steep, un
stable slopes rise above densely populated valleys, a 
combination spelling potential disaster in a landscape 
prone to earthquakes and volcanic eruptions. In 
Colombia, the Andes culminate in a group of lofty ac
tive volcanoes lying west of Bogota. One peak, 
Nevado del Ruiz [5400 m (18,000 ft)], has a history of 
volcanic activity extending back to at least 1595, 
when thunderous eruptions spread tephra across the 
landscape and volcanic mudflows rushed down sev
eral valleys. 

In late 1984 the volcano began belching clouds of 
steam and ash, activity that continued through the au
tumn of 1985. People in the city of Armero, far down-
valley from the volcano, grew alarmed. The local au
thorities appeared unconcerned and reassured them, 
even though recent geologic studies had disclosed a 
history of repeated large volcanic mudflows. In early 
November, when the volcano showed signs of in
creasing activity, geologists warned that such mud
flows could pose a serious danger for Armero in the 
event of an eruption. At 3 P.M. on November 13, a 
technical emergency committee urged that Armero 
be evacuated, but the warning went unheeded. That 
night, as the local radio station played cheerful music 

and urged people to be calm, the volcano erupted. 
Torrents of water released from rapidly melting ice 
and snow near the summit eroded soil, vegetation, 
rock, and sediment from the landscape, sending huge 
waves of muddy debris surging downslope into sur
rounding valleys. The largest of several mudflows 
moved headlong in the direction of Armero. Just after 
11 P.M., as most of the townspeople were sleeping 
soundly, a turbulent wall of mud came rushing out of 
a mountain canyon and inundated the city. At least 
20,000 citizens of Armero perished, buried in a tomb 
of sulfurous volcanic mud. The geologists' prediction, 
based on careful analysis of the geologic record, 
proved correct. Had their warning been heeded, the 
tragedy might have been avoided. 

THE EARTH'S VARIED 
LANDSCAPES 
One of the most striking things about our planet is its 
amazing variety of natural landscapes. Who can fail to 
be impressed by a view of the majestic snow-covered 
Himalaya rising abruptly from the plains of India, or 
the lofty Andes of South America with their array of 
active volcanic cones? Equally impressive are the vast 
subtropical deserts of North Africa, Australia, and the 
Arabian Peninsula; the dense, flat jungle terrain of 
South America's Amazon basin; and the glaciated land
scape of eastern Canada and the north-central United 
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States with its myriad lakes, streams, and undulating 
topography. 

Even a casual look at the land surface can raise 
some basic questions in our mind: How can the 
Earth's varied landscapes be explained? Are land
scapes eternal, as many of our forebears once 
thought, or do they change with time? And what clues 
do landscapes hold about the history of the Earth's 
mobile lithosphere and past climates? 

Everywhere people live, they are changing the face 
of the land. The construction of dams across streams, 
excavations for buildings or waste disposal sites, and 
the building of highways and cities all modify the 
landscape. To the untrained observer, however, it 
may not be immediately apparent that the landscape 
is also being modified by natural processes. Some
times these processes act rapidly, and their effects are 
obvious: a landslide that removes part of a hillside and 
forces an adjacent stream into a new path is a geolog
ically instantaneous event. Most natural processes, 
nevertheless, operate at much slower rates, so slow 
that their effects may be barely discernible over a 
human lifetime. And yet, these small changes can add 
up until, over geologically long intervals of time, their 
effect is dramatic. 

WEATHERING AND EROSION 

Overwhelming geologic evidence shows that the 
Earth's surface is constantly changing, although the 
rate and magnitude of change vary considerably from 
region to region. Such changes reflect a contest be
tween major tectonic forces that raise the lithosphere 
and the force of gravity that exerts a downward pull 
on the same rocks. 

Aided by physical and chemical processes that 
break down rock, and by gravity, various erosional 
agents transfer rock debris from high places to low 
places. The net result is the progressive sculpture of 
the land into a surface of varied topographic relief 
(the difference in altitude between the highest and 
lowest points on a landscape). Relief varies from one 
region to another because surface geologic processes 
operate under different climatic conditions on rocks 
of different type and structure, and consequently of 
differing resistance to erosion. (See the "Guest Essay" 
at the end of this chapter for an interesting compari-
sion of erosion on Mars.) 

From Rock to Regolith 

Whether rapid or slow, rock is physically broken up 
and chemically altered throughout the zone where 
the lithosphere, hydrosphere, biosphere, and atmos
phere mix. This zone extends from the ground sur
face downward to whatever depth air and water pen
etrate. Within it, the rock constitutes a porous 
framework full of fractures, cracks, and other open
ings, some of which are very small but all of which 
make the rock vulnerable to attack by aqueous solu
tions. Given sufficient time, the result is conspicuous 
decomposition and disintegration of the rock, 
processes known collectively as weathering. 

We have all seen weathering in action. We may 
have visited a cemetery and strained to read the in
scription on an old marble tombstone so modified by 
weathering that the characters were barely legible 
(Fig. 11.1). Or we may have been seated around a 

Figure 11.1 Because marble is composed of soluble 
calcite, this marble tombstone standing in a New England 
cemetery since the early nineteenth century shows the cor
rosive effects of the carbonic acid present in rainwater. 
Over the years the rock surface has been slowly dissolved, 
making the once sharply chiseled inscription illegible. 
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roaring campfire and suddenly been struck by flying 
rock fragments as a rock next to the fire exploded, be
cause it was composed of minerals that expand at dif
ferent rates when heated. Such examples show that 
weathering can involve both chemical and physical 
processes. 

Chemical Weathering 

The minerals of igneous and metamorphic rocks that 
have crystallized within the Earth's crust at high pres
sure and temperature are chemically unstable at the 
lower temperatures and pressures at the surface. 
When such rocks are uplifted and eventually exposed, 
therefore, their mineral components are chemically 
changed into new, more stable minerals. Chemical 
weathering, then, is the decomposition of rocks and 
minerals as chemical reactions transform them into 
new chemical combinations that are stable at or near 
the Earth's surface. 

The principal agent of chemical weathering is a 

Table 11.1 
Common Chemical Weathering Reactions 
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weak solution of carbonic acid (H2CO3), formed as 
falling rainwater dissolves small quantities of atmos
pheric carbon dioxide (Table 11.1, eq. 1). As the 
water moves downward and laterally beneath the 
ground surface, additional carbon dioxide is dissolved 
from decaying vegetation. Thus, chemical weathering 
is dependent on the interaction of the atmosphere, 
the hydrosphere, and the biosphere to produce the 
weakly acidic solution that attacks the upper part of 
the lithosphere. 

The chemical reaction that decomposes the com
mon rock-forming mineral potassium feldspar pro
vides a good example of chemical weathering (Table 
11.1, eq. 2). A molecule of carbonic acid dissociates in 
water to form a hydrogen ion (H+) and a bicarbonate 
ion [(HCO3

-)]. H1+ ions enter the potassium feldspar 
and replace potassium ions (K+), which then leave the 
crystal and pass into solution. Water combines with 
the remaining aluminum silicate molecule to create 
kaolinite, a new clay mineral not present in the origi
nal rock. 

Weathering of a rock like basalt, which is com
posed of feldspars and Fe-Mg bearing minerals, pro-
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Figure 11.2 When basalt is chemically weathered, its minerals are converted to new 
clay minerals and to goethite. Soluble ions are carried away in groundwater. When gran
ite weathers, clay minerals, goethite, and soluble ions are also produced, as well as 
grains of quartz, a mineral that is resistant to chemical decay. 

duces clay minerals and goethite, a weathering prod
uct of magnetite (Table 11.1, eq. 3; Fig. 11.2). When a 
granite weathers, clay minerals and goethite are also 
produced from the feldspar and mica it contains; how
ever, the quartz, because it is resistant to chemical 
weathering, survives unaltered as a weathering prod
uct. 

Physical Weathering 

Sometimes regolith consists of fragments identical to 
the adjacent bedrock. However, the mineral grains are 
unweathered or only slightly weathered, indicating lit
tle or no evidence of chemical alteration. Instead, the 
fragments must have experienced physical weath-

Figure 11.3B Granite on the side of Gondola Ridge in 
Antarctica is so intensely weathered that it resembles 
Swiss cheese. Such cavernous weathering is produced by 
crystallization of salt in small cavities and along grain 
boundaries. 

Figure 11.3A This granite outcrop in Yosemite National 
Park, California, displays sheetlike Joints, giving a stepped 
appearance to the mountain slope. The jointing is thought 
to result from progressive removal of overlying rock, lead
ing to reduced pressure. This causes expansion of the up
permost rock, which fractures along planes parallel to the 
land surface. 



Figure 11.4 Weathering causes progressive subdivision of rocks. A. Each time a cube is subdivided by slicing it through 
the center of each edge, the aggregate surface area doubles, thereby increasing the effectiveness of chemical attack. B. So
lutions moving along joints that separate cube-shaped blocks of rock attack corners, edges, and sides at rates that decline 
in that order, because the number of corresponding surfaces under attack are 3, 2. and 1, respectively. Corners therefore 
become rounded, and eventually the blocks are reduced to spheres. Once a spherical form has been reached, chemical at
tack is distributed over the entire surface, and no further change in form occurs. 

ering, which is the disintegration (physical breakup) 
of rocks. 

A variety of natural physical processes are effective 
in physical weathering: (1) A rock mass buried deep 
beneath the land surface is subjected to immense con
fining pressure. However, as erosion gradually re
moves the overlying rock, the pressure is reduced and 
the buried rock mass adjusts by expanding upward. In 
the process, sheetlike fractures develop parallel to the 
surface (Fig. 11.3A). (2) Ions in the groundwater mov
ing through fractured rock can precipitate out to form 
salts. The enormous forces exerted by salt crystals 
growing in cavities or along mineral grain boundaries 
of a rock can easily lead to rupture or disaggregation 
(Fig. 11.3B). (3) When water freezes, its volume in
creases about 9 percent. If water freezes in a confined 
crack, the resulting stresses can be so great that the 
rock is wedged apart. (4) Fire, too, can be a very ef
fective agent of weathering. An intense forest or 
brush fire can overheat the outer part of a rock, caus
ing it to expand, fracture, and break away. Repeated 
fires can thereby significantly reduce the size of rocks. 
(5) Finally, plant roots extending along cracks in a 
rock can slowly wedge the rock apart. 

Although physical weathering is distinct from 
chemical weathering, the two processes generally 
work hand in hand, and their effects are inseparably 
blended. The effectiveness of chemical weathering in
creases as the exposed surface area increases, and sur
face area increases greatly whenever a large unit is di
vided into successively smaller units (Fig. 11.4). 
Repeated subdivision leads to a remarkable result; 
whereas one cubic centimeter of rock has a surface 
area of 6 cm2 (0.9 in2), when subdivided into particles 
the size of the smallest clay minerals the total surface 
area now exposed to weathering increases to nearly 
40 million cm2 (6.2 million in2). 

Soils 

The physical and chemical weathering of solid rock is 
the initial step in soil formation. However, soil also 
contains organic matter mixed with the mineral com
ponent. This organic part is an essential part of the 
usual definition of soil: the part of the regolith that 
can support rooted plants. 

The organic matter in soil is derived from the decay 
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of dead plants and animals. Living plants are nour
ished by the nutrients released from decaying organ
isms, as well as by the nutrients released during 
weathering. Plants draw these nutrients upward, in 
water solution, through their roots. Therefore, 
throughout their life cycle, plants are directly in
volved in the manufacture of the fertilizer that will 
nourish future generations of plants. These activities 
are an integral part of a continuous cycling of nutri
ents through the regolith and biosphere. With its 
partly mineral, partly organic composition, soil forms 
an important bridge between the Earth's lithosphere 
and its teeming biosphere. 

The Soil Profile 
As bedrock and regolith weather, soil gradually devel
ops from the surface downward, producing an identi
fiable succession of nearly horizontal weathered 
zones called soil horizons. Each horizon has distinc

tive physical, chemical, and biological characteristics. 
Although soil horizons may resemble a sequence of 
deposits, or layers, they are not strata. Instead, they 
represent physical, chemical, and biological changes 
to the regolith. Collectively, the soil horizons consti
tute a soil profile (Fig. 11.5). 

Soil profiles generally display two or more hori
zons. The uppermost horizon of some profiles con
sists of decomposing organic matter (O horizon). If 
an O horizon is absent, then an A horizon generally is 
the uppermost horizon. Typically, it is dark gray or 
black because decomposed plant and animal tissues 
are mixed with the mineral matter. The A horizon has 
lost some of its original substance through the down
ward transport of clay particles and, more important, 
through the chemical removal of soluble minerals. A 
light-colored E horizon, sometimes present beneath 
the A horizon in acidic soils, is often developed be
neath evergreen forests. The B horizon underlies the 
surface horizon(s) and commonly has a brownish or 

Figure 11.5 Soils vary across the landscape, as shown by this example of three soil 
profiles from forest, grassland, and desert regions. Differences are explainable in 
terms of regolith composition, slope steepness, vegetation cover, soil biota, climate, 
and the time required to develop the profile. 
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reddish color. This horizon is enriched in clay and/or 
iron and aluminum hydroxides produced by the 
weathering of minerals within the horizon and also 
transported downward from the A horizon. The B 
horizon often has a distinct structure that causes it to 
break into blocks or prisms. A K horizon, present in 
some arid-region soils beneath the B horizon, is 
densely impregnated with calcium carbonate that 
coats all mineral grains and constitutes up to 50 per
cent of the volume of the horizon. The C horizon is 
the deepest horizon and constitutes the parent re-
golith in various stages of weathering, but it lacks the 
distinctive properties of the A and B horizons. Oxida
tion in the C horizon generally imparts to it a light yel
lowish-brown color. 

Soil Types 
An astute observer traveling across the landscape will 
note that soils are not everywhere the same (Fig. 
11.5). Different soils result from the influence of six 
factors: climate, vegetation cover, soil organisms, re-
golith composition, topography, and time. A soil 
forming under prairie grassland, for example, differs 
from soil in an evergreen forest or that of a tropical 
rainforest. The character of a soil may change abruptly 
as we move from basalt to limestone or from a gentle 
slope to a steep slope, and it also will change with the 
passage of time. Such differences make it possible for 
soil scientists to classify and map soils across the land
scape in much the same way that geologists classify 
and map rocks. 

Ancient Soils 
A surface soil buried by sediment or lava becomes part 
of the geologic record. Its top is therefore an uncon
formity. Buried soils have been identified in the rocks 
and sediments of many different ages (Fig. 11.27), and 
distinctive ones have been used by geologists to sub
divide, correlate, and date ancient sedimentary de
posits. 

Soil Erosion 
With world population now approaching 5 billion, in
creasing competition for a finite amount of agricul
tural land is causing serious erosion of soils. Although 
soil erosion results from natural changes in topogra
phy, climate, or vegetation cover, the results of 
human activities have overwhelmed natural systems 
in many parts of the world. Widespread felling of trees 
has led to accelerated rates of surface runoff and 
destabilization of soils due to loss of anchoring roots. 
Soils in the humid tropics, when stripped of their nat
ural vegetation cover and cultivated, quickly lose their 
fertility (Fig. 11.6). So widespread are the effects of 

soil erosion and degradation that the problem has 
been described as "epidemic." Because agriculture is 
the foundation of the world economy, progressive 
loss of soil signals a potential crisis that could under
mine the economic stability of many countries. 

Figure 11.6 Widespread deforestation in Rondonia, 
Brazil has devastated a formerly luxuriant rain forest and 
led to accelerated runoff and erosion. Soils on this land
scape quickly lose their natural fertility when forest is con
verted to crops or grazing land, leaving a degraded land
scape with little value. 
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Much of the topsoil eroded from agricultural lands 
is transported down rivers and deposited along valley 
floors, in marine deltas, or in reservoirs behind large 
dams. The resulting impact on society, often unantici
pated, can be significant. For example, the designers 
of a major dam and reservoir in Pakistan projected a 
life expectancy for the reservoir of at least a century. 
However, increased population pressure on the re
gion above the dam has resulted in greatly increased 
soil erosion, leading to such a high rate of sediment 
production that the reservoir is now expected to be 
filled with eroded soil within 50 years, making it un
usable. 

The upper layers of a soil contain most of the or
ganic matter and nutrients that support crops. When 
the A and B horizons are eroded away, not only the 
fertility but also the water-holding capacity of a soil di
minishes. Because it generally takes between 80 and 
400 years to form one centimeter of topsoil, soil ero
sion, for all practical purposes, is tantamount to min
ing the soil. It is estimated that farmers in the United 
States are now losing about 5 tons of soil for every ton 
of grain they produce, while in India the rate of soil 
erosion is estimated to be more than twice as high. 
Worldwide, the most productive soils are being de
pleted at the rate of 7 percent each decade. One re
cent estimate projected that, as a result of excessive 
soil erosion and increasing population, only two-
thirds as much topsoil will be available to support 
each person at the end of the century as was available 
in 1984. 

Although soil erosion and degradation are severely 
impacting many countries, effective control measures 
can substantially reduce these adverse trends. One 
method of reducing soil loss involves crop rotation. A 
study in Missouri showed that land which lost 49.25 
tons of soil per hectare when planted continuously in 
corn lost only 6.75 tons per hectare when corn, 
wheat, and clover crops were rotated. In this case, the 
bare land exposed between rows of corn is far more 
susceptible to erosion than land planted with a more 
continuous cover of wheat or clover. 

The most serious soil erosion problems occur on 
steep hillslopes. In Nigeria, land planted with cassava 
(a staple food source) and having a gentle 1 percent 
slope lost an average of 3 tons of soil per hectare each 
year. On a 5 percent slope, however, the annual soil 
loss increased to 87 tons per hectare. At this rate, a 15 
cm (6 in) thickness of topsoil would disappear in a sin
gle generation (about 20 years). On a 15 percent 
slope, the annual erosion rate increased to 221 tons 
per hectare, a rate that would remove all topsoil 
within a decade. Despite these grim statistics, steep 
slopes can be exploited through appropriate terrac
ing. 

FROM MOUNTAIN TOP TO 
OCEAN SHORE 
As any mountain climber will affirm, mountains can 
be dangerous, unstable places. Falling rocks, debris-
clad glaciers, and boulder-filled streams provide vivid 
evidence of the downslope movement of rock debris 
loosened and broken up by mechanical and chemical 
weathering. As gravity pulls on the debris, it falls, 
slides, and tumbles downslope, where it is picked up 
by glaciers, streams, or wind and carried farther. Bat
tered by constant impact and abrasion, stream sedi
ment is worn down and sorted as it is moved along 
until by the time it reaches the ocean, the bulk of it 
consists of sand, silt, and clay. 

Mass-wasting 

A smooth, vegetated slope may outwardly appear sta
ble and show little obvious evidence of geologic ac
tivity. If we were to examine the regolith at and be
neath the surface, however, we might find some rock 
particles derived from bedrock that occurs only far
ther upslope. We would deduce that these particles 
have moved downslope. A time-lapse motion picture 
of such a hillslope, which greatly speeds up any mo
tion, would make the slope appear almost alive and 
constantly changing. Much of the recorded motion 
would be the result of mass-wasting, the downslope 
movement of regolith under the pull of gravity. This 
definition implies that the motive force is gravity 
rather than a transporting medium such as water, 
wind, or ice. Mass wasting is not confined to the land. 
It also occurs on lake floors and over vast areas of the 
seafloor wherever slopes exist. 

Role of Water 
Water is almost always present within rocks and re
golith near the Earth's surface. Although, by defini
tion, mass-wasting does not involve water as a trans
porting fluid, it nevertheless plays an important role. 
Loose sediments behave in different ways depending 
on whether they are dry or wet, a fact well known to 
anyone who has constructed a sand castle at the 
beach. Dry sand is unstable and difficult or impossible 
to mold, but when some water is added, the sand can 
be shaped into vertical castle walls. The water and 
sand grains are drawn together by a force called cap
illary attraction. The attraction results from surface 
tension, a property of liquids that causes the exposed 
surface to contract to the smallest possible area. This 
force tends to hold the wet sand together as a cohe
sive mass. However, the addition of too much water 
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saturates the sand and turns it into a slurry that easily 
flows away, as the sand-castle builder sees with dis
may when the rising tide on the beach destroys the 
elaborate work of an afternoon. 

On a much larger scale, the same phenomenon 
happens in nature. Moist or weakly cemented fine
grained sediments, such as fine silt and clay, may be 
so cohesive that they can stand in near-vertical cliffs. 
However, if the silt or clay becomes saturated with 
water and the internal pressure of water trapped be
tween particles rises above some critical limit, these 
fine-grained sediments may also become unstable and 
begin to flow. 

The movement of some large masses of rock may 
also involve the effects of increased internal water 
pressure. If voids along a nearly horizontal surface 
separating two rock masses are filled with water, and 
the water is under pressure, a buoying effect can re
sult. Under such conditions, the water pressure may 
be high enough to support the weight of the overly
ing rock mass, thereby reducing friction along the 
contact. Once a critical limit is reached, sudden dis
placement of the rock may occur. An analogous ex
ample can make driving in a heavy rainstorm ex
tremely dangerous: when water is compressed 
beneath the wheels of a moving car, the increasing 
fluid pressure can cause the tires to "float" off the 
roadway. The driver then quickly loses control of the 
vehicle, a condition known as hydroplaning. 

Landslides 
Landslide is a general term for a variety of mass-wast
ing processes that result in the downslope movement 
of a mass of bedrock or regolith, or a mixture of the 
two, under the influence of gravity. The composition 
and texture of the sediment involved, the amount of 
water and air mixed with the sediment, and the steep
ness of slope all influence the type and velocity of a 
landslide (Table 11.2). 

One way to distinguish among landslides is to sep
arate them into those involving (1) sudden slope fail
ures, the downslope movement of relatively coherent 
masses of rock or regolith by slumping, falling, or slid
ing; and (2) sediment flows, the downslope flow of 
sediment mixed with water and air. Among sediment 
flows, processes are distinguished on the basis of 
their velocity and the concentration of sediment in 
the flowing mixture. 

Young stratovolcanoes, often rising to heights of 
more than 1000 m (3300 ft) and with slopes typically 
exceeding 20°, offer some spectacular examples of 
slope failures and sediment flows. Such volcanoes 
consist of unstable piles of jointed lava flows and in-
terstratified loose tephra. When the flank of a volcano 
collapses, the results can be devastating. The mighty 

eruption of Mount St. Helens in 1980 illustrated how 
an active volcano can literally destroy itself by this 
process (Chapter 5). The massive landslide carried an 
estimated 2.8 km3 (0.7 mi3) of rock, ice, and regolith 
off the northern slope of the mountain and into the 
adjacent valley. The landslide, a rapidly moving debris 
avalanche, and accompanying lateral blast left a gap
ing hole where the summit had stood and a thick 
steaming pile of debris along the valley floor. Clear ev
idence of similar landslides can be found at many 
other volcanoes. A massive landslide about 300,000 
years ago from the northwestern flank of Mount 
Shasta volcano in northern California was far larger. 
The chaotic deposit it formed extends nearly 50 km 
from the mountain and covers an area of at least 675 
km2 (260 mi2). Its estimated volume of 45 km3 (11 
mi3) is nearly 16 times that of the Mount St. Helens 
landslide deposit (Fig. 11.7). 

Although landslides may occur for no apparent rea-

Figure 11.7 A massive landslide that originated on the 
northwestern flank of Mount Shasta volcano in northern 
California about 300,000 years ago produced a chaotic de
posit of low hills that extends nearly 50 km from the sum
mit and covers some 675 km2. 
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Table 11.2 
Types of Landslides 



Figure 11.8 When a natural slope is oversteepened in 
building a road, failure can result. A. A highway cut ex
ceeds the natural angle of the slope, producing an unstable 
situation. B. The oversteepened slope fails, and a landslide 
buries the road. The slope angle of the resulting deposit 
now is similar to the original natural one. 

son, many are related to an unusual occurrence. (1) A 
major earthquake can trigger landslides throughout a 
large area. (2) Landslides often are associated with 
heavy or prolonged rains that saturate the ground and 
make it unstable. (3) A volcanic eruption, like that at 
Mount St. Helens in 1980, often triggers a variety of 
landslides, including mudflows that move rapidly into 
surrounding valleys. (4) Landslides often result when 
human activities modify natural slopes. Slides fre
quently occur where road construction significantly 
oversteepens natural slopes (Fig. 11.8). (5) A stream 
undercutting its bank can trigger a landslide, and 
pounding storm surf along a seacoast can also trigger 
landslides when steep bluffs are undercut. 

Landscapes Produced 
by Running Water 
Most of the Earth's land areas show the effects of run
ning water. Except in extremely dry deserts and re
gions with a continuous ice cover, streams have 
shaped the land nearly everywhere. 

Tectonic Control of Main Divides 
All the continents except ice-covered Antarctica can 
be divided into large regions in which major through-
flowing streams enter one of the world's major 
oceans. The line separating any two such regions is a 
continental divide, one of the major landscape ele
ments of our planet. In North America, continental di
vides lie at the head of major streams that drain into 
the Pacific, Atlantic, and Arctic oceans (Fig. 11.9). In 
South America, a single continental divide extends 
along the crest of the Andes and divides the continent 
into two regions of unequal size. Streams draining the 
western (Pacific) slope of the Andes are steep and 
short, whereas to the east the streams take much 
longer routes along more gentle gradients to reach 
the Atlantic shore. 

Because continental divides tend to coincide with 
the crests of mountain ranges and because mountain 
ranges result from uplift related to the interaction of 
tectonic plates, a close relationship must exist be
tween plate tectonics and the location of primary 
stream divides and drainage basins. 

Control of Drainage by Rock Structure 
One of the best ways to view stream systems is from 
an airplane. From an altitude of 8 or 9 kilometers, (5 
to 6 miles) stream patterns can tell us a great deal 
about underlying rock types, geologic structure, and 
landscape history. 

The ease with which a formation is eroded by 
streams depends chiefly on its composition and struc
ture. The course a stream takes across the land there
fore bears a close relationship to these factors. Figure 
11.10 shows some of the most common drainage pat
terns and the geologic factors that control them. An 
experienced geologist can use these drainage pat
terns to infer rock type, the orientation of a dipping 
rock unit, the manner in which the rocks are folded 
or offset, and the pattern and spacing of joints. 
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Figure 11.9 Map of the western hemisphere showing 
the location of major drainage divides. The continental di
vide separating streams draining to the Pacific, Arctic, and 
Gulf of Mexico in North America and to the Pacific and At
lantic in South America follows the crest of the high 
cordillera in both hemispheres. In eastern North America, 
the divide separating Atlantic and Gulf of Mexico drainage 
follows the Appalachian Mountains and much of the limit of 
ice sheet glaciation south of the Great Lakes. 

Equally revealing are images of the Earth's surface 
taken from orbiting satellites, for they show a broad 
expanse of terrain in considerable detail. In Figure 
11.11, the folded sedimentary rocks of the Ap
palachian Mountains near Harrisburg, Pennsylvania, 
are seen in striking detail because the alternating 
shales and sandstone units have been eroded differen
tially. The sandstones, being more resistant to ero
sion, stand high as steep linear ridges, whereas the 
more erodible shales underlie intervening, relatively 
flat valleys. 

Figure 11.10 From stream patterns, geologists can 
infer something about the type and configuration of under
lying rock and about the structural history of an area. 

Irregular branching of channels ("treelike") 
in many directions. Common in massive 
rock and in flat-lying strata. In such 
situations, differences in rock 
resistance are so slight that their 
control of the directions in which 
valleys grow headward is negligible. 

Parallel or subparallel channels that have 
formed on sloping surfaces underlain by 
homogenous rocks. Parallel rills, gullies, 
or channels are often seen on freshly 
exposed highway cuts or excavations 
having gentle slopes. 

Channels radiate out, like the spokes of a 
wheel, from a topographically high area, 
such as a dome or a volcanic cone. 

Channel system marked by right-angle 
bends. Generally results from the 
presence of joints and fractures in 
massive rocks or foliation in 
metamorphic rocks. Such structures, 
with their cross-cutting patterns, have 
guided the directions of valleys. 

Rectangular arrangement of channels in 
which principal tributary streams are 
parallel and very long, like vines 
trained on a trellis. This pattern 
is common in areas where the 
outcropping edges of folded 
sedimentary rocks, both weak and 
resistant, form long, nearly parallel belts. 

Streams follow nearly circular or concentric 
paths along belts of weak rock that ring 
a dissected dome or basin where 
erosion has exposed successive belts 
of rock of varying degrees of 
erodibility. 

Streams converge toward a central 
depression, such as a volcanic crater 
or caldera, a structural basin, a 
breached dome, or a basin created 
by dissolution of carbonate rock. 

Stream Deposits 
Distinctive stream deposits form along channel mar
gins, valley floors, mountain fronts, and lake and 
ocean margins, for these all are places where stream 
energy changes. The lower Mississippi River and 
other large, smoothly flowing streams like it typically 
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Figure 11.11 A satellite image of the region near Har-
risburg, Pennsylvania, reveals a complicated series of 
northeast-trending ridges and valleys produced by differ
ential erosion of sedimentary rocks. Ridges are underlain 
by resistant sandstones and conglomerates, while valleys 
are underlain by more-erodible shales. The folded struc
ture of the rocks is clearly visible due to the pronounced 
topographic relief between the less-erodible and more-
erodible strata. 

Figure 11.12 The major landforms of an alluvial valley. 

deposit well-sorted layers of coarse and fine particles 
as they swing back and forth across a wide valley. 
During floods, as sediment-laden water flows out of 

the completely submerged channel, the depth, veloc
ity, and turbulence of the water decrease abruptly at 
the channel margins, where the coarsest part of the 
suspended load is deposited to form a natural levee 
(Fig. 11.12). Farther away, finer silt and clay settle out 
across the stream's floodplain. a relatively flat region 
of valley floor that is periodically inundated by flood-
water. 

Most stream valleys contain terraces, which are 
floodplains abandoned when the stream cut down
ward to a lower level (Figs. 11.12 and 11.13). Typi
cally, such downcutting occurs in response to tecton-
ism or to a change in discharge, load, or gradient. In 
many stream valleys, terraces lying at various levels 
record a complex history of alternating deposition 
and erosion. 

A large, swift stream flowing down a steep moun
tain valley can transport an abundant load of coarse 
sediment, but on leaving the valley the stream loses 

Figure 11.13 Alluvial terraces adjacent to Cave Stream, South Island, New Zealand, 
record former floodplains that were abandoned when the stream incised its channel and 
reached a new level. 
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Figure 1 1 . 1 4 A sym
metrical alluvial fan has 
formed at the margin of 
Death Valley, California, 
where a stream channel 
emerges from a steep 
mountain canyon. 

energy, usually because of a change in gradient, ve
locity, or discharge. Its transporting power therefore 
decreases, and it deposits part of its sediment load. No 
longer constrained by valley walls, the stream can 
shift laterally back and forth across more gentle ter
rain. The resulting deposit, an alluvial fan, is a fan-
shaped body of alluvium at the base of an upland (Fig. 
11.14). Alluvial fans are common along the base of 
most arid and semi-arid mountain ranges. Some fans 
are so large and closely spaced that they merge to 
form a broad piedmont surface that slopes away from 
the base of the mountains. 

When stream water enters the standing water of 
the sea or a lake, its speed drops rapidly, decreasing 
its ability to transport sediment. The water deposits 
its load in the form of a delta, so named because the 
deposit may develop a crudely triangular shape that 
resembles the Greek letter delta (A) (Fig. 11.15). 
Many of the world's largest streams, among them the 
Nile, the Ganges-Brahmaputra, the Huang He, the 
Amazon, and the Mississippi, have built massive deltas 
at their mouths. Each delta has its own peculiarities, 
determined by such factors as the stream's discharge, 
the character and volume of its sediment load, the 
shape of the adjacent bedrock coastline, the offshore 
topography, and the strength and direction of cur
rents and waves. 

Figure 11.15 Delta of Nile River, along the Mediter
ranean coast of Egypt. The reddish color in this vertical 
satellite image denotes vegetation growing on the fertile 
delta sediments. The delta and Nile River are bounded by a 
desert landscape of bare rock and shifting sands. 
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The Work of Groundwater 

Slowly moving groundwater has the capacity to per
form a prodigious amount of geologic work. In re
gions underlain by rocks that are highly susceptible to 
chemical weathering, groundwater creates distinctive 
landscapes that are among the most unusual on our 
planet. 

Dissolution of Carbonate Rocks 
As soon as rainwater infiltrates the ground, it begins 
to react with minerals in regolith and bedrock and 
weathers them chemically. An important part of 
chemical weathering involves minerals and rock ma
terials passing directly into solution, a process known 
as dissolution. Limestone, dolostone, and marble— 
the common carbonate rocks—are most readily at
tacked by dissolution. Although carbonate minerals 
are nearly insoluble in pure water, they are readily dis
solved by rainwater charged with CO2, which is a di
lute solution of carbonic acid (Table 11.1, eq. 4). The 
result is impressive. When carbonate rocks weather, 
nearly all their volume can be dissolved away in 
slowly moving groundwater. 

Caves and Sinkholes 
Carbonate caves come in many sizes and shapes, and 
they often contain spectacular formations on their 
walls, ceilings, and floors (Fig. 11.16). Although most 
are small, some are of exceptional size. The Carlsbad 
Caverns in southeastern New Mexico include one 
chamber 1200 m long, 190 m wide, and 100 m (3940 
ft, 625 ft, and 330 ft respectively) high. Mammoth 
Cave, in Kentucky, consists of interconnected cham
bers with an aggregate length of at least 48 km (30 
mi). 

Caves form as circulating groundwater slowly dis
solves carbonate rock. The usual sequence of devel
opment is thought to involve (1) initial dissolution 
along a system of interconnected open joints and bed
ding planes by percolating groundwater, (2) enlarge
ment of a cave passage along the most favorable flow 
route by water that fully occupies the opening, (3) de
position of carbonate formations on the cave walls 
while a stream occupies the cave floor, and (4) con
tinued deposition of carbonate on the walls and floor 
of the cave after the stream has stopped flowing. Al

though geologists have argued for years as to whether 
caves form in the zone of aeration or in the saturated 
zone, available evidence favors the idea that most 
caves are excavated in the shallowest part of the satu
rated zone, along a seasonally fluctuating water table. 

In contrast to a cave, a sinkhole is a large dissolu
tion cavity that is open to the sky. Some sinkholes are 
caves whose roofs have collapsed (Fig. 11.17); others 
are formed at the surface. Those produced by cave 
collapse can form abruptly. As a result, they pose a po
tential hazard for people whose houses or property 
may suddenly disappear into a widening conical de
pression tens of meters across. 

Karst Landscapes 
In some regions of exceptionally soluble rocks, sink
holes and caves are so numerous that they combine to 
form a distinctive topography characterized by many 
small, closed basins and intervening ridges or pinna
cles. In this kind of landscape, streams disappear into 
the ground and eventually reappear elsewhere as 
large springs. Such terrain is called karst topogra-

Figure 11.16 An explorer in Lechuguilla Cave, a lime
stone cave in the Carlsbad Caverns region of New Mexico, 
examines the bizarre formations produced as carbonate 
precipitated from dripping and flowing water during past 
millennia. 
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Figure 1 1 . 1 7 Most of a 
city block in Winter Park, 
Florida disappeared into a 
widening crater as this 
sinkhole formed in underly
ing carbonate bedrock. 

phy after the Karst region of former Yugoslavia, 
where a remarkable landscape of closely spaced sink
holes has resulted from dissolution of the bedrock. 

Several factors control the development of karst 
landscapes. The topography must produce a hy
draulic gradient steep enough to permit the flow of 
groundwater through soluble rock under the pull of 
gravity. Precipitation must be adequate to supply the 
groundwater system, soil and plant cover must supply 

an adequate amount of carbon dioxide, and tempera
ture must be high enough to promote dissolution. Al
though karst terrain is found throughout a wide range 
of latitudes and at various altitudes, it often is best de
veloped in moist temperate to tropical regions under
lain by thick and widespread soluble rocks. 

One of the most famous and distinctive of the 
world's karst regions lies in southeastern China, 
where vertical-sided limestone peaks stand up to 200 

Figure 1 1 . 1 8 Steep lime
stone pinnacles up to 200 m 
high, surrounded by flat ex
panses of alluvium, form a 
spectacular karst landscape 
around the Li River near 
Guilin, China. 
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m (660 ft) high (Fig. 11.18). This dramatic landscape 
has inspired both classical Chinese painters and pre
sent-day photographers. 

Glaciated Landscapes 

Skiers racing down the steep slopes at Alta, Mam
moth, or Whistler and rock climbers inching their way 
up the cliffs of Yosemite Valley, the granite spires of 
Mont Blanc, or the icy monoliths of the southern 
Andes owe a debt to the ancient glaciers that carved 
these mountain playgrounds. The scenic splendor of 
these and most of the world's other high mountains is 
the direct result of glacial sculpturing. Over other vast 
areas of central North America and northern Europe, 
farmers gain their livelihood from productive soils de
veloped on widespread glacial sediments left by for
mer continental ice sheets. In all, fully 30 percent of 
the Earth's land area has been shaped by glaciers in 
the recent past. 

In shaping the land surface over which it moves, a 
glacier acts like a plow, a file, and a sled. As a plow, it 
scrapes up weathered rock and soil and plucks out 
blocks of bedrock; as a file, it rasps away firm rock; 
and as a sled, it carries away the sediment acquired by 
plowing and filing, along with rock debris that falls 
from adjacent slopes. 

Unlike a stream, part of a glacier's coarse load can 
be carried at its sides and even on its surface. A glacier 
can carry very large rocks and can transport large and 
small pieces side by side without segregating them ac
cording to size and density into a bed load and a sus
pended load. Thus, sediments deposited directly by a 
glacier are neither sorted nor stratified. 

The load of a glacier typically is concentrated at its 
base and sides because these are the areas where glac
ier and bedrock are in contact. The coarse fraction of 
the load is derived partly from fragments of rock 
plucked from the lee side of outcrops over which the 
ice flows. Generally, such fragments are bounded by 
joints along which the rock has fractured. A signifi
cant component of the basal load of a glacier consists 
of very fine sand and silt grains informally called rock 
flour. If we examine such particles under a micro
scope, we find that they have sharp, angular surfaces 
that are produced by crushing and grinding. 

Small rock fragments embedded in the basal ice 
scrape away at the underlying bedrock and produce 
long, nearly parallel scratches called striations (Fig. 
11.19). Larger rock fragments that the ice drags across 
a bedrock surface abrade glacial grooves, aligned in 
the direction of ice flow. Rock flour in the basal ice 

Figure 11.19 A deglaciated bedrock surface beyond 
Findelen Glacier in the Swiss Alps displays grooves and 
striations etched by rocky debris in the base of the moving 
glacier when it overlay this site. In the background rises 
the Mattcrhorn, a glacial horn sculpted by glaciers that 
surround its flanks. 

acts like sandpaper and can polish the rock until it has 
a smooth, reflective surface. 

The bulk of the rock debris visible on the surface of 
valley glaciers arrived there by rockfalls from adjacent 
cliffs. If a rockfall reaches the accumulation area, the 
flow paths of the ice (Fig. 10.12) will carry the debris 
downward into the glacier and then upward to the 
surface in the ablation area. If rocks fall onto the abla
tion area, the debris will remain at the surface and be 
carried along by the moving ice. Where two glaciers 
join, rocky debris at their margins merges to form a 
medial moraine (Figs. 10.5B and 10.12). 

Glacial Sculpture 
In mountainous regions, cirques are among the most 
common and distinctive landforms produced by 
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Figure 11.20 Typical landforms of glaciated moun
tains. A. This cirque, carved in sedimentary rocks of the 
Brooks Range, in northern Alaska, was the site of a former 
glacier that built the large bouldry end moraine on the 
floor of the cirque. B. A deep U-shaped valley in the south
ern Coast Range of British Columbia, Canada, was carved 
during repeated invasions of ice-age glaciers that left the 
valley walls smoothed and abraded to a height of nearly 2 
km above the valley floor. 

glacial erosion (Fig. 11.20A). The characteristic bowl
like shape of a cirque is the result of frost-wedging, 
combined with plucking and abrasion at the glacier 
bed. As cirques on opposite sides of a mountain grow 
larger, they intersect to produce sharp-crested ridges. 
Where three or more cirques have sculptured a moun
tain mass, the result can be a high, sharp-pointed 
peak, a classic example of which is the Matterhorn in 
the Swiss/Italian Alps (Fig. 11.19). 

A valley that has been shaped by glaciers differs 
from ordinary stream valleys in having a distinctive U-
shaped cross profile and a floor that often lies below 
the floors of tributary valleys (Fig. 11.20B). Streams 
commonly descend as waterfalls, or cascades, as they 
flow from the tributary valleys into the main valley; 
the glaciated Cascade Range of western United States 
derives its name from such streams. The long profile 
of a glaciated valley floor may possess steplike irregu
larities and shallow basins related to the spacing of 
joints in the rock, which influences the ease of glacial 
plucking, or to changes in rock type along the valley. 
Finally, the valley typically heads in a cirque or group 
of cirques. 

Fjords deeply indent the mountainous, west-facing 
coasts of Norway, Alaska, British Columbia, Chile, and 
New Zealand (Fig. 11.21). Typically shallow at their 
seaward end, fjords become deeper inland, implying 
deep glacial erosion. Sognefjord in Norway, for exam
ple, reaches a depth of 1300 m (4260 ft), yet near its 
seaward end the water depth is only about 150 m 
(495 ft). 

Glacial erosion is also responsible for countless 
lakes that lie inside the limit of the last glaciation. 
Among the largest are the huge lakes that form an arc 
across southern and western Canada and include the 
Great Lakes, Lake Winnipeg, Lake Athabaska, Great 
Slave Lake, and Great Bear Lake. 

Eroding ice sheets sometimes mold smooth, nearly 
parallel ridges of till or bedrock, called drumlins, 
which are elongated parallel to the direction of ice 
flow (Fig. 11.22). Drumlins, like the streamlined bod
ies of supersonic airplanes that are designed to reduce 
air resistance, offer minimum resistance to glacier ice 
flowing over and around them. 

Glacial Deposits 
A moving glacier carries with it rock debris eroded 
from the land over which it is passing or dropped on 
the glacier surface from adjacent cliffs. As the debris is 
transported past the equilibrium line and ablation re
duces ice thickness, the debris begins to be de
posited. Some of the basal debris is plastered directly 
onto the ground as till (Chapter 7). Some also reaches 
the glacier margin, where it is released by the melting 
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Figure 11.21 Trekkers 
atop the Pulpit, a spectacu
lar vantage point far above 
Lysefjord, can look far in
land toward the source re
gion of the glacier that 
carved this fjord, typical of 
numerous others that in
dent the rocky western 
coast of Norway. 

Figure 11.22 A field of drumlins in Dodge County, Wisconsin, each shaped like the 
inverted hull of a ship, are aligned parallel to the flow direction of the continental ice 
sheet that shaped them during the last glaciation. 
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Figure 11.23 Lobuche Glacier, which flows out of a 
high cirque near Mount Everest in the Himalaya, has re
treated upslope from a terminal moraine it deposited on 
the margin of Khumbu valley during the nineteenth cen
tury. 

Figure 11.24 Lake-filled kettles are scattered over the surface of an end-moraine 
complex in the lake district of central Chile that formed at the end of the last glaciation 
when debris-covered stagnant ice slowly melted away. 

ice and either accumulates there or is reworked by 
meltwater that transports it beyond the terminus 
where it is deposited as outwash. 

A ridgelike accumulation of sediment built up 
along the margin of a glacier is an end moraine (Fig. 
11.23). An end moraine built at the terminus of a glac
ier is a terminal moraine, and one constructed along 
the side of a mountain glacier is a lateral moraine. 
End moraines form as sediment is bulldozed by a glac
ier advancing across the land, as loose surface debris 
on a glacier slides off and piles up along the glacier 
margin, or as debris melts out of ice and accumulates 
along the edge of a glacier. They range in height from 
a few meters to hundreds of meters. The great thick
ness of some end moraines results from the repeated 
accretion of sediment from debris-covered glaciers 
during successive ice advances. 

When rapid melting greatly reduces a glacier's 
thickness in its ablation area, ice flow may virtually 
cease. Sediment deposited by meltwater streams flow
ing over or beside such immobile ice will slump and 
collapse as the supporting ice slowly melts away, leav
ing a hilly, often chaotic surface topography. Among 
the landforms associated with such terrain are kames, 
small hills of stratified sediment, and kettles, closed 
basins created by the melting away of a mass of un
derlying glacier ice. Landscapes marked by numerous 
kettles and kames are clear evidence of stagnant-ice 
conditions (Fig. 11.24). 



The Work of the Wind 
Wind is an important agent of erosion wherever it is 
strong and persistent and wherever either the land is 
too dry to support vegetation or the influx of airborne 
sediment is so rapid that vegetation cannot gain a 
foothold and stabilize the ground surface. Because the 
density of air at sea level (1.22 kg/m3) is far less than 
that of water (1000 kg/m3), air cannot move as large a 
particle as water can flowing at the same velocity. In 
extraordinary wind storms, when wind speeds locally 
reach or exceed 300 km/h (190 mi/h), coarse rock 
particles up to several cm in diameter can be lifted to 
heights of a meter or more. In most regions, however, 
wind speed rarely exceeds 50 km/h (30 mi/h). At this 
velocity, the largest particles of sediment that can be 
suspended in air are grains of sand. At lower wind 
speeds, sand moves along close to the ground surface, 
and only finer grains of dust move in suspension. 

Wind Erosion 
Wind erosion on a large scale takes place only where 
little or no vegetation exists and where loose rock par
ticles are fine enough to be picked up by the wind. 
Areas of significant wind erosion are found mainly in 
deserts; nondesert sites include ocean beaches, the 
shores of large lakes, and the floodplains of large 
glacial streams. Of greatest economic importance, 
however, are bare plowed fields, which are especially 
susceptible to wind erosion during times of drought. 
In the dry 1930s soil loss due to wind erosion in parts 
of the western United States amounted to 1 m or more 
within only a few years. By contrast, the long-term 
rate of erosion for the region as a whole is only a few 
centimeters per thousand years. 

Small saucer- or trough-shaped hollows and larger 
basins are among the most conspicvious evidence of 
wind erosion. Where sediments are particularly sus
ceptible to erosion, basins 50 m (165 ft) or more deep 
can be excavated. However, once an eroding basin 
floor reaches the water table, the surface soil becomes 
moist, encouraging the growth of vegetation that in
hibits further erosion. 

Wind-Blown Sand 
If a wind is strong enough, it can start a grain rolling 
along the ground where it may impact another grain 
and knock it into the air. As this second grain falls to 

the ground, it will impact other grains, some of which 
are thrown upward into the air. Within a very short 
time the air close to the ground may contain a very 
large number of sand grains. They are moving by 
saltation, the same process that operates on a sandy 
stream bed (Chapter 9). However, even in strong 
winds saltating sand grains seldom rise far off the 
ground, as shown by abrasion marks on utility poles 
and fence posts that are sandblasted up to a height of 
about a meter. 

Where some minor surface irregularity or obstacle 
distorts the flow of air, wind-blown sand may pile up 
to form a hill or ridge called a dune (Fig. 11.25). 
Dunes assume distinctive shapes that depend on wind 
strength and direction, and on local moisture and veg
etation conditions. Five different dune types are 
shown in Table 11.3-

Many dunes grow to heights of 30 to 100 m (100 to 
330 ft), and some massive desert dunes in western 
China reach heights of 500 m (1640 ft) or more. The 
height to which any dune can grow probably is deter
mined by the maximum wind velocity, which in
creases above the land surface. At some height, the 
wind will reach a velocity great enough to carry the 
sand grains up into suspension off the top of a dune as 

Figure 11.25 Coalescing barchan dunes migrate slowly 
across a vast plain in the Namibian Desert of southwest 
Africa. The steep slopes of the dunes descend in the direc
tion toward which the prevailing wind blows and 
show that the dunes are moving in the direction of the 
photographer. 
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fast as they move up the windward slope by saltation. 
Thus, the dune can grow higher only as long as the 
rate at which sand is supplied to the crest exceeds the 
rate of removal by the wind. 

A typical isolated sand dune has a gentle windward 
slope (facing the wind) with an average maximum 
angle of about 12° and a steep lee face (away from the 
wind) that stands at the angle of 33-34° (Fig. 11.26). 
Sand grains move up the windward slope by saltation 
to reach the crest of the dune and then generally fall 
onto the lee face near its top. When the accumulating 
sand becomes unstable, it avalanches (slips) down
ward, spreading the grains down the lee face (also 

called the slip face) and producing distinctive cross 
bedding. 

Transfer of sand from the windward to the lee side 
of an active dune causes the whole dune to migrate 
slowly downwind. Measurements of barchan dunes 
show rates of migration as great as 25 m/yr (82 ft/yr). 
The migration of dunes, particularly along sandy 
coasts and across desert oases, has been known to 
bury houses and farmer's fields (Fig. 19.4), fill in 
canals, and even threaten the existence of towns. 

Some large deserts contain vast tracks of shifting 
sand known as sand seas, that contain a variety of 
dune forms, ranging from low mounds of sand to 

Table 11.3 
Major Dune Types 
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Figure 11.26 Cross section through 
a barchan dune showing the typical 
gentle windward slope and steep slip 
face. Sand grains saltate up the wind
ward slope to the top of the slip face 
where they accumulate and then 
avalanche downward. Cross-bedded 
strata inside the dune represent old 
slip faces. 

barchans, transverse dunes, and star dunes. In a typi
cal sand sea, huge dune complexes form a seemingly 
endless and monotonous landscape. 

Wind-Blown Dust 
Fine particles of dust (silt- and clay-size sediment) 
travel faster, longer, and much farther than sand 
grains before settling to the ground. As a result of fric-
tional drag, the velocity of moving air decreases 
sharply near the ground surface. Right at the surface 
lies a layer of quiet air less than 1 mm (0.04 in) thick 
(See Figure 13.16 for an illustration of this phenome
non.) Sand grains that protrude above this layer of 
quiet air can be swept aloft by rising turbulent eddies. 
Dust particles, however, are so small and often so 
closely packed that they form a very smooth surface 
that does not protrude above the quiet air. Mobiliza
tion of the fine sediment may require the impact of 
bouncing sand grains or other physical disruption of 
the smooth surface. Once in the air, dust grains are 
continually tossed about by eddies, like particles in a 
stream of turbulent water, while gravity tends to pull 
them toward the ground. Meanwhile, the wind car
ries the dust forward. Although in most cases sus
pended dust is deposited fairly near its place of origin, 
strong winds associated with large dust storms are 
known to carry very fine dust into the upper atmos
phere, where it can be transported thousands of kilo
meters. 

Although most regolith contains a small proportion 
of wind-laid dust, the dust is thoroughly mixed with 
other fine sediments making it indistinguishable from 
them. However, in some regions wind-laid dust is so 
thick and uniform that it forms a distinctive deposit 
and controls the character of the landscape. Known 
as loess (German for loose; pronounced lurs), such 
deposits consist largely of silt. They have two charac
teristics that indicate deposition by wind rather than 
by streams, seawater, or lake water: loess forms a 
rather uniform blanket, mantling hills and valleys 
alike through a wide range of altitudes, and it contains 

fossils of land plants and air-breathing animals. Loess 
typically is homogeneous, lacks stratification, and, 
where exposed, stands at such a steep angle that it 
forms vertical cliffs, just as though it were firmly ce
mented rock (Fig. 11.27). 

The main sources of wind-blown dust are deserts 
and the floodplains of glacial meltwater streams. 
Loess covering vast areas of central China is 100 to 
400 m (330-1300 ft) thick and originated on the 
floors of large desert basins in central Asia that are sur
rounded by high glaciated mountains. 

Figure 11.27 A steep cliff of loess rises above a road 
near Xi'an on the Loess Plateau of central China. The bulk 
of this loess accumulated during the last glacial age when 
cold, dry winds blowing across desert basins of central 
Asia swept up fine dust, transported it eastward, and de
posited it like a thick blanket across the landscape. The 
reddish-brown band near the base of the exposure is an 
ancient soil that formed during an interval of moist, warm 
climate. 
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Where Land and 
Ocean Meet 

The oceans meet the land in a zone of dynamic activ
ity marked by erosion and the creation, transport, and 
deposition of sediment. At a coast, waves that may 
have traveled unimpeded across hundreds or thou
sands of kilometers of open ocean encounter an ob
struction to further progress. They dash against the 
shore, erode rock and sediment, and move the result
ing particles about. Over time, the net effect is sub
stantial: the form of a coast changes, often slowly, but 
at times very rapidly. At any given moment, the geom
etry of the shoreline represents a compromise among 
constructive and destructive forces. 

The Impact of Waves and Surf 
Ocean waves typically break at depths that range be
tween wave height and 1.5 times wave height (Chap-

Figure 11.28 A sandy beach along the shore of Bora 
Bora, a volcanic island in French Polynesia, consists of 
coral and shell debris carried landward by wave action and 
mixed with lava fragments from the eroding volcano. 

ter 10). Because waves are seldom more than 6 m (17 
ft) high, the depth of vigorous erosion by surf should 
be limited to 6 m times 1.5, or 9 m (30 ft) below sea 
level. This theoretical limit is confirmed by observa
tion of breakwaters and other coastal structures, 
which are only rarely affected by surf to depths of 
more than 7 m (23 ft). 

In the surf zone joint-bounded blocks of bedrock 
are plucked out and carried away. At the same time, 
continuous rubbing and grinding of moving rock par
ticles in the turbulent surf wears away solid rock. In 
effect, the surf acts like a knife or saw, cutting hori
zontally into the land. 

Beaches and Other Coastal Deposits 
Beaches are a primary landform of most coasts (Fig. 
11.28); even coasts dominated by steep, rocky cliffs 
generally have beaches interspersed with rocky head
lands. A beach consists of wave-washed sediment 
along a coast, including sediment in the surf zone that 
is in constant motion. Although some beach sediment 
is derived from erosion of adjacent cliffs or older 
beach deposits, most sediment reaches beaches by 
rivers that enter the sea. 

During storms, powerful surf erodes the exposed 
part of a beach and makes it narrower. In calm 
weather, the exposed beach is likely to receive more 
sediment than it loses and therefore becomes wider. 
Because storminess tends to be seasonal, beaches also 
change character seasonally. 

Where surf and currents are inadequate to erode all 
new sediment carried to the sea by a large stream, the 
sediment builds outward as a marine delta (Fig. 
11.15). The size and shape of a delta reflect the bal
ance reached between sedimentation and erosion at 
the coast. Some deltas, such as that of the Mississippi 
River, consist of a complex of subdeltas of different 
ages, indicating a long and complicated history. 

Elongate ridges of sand or gravel, called spits, that 
project from land and end in open water are another 
conspicuous coastal landform. Most spits are merely 
seaward continuations of beaches (Fig. 11.29A). Many 
spits are built of sediment moved by longshore cur
rents and dropped at the mouth of a bay, where the 
current encounters deeper water and its velocity de
creases. 

Barrier islands, which are long, narrow sandy is
lands lying parallel to a coast and separated from it by 
a lagoon, are found along most of the world's lowland 
coasts (Fig. 11.29B). Some barrier islands, like those 
off the North Carolina coast, occasionally receive the 
full fury of destructive hurricanes, which erode and 
reshape these ephemeral landforms. 
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Figure 11.29 Coastal landforms. A. The long, curved spit of Cape Cod, Massa
chusetts, has been built by longshore currents that rework glacial deposits forming 
the peninsula southeast of Cape Cod Bay. B. Barrier islands off Corpus Christi, Texas 
(along south side of large bay) seen from an orbiting satellite. To the right is the Gulf 
of Mexico. Padre Island National Seashore occupies the barrier island extending 
south from Corpus Christi Bay. 

Reefs and Atolls 
Not all coasts display the effects of erosion; some 
coasts are constructional. Many of the world's tropical 
coastlines consist of limestone reefs built by vast 
colonies of corals and other carbonate-secreting or
ganisms. Three principal reef types are recognized: a 
fringing reef is either attached to or closely borders 
the adjacent land and lacks a lagoon (Fig. 11.30A); a 
barrier reef is a reef separated from the land by a la
goon and may be of considerable length and width 
(Fig. 11.30B and cover illustration); and an atoll is a 
roughly circular coral reef enclosing a shallow lagoon 
(Fig. 11.30C), formed when a tropical volcanic island 

with a fringing reef slowly subsides. Charles Darwin 
was the first to deduce, during his voyage on the 
H.M.S. Beagle in the 1830s, that slow subsidence 
forces reef organisms to grow upward so that they can 
survive near sea level. As an island subsides, the fring
ing reef is transformed into an offshore barrier reef 
and eventually, as the last remnants of the volcanic is
land disappear beneath the sea, into an atoll. Atolls 
generally lie in deep water in the open ocean and are 
as large as 130 km (80 mi) in diameter. Darwin's hy
pothesis was confirmed a century after he proposed it 
by drill holes on atolls that reached volcanic rock after 
penetrating thick sections of ancient reef rock. 
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Figure 11.30 Evolution of an atoll from a subsiding 
oceanic volcano. A. Rapid extrusion of lava builds a shield 
volcano that begins to subside as the ocean crust is loaded 
by the growing volcanic pile; a fringing reef grows upward, 
keeping pace with subsidence. B. As subsidence contin
ues, the fringing reef becomes a barrier reef, separated 
from the eroded volcano by a lagoon. C. With continuing 
subsidence and upward reef growth, the last remnants of 
volcanic rock are submerged, leaving an atoll reef sur
rounding a central lagoon. 

A Variety of Coasts 
The Pacific and Atlantic/Gulf coasts of North America 
represent two extremes of coastal landscapes. Each 
owes its general character to its structural setting. The 
rugged and mountainous Pacific coast lies along the 
margin of the American lithospheric plate, which is 
continuously being deformed where it interacts with 
adjacent plates to the west. Uplifted and faulted shore
lines are common features along parts of this coast 
(for example, in southern Alaska, Oregon, and Califor
nia). By contrast, the eastern continental margin lies 
within the same lithospheric plate as the adjacent 
ocean floor, but in a zone that is tectonically passive. 

The old bedrock has low relief, and much of the 
coastal zone borders young sedimentary deposits of 
the Atlantic and Gulf coastal plains. Sandy beaches 
and barrier islands are common from Long Island to 
Florida and beyond into northern Mexico. 

The scenic coasts of northern New England, mar
itime Canada, southern Alaska, and British Columbia 
owe their special character to repeated glaciation. 
Each overriding ice sheet eroded bedrock in the 
coastal zone and depressed the land below sea level. 
With retreat of the ice, both the land and world sea 
level rose (although not always at the same rate). The 
result is embayed, rocky coastlines that show the ef
fects both of differential glacial erosion and drowning 
of the land by the most recent rise in sea level (Fig. 
11.21). 

Relative Movements of Land and Sea 
Nearly all coasts have experienced recent submer
gence, a rise of water level relative to the land that re
sulted when water from melting ice age glaciers re
turned to the oceans. Geologic evidence of lower, 
glacial-age sea levels is almost universally found sea
ward of the present coastlines and to depths of 100 m 
(330 ft) or more. Evidence of past higher sea levels, on 
the other hand, is related mainly to past interglacial 
ages when climates were warmer than now, glaciers 
were smaller, and sea level was therefore higher. The 
position of interglacial shoreline features above pre
sent sea level points to emergence, a lowering of the 
water level relative to the land. 

The rise and fall of sea level are global movements, 
affecting all parts of the world's oceans at the same 
time. By contrast, uplift and subsidence of the land, 
which cause emergence or submergence along a 
coast, generally involve only parts of landmasses. Nev
ertheless, such movements can cause rapid relative 
changes in sea level. Vertical tectonic movements at 
the boundary of converging lithospheric plates have 
uplifted beaches and tropical reefs to positions far 
above sea level (Fig. 8.27A). Because movements of 
land and sea level may occur simultaneously, either in 
the same or opposite directions, unraveling the his
tory of sea-level fluctuations along a coast can be a dif
ficult and challenging exercise. 

LANDSCAPE CHANGES 
THROUGH TIME 

Mountain ranges and high plateaus are major land-
forms of the Earth's crust, and it is natural to ask: How 
long can such features persist? As soon as mountain 



A Closer Look 

Calculating Uplift and 
Denudation Rates 

One way geologists attack the problem of calculating up
lift rates is to measure how much local uplift occurs dur
ing historic large earthquakes, estimate the recurrence 
interval of such earthquakes, and then extrapolate the re
cent rates of uplift back in time. This approach assumes 
that the brief historic record is representative of longer 
intervals of geologic time, an assumption that may not be 
valid. 

A second approach is to measure the warping, or ver
tical dislocation, of originally horizontal geologic sur
faces of known age. Examples are flood basalts that have 
been deformed since extrusion and uplifted coral reefs 
along a tectonically active coast. In each case, we need 
both the difference in altitude between the present posi
tion of the surface and that at the time of formation, as 
well as a radiometric age for the rock forming the land 
surface. 

Stream incision of a mountain range or plateau may 
produce a series of terraces that record uplift events. If 
the age of the terraces can be found, then uplift rates can 
be calculated. However, because terracing can also re
sult from changes in stream activity caused by world sea-
level fluctuations, changes of climate, or variations in the 
structure of rocks across which a stream flows, interpre
tation of river terraces is not always easy. 

Finally, rocks that formed deep within the crust and 

subsequently were exposed at the surface by uplift and 
erosion can provide uplift rates. When the mineral zir
con crystallizes in a plutonic rock, the subsequent decay 
of radioactive isotopes trapped in the mineral damages 
the internal arrangement of atoms, leaving tiny tracks 
(called fission tracks) that can be detected under a mi
croscope. At high temperatures, fission tracks can form 
but they quickly anneal and disappear, leaving no record 
of their former existence. Only when the cooling mineral 
falls below a certain critical temperature (its closure tem
perature) is the annealing rate so slow that fission tracks 
wil l be retained. The number of tracks forming in a min
eral increases with time, and so track density can be used 
to date the time elapsed since a rock containing the min
eral cooled below the closure temperature. In the exam
ple shown in Figure C11.1, we assume that the closure 
temperature for the mineral zircon is 240°C (464°F). By 
measuring the geothermal gradient (we'll assume in the 
example it is 40 C7km), we then calculate that the 
240°C isotherm lies at a depth of 6000 m (3.7 mi). The 
average rate of uplift can then be calculated because we 
know the fission track age of the rock and the total uplift 
since the rock first acquired fission tracks (i.e., the depth 
beneath the sample site at which the 240°C isotherm 
lies). 

The calculation of long-term denudation rates re-

Figure C11.1 Uplift rate across a mountain range calculated using fission-track 
ages. A. Two million years ago, a zircon crystal (A) in a cooling pluton passes the clo
sure isotherm of 240°C and begins to acquire fission tracks. Another crystal (B) began 
acquiring tracks 2 million years earlier and since then has been uplifted 1200 m above 
the 240°C isotherm. B. Rock samples containing zircon crystals A and B collected from 
a stream valley eroded into the rising mountain range have fission track ages of 2 and 
4 million years, respectively, and lie 6000 and 2400 m, respectively, above the closure 
isotherm of 240°C. C. By using these data, the average uplift of samples A and B are 
calculated as 2.5 and 0.6 mm/year, respectively. 
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Figure C11.2 Average yearly discharge by streams of suspended sedimenlto the oceans. 
The width of each arrow is related to the amount of sediment entering the sea from a drainage 
basin (numbers on the map, in billions of kilograms). Colored land areas show the average 
amount of sediment contributed per square kilometer of each drainage basin. The areas col
ored pale green contribute minimal sediment to the oceans. 

quires knowledge of how much rock debris has been re
moved from an area over a specified length of time. The 
total sediment removed from a mountain range, for ex
ample, will include sediment currently in transit, sedi
ment temporarily stored on land en route to the sea, and 
sediment deposited in the ocean basin, mostly on or ad
jacent to the continental shelf. If the volume of all this 
sediment can be measured, its solid rock equivalent and 
the average thickness of rock eroded from the source re
gion can be calculated. Finally, if the duration of the ero-
sional interval can be dated, the average denudation rate 
can be determined. 

For areas drained by major through-flowing streams, 
the volume of sediment reaching the ocean each year is 
a measure of the modern erosion rate (Fig. C11.2). Most 
of this sediment ultimately is deposited in deltas, as a 
blanket across the continental shelves, and in vast sub
marine sediment fans. The volume of sediment de
posited during a specific time interval can be estimated 
using drill-core and seismic records of the sea floor. Cal
culating the equivalent rock volume of this sediment and 
averaging it over the area of the drainage basin(s) from 
which it was derived then gives an average denudation 
rate for the source region. 

building commences, the forces of erosion begin to at
tack the rising land. The average altitude of the land at 
any time, therefore, should reflect this contest be
tween uplift and erosion. If uplift is the winner, the 
land becomes higher, but if erosion wins out, the av
erage altitude of the land surface declines. If uplift and 
erosion are balanced, then the gross form of the land 
may change relatively little with time. 

While such deductions appear straightforward, ob
taining reliable geologic information about long-term 

rates of landscape change is not so simple. First, we 
must be able to determine how rapidly a land mass is 
rising and how rates of uplift may have changed 
through time. Secondly, we must be able to calculate 
changing rates of denudation, which represents the 
combined destructive effects of weathering, mass-
wasting, and erosion. Knowing uplift and denudation 
rates for a region, we can then infer something about 
how the landscape may have evolved. (See "A Closer 
Look: Calculating Uplift and Denudation Rates.") 
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The history of uplift and erosion of the Himalaya and 
adjacent Tibetan Plateau in southern Asia shows how 
closely land, ocean, and atmospheric records are 
linked. Chinese geologists have suggested that these 
highlands did not exist as major topographic features 
before about 15 to 20 million years ago. They base 
their conclusion in part on evidence of plant fossils 
collected at altitudes of 4000 to 6000 m (13,000 to 
20,000 ft), including many subtropical forms that 
exist today only at altitudes below 2000 m. Sediment 
cores from the northern Indian Ocean show low rates 
of sedimentation, implying reduced erosion rates and 
low-altitude source areas, until about 10 million years 
ago when sediment accumulation rates rose sharply. 

Two peaks in sediment supply (9 to 6 and 4 to 2 mil
lion years ago), seen both in the deep-sea cores and in 
alluvium on land, are interpreted as representing 
major intervals of uplift. 

The current local uplift rate for one high region of 
the western Himalaya, based on fission-track measure
ments, is as high as 5 mm/year (0.2 in/yr). If sustained 
for only 2 million years, total uplift would be 10 km 
(33,000 ft). Such a high rate of uplift is generally asso
ciated with steep slopes and high relief. This is cer
tainly true in the Himalaya where glacially eroded 
mountain slopes near the crest of the range typically 
exceed angles of 30° and local relief can exceed 5 km 
(16,500 ft). At lower altitudes; streams are the domi
nant erosional force, slopes generally decline to be
tween 15 and 20°. Erosion rates in the high mountains 

Figure 11.31 Development of a monsoon climate system. Before uplift, westerly winds 
pass directly across a landscape, the axis of flow shifting seasonally north and south. As a 
large plateau is uplifted, the westerly flow is diverted around the upland, a winter high-pres
sure system develops over the high, snow-covered plateau, and cold, dry winds blow clock
wise off the upland region. In summer, as the plateau surface warms, the warm air rises, 
drawing moist marine air inland. The summer monsoon clouds move inland toward the 
plateau margin and lose their moisture as heavy rainfall. 



Guest Essay 

Erosion on Mars 

Terrestrial geomorphologists agree overwhelmingly that 
running water accomplishes most of the work of erosion 
on Earth. On Mars, the dominance of any one erosional 
agent is not so obvious. Surface water is not stable in the 
current Martian climate, polar and ground ice are re
stricted in latitude, and wind may have the energy and 
abrasive particles to attack only the most loosely consol
idated of rock units. Yet geologists have found evidence 
that the same erosive agents operating on Earth (except 
for organisms) have been at work on the Red Planet. 

Surface W a t e r 
Since the Mariner 9 mission in the early 1970s, we have 
recognized the presence of many huge channels that 
emanate from fractured and faulted regions of Mars 
called chaotic terrain. These channels are gigantic by 
terrestrial standards—up to 100 km wide, 2000 km long, 
and 3 km deep. They are similar to the Channeled Scab-
lands of Washington State, which were caused by cata
strophic floods. Most planetary scientists consider that, 
perhaps several times in the past, huge floods 10,000 
times larger than the flow of the Mississippi River roared 
across the surface of Mars. These floods may have been 
caused by ground ice that melted during various 
episodes of volcanism, causing water to burst onto the 
surface. 

Wes Ward is a geologist with the U.S. Geological 
Survey in Flagstaff, Arizona. He holds a Ph.D. in geolog
ical sciences from the University of Washington. Pro
jects he has worked on include wind features on Mars 
and the deserts of Arizona and California, the geology of 
the San Juan River basin in New Mexico, and volcanoes 
in Arizona and Washington. 

Many investigators regard at least a dozen lowland 
areas on Mars as former lake and sea basins. Some of 
these were up to 2 million km2 in area and 2 km 
deep. Evidence for these seas includes small drainage 
channels that lead from martian highlands to giant 
craters and lowlands, and terraces and shorelines in 
those craters and lowlands. The lakes are thought to 
have been present relatively recently (a few hundred mil
lion years ago). They, too, perhaps were created by the 
melting of subsurface ice, causing water to work its way 
slowly to the surface. The lakes probably were capped 
by thick ice covers, in order not to boil away under the 
thin atmosphere, so waves and currents were not as sig
nificant as they are on Earth. Some lakes might have 
eventually frozen and become permanent ice deposits, 
whereas others may have sublimed into the atmosphere 
and eventually formed polar ice deposits. 

are estimated to be about 3 to 4 mm/year (0.1 to 0.2 
in/yr), meaning that erosion and uplift are nearly bal
anced. 

Changing Relief and 
Changing Climate 
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The height and form of the land can strongly influ
ence both world and regional climate. Computer 
modeling has shown that atmospheric circulation in 
the absence of the Himalaya and Tibetan Plateau 
would be very different from what it is today (Fig. 
11.31): the modern monsoon climate would not exist. 
The high mountains and plateau now divert the flow 
of westerly winds and are a primary factor in the pre
sent monsoon circulation. Summer heating of the 
high plateau causes warm air to rise, and this creates a 
low-pressure region that draws moist air inland from 

the adjacent ocean to produce the summer monsoon 
rainy season. In winter, the snow-covered surface of 
the plateau reflects solar radiation and cools down, 
creating a region of high pressure from which cold, 
dry air flows outward and downward. 

About 2.5 million years ago, fine dust, eroded by 
strong winds from desert basins north of the Hi
malaya, began accumulating widely over central and 
eastern China. The dust was also carried far out into 
the Pacific Ocean where it settled to form deep-sea 
clay. The onset of this vigorous wind erosion appar
ently coincided with the beginning of the present 
monsoon climate of Asia as well as with the first wide
spread glaciation of the Asian highlands, both associ
ated with strong regional uplift. Whereas the rising 
uplands initially were attacked by mass-wasting and 
stream erosion, eventually glacial and wind erosion 
were added to the list of processes that were tearing 
away at the land. 
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Ice 
Martian continental glaciation may have occurred in 
plains regions where long and sinuous esker-like ridges 
intersect other ridges that resemble moraines. Alpine 
glaciation is indicated by large pits and hollows atop the 
highest martian volcanoes; these are similar to glacial 
features seen on Hawaiian volcanoes. Mountains form
ing the rims of the largest impact basins near the South 
Pole also seem to have cirque-like features sculpted into 
them. In addition, the north and south polar regions of 
Mars have thick sequences of light and dark layered sed
iments in a frost-covered, ridge-and-valley terrain. We 
think the banded layers consist of various mixtures of ice 
and dust. Our spacecraft observations indicate that the 
surface frost is water-ice (H2O) at the North Pole but 
"dry" ice (CO2) in the South. 

Mars also has a unique type of crater, called a rampart 
crater because of its unusually high and steep-walled 
ejecta deposits. These are though, to indicate that ground 
ice was melted or vaporized during meteorite impact, 
producing a muddy slurry that eventually formed the 
ejecta ramparts. Other features that may have resulted 
from the former occurrence of ground ice are polygonal 
and patterned ground, and pingoes (ground ice hills). 

Wind 
Mars has light and dark surface-coloration patterns that 
change after the mighty planetwide dust storms that we 
see even with Earth-based telescopes, as well as vast 
dune fields, deflation hollows, and streamlined hills that 
we have seen from martian orbit, and even faceted boul
ders and drifts at the Viking landing sites. Yardangs (wind-

carved hills that look like inverted boat hulls) up to 50 
km long are found in several regions on Mars. We think 
that martian yardangs are carved into rocks that are rela
tively easily eroded, such as sandstones or volcanic ash 
deposits, as opposed to massive crystalline rocks, such as 
granite and basalt flows that could be difficult for wind 
alone to erode. Dunes found in many large martian 
canyons may represent sediment produced or delivered 
by water and mass wasting and then shaped by wind. 
One vexing problem, however, is that, at least near both 
Viking landings, we find no sand grains. The sediment 
that we can see seems to be fine dust that was deposited 
in the lees of rocks and boulders. This casts some doubt 
on the effectiveness of wind erosion on Mars, because of 
the predominance and effectiveness of sand erosion on 
Earth. We also do not understand how the giant dunes 
could have been formed. Such large features occur on 
Earth only with sand grains. Perhaps sand on Mars is 
concentrated in only a few regions, which we have not 
landed in yet, or perhaps dust particles can, under cer
tain conditions, clot to form sand grains and build those 
large dunes. In areas where yardangs are found, perhaps 
the low mass of dust grains is compensated for in erosion 
by ultra-high-velocity winds. Regardless of how this 
dilemma is resolved, many scientists presently think that 
wind erosion and deposition are currently the most sig
nificant surface processes on Mars. 

Mars, like Earth, is a fascinating place. We have been 
studying it closely for only a few years, and we have only 
theories to explain what goes on up there. Perhaps one of 
you readers wil l have a chance to test some of these 
ideas in the field. 

Summary 
1. Natural processes are constantly changing the 

character of the landscape, but so, too, are 
human activities. Although generally operating 
at slow rates, natural processes can produce dra
matic changes on geologic time scales. 

2. Weathering involves the physical breakup and 
chemical alteration of rock, and it occurs in the 
zone at the Earth's surface where the lithos-
phere, hydrosphere, biosphere, and atmosphere 
interact. 

3. Physical and chemical weathering processes 
generally operate together, and their effects are 
inseparably mixed. 

4. Soil is weathered regolith capable of supporting 
plants. A soil profile consists of successive hori
zons that develop from the surface downward. 

5. Differences in soils result from variations in cli
mate, vegetation cover, soil organisms, composi
tion of the regolith, topography, and the length 
of time during which a profile has developed. 

6. Soil erosion and degradation have become "epi
demic," largely as a result of human activities. 
Because soils are essentially a nonrenewable re
source, they must be carefully utilized and pre
served. 

7. Mass-wasting causes rock debris to move downs-
lope under the pull of gravity without a trans
porting medium. The composition and texture 
of debris, the amount of entrapped air and 
water, and the steepness of the terrain influence 
the character and velocity of different types of 
slope movements. 



308 Part Three / The Earth's Blanket of Water and Ice 

8. The Earth's surface topography reflects sculp
ture by different erosional processes and deposi
tion of resulting sediment. Water, ice, and wind 
are the principal agents that erode the land and 
transfer sediment toward the ocean basins. 

9. A close relationship exists between rock struc
ture—resulting from the movement of crustal 
plates—and the location of major drainage 
basins and continental divides. 

Important Terms to Remember 

10. The character of seacoasts is strongly influenced 
by fluctuations in world sea level that result in 
the submergence and emergence of coastal lands 
on glacial-interglacial time scales. 

11. Landscapes evolve through time as tectonic 
forces raise crustal rocks and erosional agents 
wear them away. Rates of denudation in some 
mountain areas appear to be nearly equal to rates 
of uplift. 

alluvial fan (p. 290) 

beach (p. 300) 

chemical weathering (p. 279) 

delta (p. 290) 
denudation (p. 304) 
dissolution (p. 291) 
dune (p. 297) 

emergence (p. 302) 
end moraine (p. 296) 

floodplain (p. 289) 

karst topography (p. 291) 

landslide (p. 285) 
loess (p. 299) 

mass-wasting (p. 284) 

physical weathering (p. 280) 

relief (topographic) (p. 278) 

sand seas (p. 298) 
sinkhole (p. 291) 
soil (p. 281) 
soil horizon (p. 282) 

soil profile (p. 282) 
striations (p. 293) 
submergence (p. 302) 

terrace (p. 289) 
topographic relief (p. 278) 

weathering (p. 278) 

Questions for Review 
1. Why does the physical breakup of a rock in

crease the effectiveness of chemical weathering? 

2. How and why does chemically weathered re-
golith developed on limestone differ from that 
developed on granite? 

3. Explain why a soil profile formed in a semi-arid 
grassland differs from one developed in a wet 
tropical forest. 

4. Why is the top of a buried soil an unconformity? 

5. In what way does mass-wasting differ from 
stream erosion? 

6. Name three geologic factors that make high 
mountain regions especially prone to landslides. 

7. Make a list of the distinctive erosional and depo-
sitional features that would enable you to differ
entiate a landscape primarily shaped by streams 
from one shaped by glaciers. 

8. Why is karst terrain not well developed in high 
mountains or desert landscapes underlain by car
bonate rocks? 

9. What internal sedimentary evidence shows that 
sand dunes migrate across the land? 

10. What physical and biological characteristics 
would you look for in trying to determine 
whether a widespread body of silt mantling a 
landscape is lake sediment or loess? 

11. What distinctive features could tell you whether 
a stretch of coast had experienced recent sub
mergence or emergence? 

Questions for A Closer Look 

1. How might one calculate the volume of sedi
ment removed from the land surface during the 
last 2 million years by a major stream that has 
built a large delta where it enters the ocean? 

2 In what ways can the interpretation of river ter-
rances pose problems in calculating uplift rates? 
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1. Outline a plan for measuring the average present 
denudation rate in the region where you live. 
What erosional processes are active, and how 
could you measure their effectiveness? 

2. During the first half of the present century, ero
sional landscapes were generally believed to rep
resent successive cycles of erosion identifiable 
by stages of landscape evolution, a theory devel
oped by geographer William Morris Davis before 
the concept of plate tectonics appeared. In your 
library, search for and read some of Davis's work 

and discuss whether his theory is consistent with 
our present understanding of plate tectonics. 

3. Find a cemetery at least 100 years old and care
fully examine the surfaces of gravestones in it for 
evidence of weathering. Classify the gravestones 
according to rock type and date of emplace
ment. Which rock types weather most rapidly 
and least rapidly? What factors likely control the 
degree of weathering that you can see? 



PART FOUR 

The Earth's 
Gaseous 
Envelope 

Evolution of the Atmosphere 
Two obvious differences separate the Earth from the 
other planets—the composition of its atmosphere and 
the presence of a biosphere. Other planets have at
mospheres, but none has an atmosphere that nurtures 
a biosphere. 

The Earth has not always had a biosphere-friendly 
atmosphere. Today's atmosphere has developed 
through the geological ages in response to slow 
changes in other parts of the Earth system. The pri
mordial atmosphere consisted of the gases contained 
in the solar nebula from which the Earth formed. 
That atmosphere is no longer present. Astronomers 
hypothesize that the remains of the solar nebula were 
either blown away by protons streaming out of the 
Sun or blasted away during a particularly violent me
teorite bombardment. Whatever the mechanism, the 
Earth's first atmosphere is thought to have been lost 
about 4.5 billion years ago, almost as soon as the Earth 
had grown to its present size. 

The beginnings of today's atmosphere were vol
canic gases. Evidence of ancient volcanism can be 
found in the most ancient rocks on the Earth, all of 
which were originally igneous (many have been meta-
morphozed), as well as in the most ancient rocks (also 

igneous) on the other terrestrial planets. The evi
dence is compelling that volcanism started very early 
in the life of each terrestrial planet. Volcanoes spew 
forth huge quantities of gas as well as lava, and then, 
as now, the principal volcanic gases were water vapor 
(H2O), nitrogen (N2), ammonia (NH3), methane 
(CH4), and carbon dioxide (CO2). The early volcano-
derived atmosphere was devoid of oxygen (O2). 

Sometime between 4.0 and 4.5 billion years ago, 
when the surface of the Earth had cooled sufficiently, 
water vapor in the atmosphere started to condense 
and rain began. When it started raining, the hydro
sphere was born. This ancient Earth must have been a 
hot, steamy, oppressive place. The water temperature 
must have been so high that the primordial ocean was 
close to boiling, and the CO2 level in the atmosphere 
was probably at least 100 times today's level. 

Despite the hostile environment, primitive micro
scopic life eventually appeared on the Earth, most 
probably somewhere in the ocean, since there it was 
sheltered from the hostile atmosphere. (The appear
ance of life marked the origin of the biosphere.) 
When, where, and how life started is still a matter of 
intense research. Microscopic fossils provide evi-



Photograph taken from the space shuttle Columbia high above the atmosphere. The atmos
phere can be seen as the thin bluish colored layer above the curved horizon. The view is 
looking north across the eastern end of the Mediterranean Sea. The dark band in the lower 
left is the Nile valley; the larger dark strip starting in the lower right corner is the Gulf of 
Suez, the smaller dark strip is the Gulf of Aqaba. 

dence that life existed in the sea at least 3.5 billion 
years ago, and there is additional, though somewhat 
ambiguous, chemical evidence that life was present as 
much as 3.8 billion years ago. Whenever the momen
tous life-event occurred, the biosphere slowly started 
to change the atmosphere in ways that made it friend
lier for the biosphere to grow ever larger. Indeed, the 
atmosphere eventually became so friendly that, by 
several hundred million years ago, it was possible for 
life to leave the sea, stay continuously in contact with 
the atmosphere, and spread to the land. 

The biosphere changed the atmosphere in two 
ways. First, through the process of photosynthesis (by 
which plants combine CO2 and H2O to form organic 

matter and O2), the biosphere added oxygen to the at
mosphere. Second, by removal of carbon from the at
mosphere to form organic matter and limestone, the 
biosphere lowered the CO2 content; as a result, the 
temperature declined. 

Volcanoes still give off gases, and the biosphere 
still pumps oxygen into the atmosphere. The Earth 
system that came into being with the birth of the bio
sphere is still evolving, and the part of the Earth sys
tem that responds most sensitively to change is still 
the atmosphere. In Part IV of the text, therefore, we 
turn our attention to today's atmosphere and to two 
of its most important roles in the Earth system: the 
weather and the climate. 
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CHAPTER 12 
Composition and Structure of 
the Atmosphere 

A climber working near the limit of human capacity, on the southwest face of Mount Ever
est, the world's highest mountain. At the elevation of Mount Everest, the air pressure is so re
duced a climber gets insufficient oxygen with each breath and has to supplement the air with 
bottled oxygen. 



The Air We Breathe 

One very important criterion must be met if a planet 
is to be habitable: the air must be breathable, and the 
most essential ingredient of a breathable atmosphere 
is oxygen. 

Where oxygen is concerned, the human body must 
rely entirely on the atmosphere to supply its needs. 
Although the body has some capacity to adjust for 
changes in the amount of oxygen available, the range 
of adjustment is limited. A measure of the lower limit 
of this range is provided by people who live, work, or 
visit at high altitude. Miners in the Andes Mountains 
of Chile and Peru, for instance, work at elevations as 
great as 5300 m (17,400 ft); at this altitude, a lungful 
of air contains only 50 percent of the amount of oxy
gen contained in a lungful at sea level. Despite the 
small amount of oxygen available in each breath, min
ers who grow up in the mountains become acclima
tized and lead active working lives. 

The absolutely lowest level of oxygen intake a 
body can handle probably varies from person to per
son, however, and so what a Peruvian miner can do 
may not be possible for everyone. For at least limited 
times, visitors to high altitudes can handle levels of 
oxygen even lower than the 50 percent value quoted 
above. Mountain climbers in the Himalaya, for exam
ple, have camped and climbed for weeks on end from 
bases as high as 7000 m (23,000 ft), at which height a 
lungful of air contains only 44 percent of the oxygen 
in a sea level lungful. This amount of oxygen is proba
bly very close to the lower human limit because bal-
loonists who have attempted long-time flights at 
heights in excess of 7000 m have found it necessary 

to breathe bottled oxygen; some who attempted to fly 
without extra oxygen perished in the attempt. 

By experiments on divers and in hospitals, the 
upper limit of oxygen has been found to be 55 per
cent above the amount found in sea-level air. Beyond 
this limit, oxygen becomes toxic because the body re
sponds, in effect, by starting to burn up. For safety, 
the upper limit of oxygen used in hospitals for pa
tients having breathing difficulties is a 40 percent in
crease above normal sea-level air. 

Therefore, we can conclude that, to be habitable, a 
planet must have an oxygen level ranging from 40 
percent above to 44 percent below the level found in 
today's air. As far as we can tell from the geological 
record, the oxygen content has varied, but it has not 
moved outside the habitable range for several hun
dred million years. This means that, if a time machine 
really were possible, we could turn the clock back 
and visit the dinosaurs and breathe their air quite 
comfortably. However, the fact that the oxygen con
tent of air has varied may have had major conse
quences for the biosphere in ages past. For example, 
samples of air trapped in amber (a fossil tree resin) 
suggest that, 100 million years ago, during the Creta
ceous Period, the oxygen content of the atmosphere 
was 40 percent higher than in today's atmosphere. Al
though the dinosaurs were sent to extinction at the 
end of the Cretaceous, probably by a great meteorite 
impact, their numbers had been declining for a long 
time before the impact. As the Cretaceous came to a 
close, the oxygen level started to decline. One hy
pothesis for the decline of the dinosaurs, which oc-
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curred at this time, is that they had small lungs be
cause the air contained so much oxygen. (Research 
on fossil skeletons from dinosaurs of this period sug
gests not only that the lungs were small but that the 
nasal capacity was also small and incapable of supply
ing a large quantity of air to the lungs.) As the oxygen 
level dropped, their small lungs could not adjust, and 
so, like high-flying balloonists, they died out as a result 
of respiratory stress. 

WEATHER AND CLIMATE 
The weather is said to be the most popular topic of 
conversation for all cultures. If this is true, the 
weather deserves its high ranking because it plays 
such an important role in our daily lives—from the 
clothes we wear to the activities we pursue. Even 
though we talk a lot about the weather, however, we 
are sometimes a bit confused about what is actually 
being discussed. To avoid confusion, we follow the 
lead of meteorologists (weather scientists) who have 
a formal definition for weather; they define it as the 
state of the atmosphere at a given time and place. The 
five variables that meteorologists measure in order to 
determine the state of the atmosphere are: 

1. Temperature 
2. Air pressure 
3. Humidity 
4. Cloudiness 
5. Wind speed and direction 

These five weather variables are the climate vari
ables, but there is an important difference between 
weather and climate. Weather is a short-term event, 
whereas climate is a long-term one. Weather can 
change over a short time span. For example, the 
weather can be cold and wet in the morning but 
warm and dry in the afternoon. Climate, on the other 
hand, can be measured only over a period of years be
cause climate is the average weather condition of a 
place. The climate of northern Canada is cold and 
wet, for example, even though this area enjoys many 
warm, dry days. Over a period of years, the number of 
cold, wet days is far larger than the number of warm, 
dry days, however, and so the average weather (that 
is, the climate) of northern Canada is cold and wet re
gardless of what the weather may be on a given day or 
even during a given week or month. The opposite 
condition is found in the Sahara of northern Africa; 
there, hot, dry days are far more common than cold, 
wet ones, and so the climate of the Sahara is classified 
as hot and dry. 

Weather and climate are especially sensitive indica
tors of changes in the Earth system. This is so because 
a rapid change to the atmosphere can quickly change 
weather; for example, a volcanic eruption can affect 
weather around the world in a matter of days. Because 
the atmosphere is such an important sensor in the 
Earth system, Chapters 12 and 13 are dedicated to the 
properties of the atmosphere and to how changes in 
these properties affect the weather. Chapter 12 fo
cuses primarily on the composition, structure, and 
physical properties of the atmosphere, and then 
Chapter 13 addresses motions in the atmosphere. 
Note that these two chapters are concerned primarily 
with weather rather than climate. Because climate can 
be affected by long-term changes in the solid Earth, 
the hydrosphere, and the biosphere, as well as in the 
atmosphere, the controls on climate and climatic 
changes are addressed separately in Chapter 14, and 
potential future human influences on the climate are 
discussed in Chapter 18. 

COMPOSITION AND 
STRUCTURE OF 
THE ATMOSPHERE 
Two things energize the atmosphere: the Sun's heat 
and the Earth's rotation. As discussed in Chapter 2, en
ergy from the Sun reaches the Earth in the form of 
electromagnetic radiation. Solar radiation is the en
ergy source responsible for such things as clouds, 
rain, snowstorms, and much of the local weather. By 
contrast, the Earth's rotation is mainly responsible for 
large-scale effects in the atmosphere—effects such as 
the west-to-east movement of weather patterns, the 
jet stream, and global wind systems. Although the two 
major energy sources always operate in concert, they 
can nevertheless be separated for discussion, and that 
is the basis on which the topics in Chapters 12 and 13 
are separated. 

To appreciate how the two energizing sources play 
the roles they do, we first have to understand the 
structure of the atmosphere. It may seem strange to 
say "structure" when we discuss a gaseous layer, but 
measurements show that, with increasing altitude, 
there are distinct variations in such factors as the com
position, temperature, pressure, and humidity of the 
atmosphere. We humans live at the bottom of the at
mosphere, and so most of the variations are far above 
our heads. What is known about the upper reaches of 
the atmosphere, like our knowledge of the solid Earth 
beneath our feet, comes mainly from instrument 
probes of one kind or another. 



Composition 

There is a subtle difference between the words at
mosphere and air. An atmosphere is the gaseous en
velope that surrounds a planet or any other celestial 
body. Air, by contrast, is the invisible, odorless mix
ture of gases and suspended particles that surrounds 
one special planet, the Earth. In other words, air is the 
Earth's atmosphere; it is also our most precious com
modity. Denied access to air, the human body dies 
within a few minutes. 

Considering our total dependence on air, you 
might think that everyone would know and care a lot 
about the air we breathe. Unfortunately, that does not 
seem to be the case. All too often, people take this 
most precious commodity for granted and foolishly 
treat it as if it had an endless capacity to absorb pollu
tants. 

Air is a complex mixture of gases and tiny sus
pended particles. Because air pressure decreases 
with altitude, the amount of air per unit volume (that 
is, the density) also varies with altitude. In order to 
separate changes caused by composition from those 
caused by density, the composition of air is always dis
cussed in terms of the relative rather than the ab
solute amounts of the different constituents present. 

The relative composition, it turns out, varies some
what from place to place on the surface of the Earth 
and even from time to time in the same place. There 
are two reasons for the variations—the presence of 
aerosols and the presence of water vapor—both of 
which vary widely in amount: 

1. Aerosols are tiny liquid droplets or tiny solid par
ticles that are so small they remain suspended in 
the air (Fig. 12.1). Common liquid aerosols, such 
as the water droplets in fogs, are familiar to all of 
us. Solid aerosols such as tiny ice crystals, smoke 
particles from fires, sea-salt crystals from ocean 
spray, dust stirred up by winds, volcanic emis
sions, and pollutants from industrial activities are 
less familiar but nevertheless widespread. 
Aerosols are everywhere in the atmosphere, par
ticularly in the air nearest the ground. We breathe 
them in all the time, but fortunately the human 
respiratory system is designed to prevent them 
from causing harm to our lungs. 

2. Because the Earth has a hydrosphere from which 
water evaporates, there is always water vapor in 
the atmosphere. The amount of water vapor in 
the air, for which the term humidity is used, is 
quite variable. On a hot, humid day in the tropics, 
as much as 4 percent of the air by volume may be 
water vapor, whereas on a crisp, cold day, less 
than 0.3 percent water vapor may be present. 

Figure 12.1 False-color electron micrograph image of 
fly ash, a common aerosol. Fly ash comes from power 
plants and other sources of comhustion. Individual 
spheres range in size from about 0.001 to 0.01 mm in di
ameter. 

Because both the water vapor and aerosol contents 
of the air vary widely, the relative amounts of the re
maining gases in the air are generally reported on a 
dry (meaning free of water vapor) and aerosol-free 
basis. Once these two variable constituents are re
moved, the relative proportions of the remaining 
gases in the air turn out to be essentially constant. As 
shown in Figure 12.2, three gases—nitrogen, oxygen, 
and argon—make up 99.96 percent of dry air by vol
ume. Even though the relative amounts of the remain
ing gases are very small, these minor gases are pro
foundly important for life on the Earth because they 
act both as a warming blanket and as a shield from 
deadly ultraviolet radiation. 

Carbon dioxide, methane, ozone, and nitrous 
oxide are the minor gases that, together with water 
vapor, create the Earth's life-maintaining blanket. 
These five gases are commonly called the greenhouse 
gases because, like a glass-covered greenhouse, they 
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Figure 12.2 Composition of dry, aerosol-free air in vol
ume percent. Three gases—nitrogen, oxygen, and argon— 
make up 99.96 percent of the air. 

Figure 12.3 The way a greenhouse works. Short-wave
length radiation from the Sun passes through the glass 
roof and heats the ground. Some of the heat from the 
ground then warms the air in the greenhouse; the rest is 
reradiated back as infrared radiation, which is then 
trapped by the glass roof, producing additional heating in
side. The warmed air emits long-wavelength radiation, 
which passes through the glass and escapes into the at
mosphere. When a balance is reached, the incoming radia
tion equals the escaping radiation. 

Figure 12.4 Life-protecting layers of 0, 02, and 03 in 
the atmosphere absorb lethal ultraviolet radiation. 

create a warm environment. A greenhouse is kept 
warm because air heated by the Sun's radiation is pre
vented from escaping (Fig. 12.3). The atmosphere 
works in a similar way. Like the glass of a greenhouse, 
the atmosphere lets the Sun's short-wavelength radia
tion pass through and warm the Earth's surface. How
ever, the greenhouse gases then absorb the infrared 
radiation given off by the Earth's surface. This ab
sorbed radiation heats the atmosphere and keeps the 
air in contact with the Earth's surface in a comfortable 
temperature range. (If you move ahead to Chapter 18, 
you will find that Figure 18.8 illustrates the radiation 
absorption effect.) 

The part of the solar radiation spectrum that is dan
gerous to humans and to many other living creatures 
is the ultraviolet (see Fig. C2.2). Most of this deadly ra
diation is prevented from getting to the Earth's sur
face as a result of absorption by three forms of oxygen 
gas: O, O2, and O3 (ozone) (Fig. 12.4). The most im
portant of the three shielding gases is ozone, which, 
even though it occurs only in minute amounts high in 
the atmosphere, is able to absorb the most lethal of 
the ultraviolet rays. 



At very great altitudes, 80 km (50 mi) and higher, 
the composition of dry, aerosol-free air changes a lit
tle from what it is at the Earth's surface; it is depleted 
in the heavier gases, such as neon and argon, and en
riched in the lighter gases, such as helium. For most 
purposes of discussion of the Earth system, however, 
we don't have to be worried about such high-altitude 
changes in the composition because weather and cli
mate effects occur in the lower atmosphere, where 
the relative compositions do not vary. 

Temperature 

Temperature is the most important variable used to 
define the state of the atmosphere; it is also the most 
familiar. The human body is sensitive to changes in 
temperature as small as 1°C (1.8°F), and as a result 
everyone is aware that temperature varies from hour 
to hour, from place to place, from day to night, and 
from season to season. 

Temperature Versus Heat 
Before we discuss temperature variations in the at
mosphere, it is important to establish the difference 
between heat and temperature. The definition of 
heat and heat energy (the two terms mean exactly 
the same thing) is the total kinetic energy (energy of 
motion) of all the atoms in a substance. Not all the 
atoms in a given sample move with the same speed, 
however, and so there is a range of kinetic energies 
among them. Temperature is a measure of the aver
age kinetic energy of all the atoms in a body. Note the 
difference: heat is the total energy, and temperature 
is a measure of the average energy. Even though two 
bodies of the same substance, such as a cup of water 
and a pail of water, have the same temperature, say 
25°C (77°F), there are so many more water molecules 
in the pail than in the cup that the pail has far more 
heat energy. Furthermore, if the temperature of the 
cup of water is raised from 25°C (77°F) to boiling 
(100°C or 212°F), which means the average speed of 
the atoms in the water molecules rises, the heat en
ergy in the lower-temperature but much larger pail 
would probably still exceed the heat energy in the 
small, higher-temperature cup. The reason is that the 
heat energy of the sum of a large number of slow-mov
ing atoms may well exceed the heat energy of a small 
number of fast-moving atoms. 

The atmosphere gets its heat energy from the Sun. 
As we discussed in Chapter 2, the flux of energy com
ing in from the Sun is 1370 W/m2. This is the energy 
flux that would be measured by a satellite orbiting the 

Earth outside the atmosphere. The insolation, which 
is the energy that reaches the surface, is considerably 
less than 1370 W/m2. (See "A Closer Look: Sunlight 
and the Atmosphere.") 

There are two principal reasons why the insolation 
is less than 1370 W/m2. The first reason is the atmos
phere, which absorbs some of the incoming radia
tion. The second reason is the shape of the Earth. 
Even if the Earth were devoid of an atmosphere, there 
is only one place on it, as shown in Figure 2.5, that 
would receive 1370 W/m2, and that is the spot where 
the Sun is directly overhead. At all other places, be
cause of the Earth's curvature, 1370 W would be 
spread over an area larger than a square meter. 

Temperature Profile of the Atmosphere 
The way the temperature of the atmosphere changes 
with altitude is shown in Figure 12.5. Note that there 
are four thermal layers separated by boundaries called 
pauses. The layers are as follows. 

1. The troposphere extends to variable altitudes of 
10 to 16 km (6 to 10 mi) and is named from the 

Figure 12.5 The variation of temperature with altitude 
in the atmosphere. The atmosphere is divided into four tem
perature zones. The outermost zone, the thermosphere, 
continues to an altitude of about 700 km. 
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Greek, tropos, meaning to change or to turn. Tem
perature in the troposphere decreases with alti
tude because air at the bottom is continually 
warmed by the ground and the ocean. The tro
posphere is so named because it is endlessly con-
vecting, with warm ground-level air rising up
ward and colder air from above sinking 
downward to take its place. Most of our weather 
arises in the troposphere and is a consequence of 
these thermal motions. 

The top of the troposphere, the tropopause, 
is 16 km (10 mi) high at the equator but only 10 
km (6 mi) or less at the poles. The tropopause 
height does not change smoothly from the equa
tor to the poles. Rather, it declines very gently as 
one moves from the equator to a latitude of about 
40°, then it decreases sharply to about 10 km, and 
finally, it continues near that height to the poles 
(Fig. 12.6). As will be discussed in Chapter 13, the 
incline in the tropopause has important conse
quences for weather because it gives rise to the 
phenomenon known as the jet stream. 

2. The stratosphere lies above the tropopause and 
is a region in which the temperature increases 
with altitude, reaching a maximum at about 50 
km (30 mi). Strato means layer and is derived from 
the same Latin word, stratum, meaning spread 
out, that is used to describe layers of sediment. 
The temperature in the stratosphere increases 
with altitude because ozone absorbs ultraviolet ra
diation coming from the Sun. Most of the ozone in 
the atmosphere is present in the stratosphere, 
and so that is the layer in which absorption oc
curs. Absorption converts the energy of ultravio
let rays into longer-wavelength radiation, and this 
longer-wavelength radiation heats the air. Be
cause the absorption of ultraviolet rays is a maxi
mum at the top of the stratosphere, this is where 
the highest temperatures are found. As the Sun's 
rays pass through the stratosphere, less and less 
ultraviolet radiation is left to be absorbed; thus, 
the lowest temperatures are found at the bottom 
of the layer. 

The upper boundary of stratosphere is the 
stratopause. 

3. The mesosphere (from the Greek mesos, for 
middle) is a region in which temperature again 
decreases with increasing altitude, reaching a 
minimum of about - 100°C (- 148°F) at about 85 
km (53 mi). The mesosphere is terminated by the 
mesopause. 

Figure 12.6 Schematic section through the tropopause 
showing the altitude variation with latitude. As discussed 
in Chapter 13, the sharp change in altitude in middle lati
tudes plays a major role in the polar Jet stream. 

4. The thermosphere, which reaches out to about 
500 km (310 mi), is a region of increasing tem
perature. The temperature increase in the ther
mosphere arises partly from the absorption of 
solar radiation by gases in the atmosphere and 
partly from bombardments of gas molecules by 
protons and electrons given off by the Sun. Dur
ing periods of strong sunspot activity, when the 
flux of protons and electrons is at a maximum, the 
bombardment is so great that the temperature at 
the top of the thermosphere may reach as high as 
1500°C (2732°F). 

Despite the high temperatures reached in the ther
mosphere, very few molecules of gas are present and 
so there is very little heat. Strange as it may seem, we 
would feel very cold if we were exposed to a 1500°C 
atmosphere as thin as that in the thermosphere. 

One of the most spectacular sights on the Earth, an 
aurora, occurs in the thermosphere (see Fig. 2.12C). 
When radiation from the Sun is absorbed by mole
cules of gas in the thermosphere, some of the mole
cules are broken apart to form electrically charged 
ions. The region of ionized gases, from 100 to 400 km 
(60 to 250 mi) in altitude, is called the ionosphere. Au
roras occur when electrons streaming in from the Sun 
combine with the ionized gases, form neutral atoms, 
and give off light rays in the process. 



A Closer Look 

Sunlight and the 
Atmosphere 
Many things happen to sunlight when it passes through 
the atmosphere. Recall from Chapter 2 and specifically 
from Figure 2.11 that the spectrum of the Sun's radiation 
measured on the surface of the Earth differs from the 
spectrum measured in space. 

When sunlight enters the atmosphere, four things can 
happen: it can pass through unchanged and be absorbed 
by the land or the sea; it can be reflected, unchanged, 
back into space; it can be scattered by particles in the air; 
or it can be absorbed by gases in the atmosphere. The 
last two of these four effects—scattering and absorp
tion—are the reasons why the sunlight spectrum at sea 
level differs from the spectrum in space (Fig. C12.1). 

Scattering 
Scattering is the dispersal of radiation in all directions, as 
Figure C12.2 shows. (It is often called spherical scatter
ing to emphasize that radiation moving in a straight line 
is scattered equally in all directions.) Radiation comes in 

Figure C12.2 Light coming from the Sun is scat
tered. Air molecules are so small they scatter shorter 
blue wavelengths more easily than longer red and yel
low wavelengths. The scattered blue wavelengths make 
the sky appear blue in all directions. If there were no 
scattering by air molecules, the sky would appear pitch 
black and stars would be visible all day. 

Figure C12.1 Absorption of incoming solar radia
tion by gases in the atmosphere. The percentage of a 
given wavelength range absorbed is indicated by the 
height of the peak. The bottom panel is the sum of all the 
panels above. Except for its longest wavelengths, ultra
violet radiation is almost fully absorbed. 

from the Sun in a straight line; if some of the radiation is 
scattered, an observer will obviously notice a reduction 
in the amount of radiation reaching the surface of the 
Earth. We are all familiar with this effect because clouds, 
which are simple masses of suspended particles, scatter 
sunlight in all directions. When a cloud passes overhead, 
the intensity of sunlight drops. 

Aerosols and gas molecules also cause scattering, but 
there is an important difference: aerosols scatter all 
wavelengths of visible light; gas molecules do not. In 
general, if the diameters of the scattering particles are 
less than one-tenth the diameter of the wavelength (g) of 
the incoming radiation, as they are in gas molecules, 
scattering is governed by the Rayleigh Law. The Rayleigh 
scattering relationship, which was discovered in 1881 by 
an English physicist, Lord Rayleigh (1842-1919), states 
that the amount of scattering is proportional to 1/(g)4 The 
smaller g is, the larger 1/(g)4 will be, and the greater the 
scattering will be for the short-wavelength end of the 
spectrum. 

In the visible portion of the solar spectrum, the pre
dominant scattering is at the blue end because that is the 
short-wavelength end (see Chapter 2). The sky appears 
blue to us because white, unscattered light comes 
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straight through, whereas blue radiation in sunlight is 
scattered in all directions. What we see when we look at 
the sky is this scattered blue radiation. Similarly, because 
the blue end of the spectrum is reduced in intensity by 
scattering, the Sun appears more yellow to an Earth-
bound observer than it does to an observer in space. 

Absorption 
Absorption can be of two kinds. Certain specific wave
lengths of solar radiation make atoms or molecules vi
brate with the same frequency as the wavelength. In ef
fect, such an atom or molecule absorbs the radiation and 
then re-emits it at the same wavelength. However, the ra

diation is re-emitted equally in all directions, and so the 
observer of the incoming radiation sees a diminution of 
that wavelength. Most of the absorption by H2O, CO2, 
N2O and CH4 shown in Figure C12.1 is of this kind. 

In the second type of absorption, molecules absorb 
the radiation and break apart into atoms or smaller mol
ecules as a result. This is the process by which ozone is 
formed in the stratosphere. Very-short-wavelength radia
tion, in the ultraviolet range (g less than 3 X 10 -7m, 3 X 
10-7yd), is almost entirely absorbed by oxygen and 
ozone. When the molecules re-form, the trapped energy 
is released at a different and nonvisible wavelength. 

Air Pressure 

Everyone knows that the higher you go above sea 
level, the less oxygen there is and the harder it be
comes to breathe. That is why planes have emergency 
oxygen masks in case cabin pressure should fail and 
also why mountain climbers often carry tanks of oxy
gen. 

The supply of oxygen diminishes not because of a 
change in the composition of the atmosphere but 
rather because of a reduction in the air pressure and 
therefore a reduction in the air density. In as much as 
the size of a human lung is fixed, we obtain less oxy
gen when we breathe less dense air. Air at sea level 
and air at 9000 m (5.6 mi), near the summit of Mount 
Everest, have the same relative amount of oxygen— 
20.9 percent by volume in each case. However, a 
lungful of air at the top of Mount Everest has only 38 
percent of the pressure that a lungful of air has at sea 
level and therefore only 38 percent of the amount of 
oxygen. 

Measuring Air Pressure 
Air pressure is measured with a device called a 
barometer. Barometers are of two kinds, mercury 
and aneroid. The mercury barometer was invented in 
1644 by the Italian physicist Evangelista Torricelli 
(1608-1647) who performed the following experi
ment. He sealed a 1-m-long (1-yd long) glass tube at 
one end and then filled it with mercury. Then, with 
his finger over the open end in order to prevent the 
mercury from running out, he inverted the tube and 
put the open end into a bowl of mercury (Fig. 12.7). 
When he removed his finger, some of the mercury 
flowed into the bowl, but most stayed in the tube. 
Torricelli reasoned that the air pressing on mercury in 
the bowl must be holding up the column of mercury 
in the glass tube. 

Figure 12.7 Sketch of a simple mercury barometer. Air 
pressure on the surface of the open bowl holds up the col
umn of mercury in the glass tube. The downward pressure 
exerted by the air exactly balances the downward pressure 
exerted by the column of mercury on the bowl. When the 
air pressure changes, the height of the column adjusts in 
response. 

Scientists were quick to exploit Torricelli's great 
discovery. Day-to-day measurements soon showed 
that the height of the mercury column fluctuated 
slightly and therefore that the air pressure must vary 
from time to time. 

Meteorologists still measure air pressure. When 
television weather forecasters talk about "highs" and 
"lows," they are referring to air pressure that is higher 
or lower than average. Similarly, when a weather-
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measurements Pascal demonstrated that air pressure 
decreases with altitude. 

Today, meteorologists use balloons filled with he
lium to carry pressure-recording instruments aloft. 
Such balloons, which are called radiosondes (Fig. 
12.9), can reach an altitude of 30 km (19 mi), at which 
point they burst and the recording instruments are 
parachuted back to the ground. To make measure
ments above 30 km, meteorologists resort to rockets 
and, most recently, to orbiting weather satellites. 

At any given altitude, the air pressure is caused by 
the weight of air above. The average air pressure at 
sea level is about 105 Pa,1 equivalent to the pressure 
produced by a column of water about 10 m (11 yd) 
high. Why doesn't this pressure crush us and the 
houses we live in? It doesn't because air pressure is 
the same in all directions—up, down, and sideways, 
inside and outside. Because the outward-pointing air 
pressure inside a house is exactly the same as the in
ward-pointing pressure outside, the net pressure on 
the house is zero. 

As shown in Figure 12.10, the air pressure de
creases smoothly with altitude. The air pressure curve 
is not a straight line, however, because gases are 

Figure 12.8 Puy-en-Velay, one of many ancient volcanic 
rocks in France. It was on such a puy that Blaise Pascal 
arranged for rock climbers to carry out the experiment 
proving that air pressure decreases with altitude. 

watcher says "the glass" is falling or rising, the refer
ence is to the mercury in a glass barometer that is ris
ing (air pressure is increasing) or falling (air pressure 
decreasing). 

The aneroid barometer (from the Greek a and 
news, meaning no liquid) employs a sealed metal bel
lows that expands and contracts as the air pressure 
changes. 

Air Pressure Variation with Altitude 
Avery important experiment was carried out in 1658 
by a young French scientist, Blaise Pascal 
(1623-1662), who arranged for rock climbers to as
cend a prominent volcanic rock in France, Puy-de-
Dome (Fig. 12.8), and measure the air pressure at sev
eral places during the ascent. Despite the in
convenience of carrying a meter-long glass tube and a 
flask of mercury up the steep slope of the Puy, the 
climbers successfully performed the task. From their 

1 because the earliest pressure measurements were made with mer
cury barometers, air pressures are still sometimes reported as the 
height of a mercury column. A model, or average pressure, called 
the standard atmosphere at sea level, is 760 mm or 29.9 inches of 
mercury. Another commonly employed unit is the bar, which is a 
pressure of 1 kg/cm2. The standard atmosphere is 1013.25 mil
libars. In this book SI units are used throughout. The SI pressure 
unit is the pascal (Pa); the standard atmosphere is 101,325 Pa or 
101.325 kilopascals (kPa). 

Figure 12.9 A radiosonde, a helium-filled balloon used 
to carry measuring instruments into the upper atmos
phere. This large, modern balloon has just been filled with 
helium and is about to be released. The size of the balloon 
can be judged from the scientists on the ground. 
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Figure 12.11 Air pressure decreases with altitude be
cause air is compressible and behaves like a pile of 
springs. A. The springs near the base are compressed by 
the weight of the springs above. B. Air, like the springs, is 
compressed by the weight of the air above. Molecules of 
the gases nearest the ground are squeezed closer together 
than molecules higher up. Compression is the explanation 
for the shape of the curve in Figure 12.9. 

Figure 12.10 Air pressure decreases smoothly with al
titude. If a helium balloon 1 m in diameter is released at 
sea level, it expands as it floats upward because of the 
pressure decrease. If the balloon did not burst, it would be 
7 m in diameter at a height of 40 km. 

highly compressible. This means that the air near the 
ground is compressed by the weight of air above (Fig. 
12.11). If air were not compressible (if it were more 
like water, for example), the pressure-versus-altitude 
curve would be a straight line. 

As a result of the compressibility of air, half of the 
mass of the atmosphere lies below an altitude of 5.5 
km (3.4 mi) and 99 percent lies below 32 km (20 mi). 
At a height of 32 km, the air is so thin that it is like a 
laboratory vacuum. The 1 percent of the atmosphere 
that lies above 32 km continues out to an altitude of 
about 500 km (310 mi), with the air getting thinner 
and thinner until it simply merges into the vacuum of 
space. The few gas atoms present at the outermost 
fringe of the atmosphere are mostly atoms of hydro
gen and helium that have reached the Earth from the 
Sun. 

MOISTURE IN THE 
ATMOSPHERE 

The compound H2O is so familiar that it is sometimes 
easy to forget what an unusual substance it is. In 
truth, H2O is probably the most remarkable com
pound around, and in no small measure the Earth sys
tem works the way it does because H2O has the prop
erties it does. 

One of the unusual properties of H2O is its ability 
to exist in three physical states at the Earth's sur
face—as a solid (ice), a liquid (water), and a gas 
(water vapor). Of course, under some conditions of 
temperature and pressure, all compounds can form 
solids, liquids, and gases. Among naturally occurring 
compounds, however, only H2O has the ability to do 
so under the conditions that exist at the Earth's sur
face. To establish why this property of H2O is so im
portant, first we have to explore what happens when 
H2O changes from one state to another. 



Changes of State 
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Whenever a change of state occurs in matter, energy 
is either absorbed by or released from the matter (Fig. 
12.12). In going from a more ordered state (a solid) to 
a less ordered one (a liquid) or to a fully disordered 
one (a gas), energy is absorbed. The reverse process 
occurs and heat is released when the change is from a 
less ordered to a more ordered state. The amount of 
heat released or absorbed per gram during a change 
of state is known as the latent heat (from the Latin 
latens, meaning hidden, hence hidden heat). For ex
ample, the latent heat of condensation (less ordered 
water vapor condensing to more ordered liquid 
water) is 2260 joules per gram (J/g),whereas the la
tent heat of freezing (again less ordered to more or
dered) is 330 J/g. The latent heat of evaporation 
(more ordered liquid water vaporizing to less ordered 
water vapor) is 2260 J/g, whereas the latent heat of 
melting (more ordered solid ice melting to less or
dered fluid water) is 330 J/g. 

One familiar phenomenon involving a change of 
state is evaporation. The 2260 J needed to evaporate a 
gram of water has to come from somewhere. The rea
son you feel cool after you wet yourself down on a 
hot day is that some of the heat needed for evapora
tion is absorbed from your skin and as a result your 
body temperature drops. Before the invention of ice 
chests and refrigerators, the best way to keep food 

Figure 12.12 Amount of heat added to or released 
from a gram of H2O during a change of state. 

cool in hot weather was to place it in a "cool safe" in 
which the evaporation of water kept the temperature 
low. 

The six changes of state shown in Figure 12.12 (the 
six arrows) all play a role in weather, but evaporation 
and condensation far outweigh the other changes in 
importance. Evaporation and condensation play vi
tally important roles in the weather (1) because they 
give rise to clouds, fogs, and rain, and (2) because 
they are the means by which huge amounts of heat 
are moved from equatorial regions toward the poles. 
To explore how these phenomena occur, it is neces
sary to discuss humidity, which, as mentioned previ
ously, is the amount of water vapor in the atmo
sphere. 

Relative Humidity 

Water vapor gets into the air by evaporation. Evapora
tion is a process by which fast-moving liquid mole
cules manage to escape from the liquid and pass into 
the vapor above. Of course, because molecules in a 
vapor move randomly in all directions, some of the 
gas molecules in the vapor will also move back into 
the liquid. When the number of molecules that evap
orate (going from liquid to gas) equals the number 
condensing (going from gas to liquid), the vapor is 
said to be saturated. 

It is common practice to report vapor properties in 
terms of the vapor pressure. One of the important 
properties of gases is that pressures in a mixture of 
gases are additive; this property is known as Dalton's 
law of partial pressures, and it means that the total 
pressure of a mixture of gases is the sum of the partial 
pressures exerted by all the individual gases present. 
Partial pressure, in turn, is a measure of the volume 
percent of a gas in a mixture. For example, because 
the content of oxygen in dry air is 20.9 percent by vol
ume, the fraction of the pressure of standard air 
(101.325 kPa) attributable to oxygen is 101.325 X 
0.209 = 21.2 kPa. The additivity of gas pressures is the 
reason that the water vapor content of air is just as 
often reported as a pressure and as a percentage. The 
saturation vapor pressure of water at various temper
atures is shown in Figure 12.13-

The saturation vapor pressure, which is also 
known as the water vapor capacity of air at any given 
temperature, cannot be exceeded. If the vapor pres
sure reaches the capacity, condensation starts and the 
saturation vapor pressure is maintained. (Condensa
tion is the formation of a more ordered liquid from a 
less ordered gas.) The vapor pressure can, however, 
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Figure 12.13 Saturation pres
sure of water vapor as a function of 
temperature. The amount of H2O 
present is shown by the size of the 
drop of water that would form if all 
the vapor in a kilogram of saturated 
air at sea level were condensed. 

be lower than the saturation value. For example, if sat
urated air is removed from contact with water and is 
then heated, the vapor pressure will fall below satura
tion level and the air will then be undersaturated. 

Meteorologists prefer to use the term relative hu
midity rather than undersaturation when they are 
discussing the amount of water vapor in undersatu
rated air. The relative humidity is the ratio of the 
vapor pressure in a sample of air to the saturation 
vapor pressure at the same temperature, expressed as 
a percentage. For example, saturated air at 20°C 
(68°F) has a water vapor pressure of 2.338 kPa. Air at 
20°C with a water vapor pressure of 1.403 kPa will 
therefore have a relative humidity of 1.403/2.338 X 
100% or 60 percent. 

Note that the relative humidity does not refer to a 
specific amount of water vapor in the air; rather, it 
refers to the ratio of what is present at a given tem
perature to the maximum possible amount that the air 
could hold at the same temperature. The fact that rel
ative humidity is a ratio sometimes confuses people 
and leads to misconceptions. One misconception is 
that if air feels damp and humid, it must contain more 
H2O than air that feels dry. The confusion arises be
cause temperature exerts such a strong control on the 
water vapor capacity of air. For example, desert air at 
30°C (86°F) and relative humidity of 25 percent feels 
very dry, even though it contains 6.62 g of H2O per kg 
of air, whereas air at 10°C (50°F) and relative humid
ity of 80 percent, which feels damp and humid, con

tains only 5.60 g (0.2 oz) of H2O per kg of air. 
Relative humidity can be changed in two ways—by 

addition of water vapor or by change of temperature. 
When the relative humidity is below 100 percent and 
air is in contact with water, evaporation will raise the 
relative humidity. This is why air in contact with the 
ocean usually has a high relative humidity and why so 
much of the water vapor that enters the atmosphere 
does so over the oceans (Fig. 12.14). 

Temperature changes can also change the relative 
humidity whether or not H2O is added. If the amount 
of water vapor in the air is kept constant and the tem
perature drops, the relative humidity will rise. The 
temperature at which the relative humidity reaches 
100 percent and condensation starts is called the dew 
point. By contrast, if the temperature rises, the rela
tive humidity drops. People who live in centrally 
heated houses are very familiar with the problem of 
decreases in relative humidity. In winter, as air is 
drawn in from outside and heated by a furnace, the 
relative humidity drops. For example, consider what 
happens when the outside air temperature is — 10°C 
(14°F) and the relative humidity is a comfortable 60 
percent; if the air is now drawn into the house and 
heated to 25°C (77°F) without the addition of any 
water vapor, the relative humidity drops to 6 percent, 
a level at which many people feel discomfort. To 
counteract the effects of low humidity, a humidifier 
must be used to add water vapor to the heated atmos
phere. 
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Figure 12.14 The annual addition of water vapor to the atmosphere as a function of 
geography. The amount evaporated per year is measured in millimeters of water. Note 
that areas of highest evaporation are over the oceans in equatorial and midlatitudes. 
Evaporation is low in the deserts because deserts have so little water to evaporate. 

CONDENSATION AND 
THE FORMATION OF CLOUDS 

If you have ever pumped up a bicycle tire, you will 
have noticed that the pump becomes hot when the air 
was compressed. Similarly, if the valve is opened and 
the compressed air in a tire is allowed to escape, the 
air is noticeably cool as it expands. These two ef
fects—compressional warming and expansional cool
ing—are examples of what are called adiabatic 
processes, from the Greek adiabatos, meaning no 
passage. Adiabatic processes are so named because 
they are processes that occur without the addition or 
subtraction of heat from an external source. When air 
is compressed, the mechanical energy of pumping is 
converted to heat and the temperature rises as a re

sult. When compressed air expands, the energy re
quired comes from the heat energy of the gas, and 
consequently a temperature drop follows. 

Warm air is less dense than cold air and therefore 
rises, creating a convection cell in the process. Be
cause it is warmest at ground level, air in the tropos
phere is continually rising or, after cooling, falling. 
However, because air pressure decreases with in
creasing altitude, the rising air expands, and because 
there is no heat source in the troposphere, the rising 
air expands adiabatically and so its temperature falls. 
In the case of sinking air, the reverse happens—the air 
is compressed and so its temperature rises. 

Adiabatic Lapse Rate 

When a parcel of unsaturated air rises and expands 
adiabatically, the temperature drops at a constant rate 
of 1°C/100 m. Conversely, if cool, unsaturated air 
sinks toward the Earth's surface, it is compressed and 
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the temperature rises at a rate of 1°C/100 m (Fig. 
12.15). The way temperature changes with altitude in 
rising or falling unsaturated air is called the dry adia-
batic lapse rate. Eventually, when air rises far 
enough, it will cool sufficiently to become saturated 
and condensation will start. The latent heat of con
densation that is released as the vapor condenses 
works against the adiabatic cooling process; in other 
words, the release of latent heat slows the cooling 
rate. The greater the amount of latent heat released 
(the greater the condensation), the less the tempera
ture increase with altitude. The way temperature 
drops in a rising mass of saturated air is called the 
moist adiabatic lapse rate and it ranges from 
0.4°C/100 m to 0.9°C/100 m, with an average of 
0.6°C/100 m (Fig. 12.15). 

Note that the moist adiabatic lapse rate is always 
less than the dry rate because of the addition of latent 
heat to the rising air above the level of condensation. 
Note, too, that when clouds start to form as a parcel of 

Figure 12.15 As an unsaturated mass of air rises, it ex
pands and cools at the dry adiabatic lapse rate (10°C/km). 
When the air temperature falls to the point where the air is 
saturated, condensation commences and latent heat is re
leased. A further increase in altitude causes more conden
sation and the release of more latent heat; the air temper
ature now decreases at the moist adiabatic lapse rate 
(6°C/km). Note that the speed with which the air rises does 
not necessarily change; what changes is the temperature 
drop with altitude. Shown beside the curve are the volumes 
of a mass of rising air that starts as a cube 1 km on an 
edge. 

air reaches saturation and condensation begins, the 
dry adiabatic lapse rate changes immediately to the 
moist rate. 

Condensation 

When the air becomes saturated with water vapor, 
one of two things happens: either water condenses 
or, if the temperature is low enough, ice crystals pre
cipitate. The processes seem simple, but in fact they 
are quite complex. In order for a droplet of water or 
an ice crystal to form, energy is needed. This process 
is called nucleation, and energy is required because a 
new surface (the surface of the drop or crystal) is 
formed. The amount of energy is small if nucleation 
happens on a preexisting surface but large if no sur
face is available. When saturated air is in contact with 
the ground, for example, the ground itself serves as a 
nucleation surface and the result is dew or frost. 

When condensation occurs in a rising parcel of air, 
aerosols provide the nucleation surfaces. Most 
aerosols are tiny—no more than 1 micrometer 
(0.00003 in) in diameter. When condensation on 
aerosols commences, it happens very rapidly and 
water droplets reach a diameter of 20 to 25 microme
ters (0.0008 to 0.001 in) in about a minute. There
after, droplet growth rate slows because the remain
ing water vapor must be spread over billions of 
droplets as it condenses. 

Cloud droplets are so small that air turbulence 
within the cloud keeps them suspended. A density of 
about 1000 droplets/cm3 (or 1 drop/mm3) is sufficient 
to keep the drops apart. When the density of droplets 
increases above this value, they start to coalesce, and 
eventually a few drops become too big to remain sus
pended. As the drops fall, they hit and coalesce with 
more and more droplets until finally a raindrop has 
formed (Fig. 12.16). A single raindrop contains about 1 
million cloud droplets. 

When the cloud temperature is below 0°C (32°F), 
the process of precipitation is more complex than 
simple condensation. Complexity arises because 
water droplets can be supercooled below 0°C with
out freezing to ice. The person who first recognized 
the role that supercooled water plays in cloud precip
itation was a Swedish scientist, Tor Bergeron 
(1891-1977), and the process is now named the 
Bergeron process in honor of his discovery. What 
Bergeron discovered is that ice crystals grow at the ex
pense of supercooled water drops. 

Clouds with temperatures between 0°C and -9°C 
(32°F and 16°F) contain only supercooled water 
droplets. When the temperature is between — 10°C 
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Figure 12.16 Growth of raindrops by coalescence. 
When droplets fall, they combine with other droplets in 
their path. Coalescence occurs when clouds are warm 
enough to keep ice from forming. 

and -20°C (14°F and —4°F), ice crystals also nucleate 
so that the cloud becomes a mixture of supercooled 
water drops and ice crystals. Below -20°C, water 
drops disappear and clouds contain only ice crystals. 
As air cools and a cloud grows, therefore, the mixture 
of supercooled water droplets and ice crystals be
comes increasingly dominated by ice crystals. Berg
eron discovered that, in a mixture of supercooled 
water droplets and ice crystals, the water droplets 
slowly evaporate and release water vapor that is then 
deposited on the ice crystals, making them grow 
larger. Eventually the ice crystals become so large that 
they start to fall (Fig. 12.17). If the temperature all the 
way to the ground is everywhere below 0°C, the re
sult is snowflakes. If the temperature near the ground 
is above 0°C (32°F), the ice crystals melt and rain
drops hit the ground. (In other words, most rain starts 
out as ice crystals.) If raindrops fall through a layer of 
air near the ground where the temperature is below 
0°C, the drops freeze and sleet is the result. 

Clouds 

Clouds form when air rises and becomes saturated in 
response to adiabatic cooling. There are four principal 
reasons for the upward movement of air. Although it 
is possible to separate the reasons for discussion, most 
individual circumstances involve more than one lift
ing force. The four lifting forces are: 

Figure 12.17 Growth of ice crystals by the Bergeron 
process. Supercooled water droplets evaporate, and ice 
crystals grow by incorporating the newly formed water 
vapor. 

1. Density lifting, which occurs when warm, low-
density air rises convectively and displaces cooler, 
dense air (Fig. 12.18A). 

2. Frontal lifting, which occurs when two flowing 
air masses of different density meet. The bound
aries between air masses of different temperature 
and humidity, and therefore different density, are 
called fronts. The boundaries are between 10 
and 150 km (6 and 93 mi) in width and mark the 
advance of one air mass into another. The name 
"front" is used because Norwegian meteorologists 
during World War I likened the clash of two air 
masses to battle lines, or fronts, between armies. 
When warm, humid air advances over cold air (an 
advancing warm front), the warm air rises up 
and over the cold air, forming clouds and possibly 
rain as a result (Fig. 12.18B). A similar process oc-
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curs when denser, cold air flows in and displaces 
warm air by pushing it upward (a cold front), 
again producing clouds and possibly rain (Fig. 
12.18C). When a cold front overtakes a warm 
front and two cooler air masses meet, the result is 
an occluded front. 

3. Orographic lifting occurs when flowing air is 
forced upward as a result of a sloping terrain, 
such as a mountain range (Fig. 12.18D). Some of 
the highest rainfall spots in the world—such as 
the western coast of Tasmania in Australia, the 
Owen Stanley Range in New Guinea, and the 
Olympic Peninsula in Washington—result from 
orographic lifting. 

4. Convergence lifting occurs when flowing air 
masses converge and are forced upward (Fig. 
12.18E). The Florida peninsula provides an exam
ple; air flows landward off the ocean from both 
east and west; the two flowing air masses collide 
and force some of the air to rise. Clouds therefore 
form, and the result is the familiar frequent after
noon thunderstorms. 

Clouds are visible aggregations of minute water 
droplets, tiny ice crystals, or both. They are such 
prominent and beautiful features of the sky that poets 
from time immemorial have written about them, 
painters beyond number have painted them, and me
teorologists spend a great deal of time studying them. 

Because clouds form by condensation of water 
vapor, all common clouds are phenomena of the tro
posphere. They are classified on the basis of shape, 
appearance, and height into three families: cumulus, 
stratus, and cirrus (Table 12.1, Figs. 12.19 and 12.20). 

Cumulus clouds are puffy, globular, individual 
clouds that form when hot, humid air rises convec-
tively, reaches a level of condensation where cloud 
formation starts, but continues to rise. These are the 
flat-based cauliflower-shaped clouds that children like 
to draw—the flat base marking the level of condensa
tion. When cumulus clouds coalesce to form a puffy7 

layer, the term stratocumulus is applied. 
When large cumulus clouds rise to the top of the 

troposphere, they expand horizontally and form at-

Figure 12.18 Lilting forces. A. Density lifting causes 
convection cell as warm, low-density air rises and cold, 
higher-density air sinks. B. Frontal lifting. A warm front oc
curs when flowing warm air overrides cold air and is forced 
upward. C. Frontal lifting. A cold front occurs when a 
wedge of forward-moving cold air slides under warm air 
and forces it upward. D. Orographic lifting occurs when 
flowing air is forced upward by mountains or other sloping 
ground. E. Convergence lifting occurs when masses of air 
collide and are forced upward. 
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Height 
High-level clouds 
Cloud base 6 to 15 km 
above sea level 

Middle-level clouds 
Cloud base 2 to 6 km 
above sea level 

Low-level clouds 
Cloud base below 2 km 
above sea level 

Clouds with great 
vertical development 
Cloud base below 3 km 
above sea level 

Name 

Cirrus 

Cirrocumulus 

Cirrostratus 

Altocumulus 

Altostratus 

Stratus 

Nimbostratus 

Stratocumulus 

Cumulus 

Cumulonimbus 

Shape and Appearance 

Feathery streaks 

Small ripples and delicate 
puffs 
Translucent to transport 
sheet, like a veil across the 
sky 

White to dark gray puffs and 
elongate ripples 
Uniform white to gray sheet 
covering the sky 

Uniform dull gray cover over 
the sky 
Uniform gray cover, rain 
generally falling 
Patches of soft gray; in 
places, patches may coalesce to 
a layer 

Puffy cauliflower shape with 
flat base 
Large, puffy; white, gray, and 
black; great vertical extent, 
often with anvil-shaped head 

Table 12.1 
Classification of Clouds in the Troposphere by Altitude 

Figure 12.19 The altitudes of clouds. An anvil head is the flattened top of a cumu
lonimbus cloud that spreads across the top of the troposphere. 
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mulonimbus clouds. These are the familiar thunder
storm clouds or "thunderheads" of summer. A cumu
lonimbus cloud contains a great deal of energy and 
turbulence. Some of the energy causes thunder and 
lightning within a cloud, between adjacent clouds, 
and between clouds and the ground. 

Cumulus clouds that form at altitudes between 2 
and 6 km (1 and 4 mi) are given the modifying name 
altocumulus clouds; those that form between 6 and 
15 km (4 and 10 mi) are called cirrocumulus clouds. 
Frequently, altocumulus and stratocumulus clouds are 
arranged in regular rows or clumps separated by clear 
sky. Convection cells up to several hundred meters 
across give rise to the patterns. 

Stratus clouds are sheets of cloud cover that form 
at altitudes from 2 km to about 15 km and cover the 
entire sky. Stratus clouds form when air rises as a re
sult of frontal lifting, reaches its level of condensation, 
and then spreads laterally but not vertically. If the 
cloud blanket is several kilometers thick, the day is 
dark and dreary and the cloud is called nimbostratus. 

Depending principally on the altitude, stratus 
clouds, analogous to cumulus clouds, are given modi
fying names; between 6 and 8 km (4 and 5 mi), alto-
stratus; between 8 and 12 km (5 and 8 mi), cirrostra-
tus. 

Cirrus clouds are the highest clouds in the tropos
phere. Looking like fine, wispy filaments, or feathers, 
cirrus clouds form only above 6 km (4 mi) in altitude 
and are composed entirely of ice crystals. 

Two rare kinds of cloud are known to form in the 
stratosphere. Nacreous clouds are beautiful translu
cent sheets (meaning light gets through, like a frosted 
window pane) of minute ice crystals that form at alti
tudes between 20 and 30 km (12 and 19 mi). Even less 
common are noctilucent clouds, which are so thin 
they look like gossamer veils. They are composed en
tirely of minute ice crystals and form at altitudes as 
high as 90 km (56 mi). No clouds have ever been re
ported above 90 km, and none are likely to be re
ported because water vapor is too scarce to form 
clouds at such altitudes. 

Figure 12.20 Principal types of clouds. A. Cumulus B. 
Cumulonimbus. Note the plume spreading sideways. C. Al
tocumulus D. Cirrostratus E. Stratocumulus F. Stratus G. 
Altostratus H. Nimbostratus I. Cirrus 
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Atmosphere on Other 
Planets 

Although atmospheres on other planets are individually 
interesting, their scientific importance lies in their status 
as a class of objects against which to test our knowledge 
and understanding of the science of planetary atmo
spheres. It would be hard to discover the fundamental 
laws and processes of biology if we had only one organ
ism to study. Like biologists with different organisms, at
mospheric scientists seek a deeper understanding of the 
natural laws of atmospheres by comparing the atmo
spheres of different planets. The practical goal is to im
prove our knowledge of the origin, evolution, and proba
ble fate of our own atmosphere. 

Mercury and Earth's moon have no atmospheres. Be
cause they are small bodies, their gravitational fields are 
too small to bind gases against their tendency to expand 
into the vacuum of space. At the other extreme are the 
giant planets, Jupiter, Saturn, Uranus, and Neptune. They 
are so massive that their gravitational fields have retained 
much of the gas that was present in their regions of space 
when the solar system formed. Like the Sun, they are 
composed mainly of hydrogen and helium, the most 
abundant elements in the universe. Data from spacecraft 
missions to these planets have raised interesting ques-
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oceanic and space Sciences, professor of geological sci
ences, and Arthur F. Thurnau Professor at the Univer
sity of Michigan, where he also serves as director of the 
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research in ionospheric and space physics, the evolu
tion of planetary atmospheres, atmospheric chemistry, 
and climate change. He has written several books and 
numerous scientific articles dealing with these subjects. 

tions about the chemical reactions in hydrogen-rich at
mospheres and about the circulation of thick, deep at
mospheres on rapidly rotating planets. Some of the satel
lites of the giant planets are less exotic, but the greatest 
rewards for Earth system scientists come from study of the 
Earthlike planets, Mars and Venus. 

In the early 1960's, when I was a graduate student, 
Earth's was the only atmosphere for which we had much 
data. It was believed that the atmospheres of Mars and 
Venus were composed principally of nitrogen, as Earth's 
atmosphere is. This idea seems foolish in retrospect but 
must have made sense at the time. In fact, both atmo
spheres are composed mostly of carbon dioxide, with ni-

A HABITABLE PLANET 

In the opening essay of this chapter we learned that 
oxygen must be present within well-defined limits in 
an atmosphere if a planet is to be habitable. The rea
son that no other planet or moon in the solar system is 
habitable is the absence of oxygen (see the "Guest 
Essay" by Professor Walker). 

In addition to the presence of oxygen in the atmos
phere, two other essential criteria make a planet hab
itable: water vapor must be present, and the tempera
ture must be neither too high nor too low. 

Humans cannot live for long where the air is com
pletely dry because water vapor is needed for our 
lungs to work properly. A habitable planet must there
fore have a hydrosphere so that there is some way of 
getting water vapor into the atmosphere. 

Where temperature is concerned, the limits of a 
habitable planet are made clear by the way we hu-
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mans live. The parts of the body that must be pro
tected from temperature fluctuation are the core or
gans—the brain, heart, lung, liver and digestive sys
tem. Although the temperature of the skin can vary 
widely with no harmful consequences, the tempera
ture of the core organs, which is 37°C (98.6°F), can
not vary safely by more than ± 2°C (2°F). To maintain 
a stable core-organ temperature, the body has two 
cooling mechanisms—perspiration and dilation of 
blood vessels in the skin, both of which cool because 
they get rid of heat—and two heating mechanisms-
shivering and contraction of blood vessels in the skin. 
In addition to these natural mechanisms, humans can 
put on clothes and take other measures to avoid ex
posure to extreme temperatures. 

The most effective way to handle the body's tem
perature requirements, of course, is to live where the 
annual mean temperature is comfortable. Over 90 per
cent of the global population lives in places where the 
annual mean temperature is between 6°C (43°F) and 
27°C (81°F). A habitable planet must therefore have 
regions that fall in this temperature range. Much of 
the Earth enjoys annual mean temperatures in the eq
uitable 6°C to 27°C range largely as a result of the at
mosphere, which acts as a warming blanket. 

Guest Essay 
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trogen concentrations of just a few percent. Earth is the 
odd planet because nearly all of Earth's carbon dioxide 
has been removed from the atmosphere and deposited as 
carbonate minerals in sedimentary rocks. If this carbon 
were in the atmosphere, the ratios of carbon to nitrogen 
would be similar in the atmospheres of all three planets. 
Why has Earth's carbon dioxide been almost completely 
extracted from the atmosphere? Probably because Earth 
has abundant water, which has made possible the weath
ering reactions that extract carbon dioxide from the at
mosphere. The atmospheres of Mars and Venus are both 
very dry. As far as we know, Earth, Mars, and Venus were 
assembled out of more or less the same material with 
more or less the same complements of water and other 
volatile compounds. Why, then, are these atmospheres 
so dry? Probably because Mars is too cold, Venus is too 
hot, and Earth is just right. Planetary scientists call this the 
Goldilocks problem. 

Mars is further from the Sun than Earth and has a thin 
atmosphere with a surface pressure 160 times smaller 
than ours. Over most of the surface, temperatures never 
rise as high as 0°C, so most of Mars's water is presumed 
to be preserved in permanant deposits of subsurface ice; 
much of Mars's carbon may be similarly locked in solid 
form as dry ice and as carbonate minerals. The thin at
mosphere appears to be a consequence of the low tem
perature. Venus is closer to the Sun than Earth and has a 
massive atmosphere with a surface pressure 70 times 

larger than ours. Because of the greenhouse effect of this 
massive atmosphere, the surface is a searing 480°C, well 
above the boiling point of water. Perhaps Venus has al
ways been too hot for water to condense. Instead, water 
vapor in the atmosphere may have been broken apart by 
ultraviolet radiation from the Sun into its constituent ele
ments, oxygen and hydrogen. The light hydrogen could 
have escaped into space, while the heavier oxygen could 
have reacted with rocks to become incorporated into the 
solid part of the planet. 

From the study of planetary atmospheres, therefore, 
we learn that a habitable planet like ours is an improba
ble object. Small differences in planetary origins lead to 
widely divergent evolutionary paths. A planet a little too 
close to the Sun becomes hot and dry like Venus; a 
planet a little too far grows cold and dry like Mars. Too 
large a planet captures a massive atmosphere like those 
of the giant planets; too small a planet ends up with no 
atmosphere at all, like Mercury and the Moon. The re
quirements for habitability are stringent indeed. 

Our explanations of why planetary atmospheres are 
so different are plausible but not necessarily correct. It is 
much easier to explain differences once they have been 
discovered than it is to predict differences in advance, 
and the best test of a scientific theory is its ability to pre
dict what has not yet been observed. Planetary atmos
pheric science has achieved very few predictive suc
cesses so far. We need more planets. 

Summary 
1. Weather is the state of the atmosphere at a given 

time and place; the variables that define weather 
are temperature, air pressure, humidity, cloudi
ness, and wind speed and direction. 

2. Climate is the average weather condition at a 
given place. In order to determine the climate, 
the weather must be averaged over a period of 
years. 

3. Two energy sources drive the atmosphere: the 
Sun's heat and the Earth's rotation. 

4. The relative composition of the atmosphere is 
constant on a dry and aerosol-free basis. Both the 
humidity and the amount of aerosols vary from 
place to place and time to time, but the gases of 
the atmosphere have fixed relative proportions. 

5. The three major gases, nitrogen, oxygen, and 
argon, account for 99.96 percent of dry, aerosol-
free air. 

6. The minor gases, water vapor, carbon dioxide, 
methane, nitrous oxide and ozone are important 
for their roles in trapping the Sun's heat and 
shielding the Earth from ultraviolet rays. 

7. The temperature profile of the atmosphere is 
highly structured. In the troposphere, to an alti
tude between 10 and 16 km, temperature de
creases with altitude. In the stratosphere, 16 to 
50 km, the temperature increases with altitude; 
temperature then decreases with altitude in the 
mesosphere (50 to 85 km) and finally increases 
again with altitude in the thermosphere (85 to 
500 km). 

8. The atmosphere extends out to an altitude of 
about 500 km, at which point it blends into the 
vacuum of space. 

9. Air pressure decreases with altitude, but because 
air is highly compressible, the decrease is not lin
ear. Fifty percent of the atmosphere lies below 
an altitude of 5.5 km and 99 percent below 32 
km. 

10. The troposphere is where most of the Earth's 
weather is generated, where clouds form, and 
where rain and snow develop. 

11. When H2O changes from one state to another, 
heat is absorbed or released. The most important 
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changes of state as far as the weather is con
cerned are condensation, precipitation, and 
evaporation. Condensation and precipitation re
lease latent heat. Evaporation absorbs heat. 

12. The amount of water vapor in the atmosphere 
cannot exceed the saturation capacity. Air that 
has reached the saturation capacity has 100 per
cent relative humidity. 

13. In air that contains less water vapor than the sat
uration value, the water vapor content is mea
sured by the relative humidity (the ratio of the 
vapor in a given sample of air to the saturation 
vapor pressure at the same temperature, ex
pressed as a percentage). 

14. Rising air cools adiabatically, which means with
out losing or gaining heat energy. When adiabat
ically cooled air becomes saturated with water 
vapor, condensation commences and clouds 
start to form. 

15. Rising or falling air masses cool or warm respec
tively as a result of adiabatic expansion or com
pression. If the air is unsaturated, the tempera
ture changes at the adiabatic lapse rate; if 
unsaturated air becomes saturated, so that latent 
heat is added, the temperature changes at the 
moist adiabatic lapse rate. 

Important Terms to Remember 

16. Aerosols serve as the nuclei on which water 
droplets and ice crystals nucleate. 

17. In clouds that contain a mixture of supercooled 
water droplets and ice crystals, the water 
droplets evaporate and the ice crystals grow 
larger. This is known as the Bergeron process. 

18. Droplets of water coalesce in warm clouds, and 
when the coalesced drops are large enough, they 
fall as rain. Most clouds are so cold that ice parti
cles eventually predominate over water droplets. 
As ice particles fall into warmer air below the 
clouds, they melt and reach the ground as rain. 

19. Clouds form when air rises adiabatically, be
comes saturated, and condensation commences 
as a result of four kinds of lifting forces: density 
lifting, frontal lifting, orographic lifting, and con
vergence. 

20. Clouds are classified by shape, appearance, and 
height. There are three cloud families, based on 
shape: cumulus, stratus, and cirrus clouds. Modi
fying prefixes are used to designate the altitude 
of the clouds; for example, cirrocumulus and cir-
rostratus are high-altitude cumulus and stratus 
clouds, respectively. 

21. Two more kinds of clouds form in the strato
sphere—nacreous and noctilucent clouds. 

adiabatic lapse rate 
(dry and moist) (p. 326) 

adiabatic process (p. 325) 
aerosol (p. 315) 
air (p. 315) 

barometer (p. 320) 
Bergeron process (p. 326) 

climate (p. 314) 
cloud (p. 328) 
cold front (p. 328) 
condensation (p. 323) 

dew point (p. 324) 

front (p. 327) 

heat (= heat energy) (p. 317) 
humidity (p. 315) 

insolation (p. 317) 

latent heat (p. 323) 

mesopause (p. 318) 
mesosphere (p. 318) 

occluded front (p. 328) 

relative humidity (p. 324) 

stratopause (p. 318) 
stratosphere (p. 318) 

stratus clouds (p. 330) 

temperature (p. 317) 
thermosphere (p. 318) 
tropopause (p. 318) 
troposphere (p. 317) 

warm front (p. 327) 
weather (p. 314) 

Questions for Review 
1. What are the five variables used to define 

weather and climate? 

2. How does weather differ from climate and how 
is climate measured from weather variables? 

3- What are the sources of energy that drive activi
ties in the atmosphere? 

4. Mars and Venus have atmospheres, but are their 
atmospheres air? Why or why not? 

5. The main ingredient of air is nitrogen. What is 
the second most common ingredient? What per
centage of the air is made up by this second most 
abundant ingredient? 
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6. What is the difference between humidity and rel
ative humidity? 

7. Why is it possible for dry air in a desert to con
tain more water vapor than moist air in the Arc
tic? 

8. Which minor gases in the atmosphere are 
known as the greenhouse gases, and why? 

9. Ultraviolet radiation from the Sun is lethal to 
many forms of life, including humans. Explain 
how it is possible for humans to live on the 
Earth's surface without being harmed by these 
lethal rays. 

10. Explain why, since the composition of the air 
doesn't change, there is less oxygen to breathe at 
the top of Mount Everest than at sea level. 

11. The way air pressure decreases with increasing 
altitude is nonlinear. Explain why this is so. 

12. How does heat differ from temperature? 

13. The energy flux from the Sun that reaches the 
outer edge of the atmosphere is 1370 W/m2; the 
energy flux that reaches the Earth's surface (the 
insolation) is considerably less than 1370 W/m2. 
Cite three effects that cause the reduction. 

14. Name the four temperature regions of the at
mosphere in order of altitude, starting with the 
lowest region. Give the approximate altitudes 
where one temperature zone passes into an
other. 

15. Why does temperature decrease with altitude in 
the troposphere but increase with altitude in the 
stratosphere? 

16. What is latent heat? Give two examples of a 

change of state in which latent heat is released. 
Give two examples of a change in which latent 
heat is absorbed. 

17. When air is rapidly compressed, as in a bicycle 
pump, it becomes heated. Explain 'why this is so. 
What is the name given to processes such as the 
heating or cooling of a gas as a result of com
pression or expansion? 

18. When a mass of air rises, the rate at which tem
perature changes with altitude above cloud level 
(the level of condensation) is different from that 
rate below cloud level. Explain why this is so. 

19. What is the Bergeron process, and what role 
does it play in the formation of raindrops? 

20. Describe four ways by which a mass of air can be 
lifted. Why are these lifting processes important 
for the formation of clouds? 

21. What is the difference between a cold front and 
a warm front? Rain is commonly associated with 
both kinds of front. Why should that be so? 

22. Name the three major families of clouds and de
scribe their general differences. 

Questions for A Closer Look 

1. Why does scattering reduce the amount of in
coming solar radition that reaches the Earth's 
surface? 

2. Why is the sky blue? 

3. Which of the gases in the atmosphere removes 
the greatest number of wavelengths from the 
solar radition? 

Questions for Discussion 
1. When Venus is viewed through a telescope, all 

that can be seen is a thick cover of clouds. We 
know that Venus does not have a hydrosphere. 
What explanations can you offer for the forma
tion of Venusian clouds? 

2. Would you expect the Earth's cloud cover 
25,000 years ago, during the most recent ice age, 
to have been more extensive, less extensive, or 
about the same as it is today? Did precipitation 
during the ice age have to be different from what 
it is today, or could precipitation have been the 
same and temperature the only thing that 
changed? 

3. When atom bombs are exploded, a huge cloud 
rises into the atmosphere. At some height in the 
troposphere, the cloud starts to spread sideways 
and takes on a mushroom shape. The shape is 
similar to that of a great thunderhead. Why do 
thunderheads and atomic clouds spread side
ways? 

4. Air pressure is usually the same in all directions. 
However, during the passage of a tornado or hur
ricane, all the windows in a house may break if 
they are closed. Why might this be so? 



CHAPTER 13 
Winds, Weather, and 
Deserts 

A wind farm at Corgonia 
Pass, near Palm Springs, Cal
ifornia. Each windmill drives 
a generator. 
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A hard-working human can generate just enough 
power in eight hours to keep a 75-watt light bulb 
burning. Since 75 watts is only one-tenth of a horse
power, it is hardly surprising that our ancestors 
sought other sources of power. They solved the prob
lem by harnessing draft animals and by "harvesting" 
the wind. Long before written history, animals were 
being harnessed to plows, and by 8000 years ago 
wind-filled sails were pushing boats down rivers and 
around the shores of the eastern Mediterranean Sea. 
Many millennia were to pass, however, before the 
next step in the use of wind power took place. When 
the step came, it was a giant one: the invention of 
windmills provided a way for wind energy to drive 
machines. 

The earliest written accounts on windmills, dating 
to about the middle of the seventh century, record 
their use for grinding grain in Persia (modern-day 
Iran). Knowledge of windmills appears to have 
reached Europe about A.D. 1100, and from that time 
onward there is a reliable record of their use. By the 
nineteenth century, Dutch windmills had reached 
such a peak of technological excellence that individ
ual mills could generate 30,000 watts of power. 

The availability of inexpensive gasoline and the 
spread of electricity into rural communities sent 
windmills into decline from the 1930s onward. How
ever, when the price of petroleum started to rise in 
the 1970s, attention returned to wind power. This 
time the attention was directed principally to the use 

of windmills to generate electricity. The first windmill 
designed specifically to produce electricity is believed 
to have been built in Denmark in about 1895. In the 
United States, a 1,250,000-watt wind-driven turbine 
was installed at Grandpa's Knob in Vermont in the 
1940s; this system eventually failed when one of its 
two propeller blades broke. Now, in the 1990s, the 
approach is to place hundreds of smaller turbines in 
wind farms located where the wind blows for long 
periods at high speeds. Large banks of wind-driven 
turbines have been installed at Altamount Pass in Cal
ifornia, in New Hampshire, in Denmark, and else
where. 

What is the likely future for wind power? Two 
problems are obvious: first, winds blow only intermit
tently, and so wind-driven generators need to be used 
in conjunction with other power sources. The second 
problem is location. Electricity is needed in cities, and 
land near cities is expensive. An additional considera
tion is that no one wants to live close to a wind farm 
because wind-driven turbines are noisy. Despite all 
the problems, many experts believe wind power has 
a great future. Many locations for wind farms do exist 
(offshore, for example), the efficiency is growing 
rapidly, and all developed countries have electrical 
networks that can hook wind farms to other genera
tors of electricity. Some optimistic experts foresee a 
future in which the wind will supply as much as 10 
percent of the world's electricity. 
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WHY AIR MOVES 

Wind is horizontal air movement arising from differ
ences in air pressure. Nature always moves to elimi
nate a pressure difference, and wind is the result 
when air flows from a place of high pressure to one of 
low pressure. Because air pressure is related to den
sity (high pressure means the air is more compressed 
and therefore more dense, low pressure means less 
compression and lower density), horizontal move
ment is always associated to some degree with verti
cal movement. 

Wind Speed 

When discussing wind speed, it is necessary to sepa
rate momentary gusts from steady flow. For that rea
son, wind speed measurements are averaged over a 
specific period, commonly five minutes. 

A wind speed of 20 km (12 mi/h)1 is a pleasant 

1 Because wind was the power source for sailors for so many cen
turies, wind speeds are sometimes still reported in nautical units. 
We do not follow the practice in this book, but if the weather in 
your newspaper or on television use nautical units, here is how to 
convert them: The unit of distance at sea is the nautical mile, and 
the unit of speed is the knot; a knot is 1 nautical mile/hour. A nau
tical mile Is equal to 1.1508 land miles. To convert knots to 
miles/h, multiply by 1.1508; to convert knots to km/h, multiply by 
1.852. Thus, 30 knots is 34.5 milcs/h or 55.6 km/h. 

Figure 13.1 All that remains of a town in Florida after Hurricane Andrew passed 
through in 1992. All the damage seen here was caused by high speed winds. 

breeze that rustles and moves all the leaves in a tree 
and produces small, white-capped waves on a lake. At 
45 km/h (28 mi/h), all the branches in a tree start to 
sway and spray forms on open water. When wind 
speeds reach 65 km/h (40 mi/h), twigs and small 
branches break off trees, waves are high, and foam 
forms on wave crests. At 90 km/h (56 mi/h), trees are 
uprooted and the wind will knock you down; at 180 
km/h (112 mi/h), it can pick you up. Fortunately, 
such high-speed winds are very rare. When they do 
occur, they tend to be associated with tornadoes or 
hurricanes, so that the damage is localized. 

The greatest wind speed ever recorded on the sur
face of the Earth is 372 km/h (231 mi/h) on Mount 
Washington, New Hampshire, in April 1934. Speeds 
of 325 km/h (202 mi/h) have been recorded in hurri
canes, and winds up to 335 km/h (208 mi/h) have 
been reported during severe storms in Greenland. 
Such high-speed winds can do remarkable things (Fig. 
13-1). High-speed tornado winds, for example, have 
been reported to kill chickens and geese and also to 
pluck off all their feathers. 

Most places around the world have wind speeds 
that average between 10 and 30 km/h (6 and 19 
mi/h). The windiest place on the Earth is at Cape Den-
nison, in Antarctica, where the average speed is 70 
km/h (43 mi/h). Mount Washington, winner of the 
crown for the highest recorded speed, averages only 
55 km/h (34 mi/h) year round. 



The Windchill Factor 

In places where temperatures drop below freezing, it 
has become customary for weather forecasters to re
port a windchill factor. This variable measures the 
heat loss from exposed skin as a result of the com
bined effects of low temperature and wind speed. 
Here's how it's derived. 

Immediately adjacent to the human body (and also 
to any other solid surface) is a thin layer of still air 
called the boundary layer (Fig. 13-2). This layer is 
still because friction prevents movement. Heat escap
ing from the body must pass through the boundary 
layer by conduction. Because air is a poor conductor, 
the boundary layer serves as an effective insulator. 
The key to the windchill factor is that as wind speed 
increases, the thickness of the boundary layer de
creases, thereby reducing its effectiveness as an insu
lator and increasing the rate at which heat is lost from 
the body. 

Note that the air temperature does not drop as a re
sult of the wind. What happens is that the higher the 
wind speed, the faster heat is lost from the skin and 
therefore the faster the skin temperature approaches 
the temperature of the air. If the skin reaches freezing 
temperature, frostbite ensues. 

The windchill factor should correctly be called the 
windchill equivalent temperature because, for a given 
air temperature and given wind speed, the windchill 
factor is the air temperature at which exposed parts 
of the body would lose heat at the same rate if there 
were no wind. For example, if the air temperature is 
-3°C (about 27°F) and the wind speed is a sprightly 

Figure 13.2 Adjacent to any solid body, such as a 
human arm, there is a thin layer of air held stationary by 
friction. Away from the body, wind speed, indicated by the 
length of the arrows, increases as the effects of friction be
come weaker and weaker. 

32 km/h (20 mi/h), then the windchill equivalent tem
perature is - 18°C (equal to 0°F). Windchill is not the 
only factor that affects our comfort in cold weather, 
but it is certainly one of the most important as far as 
safety is concerned. 

Factors Affecting Wind Speed and 
Direction 

If the Earth did not rotate, wind would blow in a 
straight line; if the Earth had a frictionless surface, the 
wind would flow longer and harder than it does. Nei
ther of these ifs applies, of course, and wind is there
fore controlled by the following factors. 

1. The air pressure gradient, which is the air pres
sure drop/unit distance. 

2. The Coriolis effect, which, as discussed in Chap
ter 8, is the deviation from a straight line in the 
path of a moving body owing to the Earth's rota
tion. 

3. Friction, which is the resistance to movement 
when two bodies are in contact. 

Air Pressure Gradient 
A pressure gradient is determined from the isobars on 
a weather map. Isobars are lines on a map connect
ing places of equal air pressure2 (Fig. 13.3), and the 
spacing between isobars determines the air-pressure 
gradient. When isobars are close together, the gradi
ent is steep; when they are far apart the gradient is 
low. When isobars are close together, air flows 
rapidly down the pressure gradient and a high-speed 
wind is the result (Fig. 13.4). 

As was mentioned earlier in this chapter, air pres
sure differences develop both horizontally and verti
cally in the atmosphere. In order to assess the effects 
of horizontal pressure gradients, vertical pressure dif
ferences must be avoided, and doing that requires 
measurements at constant altitude. Mean sea level is 
the elevation generally chosen. Since air pressure de
creases with altitude, a vertical pressure gradient is 
everywhere present. In order to draw sea-level isobars 
on maps, air pressure measurements made at eleva
tions higher than sea level must be corrected to the 
sea-level value. Once the corrections are made, iso
bars are drawn, generally at a contour interval of 0.4 
kPa. 

2Although the SI pressure unit is the pascal, weather maps usu
ally report air pressure in an older unit, the millibar (Mb). To con
vert Mb to kilopascals (kPa), divide the Mb by 10. 
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Figure 13.3 A typical air pres
sure map of the United States and 
part of Canada for November 26, 
1993. The isobars are in kPa. 

Figure 13.4 Winds and pressure 
gradients. A. Closely spaced isobars 
indicate a rapid pressure drop over 
a short distance and thus a steep 
pressure gradient; high-speed winds 
are the result. Widely spaced iso
bars indicate a low-pressure gradi
ent and low-speed winds. B. Sym
bols used on weather maps to 
indicate wind direction and speed. 
The orientation of the stem indicates 
wind direction, and the barbs indi
cate speed. If more than one barb is 
on the wind stem, add the barbs to
gether to get the wind speed. 

Coriolis Effect 
The Coriolis effect, as discussed in Chapter 8 in the 
section on ocean currents, influences all moving bod
ies. Because wind is moving air, the directions of all 
winds are subject to the Coriolis effect—that is, a de
flection toward the right in the northern hemisphere 
and to the left in the southern hemisphere (see Fig. 
8.8). 

The speed of a moving object influences the mag
nitude of the Coriolis effect because a fast-moving ob
ject covers a greater distance in a given time than a 
slow-moving object. The longer the trajectory, the 
greater the change in angular velocity and therefore 
the greater the Coriolis deflection. Where air flow is 
concerned, the Coriolis effect is of greatest impor

tance in large-scale wind systems such as the 
tradewinds so loved by mariners, but it is of only 
minor importance in small-scale, local wind systems 
such as thunderstorms. 

Friction 
When wind blows across the ground, through trees, 
or over solid objects of any kind, friction slows its 
speed. Remember that the magnitude of the Coriolis 
effect is proportional to the speed of a moving body. 
A reduction in speed resulting from friction will there
fore reduce the Coriolis deflection, in effect causing 
northern hemisphere winds to turn a little to the left 
and southern hemisphere winds a little to the right. 

Friction is important for small-scale air motions and 
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for all winds within 1 km (0.6 mi) of the Earth's sur
face. It is less important for winds 1 km or higher 
above the Earth's surface, such as the winds of the jet 
stream. 

Combinations of Factors 

Winds are always subject to more than one factor. 
Consider the least complicated example, a high-alti
tude wind that is not in contact with the ground and 

Figure 13.5 A geostrophic wind. A high-altitude wind is 
deflected by the Coriolis effect until a balance is reached 
between the direction of flow due to the pressure gradient 
and the direction due to the Coriolis deflection, at which 
point flow is parallel to the isobars. 

therefore not affected by friction. Such a wind starts 
to flow because an air pressure gradient exists, and 
the direction of flow is down the gradient perpendic
ular to the isobars. Once flow starts, the Coriolis ef
fect becomes important, and so the flowing air is de
flected. Deflection means that the wind direction is 
no longer perpendicular to the isobars; instead, the 
wind must cross them at an oblique angle (Fig. 13.5). 
Eventually, when the pressure-gradient flow and the 
Coriolis deflection are in balance, the wind flows par
allel to the isobars, with the low-pressure air to the 
left and the high-pressure air to the right. 

Geostrophic Winds 
Winds that result from a balance between pressure-
gradient flow and the Coriolis deflection are called 
geostrophic winds. (Recall from Chapter 8, espe
cially Figs. 8.11A and 13, that geostrophic flow also 
occurs in the ocean.) The daily weather maps pub
lished by the National Weather Service reveal that 
geostrophic winds are almost always blowing in the 
upper part of the troposphere. Figure 13.6 is a map of 
North America on which the height above sea level of 
the 50-kPa air pressure contours are shown. The con
tour heights are about 5.5 km (3.4 mi), well above any 
frictional effects; note that wind directions are parallel 
(or nearly so) to the isobars. 

Within 1 km (0.6 mi) of the Earth's surface, friction 
complicates air flow by upsetting the balance be-

Figure 13.6 Map of North Amer
ica showing upper-atmosphere winds 
at 7:00 a.m., November 28, 1993. 
The lines represent the height in me
ters above ground of the 50 kPa pres
sure surface. Note that winds are 
nearly all parallel to the isobars and 
therefore are geostrophic. Map com
piled by National Weather Service. 
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tween pressure-gradient flow and Coriolis deflection. 
Friction slows the wind and thereby reduces the Cori
olis deflection. Now a balance must be reached be
tween pressure-gradient flow, Coriolis deflection, and 
frictional slowing. As a result, winds near the surface 
flow at oblique angles to the isobars. The angle size is 
a function of the roughness of the terrain. If the sur
face is very rough and the friction effect large, the 
angle between the air flow and the isobars can be as 
great as 50°. If the surface is smooth, such as the sur
face of the sea, the angle will be closer to 10 or 20°. 

Convergent and Divergent Flow 
As air near the ground flows inward from all direc
tions toward a low-pressure center, frictional drag 
causes the flow direction to be across the isobars at an 
oblique angle. As a consequence, winds around a low-
pressure center develop an inward spiral motion 
(Fig. 13-7). By the same process, air flow spirals out
ward from a high-pressure area. In the northern hemi
sphere, the inward-flowing low-pressure spirals rotate 
counterclockwise, and the high-pressure spirals ro
tate clockwise. In the southern hemisphere, the re
verse is true. 

Spiral flow was first explained by a Swedish scien
tist, Valfrid Ekman (1867-1954), and for this reason 
the spirals are sometimes called Ekman spirals. 
Ekman actually explained the spirals from his study of 
oceanography, as mentioned in Chapter 8, but the 

phenomenon, which arises from three counterbalanc
ing effects—the pressure-gradient flow, the Coriolis 
effect, and friction—is the same in the atmosphere as 
it is in the ocean. 

The spiral pattern of air flow in the lower atmos
phere can be seen almost daily on the weather map 
and is dramatically seen in the satellite images of 
cloud patterns shown on television (Fig. 13.8). Air spi-
raling inward around a low-pressure center, which is 
designated L for Low on the weather map, is called a 
cyclone. Air spiraling outward, away from a high-
pressure center designated H for High on the map, is 
called an anticyclone. 

The inward spiral flow in a cyclone causes con
vergence, which leads to an upward flow of air at the 
center of the low. This upward flow leads to cloud 
cover and rain (Fig. 13.9A). The outward spiral flow 
in an anticyclone causes divergence, which leads to 
an outward flow of air from the center. This outward 
flow means that a high must draw high-altitude air 
downward into the center (Fig. 13.9B). Remember 
from Chapter 12 that cold air drawn downward is 
compressed and heated adiabatically, thus dropping 
the relative humidity and leading to clear, cloudless 
skies. 

Lows tend to be associated with cloudy, unsettled 
weather, and highs with clear, dry weather. This is 
why weather forecasters always emphasize the loca
tion and movement of high- and low-pressure zones. 

Figure 13.7 Air spirals into a 
low and out from a high. Lows are 
centers of convergence, while highs 
are centers of divergence. Note 
that, in both lows and highs, the 
flow direction is oblique to the iso
bars because of friction. 
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Figure 13.8 A low pres
sure center (cyclone) cen
tered over Ireland and mov
ing eastward over Europe. 
The counterclockwise winds 
of a northern hemisphere 
low are clearly shown by 
the spiral cloud pattern. 

Figure 13.9 A. Convergence in a 
cyclone causes a rising updraft of air 
and with it clouds and probably pre
cipitation. B. Divergence in an anti
cyclone draws in high-altitude air, 
creating a downdraft; clear skies and 
fair weather. 

GLOBAL AIR CIRCULATION 

Mariners have long known about and used global-
scale wind systems. The essay on Polynesian naviga
tors in Chapter 8, for example, discussed how those 
intrepid sailors used the northeast and southeast 
tradewinds (the word trade once meant a direction or 
course) to discover and then settle the Hawaiian is
lands more than 1300 years ago. Christopher Colum
bus, too, relied on his knowledge of global winds 
when he set forth in 1492. He had previously sailed to 
the Azores islands, which lie at latitude 37°N about 
one-third of the way from Spain to America. Persistent 

westerly winds slowed the trip to the Azores and pre
vented Columbus as well as earlier sailors from get
ting any farther west. From reports of Portuguese 
sailors, however, Columbus knew that, if he sailed 
south down the coast of Africa, he would find easterly 
winds. When he left Spain on August 3, 1492, he 
therefore sailed south as far as the Canary islands (Fig. 
13.10), picked up the easterly blowing tradewinds, 
and the rest is history. With the tradewinds behind 
him, he crossed the Atlantic Ocean and blazed the 
trail that would be used by the Europeans to invade 
the Americas. On his return voyage to Europe, Colum
bus sailed northward and picked up the westerly 
blowing winds. 
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Figure 13.10 The winds used by Columbus on his first voyage to America. Out
ward bound after visiting the Canary islands from August f 2 to September 8, 1492, 
he sailed west with the northeast trades behind him. On his return voyage, Columbus 
sailed north to pick up the prevailing westerlies that had prevented previous Euro
pean mariners from sailing any further west than the Azores. Columbus stayed in the 
Azores from February 15 to 24, 1493. 

Hadley Cell Circulation 

The person who first offered an explanation for the 
persistent easterly and westerly winds reported by 
mariners was George Hadley (1685-1768), an English 

Figure 13.11 Global circulation as it would happen on 
a nonrotating Earth. Huge convection cells would transfer 
heat from equatorial regions, where the solar energy/unit 
area is greatest, to the poles, where the solar input is 
least. The equatorial region would be a zone of low pres
sure, while the poles would be high-pressure zones. 

3Sea-level air pressure readings in equatorial regions are generally 
below the standard sea-level pressure of 101.3kPa. They fall in 
the range lOO.O to 101.1 kPa, whereas pressures over the poles 
can be as high as 103.0 kPa. 

mathematician. Hadley pointed out in 1735 that the 
underlying cause of global winds is that more of the 
Sun's heat reaches the surface at the equator than at 
the poles. The reason for the disparity of heat reach
ing the surface, as explained in Chapter 2, is that the 
Earth is round. The solar heat imbalance, Hadley 
pointed out, means that warm equatorial air must 
flow toward the pole and cold air must flow toward 
the equator, creating a huge convection cell. 

If the Earth were a nonrotating sphere, one con
vection cell would carry heat from the equator all the 
way to the poles (Fig. 13-11)- Warm, low-density air 
rising above the equator would flow poleward, and 
cool polar air would flow back across the surface to
ward the equator. Thus, the equatorial region would 
be a zone of convergence and hence a low-pressure 
region, while the two polar regions would be zones of 
divergence and hence high-pressure zones. 

The Earth is not stationary, of course, and so the 
poleward air flow and the equatorward return flow 
are deflected as a result of the Coriolis effect. Convec
tion does operate, but the flow is not as simple as the 
case described for a nonrotating Earth. On a rotating 
Earth, as on a nonrotating one, warm air rises in the 
tropics and creates a low-pressure zone of conver
gence called the intertropical convergence zone3 

(Fig. 13.12). By the time the poleward-flowing air, 
high in the troposphere, reaches latitudes of 30N or 
30S, it has been deflected by the Coriolis effect and is 
a westerly geostrophic wind. Remember that a west
erly wind flows to the east. Obviously, a wind that 
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Figure 13.12 The Earth's global 
wind system. Moist air, heated in the 
warm equatorial zone, rises convec-
tively and forms clouds that produce 
abundant rain. Cool, dry air descend
ing at latitudes 20-30°N and S pro
duces a belt of subtropical high pres
sure in which lie many of the world's 
great deserts. 

flows due east cannot reach the poles, and so air 
tends to pile up at 30N and 30S, creating two belts of 
high-pressure air around the world centered approxi
mately on those latitudes. Air in these high-pressure 
belts sinks back toward the surface, creating a zone of 
divergence. Some of the divergent air flows toward 
the poles, but most flows back toward the equator, 
creating convection cells on both sides of the equator 
that dominate the winds in tropical and equatorial re
gions; the cells, which are labeled in Figure 13.12, are 
called Hadley cells in honor of the man who ex
plained their existence. The exact position of the in
tertropical convergence zone and of the two high-
pressure belts varies with the seasons because the 
place where the Sun is directly overhead, and there
fore where the Earth is receiving the greatest amount 
of heat, moves with the seasons. 

In the Hadley cells, the high-level winds are west
erlies, and the low-level winds bringing the return air 

toward the tropics are almost easterlies. The "almost" 
is necessary because friction comes into play. In the 
northern hemisphere, the lower-level winds are 
northeasterly winds, called the northeast trades, and 
in the southern hemisphere, they are the southeast 
trades (Fig. 13.12). 

The Polar Front, Rossby Waves 
and Jet Streams 

In each hemisphere, poleward of the Hadley cells, a 
second, middle-latitude circulation occurs. The mid-
latitude cells are called Ferret cells after the American 
meteorologist, William Ferrel (1817-1891). In these 
middlelatitude Ferrel cells, the surface winds are 
westerlies because they are created, in part, by pole
ward flows of air from the high-pressure divergence 
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regions at 30N and 30S. These westerlies were the 
winds that prevented mariners before Columbus 
from sailing any farther west than the Azores islands. 

A third region of high-latitude circulation, called 
polar cells, lies over the polar regions. In each polar 
cell, cold, dry, upper air descends near the pole, cre
ating a high-pressure area of divergence. Then air 
from this area moves equatorward in a surface wind 
system called the polar easterlies. As this air moves 
slowly equatorward, it encounters the middle-latitude 
belt of surface westerlies in the Ferrel cells. The two 
wind systems meet along a zone called the polar 
front and create a low-pressure zone of convergence. 
The polar front is a region of unstable air along which 
severe atmospheric disturbances occur. 

The high-level winds in the polar cells are west
erly. Indeed, because some of the high-level air in the 
Hadley cells spills over into the midlatitude Ferrel 
cells, the prevailing high-level winds poleward of 30N 
and 30S are all westerlies. Flow in the upper atmos
phere is not uniform, however. Rather, the winds 
flow in great undulating streams called Rossby waves 
(named for Swedish scientist Carl Gustav, 1899-1951, 
who discovered them); these undulations resemble 
the meanders of streams and rivers. 

Recall from Chapter 12 that the top of the tropos
phere (the tropopause) is much lower at high lati
tudes than at low latitudes (16 km, or 10 mi, at the 
equator and 10 km, or 6 mi, at the poles). The region 
where the height of the tropopause changes most 
rapidly is over the polar front (Fig. 13.13). A large 
body of cold, polar air fills the troposphere poleward 
of the polar front, while warmer, subtropical air fills 
the troposphere on the equatorial side. The 
tropopause is an isobar. This means that, in the 
stratosphere, there is a very steep pressure gradient 

Figure 13.13 The jet stream is a high-speed westerly 
geostrophic wind that occurs at the top of the troposphere 
over the polar front where a steep pressure gradient exists 
between cold polar air and warm subtropical air. 

over the polar front. Steep pressure gradients mean 
high-speed winds, and because friction is not in
volved, the winds are geostrophic. Upper-atmos-

Figure 13.14 Rossby waves in the jet stream pull 
masses of cold air south as meanders form. A. The axis of 
the jet stream starts out flowing to the east in a nearly 
straight line. B. and C. Undulations grow into gigantic me
anders that pull masses of cold polar air down over the 
United States. 
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phere westerlies associated with this steep pressure 
gradient, called the polar front jet stream, can de
velop exceptionally high speeds; as high as 460 km/h 
(286 mi/h) have been reported by high-flying planes. 

Rossby waves distort the polar-front jet stream into 
great undulations (Fig. 13.14). As the jet stream undu
lates, it pushes and pulls the polar front with it and 
thus plays a major role in weather patterns between 
45° and 60° north and south latitudes. 

A second jet stream, also a geostrophic westerly, 
called the subtropical jet stream, forms above the 
tropopause over the Hadley cell between latitudes 
20° and 30° north and south. Speeds of westerly 
winds in the subtropical jet stream reach 380 km/h 
(236 mi/h), but because the troposphere is higher at 
low latitudes, the subtropical jet is at a higher altitude 
than the polar-front jet and does not play the domi
nant weather role exerted by the polar-front jet 
stream. 

This discussion has paid little attention to the fact 
that land and sea are not distributed evenly around 
the world. In fact, both land distribution and land ele
vation play important roles in local wind patterns and 
in what are called monsoon systems. (See "A Closer 
Look: Monsoons.") 

GLOBAL PRECIPITATION AND 
THE DISTRIBUTION OF 
DESERTS 

There are three global belts of high rainfall and four of 
low rainfall. The high-rainfall belts are the three re
gions of global convergence—the tropics and the two 
polar-front regions. The four belts of low rainfall are 
the regions of divergence—the two belts of subtropi
cal highs (see Fig. 13.12) centered on latitudes 30N 
and 30S, and the two polar regions. The effect of the 
global air-circulation system is most clearly demon
strated by the distribution of deserts. 

Deserts 

Desert lands of various kinds total about 25 percent of 
the land area of the world outside the polar regions. 

In addition, a smaller, though still large, percentage of 
semidesert land exists in which the annual rainfall 
ranges between 250 and 500 mm (10 and 20 in). To
gether these desert and semidesert regions form a dis
tinctive pattern on the world map (Fig. 13.15). The re
gions are not randomly scattered across the globe but 
instead are related to the global atmospheric circula
tion and to local features of the Earth's geography. In 
all, five types of desert are recognized (Table 13.1)-

When we compare Figure 13.15 with Figure 13.12, 
a relationship is immediately apparent. The most ex
tensive deserts, the Sahara, Kalahari, Great Australian, 
and Rub-al-Khali, are associated with the two circum-
global belts of dry air descending on the downward-
flowing limbs of the Hadley cells, centered between 
latitudes 20° and 30°. These and other subtropical 
deserts comprise one of the five recognized types of 
desert. They are associated with anticyclonic regions 
of high pressure. 

A second type of desert is found in continental in
teriors, far from sources of moisture, where hot sum
mers and cold winters prevail (that is, a continental-
type climate). The Gobi and Takla Makan deserts of 
central Asia fall into this category. These deserts form 
because wind that travels a very long distance over 
land, especially land that rises up to high plateaus, 
eventually contains so little water vapor that hardly 
any is available for precipitation. 

A third kind of desert is found where a mountain 
range creates a barrier to the flow of moist air, causing 
orographic lifting and heavy rains on the windward 
side along with a zone of low precipitation called a 
rainshadow on the downwind side (see Fig. 12.19D). 
The Cascade Range and Sierra Nevada of the western 
United States form such barriers and are responsible 
for desert regions lying immediately east of these 
mountains. 

Coastal deserts constitute a fourth category. They 
occur locally along western margins of certain conti
nents. The flows of surface ocean currents can cause 
the local upwelling of cold bottom waters. The cold, 
upwelling seawater cools maritime air flowing on
shore, thereby decreasing its ability to hold moisture. 
As the air encounters the land, the small amount of 
moisture it holds condenses, giving rise to coastal 
fogs. In spite of the fog, the air contains too little mois
ture to generate much precipitation, and so the 
coastal region remains a desert. In fact, coastal deserts 
of this type in Peru and southwestern Africa are 
among the driest places on the Earth. 

The four kinds of desert mentioned thus far are all 
hot deserts where rainfall is low and summer temper
atures are high. In the fifth category are vast deserts of 
the polar regions where precipitation is also ex-
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Subtropical 
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Figure 13.15 Arid and semi-arid climates of the world and the major deserts associated 
with them. The very dry areas of the polar regions are polar deserts. 

Table 13.1 
Main Types of Deserts and Their Origins 

tremely low owing to the sinking of cold, dry air. Re
member that polar regions are high-pressure areas 
where cold, high-altitude air descends from the upper 
troposphere. However, cold deserts differ from hot 
deserts in one important respect: the surface of a 
polar desert, unlike those of warmer latitudes, is often 
underlain by abundant H2O, nearly all in the form of 

ice. This ice accumulates, even though precipitation 
is exceedingly low, because the precipitation is al
ways in the form of snow and the snow doesn't melt. 
Even in midsummer, with the Sun above the horizon 
24 hours a day, the air temperature may remain below 
freezing. Polar deserts are found in Greenland, arctic 
Canada, and Antarctica. Such deserts are considered 



A Closer Look 

Monsoons 
Monsoonal circulation is characteristic of regions where 
local conditions bring about a seasonal reversal of the di
rection of surface winds. The places on the Earth where 
this phenomenon is most distinct are Asia and Africa, al
though a weak monsoon develops over eastern and cen
tral North America, too. 

The Asian monsoon is the most distinct. Because the 
equator lies just south of the tip of India, the normal sur
face-wind pattern is a northeast trade blowing offshore 
from India into the Indian Ocean. For half a year during 
the winter months, the expected northeasterly wind pat
tern is observed because a high-pressure anticyclone sits 
over the high, cold plateau of central Asia while the low-
pressure intertropical convergence zone lies south of the 
equator, where the Sun is overhead (Fig. C13.1). The 
winter months are therefore a time of cool, dry, cloudless 
days and northeast winds. For more than 2000 years, 
Arab sailors have used these northeasterly winds to sail 
home from India. 

During the summer months, the Asian wind pattern is 
reversed. With the Sun overhead in the northern hemi
sphere, the intertropical convergence zone shifts north of 
the equator, and so the landmass of Asia heats up and is 

covered by low-pressure cyclones. The winds now blow 
southwesterly, from the Indian Ocean on to the land. 
Summer months are therefore a time of hot, humid 
weather and torrential rains. The summer monsoons start 
in southern India and Sri Lanka in late May, progress to 
central India by mid-June, and reach China by late July. 
During the summer months, the Arabs sailed from Arabia 
to India. The sailors referred to the change in wind direc
tion as mausim, Arabian for change, and from this comes 
our word monsoon. 

As seen in Figure C13.1, the monsoon system that af
fects India also occurs in North and West Africa. There 
are local differences, of course, but the main controlling 
factor in both cases is the seasonal movement of the in
tertropical convergence zone. 

A weak monsoon system occurs in North America. 
During the summer months, there is a tendency for sur
face winds to bring warm, moisture-laden air from the 
Gulf of Mexico into the central and eastern United 
States. Humid weather and summer rains are the result. 
In the winter months, the winds reverse, and there is a 
tendency for cold air to move southward from Canada 
into the Gulf. 

Figure C13.1 The revers
ing winds of the Indian mon
soon. A. During the winter 
months when the Sun is over
head in the southern hemi
sphere, winds flow offshore 
from the northeast toward 
the intertropical convergence 
zone. Note how the winds 
curve toward the east as they 
cross the equator. B. During 
the summer months, the land 
heats up and winds flow from 
the southwest across Asia. 
When the Sun is overhead on 
land, the intertropical conver
gence zone is not a distinct 
band of low pressure. 

to be the closest earthly analogs to the surface of Mars, 
where temperatures also remain below freezing and 
the rarefied atmosphere is extremely dry. 

Dust Storms 

One of the most striking features of deserts is dust 
storms. 

As discussed both in Chapter 11 and earlier in this 

chapter in the section, the Windchill Factor, at the sur
face of an object across which wind is flowing there is 
a boundary layer of still air less than 1mm thick. Above 
the boundary layer is a thin zone in which air flow is 
laminar, and above the laminar air flows turbulently 
(Fig. 13.16). Large grains that protrude above the 
quiet, laminar-flow zone can be rolled and bounced 
along or may be swept aloft by rising turbulent winds. 
The larger grains that roll and bounce along mobilize 
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Figure 13.16 Particles of fine sand and silt at the ground lie within the bound
ary layer where wind speed is extremely low. As a result, it is difficult for the wind 
to dislodge and erode these small grains. Larger grains protrude into a zone of 
faster moving, turbulent air. The turbulence, which exerts a greater push on the top 
of the grains than does the still boundary-layer air at their base, starts the grains 
moving. 

fine sediment, which is then carried upward by the 
turbulent air. In this manner dust storms start. 

In a dust storm, the visibility at eye level is reduced 
to 1000 m (0.6 mi) or less. Such storms are most fre
quent in the vast arid and semi-arid regions of central 
Australia, western China, former Soviet Central Asia, 
the Middle East, and North Africa (Fig. 13.17). In the 
United States, blowing dust is especially common in 
the southern Great Plains and in the desert regions of 
California and Arizona. 

The frequency of dust storms is commonly related 
to cycles of drought, with a marked rise in atmos

pheric dust concentration coinciding with severe 
drought. The frequency also has risen with increasing 
agricultural activity, especially in semi-arid lands. An 
example of how human activities can contribute to an 
increase in dustiness is seen in records from the west
ern desert of Egypt in the 1930s and 1940s: the num
ber of dust storms rose from three or four per year be
fore the Second World War to more than 40 between 
1939 and 1941, when tank action and artillery bom
bardment were at a peak, and then declined to four 
per year after military activity ceased. 

Figure 13.17 Major dust storms are most frequent in arid and semi-arid regions 
that are concentrated in the areas of subtropical high-pressure belts north and south of 
the equatorial zone. Arrows show the most common trajectories of dust transported 
during major storms. 
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LOCAL WIND SYSTEMS 
In many localities, local winds are more important 
than global winds. Local winds, which may flow for 
tens or hundreds of kilometers rather than the thou
sands of kilometers involved in global winds, are the 
result of the local terrain. 

ops, and the lower air layer flows toward the land, 
creating a sea breeze. Higher in the atmosphere, an 
upper-level reverse flow sets in; the coupled flows— 
rising air over the land and sinking air over the sea— 
form a convection cell. 

During the night, heat is radiated more rapidly 
from the land than from the sea, and consequently 
the situation reverses. The sea is now warmer than 
the land, and air moves from the land to the sea, cre
ating a land breeze. 

Mountain and Valley Winds 
Sea and Land Breezes 
The least complicated example of a local wind system 
is the coupled land breeze and sea breeze that is fa
miliar to anyone who lives on or near a coast. The ori
gin of these breezes is illustrated in Figure 13.18. Dur
ing the day the land heats up more rapidly than the 
sea, and the heated land causes the air in contact with 
it to heat up and expand. A pressure gradient devel-

Mountain winds and valley winds have a daily alterna
tion of air flow in the same way that land and sea 
breezes do. During the day, the mountain slopes are 
heated by the Sun, and so air flows from the valley up
ward over the slopes. At night, the mountain slopes 
cool quickly, and so the flow reverses with air flow
ing from the mountainsides down into the valleys. 
Just as in the case of the land and sea breezes, moun-

Figure 13.18 Land and sea 
breezes. A. During the day, the land 
heats up more rapidly than does the 
sea. Air rises over the land, creating 
a low-pressure area. Cooler air 
flows in to this area from the sea, 
creating a sea breeze. B. During the 
night, the land cools more rapidly 
than the sea, and the reverse flow, a 
land breeze, occurs. 
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tain and valley winds respond to localized pressure 
gradients set up by heating and cooling of the lower 
air layer. 

Katabatic Winds 

The flow of cold, dense air under the influence of 
gravity is called a katabatic wind. Such winds occur 
in places where a mass of cold air accumulates over a 
high plateau or in a high valley in the interior of a 
mountain range. As the cold air accumulates, some 
eventually spills over a low pass or divide and flows 
down valleys onto the adjacent lowlands as a high
speed, cold wind. 

Katabatic winds occur in most mountainous re
gions around the world and commonly have local 
names. The mistral is a notable example: it is a cold, 
dry wind that flows down the Rhone Valley in France, 
past Marseilles, and out onto the Mediterranean Sea. 
Another notable example is the bora, a northeasterly 
that rushes down from the cold highlands of Yu
goslavia to the Adriatic Sea near Trieste. Wind gusts in 
Trieste during a bora can reach speeds of 150 km/h 
(93 mi/h). 

The most striking examples of katabatic winds are 
those that occur around the edges of Greenland and 
Antarctica, where the frigid, high-pressure air masses 
that accumulate above the continental ice sheets pour 
down the sloping margins of the ice and out onto the 
adjacent ocean waters. When the ice slope is steep, 
the katabatic wind speed can be terrifyingly high. It is 
because of a katabatic wind that Cape Dennison in 
Antarctica has a higher annual average wind speed 
than any other place on Earth. 

Chinooks 

Related to katabatic winds is another class of down-
slope land winds called by various local names—Chi
nook along the eastern slopes of the Rocky Moun
tains, John in Germany, and Santa Ana in southern 
California. For simplicity, we speak now only of chi-

Table 13.2 
Characteristics of Air Masses 

nooks, but of course all we say is true of these winds 
regardless of the name being used. Chinooks are 
warm, dry winds. Because warm, dry air has a low 
density and so does not sink naturally, a chinook must 
be forced downward by large-scale wind and air pres
sure patterns. This forcing happens when strong re
gional winds, commonly associated with anticy
clones, rise and compress higher level air masses as 
they pass over a mountain range and then are forced 
to flow down on the downwind side by the pressure 
of higher level air. The result is that the downward-
flowing air is adiabatically heated and therefore dry-
in short, a chinook. 

AIR-MASS TYPES 
People who dwell in the middle latitudes know that 
weather patterns generally last several days. The rea
son is that weather is controlled by huge air masses up 
to 2000 km (1240 mi) across and several kilometers 
high. Such an air mass requires several days to cross a 
continent. 

Within an air mass there are only small contrasts of 
temperature and humidity because any given mass 
forms over a surface having roughly uniform proper
ties. Four variables may affect air masses: whether a 
mass forms over a continent (c) or over a maritime re
gion (m), and whether it forms in the tropics (T) or in 
polar regions (P). The characteristics of the four basic 
airmass types are listed in Table 13.2. Warm fronts 
tend to be associated with mT air masses and anticy
clones. Cold fronts are generally associated with cP or 
mP air masses and with cyclones. The kinds of air 
masses that are of greatest importance to the weather 
of North America are cP and mT. The cP air masses 
originate in Canada, in the Arctic, and to a lesser ex
tent in Alaska; the mT air masses originate in the Gulf 
of Mexico, the Atlantic Ocean, the Caribbean Sea, and 
the Pacific Ocean (Fig. 13.19). 

As discussed in Chapter 12, the boundaries be
tween air masses of different temperature and humid
ity, and therefore different density, are called fronts. 
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Figure 13.19 Sources of the air 
masses that control the weather of 
North America. 

The boundaries are between 10 and 150 km (6 and 93 
mi) in width and mark the active advance of one air 
mass into another. 

SEVERE WEATHER 

"Severe weather" and "storm" mean the same thing— 
a violent disturbance of the atmosphere attended by 
strong winds and commonly rain, snow, hail, sleet, 
thunder, and lightning. Severe weather can have 
many causes, but most occurs along cold fronts. 
Three kinds of severe weather—thunderstorms, tor
nadoes, and hurricanes—cause so much damage, and 
even loss of life, that they deserve special attention in 
our coverage. 

Thunderstorms 

Thunderstorms develop when an updraft of warm, 
humid air releases a lot of latent heat very quickly and 
becomes unstable. Most thunderstorms in North 
America form along cold fronts and are associated 
with mT air masses formed over the Gulf of Mexico. 
The released heat causes stronger updrafts, which 
pull in more warm, moist air, and so the process 
grows and the updraft intensifies. Cumulonimbus 
clouds form, and heavy rainfall, commonly hail, thun
der, and lightning, are the result. 

Figure 13.20 A thunderstorm over Tucson, Arizona. 
Note the dark cumulonimbus clouds, the dense rain and the 
lightning in the clouds. 

The towering masses of cumulonimbus clouds as
sociated with thunderstorms can reach as high as 18 
km (11 mi) (Fig. 13.20), and winds in a thunderhead 
can exceed 100 km/h (60 mi/h). Updrafts in a thun
derhead can be so strong that large hailstones can 
form by coalescence of tiny ice particles and be held 
aloft until a sudden downdraft deposits them on the 
ground (Fig. 13.21). 

Lightning and thunder accompany each other and 
are due to electrical charges. The electrical charges 
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Figure 13.21 Hail falling from a thunderstorm, Santa 
Cruz County, Arizona. 

form during the growth of a cumulonimbus cloud. 
The turbulent movement of precipitation inside the 
cloud causes particles in the upper part to become 
positively charged and particles in the lower part to 
become negatively charged. Exactly how the charge 
builds up is not clearly understood, but the buildup 
can reach hundreds of millions of volts. The charges 
can be released by a lightning strike either to the 
ground or to another cloud. As the lightning strike 
passes, it heats the surrounding air so rapidly that the 
air expands explosively and we hear the effect as 
thunder. 

Tornadoes 

Tornadoes are violent wind storms produced by a spi-
raling column of air that extends downward from a 
cumulonimbus cloud (Fig. 13.22). Tornadoes are ap
proximately funnel-shaped, and they are made visible 
by clouds, dust, and debris sucked into the funnel. By 
convention, a tornado funnel is called a funnel cloud 
if it stays aloft and a tornado if it reaches the ground. 

Tornadoes are small features relative to the thun
derstorms with which they are associated. Because 
they are so violent, many details of their formation re
main unresolved. The funnel develops as a result of a 
spiraling updraft in a thunderstorm. Such updrafts are 
commonly 10 to 20 km (6 to 12 mi) in diameter. For 
reasons that are not clearly understood, a spiraling up
draft in certain thunderstorms will narrow and spiral 
down to a tornado funnel from 0.1 to 1.5 km (0.06 to 
0.9 mi) in diameter. 

Fortunately, most tornadoes are not especially 
strong and do not cause much damage. At the other 
end of the strength scale, there are some tornadoes 
that completely destroy any object in their path. The 
strength of a tornado can be estimated from the dam
age it causes by referring to the F-scale, named for Pro
fessor T. Theodore Fujita of the University of Chicago, 
who devised it (Table 13-3). 

An average of 780 tornadoes strike each year in the 
United States. They can occur in all states and during 
any month of the year. However, there is a distinct in
tense period of tornado activity from April to August, 
with a peak in May. Because the severe thunderstorms 
that are the parents of tornadoes form along cold 

Figure 13 .22 A tor
nado crossing the plains 
of North Dakota. 
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Table 13.3 
The F-Scale for Tornado Intensity 

fronts and because the most violent cold fronts are 
those associated with cP air from the Canadian Arctic 
and mT air from the Gulf of Mexico, most tornadoes 
occur in the midcontinent states because that is 
where the two air masses are most likely to meet. (See 
the "Guest Essay" at the end of the chapter for more 
discussion of tracking tornadoes.) 

Hurricanes 

Hurricanes are violent, oceanic cyclones that, by def
inition, have maximum wind speeds in excess of 119 
km/h (74 mi/h). (See Fig. 13.23.) Hurricanes are par
ticularly devastating to island settlements and coastal 
regions. Once a hurricane leaves the ocean and moves 
onshore, wind speeds diminish and the hurricane 
quickly dies down. For this reason, most hurricane 
damage occurs within 250 km (155 mi) of the coast. 

Besides wind damage, two other hurricane effects 
can be devastating. A storm surge is a local, excep
tional flood of ocean water. The center of a hurricane 
is a region of very low air pressure—below 92 kPa in 
the greatest hurricanes—and a drop in air pressure 
raises local sea level. In the eye of a great hurricane, 
sea level may be 8 or 9 m (9 or 10 yd) above normal, 
and when hurricane-force winds drive such high seas 
onshore, extensive flooding results. The second effect 
associated with hurricanes is rain. Torrential rains and 
consequential flooding are associated with most hur
ricanes—rainfalls of 25 cm (10 in) are not uncom
mon—and even after wind speeds have dropped 
below hurricane force, violent rainstorms can con
tinue. 

Figure 13.23 Hurricane Andrew, one of the largest and 
strongest hurricanes in modern times, spawned over the 
Atlantic Ocean and slammed into Florida in August 1992. 
The hurricane, here photographed from above, packed 
winds in excess of 200km/h. 

Hurricanes start as cyclones over warm ocean 
water. Experience has shown that they require a sea-
surface temperature of at least 26.5°C (80°F). This 
temperature is required because the energy source 
that sustains a hurricane is warm water—the water 
evaporates and subsequently condenses in the hurri
cane, releasing latent heat. Hurricanes die over land 
or over bodies of cold water because they no longer 
have an energy source to sustain them. In as much as 
hurricanes develop from cyclones, they can be 
spawned only in latitudes where the Coriolis effect is 
strong enough for cyclonic circulation to develop— 



Guest Essay 

Tracking Tornadoes 
Through the Southern 
Plains of the United States 

Tornadoes have been described as one of the last fron
tiers of meteorology. Relatively little is known about 
them because they are so difficult to study. Since they are 
only 100 m in diameter and usually last for less than half 
an hour, tornadoes affect very small areas of the Earth for 
very short periods of time and are extremely difficult to 
predict. The impact of their damage, however, can be 
enormous. 

Prior to the 1970s, what we knew about tornadoes 
came mainly from serendipitous observations by non-
meteorologists. In the early 1970s, my predecessors at 
the University of Oklahoma and the National Severe 
Storms Laboratory in Norman, Oklahoma, began to in
crease our knowledge of tornado structure and behavior 
by setting out to intercept ("chase") tornadoes and tor
nado-producing thunderstorms, significantly increasing 
the number of observations. 

Tornado interception works as follows. A forecast is 
made of where tornadoes are expected to occur, and me
teorologists drive to within a 300-km radius of home 
base to the general area where the parent storms might 
form. If storms do form, the meteorologists decide which 
storm has the most tornado-producing potential and po
sition themselves at a safe distance from the portion of 
the storm where tornadoes typically occur. At this dis
tance (3 to 6 km), cloud features can still be seen clearly. 

Howard B. Bluestein is from the Boston area. 
He holds B.S. and M.S. degrees in electrical engineer
ing, and M.S. and Ph.D. degrees in meteorology from the 
Massachusettes Institute of Technology. He is currently 
professor of meteorology at the University of Oklahoma, 
where he teaches both undergraduate courses, and 
does research on severe storms, tornadoes, mesoscale 
and synoptic meteorology, and tropical cyclones. 

In supercell storms (long-lived, rotating solitary storms), 
meteorologists look for tornadoes near the wall cloud, a 
rotating, lowered cloud base that is located near the rear 
(with respect to storm motion) of the storm. In nonsuper-
cell storms, meteorologists look near the cloud base of 
rapidly building cloud towers in growing thunderstorms. 
We guess which storm has the most tornado-producing 
potential by combining theory with observational experi
ence: it is both a science and an art to "pick" the tornadic 
storm from the zoo of storms out in the field. 

I arrived in Norman in 1976, when meterologists 
were beginning to evaluate the usefulness of Doppler 
radar for issuing severe weather warnings to the public. 
Conventional radar can assess only the intensity of the 
precipitation in a storm by measuring the backscattered 
radiation from raindrops, ice crystals, and hail. Doppler 
radar, however, can also reveal features of the storm's 

that is, higher than about latitude 5°. Hurricanes can
not form along the equator. The necessary conditions 
for hurricane breeding are found in only a few places 
around the world (Fig. 13.24). Note, however, that, 
although the phenomenon is everywhere the same, 

hurricanes are called typhoons in the western Pacific; 
in northern Australia, cyclone, the general term for 
convergent, spiraling airflow, is also used for hurri
canes. 

Figure 13.24 Hurricanes form in 
those places in the world where the 
right conditions of ocean-water tem
perature and the Coriolis effect 
occur. Arrows show the usual direc
tions followed by hurricanes once 
they form. 
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wind field by measuring the shift in frequency of the 
backscattered radiation. At Norman we would observe a 
storm visually and correlate the wind "signature" seen by 
the Doppler radar with what we saw. After many obser
vations, it became possible to devise the technique cur
rently being used by the National Weather Service to 
issue tornado warnings up to 20 or 30 minutes prior to 
the touchdown of a tornado within a supercell storm. 

Our visual observations also proved useful for train
ing storm spotters. These individuals watch approaching 
storms and provide the National Weather Service with 
information about whether a tornado is actually ob
served and whether a rotating wall cloud, a precursor to 
tornado development, is present. 

As we became more proficient at intercepting tor-
nadic storms, it became apparent to me that we should 
attempt to obtain more quantitative measurements. The 
wind, pressure, temperature, and moisture distributions 
within tornadoes were not known. From 1980 to 1983, 
we attempted to make these measurements, using TOTO 
(the Totable Tornado Observatory, not Dorothy's pet), an 
instrumented device designed at the Wave Propagation 
Laboratory in Boulder, Colorado. Our goal was to place 
TOTO directly in the path of a tornado, and then retrieve 
it and analyze the recorded data. Although we obtained 
data under wall clouds and near tornados, we found that 
it was too difficult to place TOTO directly in the path of 
a tornado: usually the tornado dissipated or changed di
rection before hitting TOTO, or there were no roads 
leading to the path of the tornado. We were also con
cerned that a strong tornado might damage TOTO. 

From 1984 to 1989, we used a commercially avail
able portable radiosonde (instrumented weather balloon) 

to learn about the vertical distribution of temperature 
and moisture inside and outside of severe storms. This in
formation was especially useful for scientists who simu
late the life history of severe storms on a computer and 
need to know atmospheric conditions that precede the 
development of the storm. 

In 1987 we first began to use a portable 3-cm wave
length Doppler radar designed at the Los Alamos Na
tional Laboratory. Using the radar, we could position 
ourselves at a safe distance from a tornado and make 
wind measurements, without having to get directly in its 
path. 

Unfortunately, 1987 and 1988 were among the 
"worst" storm seasons we had ever seen in the Southern 
Plains: there were very few tornadoes to make measure
ments in! It really was not until 1990 and 1991 that we 
successfully collected data. On April 26, 1991, we made 
measurements of wind speeds as high as 120 to 125 m/s 
in a large tornado in north-central Oklahoma. Prior to 
this, wind speeds this high were only inferred from dam
age assessments or from photogrammetric analysis of de
bris and cloud tags in tornado movies. 

Tracking tornadoes and making scientific measure
ments in them is an exhilarating, challenging, and often 
frustrating endeavor. On the average, we intercept torna
does on only one out of nine chases. We drive great dis
tances and often see nothing, or we miss a tornado that 
occurred just minutes earlier, or we intercept a tornado 
and have an instrument fail. However, when we do have 
a successful chase, we have the opportunity to witness 
one of nature's most awesome displays of power and to 
unravel its mysteries. 

Summary 
1. Wind results from the horizontal movement of 

air in response to differences in air pressure. 

2. The windchill factor results from wind reducing 
the insulating effect of the boundary layer of sta
tionary air adjacent to the skin. 

3. Wind speeds and wind directions are controlled 
by air pressure gradients, the Coriolis effect, and 
friction. 

4. Air pressure gradients can be determined from a 
weather map by measuring the distance be
tween isobars, which are lines connecting 
places of equal air pressure at sea level. When 
isobars are close together, the pressure gradient 
is steep and winds are strong. 

5. The Coriolis effect, which arises as a result of the 
Earth's rotation, deflects wind toward the right 

in the northern hemisphere and to the left in the 
southern hemisphere. 

6. The magnitude of the Coriolis effect is a function 
of latitude and wind speed. The effect is zero at 
the equator and a maximum at the poles. Wind 
speed contributes to the Coriolis deflection be
cause, at high speed, a body moves a long dis
tance in a short time. The longer the trajectory, 
the greater the deflection. 

7. Friction between air and the ground slows winds 
and therefore reduces the Coriolis effect. 

8. High-altitude geostrophic winds are Coriolis de
flected and eventually flow parallel to isobars, 
with the low pressure on the left and the high 
pressure on the right. 

9. Friction causes spiral air flow directed in toward 



358 Part Four / The Earth's Gaseous Envelope 

a low-pressure area. Such lows are called cy
clones and rotate clockwise in the northern 
hemisphere and counterclockwise in the south
ern hemisphere. The opposite flow occurs as air 
spirals out from a high-pressure area called an an
ticyclone. The spiral direction of an anticyclone 
is counterclockwise in the northern hemisphere 
and clockwise in the southern hemisphere. 

10. Inward air flow in a cyclone produces a low air 
pressure zone of convergence; outward air flow 
in an anticyclone produces high air pressure and 
is a zone of divergence. 

11. The global air-circulation pattern arises from a 
combination of two factors—the flow of air from 
the equator toward the poles in response to a 
thermal imbalance and the Coriolis effect. 

12. At the top of the troposphere, along steep pres
sure gradients formed above the polar fronts, are 
westerly geostrophic winds called the polar-
front jet streams. Similar subtropical jet streams 
occur above the descending limbs of the Hadley 
cells. 

13. Around the equator is a region of low pressure 
caused by rising currents of warm, humid air. 
Centered on latitude 30°N and S are two belts of 
high pressure owing to descending, low-humid
ity air. The world's major deserts are located in 

Important Terms to Remember 

these belts. The cells of rising moist air and de
scending dry air are called Hadley cells. 

14. Deserts form in four ways: as a result of the 
global air circulation, in continental interiors far 
from sources of moisture, in rainshadows, and 
along coasts adjacent to cold-upwelling seawa-
ter. 

15. Local wind systems, such as land and sea 
breezes, mountain and valley winds, katabatic 
winds, and chinooks, arise from local terrain ef
fects. Such winds are often of much greater im
portance locally than global winds. 

16. Thunderstorms form along cold fronts, as a re
sult of updrafts of warm, humid air, and are 
maintained by the latent heat of condensation 
from the humid air. 

17. Tornadoes, which are violent, upward-spiraling 
columns of air associated with cumulonimbus 
clouds, form as a result of spiral updrafts in cer
tain thunderstorms. Many aspects of their forma
tion remain uncertain. 

18. Hurricanes are violent oceanic cyclones in 
which maximum wind speeds exceed 119 km/h. 
Because hurricanes are oceanic phenomena, 
they cause their greatest damage to island and 
coastal regions. 

air-pressure gradient (p. 339) 
anticyclone (p. 342) 

convergence (p. 342) 
cyclone (p. 342) 

divergence (p. 342) 

friction (p. 339) 

geostrophic wind (p. 345) 

Hadley cell (p. 345) 
high(H) (p. 342) 

intertropical convergence zone 
(p. 344) 

isobar (p. 339) 

I o w a ) (p. 342) 

polar front (p. 346) 

wind (p. 338) 
Windchill factor (p. 339) 

Questions for Review 
1. Explain why air density and air pressure are re

lated. 

2. Why do weather reporters give the windchill fac
tor during cold weather but not during warm 
weather? Could windchill cause you harm if the 
air temperature was 15°C? 

3. Name the three factors that control the speed 
and direction in which wind flows and briefly 
explain how each factor works. 

4. On a weather map on which the isobar contour 
interval is 0.4 kPa, one region has the contours 

20 km apart while another has them 200 km 
apart. In which region would you experience 
the stronger winds? 

5. Explain why the Coriolis deflection of wind di
rection is always to the right in the northern 
hemisphere and always to the left in the south
ern hemisphere. 

6. What are geostrophic winds and how do they 
arise? Name a well-known geostrophic wind. 

7. How do cyclones and anticyclones form? What is 
the relationship between the highs and lows 
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marked on a weather map and cyclones and an
ticyclones? 

8. What kind of weather tends to be associated 
with cyclones? 

9. What is a Hadley cell and how does it form? De
scribe the relationship between the intertropical 
convergence zone and the Hadley cells. 

10. How do the tradewinds arise? 

11. Use a drawing to illustrate the global surface 
wind systems. 

12. What is the polar front? Is it a zone of conver
gence or divergence? How does the polar-front 
jet stream form? 

13. Why are the world's major desert regions cen
tered between latitudes 20° and 30°? 

14. List three ways deserts can form other than as a 
result of the global air circulation. 

15. What is the boundary layer, and what role does it 
play in the formation of dust storms? 

16. How and why do land and sea breezes occur? 

17. What are katabatic winds? Give an example of a 
well-known katabatic wind. 

Questions for Discussion 

18. List the four major categories of air masses. 
Which kinds of air masses are of greatest impor
tance in weather development in North Amer
ica? 

19- What is a cold front and how does it differ from 
a warm front? Describe the kind of weather you 
might expect as a warm front advances into the 
area in which you live. 

20. Briefly describe how a thunderstorm forms. 
Where does its energy come from? 

21. What is the relationship between thunderstorms 
and tornadoes? Why are tornadoes most fre
quent in the central part of the United States? 

Questions for A Closer Look 

1. What is monsoonal circulation and where on the 
Earth does it occur? 

2. Describe the Asian monsoon and explain how it 
was used by Arab sailors to sail back and forth 
between India and Arabia. 

3. How and where does the North American mon
soon occur? 

1. Discuss in general terms the criteria needed for 
successful wind farms. Are the criteria most 
likely to be met by local or by global wind condi
tions? 

2. About 250 million years ago, the continents of 
today were grouped together in a superconti-
nent called Pangaea. The site of New York City at 
that time was in the center of the superconti-
nent, thousands of kilometers from the sea. The 

latitude of the future New York was about 15°N. 
What was the weather like? 

3. What distributions of continents and oceans 
would effectively stop the formation of hurri
canes? What distribution would make their for
mation rate even more frequent than it is today? 
Do some research and see if there have been 
times in the past when your predicted positions 
have occurred. 



CHAPTER 14 

The Earth's Climate System 

The mummified body of a prehistoric man, exposed by retreat of a glacier high in the Ty
rolean Alps, provides important clues about changing climate during the past 5000 years. 



The Tyrolean Iceman 

In the late summer of 1991, a remarkable discovery 
was made by a pair of German trekkers high in the Ty
rolean Alps. The mummified body of a prehistoric 
man was seen protruding from slowly melting ice 
near the margin of Similaun Glacier at 3200 m (10,500 
ft) altitude. With the corpse were a fur robe, woven 
grass cape, leather shoes, flint dagger, copper ax, 
wooden bow, and 14 arrows. Radiocarbon dating of 
the man's skin and bone indicated that he died about 
5300 years ago. His antiquity, together with the asso
ciated artifacts and his bodily characteristics, showed 
him to be a member of the Late Neolithic and Bronze 
Age population of south-central Europe. The man was 
judged to be between 25 and 35 years old and about 
1.6 m (5.2 ft) tall. He apparently had remained frozen 
more than five millennia until progressive thinning of 
the glacier since the middle nineteenth century even
tually led to his exhumation. 

The frozen corpse and the implements and cloth
ing found with it proved to be a treasure trove for ar
chaeologists. Prior to this discovery, scientists could 
only speculate about many aspects of Neolithic life on 
the basis of limited artifacts found at scattered sites. 
Now they had an actual person, complete with the 
tools of everyday life. 

This discovery also was important to scientists 
studying climatic change, for it lent support to the in
terpretation of climate history in central Europe that 
had been pieced together from various lines of evi
dence. In the high Alpine valleys, receding glaciers 
have disgorged the remains of trees and bog vegeta
tion that once flourished at sites subsequently cov
ered by ice for many millennia. Dated by radiocarbon, 
the fossil trees and other plant remains tell us of an in
terval of mild climate during the early to middle 
Holocene Epoch (ca. 9500-5500 years ago). This was 
a time, following the last ice age, when glaciers re
treated high up in the mountains and plants invaded 
the upper slopes of alpine valleys. At the time the ice
man lived, the climate was becoming cooler and glac
iers were growing larger. The next 5000 years would 
see a succession of cool intervals, the latest of which 
is commonly referred to as the Little Ice Age. Appar
ently, none of the intervening milder climatic periods 
achieved temperatures equal to those of the first half 
of the Holocene. Thus, when the Tyrolean man died 
near the margin of Similaun Glacier, his remains be
came entombed in an alpine deep-freeze that kept 
him perfectly preserved for more than 5 millennia 
until the recent warming trend exposed him to view. 

361 



362 Part Four / The Earth's Gaseous Envelope 

Figure 14.1 A diagrammatic representation of the Earth's climate system showing its five 
interacting components: lithosphere, atmosphere, oceans, cryosphere, and biosphere. 

THE CLIMATE SYSTEM 

In Chapter 12 we learned that climate is a measure of 
the average weather conditions of any place on the 
Earth and commonly is expressed in terms of mean 
temperature and mean precipitation. However, other 
parameters, including humidity, windiness, and 
cloudiness, also are important in characterizing cli
mate, even though measurements of them are not rou
tinely recorded in all places. 

As shown in Figure 14.1, the Earth's climate system 
is complex and consists of several subsystems—at

mosphere, ocean, cryosphere, lithosphere, and bios
phere. The subsystems interact so closely that a 
change in one of these subsystems can lead to 
changes in one or more of the others. All but the 
lithosphere are driven by solar energy. Some of the in
coming radiative energy is reflected back into space 
by clouds, atmospheric pollutants, ice, snow, and 
other reflective surfaces. The remainder is absorbed 
by the air, ocean, and land. Of these three energy 
reservoirs, the atmosphere responds most rapidly to 
outside influences, commonly within a month or less. 
The ocean surface responds more slowly (generally 
over months or years), whereas changes involving the 
deep ocean may take centuries. Although the land 
may respond rapidly or slowly to changes in the other 
components of the climate system, it has special sig
nificance on long time scales affecting the distribution 
of continents and ocean basins and the location and 
height of mountain ranges. The distribution and 
topography of the land directly influence the location 
and extent of glaciers and sea ice, as well as the char
acter and extent of vegetation. Vegetation is impor-
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tant in the climate equation because it helps deter
mine the reflectivity of the land surface. It also influ
ences the composition of the air by absorbing carbon 
dioxide, and it affects humidity and therefore local 
cloud cover. Its absence can increase wind erosion, 
which in turn can influence climate by affecting the 
dustiness of the atmosphere. 

Because of its ability to absorb and retain heat, the 
ocean serves as a great reservoir of heat energy that 
helps moderate climate. The ocean's effect is clearly 
illustrated by the contrast between a coastal region 
having a maritime climate (little contrast between sea
sons) and an area farther inland having a continental 
climate (strong seasonal contrast). The world ocean 
also is extremely important in controlling atmos
pheric composition, for the ocean contains a large 
volume of dissolved carbon dioxide. If the balance be
tween oceanic and atmospheric carbon dioxide reser
voirs were to change by even a small amount, the ra
diation balance of the atmosphere would be affected, 
thereby bringing about a change in world climates 
(Chapter 18). 

Understanding how the Earth's climate system 
works is a challenging task, and we are far from hav
ing all the answers. Important insights have been 
gained through the study of past climates, evidence of 
which is preserved in the geologic record. Such evi
dence offers important clues that can help tell us what 
causes climate to change, and how the different phys
ical and biological systems of the Earth respond to 
changes of climate operating on different time scales. 

In this chapter we will investigate some of the evi
dence demonstrating that climates have changed dur
ing Earth history, and we will see how this evidence 
provides clues about why climates change. In Chapter 
18, we will look more closely at how human activities 
are changing the atmosphere in ways that might lead 
to a significant change of climate during our lifetime. 

EVIDENCE THAT CLIMATES 
CHANGE 

Last winter may have been colder than the winter be
fore, and last summer may have been wetter than the 
previous summer, but such observations do not mean 
that the climate is changing. The identification of a cli
matic change must be based on a shift in average con
ditions over a span of years. Several years of abnormal 
weather may not mean that a change is occurring, but 
trends that persist for a decade or more may signal a 
shift to a new climatic regime. 

Our experience tells us that weather changes from 
year to year, but because climate is based on average 
conditions over many years, we may not find it easy to 
tell if the climate is changing. A grandparent may re
call that winters seemed colder half a century ago, but 
do such recollections actually point to a change of cli
mate? Fortunately, weather records are kept through
out the world, and in some places they have been 
maintained for a century or more, long enough to see 
if average conditions have shifted in the past century 
or two. 

One of the longest continuous climatic records 
available to us comes from Great St. Bernard Pass at 
the crest of the Alps, where the Augustinian friars 
have recorded temperatures since the 1820s and 
snowfall since the 1850s (Fig. 14.2). Between I860 
and I960, temperature and snowfall fluctuated ap
proximately in phase, with intervals of cool tempera
ture corresponding to times of above-average snow
fall. Although short-term trends in this record persist 
for about a decade or two, over the entire period of 
the record there has been a general trend toward 
warmer temperatures. 

Figure 14.2 Variations of mean annual temperature 
and snowfall recorded at Great St. Bernard Pass on the 
Swiss-Italian border since the mid-nineteenth century. The 
vertical line through each graph shows the long-term aver
age value. 
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Figure 14.3 Annual mean air tem
peratures from 1866 to 1992 for the 
world's land areas. Because data 
from many different places are in
cluded, the annual mean tempera
tures are expressed as a variation 
from the average annual mean tem
perature for the 30 years from 1951 
through 1980. From the late 1860s 
to the early 1940s, the annual mean 
temperature rose about 0.6°C. From 
the early 1940s to 1965 the temper
ature declined about 0.2°C and since 
1965 the trend has been upward. The 
overall rise during the century and a 
quarter of record is ca. 0.85°C. 

The temperature pattern in the Alps is representa
tive of that in other parts of the northern hemisphere, 
where average temperature experienced a fluctuating 
rise after the 1880s to reach a peak in the 1940s (Fig. 
14.3). Thereafter, average temperatures declined until 
the 1970s when they again began to rise, and in the 
early 1990s they reached the highest values yet 
recorded. 

The amplitude of this recent long-term tempera

ture increase, amounting to a little less than 1°C 
(1.8°F) seems small, yet its effects were seen widely, 
especially in high latitudes. During the six decades be
tween 1880 and 1940, for example, mountain glaciers 
in most parts of the world shrank, some conspicu
ously (Fig. 14.4), and arctic sea ice was observed less 
frequently off the coast of Iceland. The biosphere also 
responded: between 1880 and 1940, the latitudinal 
limits of some plants and animals expanded slightly to-

Figure 14.4 In the late 
nineteenth century, Finde-
len Glacier in the Swiss 
Alps covered all the bare, 
rocky terrain seen here in 
the lower part of its valley. 
Since that time, the glacier 
terminus has retreated far 
upvalley in response to a 
general warming of the cli
mate. 
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ward the poles, and an increase in the length of the 
summer growing season led to a general improve
ment in crop yields. 

That the world's climates can change detectably 
within a human lifetime is a relatively new realization. 
With this realization has come increasing concern 
about the impact of such changes on nature and on 
society, as well as the possible impact of human activ
ities on the Earth's climate (Chapter 18). 

The Geologic Record of Climatic 
Change 
The evidence of climatic change on the Earth comes 
largely from the geologic record. Scientists have long 
puzzled over the occurrence of geologic features that 
seem out of place in their present climatic environ
ment. Abundant fossil bones and teeth of hippopota
mus—the same kind that lives in East Africa today— 

Figure 14.5 Climate proxy records 
spanning all or part of the last 1000 
years: A. frequency of major dust-
fall events in China (Source: After 
Zhang, 1982); B. severity of winters 
in England, recorded as the fre
quency of mild or severe months 
(Source: After Lamb, 1977); C. 
number of weeks per year during 
which sea ice reached the coast of 
Iceland (Source: After Lamb, 1977); 
D. freezing date of Lake Suwa in 
Japan relative to the long-term av
erage (Source: After Lamb, 1966). 
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have been recovered from sediments in southeastern 
England that were deposited about 100,000 years ago 
under conditions that may have been like those in 
parts of modern tropical Africa. At many sites beyond 
the margin of the Great Lakes in north-central United 
States, plant remains have been found that show this 
region formerly resembled arctic landscapes like 
those now seen in far northern Canada. In each case, 
a significant change in local climate apparently has 
taken place, so that the biota living in these areas 
today is very different from the fossil forms we see 
preserved in the geologic record. 

Besides fossils, other anomalous features tell us 
that the climate has changed: (1) glacial features in 
temperate lands, (2) desert sand dunes now covered 
with stabilizing vegetation, (3) beaches of extensive 
former lakes in dry desert basins, (4) channel systems 
of now-dry streams, (5) remains of dead trees above 
the present upper treeline in a mountainous area, and 
(6) surface soils with profiles that are incompatible 
with the present climate. 

Climate Proxy Records 

Scientists attempting to reconstruct former climates 
can use instrumental records only for the very recent 
past. To extend the reconstruction back in time, they 
must rely on records of natural events that are con
trolled by, and closely mimic, climate. We call these 
climate proxy records, and although lacking the pre
cision of instrumental data, they often can provide us 
not only with an indication of the year-to-year vari
ability of weather but also with a good general picture 
of climatic trends. Four of the longest and most infor
mative series are shown in Figure 14.5. Others include 
(1) the number of severe winters in China since the 
sixth century A.D., (2) the height of the Nile River at 
Cairo since A.D. 622, (3) the quality of wine harvests 
in Germany since the ninth century A.D., (4) dates for 
the blooming of cherry trees in Kyoto, Japan, since 
A.D. 812, and (5) wheat prices (a reflection of climatic 
adversity) in England, France, the Netherlands, and 
northern Italy since A.D. 1200. Each of these phenom
ena bears a relationship to prevailing climate and 
therefore is regarded as a useful proxy for climatic 
variability. 

As we learned in Chapter 10, a further source of pa-
leoclimate (i.e., past climate) information comes from 
ice cores collected from polar glaciers. Measurements 
of the ratio of two isotopes of oxygen (18O and 160) in 
glacier ice enable us to estimate air temperature when 
the snow that later was transformed into that ice ac
cumulated at the glacier surface. Cores obtained from 
the Greenland and Antarctic ice sheets, as well as 

Figure 14.6 Variations in the oxygen-isotope ratio 
through the Greenland Ice Sheet. The zone of strong nega
tive values beginning about 70,000 years ago and ending 
about 10,000 years marks the last glaciation. The sharp 
shift in values about 10,000 years ago marks an abrupt 
change from glacial to interglacial climate at the end of the 
glaciation. 

from several smaller ice caps at lower latitudes, pro
vide continuous records of fluctuating temperatures 
near the surface of these glaciers, in some cases ex
tending back many tens of thousands of years (Fig. 
14.6). 

Trees offer additional important information about 
past climates. A tree living in middle latitudes typically 
adds a growth ring each year, the width and density of 
which reflect the local climate (Fig. 14.7). Many 
species live for hundreds of years; a few, like the Giant 
Sequoia and Bristlecone pine of the California moun
tains, can live thousands of years. Specialists in tree-
ring analysis are able to reconstruct temperature and 
precipitation patterns from tree rings over broad geo
graphic areas for any specific year in the past. These 
reconstructions provide both a picture of changing re
gional weather patterns and a picture of long-term cli
matic trends. (See the Guest Essay.) 

In Chapter 8 we saw how scientists use the growth 
rings of living corals to reconstruct water temperature 
oscillations related to the cyclic El Niño/Southern Os
cillation, an important element of tropical climate. Be-
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Figure 14.7 Climate and tree rings. A. Enlarged cross section of a 1500-year-old fossil 
larch tree found in the moraine of a Swiss glacier showing annual growth rings. Early wood 
of each year consists of large, well-formed cells. Late wood contains smaller, closely spaced 
cells. B. Tree-ring chronologies based on density measurements of spruce trees at two sites 
in the Alps that are 200 km apart. A general similarity can be seen among periods of low 
growth (shaded) that correspond with times of cold climate and glacier expansion. 

cause the rings are laid down annually (Fig. C8.2A), 
we can obtain a high-resolution record of changes in 
surface water temperature spanning hundreds of 
years. 

Climate of the Last Millennium 

A wealth of historical and climate proxy records pro
vide us with an unusually comprehensive picture of 
climatic variations during the last thousand years. The 

varied evidence from the northern hemisphere shows 
that an episode of relatively mild climate during the 
Middle Ages gave way about 700 years ago to a colder 
period when temperatures in Western Europe aver
aged 1 to 2°C (2 to 4°F) lower. This cooler climate 
caused the snowline to drop about 100 m (330 ft) in 
the world's high mountains, thereby causing glaciers 
to advance. Geologists refer to this interval of cooler 
climate and glacier advance as the Little Ice Age. 
Throughout much of Western Europe and adjacent is
lands, the Little Ice Age climate was punctuated by un-

Figure 14.8 Fluctuations in the price of wheat in Western Europe from the thirteenth to 
nineteenth century, expressed in Dutch guilders, track the course of climate. Intervals of cool, 
wet climate were unfavorable for wheat production, causing the price to rise. The two largest 
peaks, in the early seventeenth and early nineteenth centuries, coincide with the greatest ad
vances of glaciers in the Alps during the Little Ice Age. 



368 Part Four / The Earth's Gaseous Envelope 

usually harsh conditions marked by snowy winters 
and cool, wet summers, expansion of sea ice in the 
North Atlantic, and an increase in the frequency of vi
olent wind storms and sea floods in mainland Europe. 
As summers became cooler and wetter, grain failed to 
ripen, wheat prices rose (Fig. 14.8), and famine be
came pervasive. In England the life expectancy fell by 
10 years within a century. 

By the early seventeenth century, advancing glaci
ers were overrunning farms in the Alps, Iceland, and 
Scandinavia. During the worst years of that century, 
sea ice completely surrounded Iceland, and the cod 
fishery in the Faeroe Islands failed because of increas
ing ice cover. 

The 1810-1819 decade, the coldest in Europe 
since the seventeenth century, witnessed renewed ad
vances of glaciers in the Alps and many other moun

tain ranges. Erratic weather in the nineteenth century 
led to further crop failures, rising grain prices, epi
demics, and famines that resulted in large-scale emi
grations of Europeans, especially to North America. 
Thus, many Canadians and Americans owe their pre
sent nationality to the vagaries of Little Ice Age cli
mate. 

Little Ice Age conditions persisted until the middle 
of the nineteenth century when a general warming 
trend caused mountain glaciers to retreat and the 
edge of the North Atlantic sea ice to retreat north
ward. Although minor fluctuations of climate have 
continued to take place (Fig. 18.11), the overall trend 
of increasing warmth in middle latitudes brought con
ditions that were increasingly favorable for crop pro
duction at a time when the human population was ex
panding rapidly and entering the industrial age. 

Figure 14.9 Map of central North America during the last glacial maximum, about 20,000 
years ago. Coastlines lie farther seaward owing to fall of sea level of about 100 m. Sea-sur
face temperatures are based on analysis of microfossils obtained from deep-sea cores. Cir
cled numbers show estimated temperature lowering, relative to present temperatures, at se
lected sites based on various kinds of proxy evidence. 
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The Last Glaciation 
The last time the Earth's climate was dramatically dif
ferent from what it is now was during the last glacia
tion, an interval when the Earth's global ice cover 
greatly exceeded that of today. The last glaciation, 
which culminated about 20,000 years ago, was the 
most recent of a long succession of glaciations, or ice 
ages, that characterized the Pleistocene Epoch. To re
construct the climate of this latest ice age, earth sci
entists rely largely on sediments and ancient glacier 
ice that contain fossil and isotopic evidence of ice age 
conditions. 

Glaciers, Permafrost, and Sea Ice 
During the last glaciation, the climate of northern mid
dle and high latitudes became so cold that a vast ice 
sheet formed over central and eastern Canada and ex
panded southward toward the United States and west
ward toward the Rocky Mountains (Fig. 14.9). As it 
moved across the Great Lakes region, the glacier over
whelmed spruce trees growing in scattered groves be
yond the ice margin. Ancient logs of that period, now 
exposed in the sides of stream valleys, are bent and 
twisted, indicating that they were alive when the glac
ier destroyed them. Some retain their bark, and some 
lie pointing in the direction of ice flow, like large 
aligned arrows. A radiocarbon date for a log tells us 
the approximate time when the ice arrived and the 
tree was killed. The ages of buried trees discovered 
near the southern limit of the ice sheet tell us that the 
ice reached its greatest extent about 20,000 years ago. 
Still older wood found farther north pinpoints ages for 
the ice margin during its southward advance. Dividing 
the distance between two sample localities along a 
north-south transect by the difference in age of the 
logs at these sites yields an average rate of advance of 
the ice margin across that distance. Results from such 
pairs of dates suggest that the ice was advancing at an 
average rate of 25 to 100 m (82 to 330 ft) per year, a 
speed that is comparable to that of some existing glac
iers. 

Simultaneously, other great ice sheets formed over 
the mountains of western Canada and over northern 
Europe and western Asia (Fig. 14.10). As ocean water 
was evaporated and then deposited as snow on these 
growing ice sheets, the world sea level fell. The falling 
sea level allowed the great ice sheets of Greenland 
and Antarctica to grow larger as they spread across 
the adjacent, exposed continental shelves. Large glac

ier systems also formed in the Alps, Andes, Himalaya, 
and Rockies, and smaller glaciers developed on nu
merous other ranges and isolated peaks scattered 
widely through all latitudes. 

We assume that ice shelves also existed under full-
glacial conditions, but their size and distribution are 
not easy to determine. Some geologists postulate that 
an ice shelf may have covered all of the Arctic Ocean 
and extended south into the northern reaches of the 
Atlantic Ocean, thereby linking the major northern 
ice sheets into a continuous glacier system that cov
ered nearly all of the arctic and much of the subarctic 
regions of the planet. Other geologists concede that 
ice shelves very likely were present in favorable 
places, just as they are today around Antarctica, but 
suggest that the polar sea was largely covered by 
much thinner sea ice that extended far south of its 
present limit into the North Atlantic. 

With the southward spread of ice sheets on the 
northern continents, periglacial zones were displaced 
to lower latitudes and lower altitudes. In Russia per
mafrost extended 1000 km (620 mi) or more south of 
the ice margin. However, in North America evidence 
of full-glacial permafrost is restricted largely to Alaska, 
to a narrow belt adjacent to the southernmost limit of 
the ice sheet in the northern Great Plains and Great 
Lakes regions, and to the high mountains of the Amer
ican West, especially the Rockies. The contrast may 
largely reflect the fact that, whereas the massive 
Eurasian glacier lay north of 50° latitude, the ice sheet 
over central North America extended south of 40° 
into more temperate latitudes. The periglacial zone 
was therefore much narrower in the United States be
cause the north-to-south gradient of climate there was 
far steeper. 

The Dusty Ice-Age Atmosphere 
At the height of the glacial age, the middle latitudes 
were both windier and dustier than they are today. 
We infer this from several lines of evidence. Glacial 
age loess deposits found south of the ice limit in the 
midwestern United States become both thinner and 
finer east of major glacial meltwater channels, imply
ing that the dust was picked up and distributed by 
strong westerly winds. The thick loess deposits of 
central China lie east of desert basins in central Asia 
that were swept by cold, dry winds during glacial 
times. Loess deposits in eastern Europe lie downwind 
from extensive meltwater sediments lying between 
the Alps and the southern limit of the great north Eu
ropean ice sheet, and they contain fossil plants and an
imals consistent with cold, dry conditions, implying 
that loess deposition is characteristic of glacial times. 
In each of these regions, successive sheets of loess are 
separated by soils formed during interglaciations, 
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Figure 14.10 Geography of West
ern Europe about 20,000 years ago 
during the last glaciation. Accord
ing to this reconstruction, a vast 
continental ice sheet extended 
across the North Sea between 
Britain and Scandinavia and was 
separated from the glacier-covered 
Alps by a frigid periglacial zone. 
Cold polar waters extended far 
south of their present limit in the 
North Atlantic. Because of lower 
sea level, areas now covered by wa
ters of the English Channel and the 
North Sea were dry land. 

times when both the climate and the global ice cover 
were similar to those of today (Fig. 11.27). 

That glacial times were both windy and dusty is 
also shown by studies of fine dust found in ice cores 
from the Greenland Ice Sheet. The percentage of 
wind-blown dust rises significantly in the part of the 
cores that corresponds to the last glaciation. Because 
Greenland and much of northern North America were 
ice-covered at that time, much of the dust likely origi
nated along the valleys of braided meltwater streams 
that crossed windy periglacial zones bordering the ice 
sheets in North America and Eurasia. 

Sea-Level and Lake-Level Changes 
The fall of world sea level that accompanied the 
buildup of glaciers on land changed the shape of the 
continents as broad areas of shallow continental shelf 
were exposed (Figs. 14.9 and 14.10). The fall in sea 
level also changed the gradients of the downstream 
segments of major streams, causing them to deepen 
their valleys as they reestablished equilibrium profiles. 
Stream sediments that had been dumped on the inner 

continental shelf where a river formerly entered the 
ocean were now transported across the exposed shelf 
and deposited at the shelf margin. From there, the ac
cumulating detritus could be carried swiftly down the 
continental slope by turbidity currents. 

In many arid and semi-arid regions of the world, in
cluding the Sahara, the Middle East, southern Aus
tralia, and the American Southwest, the shift to glacial 
age climates resulted either in the enlargement of ex
isting lakes or the creation of new ones. For example, 
during the last glaciation the basin of Great Salt Lake 
in the western United States was occupied by a gigan
tic water body that geologists refer to as Lake Bon
neville (Fig. 14.9). More than 300 m (985 ft) deeper 
than Great Salt Lake, Lake Bonneville had a volume 
comparable to that of modern Lake Michigan. 
Beaches, deltas of tributary streams, and lake-bottom 
sediments provide the evidence (Fig. 14.11). Al
though we might guess that expansion of the lake was 
caused by increased precipitation, evidence in fact 
points to reduced precipitation during glacial time. 
Lake Bonneville and other lakes of the American 
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Figure 14.11 Horizontal benches at several levels above the surface of Great Salt Lake, 
Utah, mark shorelines of Lake Bonneville, a vast Pleistocene lake. At its maximum extent and 
depth during the last glaciation, the surface of Lake Bonneville stood more than 300 m above 
that of the present lake. 

Southwest formed in a region where present-day 
evaporation rates are very high, and so an alternative 
explanation is that lake expansion may have resulted 
primarily from lower glacial age temperatures that led 
to reduced water loss by evaporation. 

Ice Age Vegetation 
Much of our knowledge of climatic conditions outside 
the great ice sheets during glacial times is based on in
terpretation of plant fossils. Large plant fragments per
mit identification of individual species, but they are 
far less numerous than fossil pollen grains, which pos
sess a hard, waxy coating that resists destruction by 
chemical weathering. Most pollen is transported by 
the wind and settles into lakes, ponds, and bogs, 
where, protected from destructive oxidation in the 
wet environment, it slowly accumulates (Fig. 14.12). 
A sample bog or lake sediment yields a vast number of 
pollen grains that can be identified by type, counted, 
and treated statistically. At any given level in a core, 
the pollen grains reveal the assemblage of plants that 
flourished near the site when the enclosing sediment 

layers were deposited (Fig. 14.13). If we can find a 
modern vegetation assemblage that has a composition 
like that implied by the fossil pollen, then the precipi
tation and temperature at the site of the modern as
semblage can be used to estimate climatic conditions 
represented by the fossil assemblage. 

The vegetation pattern in eastern North America 
prior to European settlement consisted of several 
nearly parallel belts that mainly reflected the gradual 
increase of temperature from pole toward equator. 
Superimposed on this latitudinal pattern was a change 
from moist forest in the east to dry grassland in the 
west. In the Far West, a complex mosaic of vegetation 
assemblages existed, with patterns determined by lat
itude, altitude, topography, and distance from the Pa
cific Ocean and Gulf of Mexico. Pollen studies show 
us that in glacial times the vegetation distribution was 
quite different from this recent distribution (Fig. 
14.9). About 20,000 years ago, a belt of tundra existed 
immediately south of the glacier margin with spruce 
and pine forest to the south of it, consistent with a 
colder climate. Today's grassland country of the Great 
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Figure 14.12 Fossil pollen used to reconstruct past 
vegetation and climate. A. Windborne pollen grains from 
trees fall into a nearby pond where they are incorporated 
as part of the accumulating sedimentary strata. B. Scan
ning electron microscope photograph of a grain of Drymis 
winterii pollen, having a diameter of 42 microns. 

Plains was then mostly open pine woodland. It was 
once supposed that as the ice sheets spread and then 
retreated, vegetation zones seen on today's map crept 
gradually southward and then back northward, each 
maintaining its own character. However, pollen stud
ies show that vegetation changes accompanying the 
advance and retreat of the great ice sheets were dy
namic and far more complicated. Species were dis
placed in various directions, forming new plant com
munities that are unknown on the present landscape 
(Fig. 14.14). 

Figure 14.13 Simplified pollen diagram prepared from 
data collected from Rogers Lake, Connecticut. Variations 
in pollen influx as a function of time show changes in for
est composition. A major change occurred about 10,000 
years ago when spruce/pine forest was replaced by a forest 
dominated by pine and deciduous trees. 

In Europe the vegetational response to glaciation 
was similar (Fig. 14.10), but with one major differ
ence. In North America migrating plants driven south 
by the ice could inhabit the relatively warmer low
lands that extended to the Gulf of Mexico. But in Eu
rope, the glacier-clad Alps, 800 km (500 mi) long and 
150 km (93 mi) wide, constituted a high, cold barrier 
north of the Mediterranean Sea. Many species were 
trapped between the large ice sheet to the north and 
the Alpine glaciers to the south and were driven to ex
tinction. Thus, Western Europe, which before the 
glacial ages began had an abundance of tree types, 
now has only 30 naturally occurring species. By con
trast, North America, with no Alpine barrier standing 
between the Great Lakes and the Gulf of Mexico, has 
130 species. 
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Figure 14.14 Changing distribu
tion of spruce, hemlock, and elm 
trees in eastern North America at 
6000-year intervals between the last 
glaciation (18,000 years ago) and the 
present day based on fossil pollen 
data. The color intensities indicate 
relative abundance for each species, 
with the darkest shade of green being 
the highest and the lightest shade the 
lowest. 

Changes in Temperature and 
Precipitation 
In the popular imagination, glacial ages were times 
when temperatures were very cold, perhaps rivaling 
those in the middle of Antarctica today. Although 
such extreme cold did exist in some regions, in other 
places average temperatures at the culmination of the 
last glaciation were little, if any, different than they 
are now. The evidence for glacial age temperatures is 
varied, and it comes from both the land and the ocean 
basins. 

Estimates of temperature lowering on the land 
span a range of values. In mid-latitude coastal regions, 
temperatures were generally reduced by about 5 to 
8°C (9 to 14°F), whereas in continental interiors re
ductions of 10 to 15°C (18 to 27°F) occurred (e.g., 
Fig. 14.9). Some of the ways such estimates are de
rived include: 

1. By comparing the snowlines of ice age glaciers 
with those of modern glaciers, a value for snow
line depression can be obtained (Fig. 14.15). An 
estimate of temperature lowering can then be de

termined by assuming that present and past aver
age rates for the upward decrease of temperature 
in the atmosphere are similar (6°C/km). When 
this average rate is applied to the calculated snow
line difference, the resulting depression in tem
perature can be found. Such estimates err, how
ever, in disregarding the effects of precipitation, 
which also control snowline altitude (Chapter 
10). 

2. By studying fossil pollen grains, ice age vegetation 
assemblages can be reconstructed. Using the con
temporary range of temperatures for these assem
blages, past temperatures can be inferred. This ap
proach works only where an assemblage 
reconstructed from fossil pollen matches a mod
ern assemblage. A similar approach can be taken 
using animal fossils, such as beetles, which give 
comparable results. 

3. By obtaining measurements of the oxygen-isotope 
ratio in ice cores that penetrate ice of the last 
glacial age, former surface air temperature can be 
estimated. The measurements show a marked 
change in isotope values at a level coinciding with 
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Figure 14.15 Transect along 
the coastal mountains of western 
North America showing the rela
tionship of the present snowline to 
existing glaciers (blue) and of the 
ice age snowline to expanded glaci
ers of that time (light blue). The dif
ference between present and ice 
age snowlines was about 1000 m 
along the southern part of the tran
sect and about 600 m in northern 
Alaska. 

the transition from mild (Holocene) interglacial 
climate recorded in the upper parts of the cores 
to cold ice age temperatures below (Fig. 14.6). 

4. By noting the distribution of periglacial features, 
which indicate the former presence of permafrost 
in areas now lacking it, an estimate can be made 
of the minimum temperature change that has 
taken place. At present, permafrost exists mainly 
in areas where the mean annual air temperature is 
below —5°C (23°F). If, for example, evidence of 
former permafrost is found at a place where the 
annual temperature is now 4°C (39°F), then the 
former periglacial climate is inferred to have been 
at least 9°C (16°F) colder. 

5. By examining in deep-sea sediment cores fossils of 
microorganisms that lived near the ocean surface 
and by comparing the fossil assemblages with 
those now living in surface waters, sea-surface 
temperatures during the last glaciation can be re
constructed. (See "A Closer Look: Reconstructing 
Ice Age Ocean-Surface Conditions"). 

From these and other types of evidence obtained 
on land and from the oceans, we have learned an im
portant fact: the changes accompanying a shift from 
interglacial to glacial conditions did not affect the 
whole world equally; the environments of some re
gions apparently changed little if at all, whereas oth
ers experienced profound changes. 

Successive Pleistocene Glacial 
and Interglacial Ages 

Until only a few decades ago, it was thought that the 
Earth had experienced only four glacial ages during 
the Pleistocene Epoch. This assumption was based on 
studies of ice sheet and mountain glacier deposits, 
and it had its roots in early studies of the Alps where 
geologists identified stream terraces they thought 
were related to four ice advances. This traditional 
view was discarded when studies of deep-sea sedi
ments disclosed a long succession of glaciations dur-



Figure 14.16 Curve of average oxygen-isotope varia
tions during the last 2 million years based on analyses of 
deep-sea sediment cores. The curve illustrates changing 
global ice volume during successive glacial-interglacial cy
cles of the Quaternary Period. 

ing the Pleistocene, the most recent of which was 
shown by radiocarbon dating to equate with deposits 
of the last glaciation on the continents. Paleomagnetic 
dating of deep-sea cores (Chapter 6) shows that the 
most recent glacial-interglacial cycles recorded in the 
sediments average about 100,000 years long and that 
during the last 800,000 years alone there have been 
about eight such episodes. For the Pleistocene Epoch 
as a whole, about 30 glacial ages are recorded rather 
than the traditional four. The implications are clear: 
whereas seafloor sediments provide a continuous his
torical record of climatic change, evidence of glacia
tion on land generally is incomplete and interrupted 
by many unconformities. 

The seafloor evidence is of three kinds. First, with 
increasing depth in a core, the biologic component of 
the sediments shows repeated shifts from warm inter-
glacial biota to cold glacial biota. Second, the percent
age of calcium carbonate in cores from some ocean re
gions fluctuates in much the same manner. Third, the 
18O to 16O isotope ratio fluctuates with a pattern simi
lar to that shown in the biologic and mineral fractions 
of the sediments. Whereas the isotopic variations in 
ice cores are believed to represent fluctuations in air 
temperature near the glacier surface, in Pleistocene 
marine sediments they are thought primarily to reflect 
changes in global ice volume. During glacial ages, 
when water is evaporated from the oceans and pre
cipitated on land to form glaciers, water containing 
the light isotope l6O is more easily evaporated than 
water containing the heavier 18O. As a result, Pleis
tocene glaciers contained more of the light isotope, 
whereas the oceans became enriched in the heavy iso
tope. Isotope curves derived from the sediments 
therefore give us a continuous reading of changing ice 
volume on the planet (Fig. 14.16). Because glaciers 
wax and wane in response to changes of climate, the 
isotopes also give a generalized view of global climatic 
change. 

Over most of the last million years, peaks in the iso
tope curve that represent times of high global ice vol
ume are nearly equal in amplitude. This suggests that 
during each glaciation the amount of ice on land was 
about the same. The interglacial peaks are also nearly 
equal, indicating that during earlier interglacial ages 
the planetary ice cover likely was similar to that of 
today. 

A record of ocean-surface temperatures, based on 
oxygen isotope values in deep-sea cores that pene
trate Cenozoic sediment, shows that the oceans have 
grown colder over the last 50 million years (Fig. 
14.17). During one pronounced cooling event about 
35 million years ago, surface ocean temperatures de
clined by nearly 5°C (9°F) within only about 100,000 
years. In concert with the long-term cooling trend, 
glaciers spread from highlands in Antarctica and 
reached the sea. About 12 to 10 million years ago, ice 
volume increased, and an ice sheet formed over 
Antarctica as temperatures continued to fall. The pres
ence of such a large polar ice mass reduced average 
temperatures on the Earth still further and caused a 
substantial drop in sea level. From that time onward, 
large glaciers occupied mountain valleys of Alaska and 
the southern Andes. Although the evidence is still 
sketchy, it appears that large ice sheets did not form 
in northern middle latitudes until about 2.5 million 
years ago. If this inferred history is correct, glaciation 
has gradually affected more and more of the Earth's 
land surface during the Cenozoic: first the Antarctic, 
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Reconstructing Ice Age 
Ocean-Surface 
Conditions 
The upper parts of drill cores taken from the seafloor 
throughout the world's oceans consist of soft sediments 
that commonly contain multitudes of tiny fossils. Most of 
the fossils are of microorganisms that live in the surface 
waters and whose shells rain down on the seafloor in vast 
numbers (Fig. C14.1). The rate of sedimentation is ex
tremely slow, however, so that it may take more than a 
thousand years for a single centimeter of sediment to ac
cumulate. Because the assemblage of organisms that live 
in the surface waters is closely related to water tempera
ture, the fossil remains in the sediment provide a record 
of changing conditions at the ocean surface. 

In many deep-sea sediment cores, the fossil content 
changes downward, typically shifting back and forth 
from predominantly warm-water (interglacial) to cold-
water (glacial) forms. By identifying the species present at 
any level in a sediment core and comparing that assem
blage with modern ones, it is possible to infer what the 
surface ocean temperature must have been when the 
shells were settling to the seafloor. In practice, geologists 
can select a level in a core that represents the peak of the 
last glaciation and determine, from the contained fossils, 
the surface water temperature at that time. Information 

from hundreds of cores scattered widely over the oceans 
has been used to derive a global map of sea-surface tem
perature for the last glacial maximum (Fig. C14.2). 

Surprisingly, the average global difference between 
present and ice age sea-surface temperatures is only 
about 2.3°C (4°F), but this figure is somewhat mislead
ing. In some large regions, like the subtropics, little or no 
change in temperature is detected. In others, such as the 
North Atlantic, sea-surface temperatures were locally as 
much as 14°C (25°F) colder than now. In this region, 
cold polar water that is now found mainly north of lati
tude 60° descended far south at the peak of the glaciation 
to reach the shore of northeastern United States and the 
Iberian Peninsula in Western Europe. 

The greatest ocean temperature decreases (up to 
14°C) occurred in the North Atlantic around which large 
continental ice sheets were located, in enclosed seas of 
the northwestern Pacific, and also near the equator, 
where cold water that welled up off the coasts of Africa 
and South America spread westward across the equator
ial Atlantic and Pacific, respectively. However, over vast 
areas within the North and South Pacific midocean 
gyres, sea-surface temperatures changed hardly at all. 

Figure C14.1 Skeletons of calcareous foraminifera (smooth globular objects), siliceous 
radiolaria (delicate meshed objects), and siliceous rod-shaped sponge spicules from a deep-
sea ooze, photographed by scanning electron microscope. The fossils are from a sediment 
core collected in the western Indian Ocean during a Deep Sea Drilling Project cruise. 

A Closer Look 



Figure C14.2 Present and past temperatures of surface waters in the World Ocean. A. 
Map showing modern August sea-surface temperatures (°C). B. Map showing reconstructed 
August sea-surface temperatures during the last glaciation, about 18,000 years ago. Cold 
polar water extended far south of its present limit in the North Atlantic, and plumes of cold 
water extended westward in the equatorial Pacific and Atlantic. 
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Figure 14.17 A long record of 
surface ocean temperatures based 
on oxygen-isotope ratios measured 
in a sediment core from the western 
Pacific Ocean. Relatively warm sur
face waters cooled abruptly about 
35 million years ago, reflecting a 
climatic change that led to the 
buildup of glaciers in Antarctica. 
With further cooling, an ice sheet 
developed over Antarctica, and by 
2.5 million years ago, northern 
hemisphere ice sheets had formed. 

then high-latitude mountain systems, and more re
cently the northern middle latitudes. 

Ancient glaciations, identified mainly by rocks of 
glacial origin and associated polished and striated 
rock surfaces, are known from the pre-Cenozoic part 
of the geologic column. The earliest recorded glacial 
episode dates to about 2.3 billion years ago, in the 
middle Precambrian. Evidence of other glacial 
episodes has been found in rocks of late Precambrian, 
early Paleozoic, and late Paleozoic age. During the lat
est of these intervals, 50 or more glaciations are be
lieved to have occurred. The geologic record is frag
mentary and not always easy to interpret, but 
evidence from such low-latitude regions as South 
America, Africa, and India, as well as from Antarctica, 
suggests that the Earth's land areas must have had a 
very different relationship to one another during the 
late Paleozoic glaciation than they do today. In the 
Mesozoic Era, glaciation of similar magnitude appar
ently did not occur, for geologic evidence points to a 
long interval of mild temperatures both on land and in 
the oceans. 

The Warm Middle Cretaceous 

It's probably a good thing we did not live 100 million 
years ago during the Middle Cretaceous Period. Not 
only was the world inhabited by huge carnivorous di
nosaurs, but also the climate was one of the warmest 
in the Earth's history. Evidence that the world was 
much warmer in that period than it is today is com
pelling (Fig. 14.18). Warm-water marine faunas were 
widespread, coral reefs grew 5° to 15° closer to the 
poles than they do now, and vegetation zones were 
displaced about 15° poleward of their present posi
tions. Peat deposits that would give rise to wide
spread coal formations formed at high latitudes, and 
dinosaurs, which are generally thought to have pre
ferred warm climates, ranged north of the Arctic Cir
cle. Sea level was 100 to 200 m (330 to 650 ft) higher 
than today, implying the absence of polar ice sheets, 
and isotopic measurements of deep-sea deposits indi
cate that intermediate and deep waters in the oceans 
were 15 to 20°C (27 to 36°F) warmer than now. Based 
on such evidence, average global temperature is esti-



mated to have been at least 6°C (11°F) milder than 
today and possibly as much as 14°C (25°F), with the 
greatest difference being in the polar regions. 
Whereas today the difference in temperature between 
the poles and the equator is 41°C (74°F), during the 
Middle Cretaceous it may have been no more than 
26°C (47°F) and possibly as little as 17°C (31°F). 

Computer simulations of past climates provide in
sights into the Middle Cretaceous world and suggest 
that several factors were likely involved in producing 
such warm conditions: geography, ocean circulation, 
and atmospheric composition. The simulations show 
that the Middle Cretaceous arrangement of continents 
and oceans (Fig. 14.18), which influenced ocean cir
culation and planetary albedo, could account for 
nearly 5°C (9°F) of warming; of this 5°, about a third 
is attributable to the absence of polar ice sheets. How
ever, geography alone is inadequate to explain 
warmer year-round temperatures at high latitudes. 
Could the poleward transfer of heat be the answer? 
The oceans now account for about a third of the pre
sent poleward heat transfer, but modeling shows that 
even with the geography and ocean circulation re
arranged as they were in the Middle Cretaceous, 
oceanic heat transfer cannot explain the greater high-
latitude warmth. If the geologic data have been cor
rectly interpreted, and the modeling results are reli
able, some other factor must be involved. This factor 
appears to be CO2, the major greenhouse trace gas 
(Chapter 18). 

Figure 14.18 During the Middle Cretaceous period, sea 
level was 100 to 200 m higher than now and flooded large 
areas of the continents, producing shallow seas. Warm-
water animal assemblages (W) and evaporite deposits (E) 
were present at low to middle latitudes, while coal deposits 
(C) developed in northern latitudes, implying warmer year-
round temperatures. 

Figure 14.19 A geochemical reconstruction of chang
ing atmospheric CO2 concentration and average global 
temperature over the past 100 million years. High CO2 val
ues and high temperatures in the Middle Cretaceous con
trast with much lower present values. Other intervals of 
higher temperature and CO2 occurred during the Eocene 
and the Middle Pliocene. 
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The simulations show that, by rearranging the ge
ography and also increasing carbon dioxide six to 
eight times above present concentrations, climate 
models can explain the warmer temperatures. Geo
chemical reconstructions of changing atmospheric 
CO2 levels over the past 100 million years point to at 
least a tenfold increase in CO2 during the Middle Cre
taceous, leading to average temperatures as much as 
8°C (14°F) higher than now (Fig. 14.19). Under such 
conditions, it is easy to see why ice volume on the 
Earth was unusually low and world sea level was so 
high. 

WHY CLIMATES CHANGE 

What factors cause the climate to warm and cool, 
bringing about great changes in the Earth's surface 
processes and environments? The search for an an
swer has proved difficult because climate changes on 
different time scales, ranging from decades to many 
millions of years, and several quite different mecha
nisms appear to be responsible for these changes. Fur
thermore, these mechanisms involve not only the at
mosphere, but also the lithosphere, the oceans, the 
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biosphere, and extraterrestrial factors, all interacting 
in a complex way. The search for causes of climatic 
variability is therefore a challenging one. 

Glacial Eras and Shifting 
Continents 

What seems to be the only reasonable explanation for 
a succession of glacial episodes during the last 2.3 
billion years is the slow but important geographic 
changes that affect the Earth's crust. These changes 
include (1) the movement of continents as they are 
carried along with shifting plates of lithosphere, (2) 
the creation of high mountain chains where plates 
collide, and (3) the opening or closing of ocean basins 
and seaways between moving landmasses. 

How such movements affect climate is illustrated 
by the fact that low temperatures are found, and glac
iers tend to form and persist, in two kinds of situa
tions: high latitudes and high altitudes, especially in 
places where winds can supply abundant moisture 
evaporated from a nearby ocean. The Earth's largest 
existing glacier is centered on the South Pole, where 
temperatures are constantly below freezing and the 
land is surrounded by ocean. The only glaciers found 
at or close to the equator lie at extremely high alti
tudes. 

Abundant evidence now leads us to conclude that 
the positions, shapes, and altitudes of landmasses 
have changed with time (Chapter 6), in the process al
tering the paths of ocean currents and atmospheric 
circulation. As landmasses and ocean basins have 

shifted position, occasionally they have assumed an 
arrangement that was optimal for widespread glacia-
tion in high latitudes. Where evidence of ancient ice 
sheet glaciation is now found in low latitudes, we in
variably find evidence that such lands formerly were 
located in higher latitudes. Although this explanation 
appears adequate for the pattern of glaciation during 
and since the late Paleozoic, information about earlier 
glacial intervals is very fragmentary and more difficult 
to evaluate. 

Why Was the Middle Cretaceous 
Climate So Warm? 

Interspersed with ancient glacial intervals were 
episodes of exceptionally warm climate, like that of 
the Middle Cretaceous. If CO2 was an important factor 
in Middle Cretaceous warming, as suggested earlier, 
we still are faced with explaining how this gas in
creased so substantially. The most likely explanation 
is volcanic activity, which today constitutes a major 
natural source of CO2 entering the atmosphere. Most 
of this CO2 is generated by slow, noneruptive de
gassing of magmas in the upper crust. 

Geologic evidence points to an unusually high rate 
of volcanic activity in the Middle Cretaceous. Rates of 
continental drift were then about three times as great 
as now, implying increased extrusion rates at spread
ing ridges. In addition, vast outpourings of lava cre
ated a succession of great undersea plateaus across 
the southern Pacific Ocean between 135 and 115 mil
lion years ago, the time of maximum Cretaceous 

Figure 14.20 New evidence has 
led to the hypothesis that super-
plumes, rising slowly from the core-
mantle boundary, build huge lava 
plateaus when they reach the lithos
phere and may give rise to large-
scale degassing of CO2, producing a 
greatly enhanced greenhouse effect. 
By contrast, plumes rising from the 
base of the upper mantle at 670 km 
produce much smaller hot spots that 
generate volcanoes like those of the 
Hawaiian chain. 
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warmth. One of these—the Ontong-Java Plateau in 
the southwest Pacific—has more than twice the area 
of Alaska and reaches a thickness of 40 km (25 mi). 
Such a massive outpouring of lava likely released mas

sive amounts of CO2. Could this gas emission have 
been sufficient to warm the climate to unprecedented 
levels? By one calculation, the eruptions could have 
released enough CO2 to raise the atmospheric con
centration to 20 times its natural value at the begin
ning of the Industrial Revolution (ca. AD. 1760), in 
the process raising average global temperature as 
much as 10°C (18°F). Other estimates range from 8 to 
12 times the A.D. 1760 value. 

Recently, geologists have proposed that each such 
vast lava outpouring is associated with a superplume, 
which is conceived of as a plumelike mass of unusu
ally hot rock that rises from the base of the mantle. 
Moving upward at a rate of 10 to 20 cm/yr (4 to 8 
in/yr), the hot rock spreads out in a mushroom shape 
as it reaches shallower depths where confining pres
sures are lower (Fig. 14.20). Such a superplume 
would be an efficient mechanism for allowing heat to 
escape from the Earth's core. If this hypothesis is cor
rect, then the plate tectonic cycle cools the mantle 
both by heat loss at spreading ridges and by the down
ward plunge of plates of cool lithosphere, while su-
perplumes cool the core. By this reasoning, the core 
and atmosphere are linked dynamically, and the warm 
Middle Cretaceous climate was a direct consequence 
of the cooling of the Earth's deep interior. 

Ice Age Periodicity and the 
Astronomical Theory 

Figure 14.21 Geometry of the Earth's orbit and axial 
tilt. A. Precession. The Earth wobbles on its axis like a 
spinning top, making one revolution every 26,000 years. 
The axis of the Earth's elliptical orbit also rotates, though 
more slowly, in the opposite direction. These motions to
gether cause a progressive shift, or precession, of the 
spring and autumn equinoxes, with each cycle lasting 
about 23,000 years. B. Tilt. The tilt of the Earth's axis, 
which now is about 23.5°, ranges from 21.5 to 24.5°, with 
each cycle lasting about 41,000 years. Increasing tilt 
means a greater difference, for each hemisphere, between 
the amount of solar radiation received in summer and that 
received in winter. C. Eccentricity. The Earth's orbit is an 
ellipse with the Sun at one focus. Over 100,000 years, the 
shape of the orbit changes from almost circular (low ec
centricity) to more elliptical (high eccentricity). The higher 
the eccentricity, the greater the seasonal variation in radi
ation received at any point on the Earth's surface. 

Determining the cause of the cyclic pattern of glacial 
and interglacial ages has long been a fundamental 
challenge to the development of a comprehensive 
theory of climate. A preliminary answer was provided 
by Scottish geologist John Croll, in the mid-nineteenth 
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century, and later elaborated by Milutin Milankovitch, 
a Serbian astronomer of the early twentieth century. 

Croll and Milankovitch recognized that minor vari
ations in the Earth's orbit around the Sun and in the 
tilt of the Earth's axis cause slight but important varia
tions in the amount of radiant energy reaching any 
given latitude. Three movements are involved (Fig. 
14.21). 

First, the axis of rotation, which now points in the 
direction of the North Star, wobbles like the axis of a 
spinning top (Fig. 14.21A). The wobbling movement 
causes the North Pole to trace a cone in space, com
pleting one full revolution every 26,000 years. At the 
same time, the axis of the Earth's elliptical orbit is also 
rotating, but much more slowly, in the opposite di
rection. These two motions together cause a progres
sive shift in the position of the four cardinal points of 
the Earth's orbit (spring and autumn equinoxes and 
winter and summer solstices). As the equinoxes move 
slowly around the orbital path, a motion called pre
cession of the equinoxes, they complete one full cycle 
in about 23,000 years. 

Second, the tilt of the axis, which now averages 
23.5°, shifts about 1.5° to either side during a span of 
about 41,000 years (Fig. 14.21B). 

Finally, the eccentricity of the orbit, which is a 
measure of its circularity, changes over a period of 
100,000 years. About 50,000 years ago, the orbit was 
more circular (lower eccentricity) than it has been for 
the last 10,000 years (Fig. 14.21C). 

The slow but predictable changes in precession, 
tilt, and eccentricity cause long-term variations of as 

much as 10 percent in the amount of radiant energy 
that reaches any particular latitude on the Earth's sur
face in a given season (Fig. 14.22). By reconstructing 
and dating the history of climatic variations over hun
dreds of thousands of years, geologists and oceanog-
raphers have shown that fluctuations of climate on 
glacial-interglacial time scales match the predictable 
cyclic changes in the Earth's orbit and axial tilt. This 
persuasive evidence supports the theory that these as
tronomical factors control the timing of the 
glacial-interglacial cycles. 

Amplification of Temperature 
Changes 

Although orbital factors can explain the timing of the 
glacial-interglacial cycles, the variations in solar radia
tion reaching the Earth's surface are too small to ac
count for the average global temperature changes of 4 
to 10°C (7 to 18°F) implied by paleoclimatic evidence. 
Somehow, the slight temperature decreases caused by 
orbital changes must have been amplified into tem
perature changes sufficiently large to generate and 
maintain the huge Pleistocene ice sheets. We do not 
yet know how this amplification was accomplished, 
but some of the factors involved are likely to be 
changes in the chemical composition and dustiness of 
the atmosphere and changes in the reflectivity of the 
Earth's surface. 

The chemical composition of air bubbles trapped 

Figure 14.22 Curves showing 
variations in eccentricity, tilt, and 
precession during the last 800,000 
years. Summing these factors pro
duces a combined signal that shows 
the amount of radiation received on 
the Earth at a particular latitude 
through time. The frequency of oscil
lations in the combined orbital sig
nal closely matches that of the ma
rine oxygen isotope curve (on right), 
which constitutes a proxy record of 
changing global ice volume. 
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in polar glaciers indicates that during glacial times the 
atmosphere contained less carbon dioxide and 
methane than it does today (Fig. 14.23). These two 
gases are important greenhouse gases (Chapter 18). If 
their concentration in the atmosphere is high, they 
trap radiant energy emitted from the Earth's surface 
that would otherwise escape to outer space. As a re
sult, the lower atmosphere heats up and the Earth's 
climate becomes warmer. If the concentration of 
these gases is low, as it was during glacial times, sur
face air temperatures are reduced. Calculations sug
gest that the low levels of these two important atmos
pheric gases during glacial times can account for 
nearly half of the total ice age temperature lowering. 
Therefore, the greenhouse gases likely play an impor
tant role in explaining the magnitude of past global 
temperature changes. Although we know that the per
centages of these gases fell during glacial times, we do 
not yet know for certain what caused them to drop. 

As we learned earlier, ice core studies have shown 
that the amount of dust in the atmosphere was unusu
ally high during glacial times. The fine atmospheric 
dust scattered incoming radiation back into space, 
which would have further cooled the earth's surface. 

Whenever the world enters a glacial age, large 
areas of land are progressively covered by snow and 
glacier ice. The highly reflective surfaces of snow and 

ice scatter incoming radiation back into space, further 
cooling the lower atmosphere. Together with lower 
greenhouse gas concentrations and increased atmos
pheric dust, this additional cooling would favor the 
expansion of glaciers. 

Changes in Ocean Circulation 

As we discussed in Chapter 8, the circulation of the 
world ocean plays an important role in global climate. 
The thermohaline circulation system links the atmos
phere with the deep ocean. Warm surface water mov
ing northward into the North Atlantic evaporates, and 
the remaining water becomes more saline and cools. 
The resulting cold, saline water is dense and sinks to 
produce cold North Atlantic Deep Water. Heat re
leased to the atmosphere by evaporation maintains a 
relatively mild interglacial climate in northwest Eu
rope. Consider what would happen, however, any 
time this system closed down. 

The rate of thermohaline circulation is sensitive to 
surface salinity at sites where deep water forms. Stud
ies have shown that during times of reduced salinity, 
thermohaline circulation is also reduced. We there
fore can postulate that as summer radiation decreased 

Figure 14.23 Curves comparing changes in carbon dioxide and methane with tempera
ture changes based on oxygen-isotope values in samples from a deep ice core drilled at Vos-
tok Station, Antarctica. Concentrations of these greenhouse gases were high during the early 
part of the last interglaciation, just as they are during the present interglaciation, but they 
were lower during glacial times. The curves are consistent with the hypothesis that these 
gases contributed to warm interglacial climates and cold glacial climates. 
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at the onset of a glaciation, the high latitude ocean 
and atmosphere cooled, decreasing evaporation and 
leading to expansion of sea ice. The resulting freshen
ing of the high-latitude surface waters would have 
halted the production of dense saline water, thereby 
shutting off thermohaline circulation. Reduction of 
high-latitude evaporation, significantly reducing the 
release of heat to the atmosphere, would have main
tained cold air masses moving eastward across the 
North Atlantic. Further cooled by an expanding sea-
ice cover in the North Atlantic and extensive ice 
sheets on the adjacent continents, the climate of Eu
rope became increasingly cold, causing permafrost to 
form in a broad zone beyond the ice sheet margin 
(Fig. 14.10). 

Thus, a change in the ocean's thermohaline circu
lation system provides a means of amplifying the rela
tively small climatic effect attributable to astronomical 
changes. Furthermore, it may help explain why the 
Earth's climate system appears to fluctuate between 
two relatively stable modes, one in which the ocean 
conveyor system is operational (interglaciation) and 
one in which it has shut down (glaciation). 

Solar Variations and Volcanic 
Activity 

Climatic fluctuations measured in centuries or 
decades were responsible for the Little Ice Age and 
similar episodes of glacier expansion. However, such 
fluctuations are too brief to be caused either by move
ments of continents or variations in the Earth's orbit, 
and require us to seek other explanations for their 
cause. Two have received special attention. 

One hypothesis regarding the cause of short-lived 
glacial events like the Little Ice Age is based on the 
concept that the energy output of the Sun fluctuates 
over time. The idea is appealing because it might ex
plain climatic variations on several time scales. How
ever, although correlations have been proposed be
tween weather patterns and rhythmic fluctuations in 
the number of sunspots appearing on the surface of 
the Sun, as yet there has been no clear demonstration 
that solar variations are responsible for climatic 
changes on the scale of the Little Ice Age. 

Large explosive volcanic eruptions can eject huge 
quantities of fine ash into the atmosphere to create a 
veil of fine dust that circles the globe (Fig. 14.24). Like 
other types of dust, the fine ash particles tend to scat
ter incoming solar radiation, resulting in a slight cool
ing at the Earth's surface. Although the dust settles out 
rather quickly, generally within a few months to a 

year, tiny droplets of sulfuric acid, produced by the in
teraction of volcanically emitted SO2 gas and water 
vapor, also scatter the Sun's rays, and such droplets re
main in the upper atmosphere for several years. The 
major eruptions of Krakatau (A.D. 1883) and Tambora 
(A.D. 1815) in the East Indies lowered average surface 
temperatures in the northern hemisphere by about 
0.3 and 0.7°C (0.5 and 1.3°F), respectively. A far 
greater eruption of Toba volcano about 74,000 years 
ago, the largest known prehistoric explosive erup
tion, may have lowered surface temperatures in the 
northern hemisphere by 3 to 5°C (5 to 69°F). 

Figure 14.24 The explosive eruption of Mount St. He
lens in 1980 produced a rapidly rising column of ash and 
gas that reached the stratosphere. There, upper-level 
winds transported the eruptive products eastward across 
the United States, and eventually around the world. Al
though the climatic effects of this relatively modest erup
tion were unimpressive, much larger explosive eruptions 
during the last 200 years have cooled temperatures in the 
northern hemisphere by 0.3 to 0.7°C. 



Is Our Climate Changing? 
Tree-Ring Records Can 
Put Extreme Weather into 
Context 

Guest Essay 

Lisa J. Graumlich uses her interdisciplinary train
ing in biology and climatology to develop long-term 
proxy records of climatic variation and vegetation dy
namics. She received a B.S. in Botany and an M.S. in Ge
ography at the University of Wisconsin. She received a 
Ph.D. in Dendrochronology from the College of Forest 
Resources at the University of Washington. She is cur
rently an Associate Professor in the Laboratory of Tree-
Ring Research and the Director of the Institute for the 
Study of Planet Earth (ISPE). In her role as Director of 
ISPE, she is developing computer-based instructional 
tools to teach Earth System Science concepts to under
graduate and graduate students. 

In the last several years, weather has moved from the 
back pages of our daily newspapers to the front-page 
headlines. During the summer of 1988, record heat 
scorched the Midwestern United States and associated 
drought reduced the crop yields in our nation's breadbas
ket by almost 50% over that of previous years. In 1988, 
1989, and again in 1990, climatologists reported that 
global temperatures had reached the highest levels ever 
recorded in a composite 120-year record. The "green
house effect" (see Chapter 18) became a household term 
as citizens around the world worried that human-induced 
changes in the composition of the atmosphere had signif
icantly and irrevocably altered the Earth's climate. More 
recently, in 1993 record rains drenched the Midwest 
causing record flooding in the Mississippi River, once 
again disrupting food production and commercial trade. 
The subsequent winter of 1994 saw record winter cold, 
forcing the Wall Street financial markets and the federal 
government to close for days at a time. In the public's 
mind, the question emerges: What is happening to our 
weather? To the scientific community, a related question 
has gained wide-spread attention: Are these weather 
events a harbinger of large-scale climatic variation or 
simply a part of natural climatic variability? 

These questions, while urgent, are not new. When I 
was in graduate school in the late 1970s, weather was 
also in the news. At that time, the west coast of the United 
States was experiencing its worst drought episode since 
the dust bowl years of the 1930s and droughts were caus
ing widespread famine in the Sahel of Africa. In my cl i
matology classes, professors expressed dismay and artic
ulated a question that has simultaneously haunted and 
intrigued me ever since: Are our weather records, which 
for most of the world extend back only to the early 20th 
century, adequate to understand the complex dynamics 
of the climate system? As I puzzled over this question, 
one professor suggested that I might find an answer to 
that question by looking at the record of climate recorded 
in tree rings, a record that extends for several hundred, or, 
in some cases, several thousand years back in time. With 
her encouragement and support, I visited the Laboratory 
of Tree-Ring Research at the University of Arizona, the 
oldest and largest tree-ring lab in the world, to take an in
tense seminar in using tree-ring data to reconstruct cl i
mate. That short trip was the first step in a life-long 
odyssey that has taken me to some of the most beautiful 
mountain ranges of the world in search of the old trees 
that are providing me the answers to current questions 
about climate change. 

The field of tree-ring research, or dendrochronology, 

is based on several key concepts. During the growing 
season, trees produce xylem cells, specialized for the up
ward transport of water and nutrients, along the outer
most circumfrence of the bole. Early in the growing sea
son the tree produces cells that are large, have thin walls, 
and appear light in color, tater in the growing season, the 
tree produces cells that are small, have thick cell walls, 
and appear dark in color. The distinctive alteration of 
light and dark cells marks a single annual growth ring, 
often visible to the naked eye when we examine a freshly 
cut stump. Luckily, tree-ring scientists do not have to cut 
down trees to study the patterns of the rings. We use a 
coring device that removes a core about the size of a pen
cil from the tree, a process that causes no damage to the 
tree. Back in the laboratory, we sand the core samples to 
a fine finish and use a light microscope, interfaced with a 
computer-aided measuring device, to measure the ring 
widths. (See Fig. 14.7.) 

What do the tree rings tell us about the history of cl i 
mate? The answer to this question depends on the envi
ronmental conditions where the trees are growing. If the 
tree is growing at a site characterized by cold tempera
tures and a short growing season (e.g. high-latitude or 
high-elevation sites), year-to-year variation in summer 
warmth and growing season length wil l cause year-to-
year variation in the width of the ring. If the tree is grow
ing at a site characterized by hot temperatures and a 
deficit of soil moisture (e.g., trees growing at the edge of 
semi-arid environments), variations in precipitation wi l l 
cause variation in the width of the ring. 

In my own research, I use these different types of sites 
to obtain different types of climatic histories. When I sam
ple spruce trees at the northernmost limit of tree growth 
in the Brooks Range of Alaska, the samples indicate the 
history of summer temperature fluctuations. Working 
with archeologists from the region, I'm comparing my 
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temperature reconstructions to the cultural history of the 
native peoples of this region in order to understand the 
role climate has played in the development of their sub
sistence strategies over the past several hundred years. 
Similarly, tree-ring samples from 1000-year-old pines 
growing near the crest of the Sierra Nevada of California 
reveal the history of temperature fluctuations and help us 
understand the degree to which the warm temperatures 
of recent years are truly anomalous in the context of the 

natural variability of climate. Alternatively, my cores 
from juniper trees at the margins of the Gobi desert, high 
on the Tibetan Plateau of China, allow me to reconstruct 
a 1600-year history of the fluctuating rainfall. Working 
with Dr. Lonnie Thompson and our Chinese colleague 
Dr. Yao Tandong (see chapter 10), we are comparing the 
ice core and tree-ring records to understand the complex 
dynamics of Asian monsoons. 

Summary 
1. Climate, the average weather conditions over a 

period of years, is determined by such factors as 
temperature, precipitation, cloudiness, and 
windiness. Former climates are determined 
mainly from fossil plants and animals, sedimen
tary deposits, and isotopic studies. 

2. Changes in climate within the last 100 to 200 
years are recognized in instrumental records. Al
though decadal-scale fluctuations characterize 
the climatic record, the overall recent trend of 
average temperature has been upward, with val
ues in the early 1990s reaching record levels. 

3. Climatic changes during the last 1000 years are 
established (with less accuracy) by proxy 
records. In northern middle latitudes, an interval 
of mild climate during the Middle Ages was fol
lowed by cooler conditions during the Little Ice 
Age. 

4. During the last glaciation, land-surface tempera
tures were 5 to 15° C lower than today's. Sea-sur
face temperatures locally fell as much as 14°C, 
with the greatest changes occurring in the North 
Atlantic, the North Pacific, and the equatorial 
zone. Temperature changes are determined from 
fossils on land and in deep-sea cores, from iso
topic measurements of ice cores, from evidence 
of lowered snowlines, and from the distribution 
of periglacial features. 

5. Glacial ages have alternated with interglacial 
ages in which temperatures approximated those 
of today. Studies of marine cores indicate that 

Important Terms to Remember 

during the last 800,000 years there have been 
eight glacial-interglacial cycles and that during 
the entire Pleistocene Epoch there have been at 
least 30 such cycles. 

6. Glacial ages are discerned in many parts of the 
geologic column; their record extends back at 
least 2.3 billion years. 

7. During the Middle Cretaceous Period, world 
temperatures are estimated to have been 6 to 
14°C warmer than now and sea level was 100 to 
200 m higher, indicating greatly reduced global 
ice volume. Computer modeling suggests that 
the increased warmth can be explained by a six-
to eightfold increase in atmospheric carbon 
dioxide, possibly released during an episode of 
unusually intense volcanic activity. 

8. Long intervals in Earth history marked by re
peated glacial-interglacial cycles probably are re
lated to favorable positioning of continents and 
ocean basins, brought about by movements of 
lithospheric plates. The timing of the glacial-in
terglacial cycles appears to be closely controlled 
by changes in the orbital path and axial tilt of the 
Earth, which affect the distribution of solar radi
ation received at the surface. 

9. Climatic variations on the scale of centuries and 
decades may be related to fluctuations in energy 
output from the Sun, from injections of volcanic 
dust and gases into the upper atmosphere, or 
from a combination of these factors. 

glaciation (p. 369) 
interglaciation (p. 369) 
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Questions for Review 
1. How did discovery of the frozen body of a Ne

olithic man in the Alps provide evidence of 
Holocene climatic change? 

2. Describe two types of climate proxy records and 
explain how they are related to changing cli
mate. 

3. Evidence indicates that climates during glacial 
times were drier than they are today. If true, how 
can you explain the expansion of lakes in closed 
basins in such regions as the American South
west and North Africa during glacial times? 

4. How might we try to obtain an estimate of ice 
age land-surface temperature by studying fossil 
pollen grains? isotopes in glacier ice? evidence of 
permafrost distribution? 

5. What evidence gained from study of deep-sea 
cores indicates that glacial-interglacial cycles oc
curred repeatedly during the Pleistocene Epoch? 

6. Why do oxygen-isotope measurements of deep-
sea sediments provide evidence of changing 
global ice volume? 

7. What factors may have contributed to making 
the Middle Cretaceous climate so much warmer 
than the present climate? 

Questions for Discussion 

8. Describe the three orbital motions of the Earth 
that contribute to variations in the distribution of 
solar radiation reaching any point on the land 
surface over the course of a glacial-interglacial 
cycle. 

9. What effect can large volcanic eruptions have on 
climate? 

Questions for A Closer Look 

1. How did sea-surface temperatures at the peak of 
the last glaciation differ from those of the pres
ent? How can differences in the degree of 
change among different oceanic regions be ex
plained 

2. If the average sedimentation rate at a site in the 
Atlantic Ocean is 1 cm/1000 years, how many 
meters of deep-sea sediment must be extracted 
to obtain a record spanning the entire Quater
nary Period (the last ca. 1.8 million years)? 

3. How can sediments accumulating at the floor of 
the deep sea provide information on surface 
water conditions? 

1. Name three pieces of evidence that point to a 
possible change of climate within your lifetime. 

2. At the peak of the last glaciation, about 20,000 
years ago, the average annual air temperature 
was about 5 to 7°C lower than now. Describe 
what environmental effects such a temperature 
reduction produced in the region where you 
live. 

3. Obtain or compile a record of annual tempera
ture for your community (or a nearby location) 
for the past 50 to 100 years and compare it with 
the global temperature record plotted in Figure 
18.11. How are the two records similar and how 
do they differ? What might explain any differ
ences between the two records? 



PART FIVE 

The Dynamics 
of Life 
on Earth 

How Do Birds Find the Way? 
We now consider the fourth part of the Earth system, 
the biosphere. Refer back to Figures I-1 and I-2 and 
see that the biosphere is placed at the center of the 
Earth system. It is accorded this central position be
cause the biosphere is what makes the Earth unique. 
No other body in the solar system is known to have a 
biosphere—indeed, no other body in the universe has 
as yet been proven to have a biosphere. 

The many ways organisms in the biosphere employ 
the resources of the Earth system are fascinating. Al
most every property of the other geospheres is em
ployed by some plant or animal. Consider the migra
tion of birds, for example. Because many birds 
migrate at night and others fly long distances over the 
sea, it is apparent that at least some birds must rely on 
something other than visual sighting of familiar land 
features to find their way. Researchers have found 
that birds, like the ancient Polynesian navigators dis
cussed in the essay that opens Chapter 8, seem to be 
able to use a mixture of subtle clues from the other 
spheres. 

Scientists who investigate bird migrations have car
ried out tests by building large bird cages in which 
shining lights, magnetic fields, and other features can 

be varied in strength and position. Long ago, such ex
periments proved that some night-migrating birds 
have the ability to use the stars for navigation. Many 
migration paths are north-south, and some night-
migrating birds have apparently learned to fly toward 
constellations near the poles. Northward-migrating 
birds, for example, are guided by Ursa Major (also 
called the Big Dipper) because that constellation is 
close to the North Pole. 

Some birds also use the Earth's magnetic field to 
help them find their way. Experiments in which the 
direction and strength of the magnetic field is varied 
provide evidence that certain birds can sense the mag
netic field. When the direction of the field is changed 
during an experiment, the birds change their direc
tion of flight. How birds sense the field is still a puzzle. 
Recent research by Joseph L. Kirschvink of the Cali
fornia Institute of Technology has shown that the 
brains of many birds and animals (including humans) 
contain minute crystals of magnetite. The magnetite 
crystals don't seem to help humans sense the field, 
but it is possible that the crystals may help birds to use 
the magnetic field to find their way. 

Crystals in the brain cannot be the only answer to 



How do they find their way? Snow geese (Chen hyerborea) migrating from Delaware to 
northern Canada always manage to return to the same spot year after year. 

sensing the magnetic field, however. In a 1993 paper 
published in the British journal Nature, scientists re
ported experiments on tiny Australian birds called sil-
vereyes. It was found that silvereyes can detect the 
magnetic field, but they can only do so in the light, 
not in the dark. The reason, the scientists hypothe
size, is that light causes some chemical compound in 
the birds' eyes to lose or gain electrons and thereby to 
develop magnetic properties. 

Another fascinating 1993 paper, also in Nature, 
suggests how certain birds might use sunlight to cali
brate their sense of direction. If you look at the sky 
through a pair of polaroid glasses, you will see that 

the light intensity varies as you move your head. The 
reason is that the same scattering of light by the atmo
sphere that makes the sky blue also causes light to be 
polarized. The direction of polarization is a plane ex
actly perpendicular to the incoming direct sunlight. If 
you look in that direction through your polaroid 
glasses, the sky will appear dark. Certain birds appar
ently have natural polaroids in their eyes and can also 
see the dark band. They can therefore navigate by 
sunlight without having to look at the sun. 

Scientists apparently still have a lot to learn about 
the myriad ways the creatures of the biosphere inter
act with and use the other parts of the Earth system. 
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CHAPTER 15 
Dynamics of the Global 
Ecosystem 

The tropical rainforest, here seen along the banks of the Segawa River in Borneo, is the most 
diverse part of the terrestrial biosphere. We know so little about the number and kinds of or
ganisms in rainforests, and the diversity is so high, that it is possible some small plant or in
sect becomes an endangered species every time a tree is cut down. 



The Biosphere Under Siege 

The richest and most diverse part of the biosphere on 
land is the equatorial rain forest. Increasingly over the 
past three decades, the rain forest has been destroyed 
in order to develop agriculture, exploit lumber and 
mineral resources, and establish transportation 
routes. It has been projected that, if the destruction of 
rain forest were to continue at today's rate until A.D. 
2050, there would be none left by then. 

Because the equatorial forest is the richest part of 
the terrestrial biosphere, its destruction must be ac
companied by the extinction of a large number of 
species, the majority of which perhaps we don't even 
know yet. If things go on as they are, perhaps a mil
lion species will have been extinguished by 2050. A 
million species in, say, a century: 10,000 species a 
year. The natural background rate of extinction is 
about eight species a year. The great natural mass ex
tinctions of the past (Permian-Triassic, Cretaceous-
Tertiary) accounted for perhaps hundreds of species a 
year. Even if such estimates are off by a factor of 10, 
the difference between human-induced and natural 
extinction rates must still be ten times greater than 
the error. 

The pity of this scenario goes beyond the sadness 
of impoverishing nature. "Civilized" society is de
stroying the habitat of "primitive" human communi
ties in the Amazon basin, in Borneo, and in several 
other rain forest environments: communities that 
have long lived in harmony with tropical rain forests. 
By allowing the destruction of rain forest, the "civi

lized" world is inflicting a great loss on itself, too. A 
large number of medicinal drugs have been discov
ered in rain forest plants, and doubtless many more 
remain to be found, but their number decreases daily 
as the forest is cleared in the name of "progress." That 
most of the drugs now in use are synthesized industri
ally from petrochemicals is no consolation. What are 
we going to do when oil finally runs out? Without 
seeming to understand what we are doing, or why, 
we humans are endangering the Earth system by im
poverishing its heart, the biosphere. 

ENERGY AND LIFE 

Nature's way is to crumble to disorder. Unmaintained 
buildings fall to ruins, uncultivated fields turn to 
woods, your desk and sock drawer get messier and 
messier unless you spend the time and energy to keep 
things in order. In fact, it takes energy to maintain 
order in any natural system. Life is no exception. Life 
makes orderly carbohydrate molecules out of dis
orderly simpler molecules, and this process takes 
energy. 

Ultimately, all the energy used by organisms comes 
from the Sun. Organisms that can get this energy di
rectly from sunlight are call autotrophs, from the 
Greek words for self and feed, hence "self-feeders." 
Most autotrophs are green plants, which use sunlight 
energy to combine carbon dioxide from the atmos-
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phere with water to form carbohydrate (CH2O) by 
photosynthesis: 

CO2 + HzO + energy = CH2O + O2 

The energy stored in carbohydrate is later released by 
the organism through fermentation or respiration. 
Fermentation is a process in which carbohydrate mol
ecules combine to form an alcohol plus carbon diox
ide and energy. In respiration, carbohydrate combines 
with oxygen to form carbon dioxide, water, and en
ergy. 

Heterotrophs are organisms that are unable to use 
the energy from sunlight directly and so must get their 
energy by eating autotrophs or other heterotrophs. 
Thus, the biosphere is a consumer hierarchy in which 

autotrophs (primary producers) are at the base; her
bivores (plant-eating heterotrophs) are on the next 
level up, and they in turn are devoured by carnivores 
(meat-eating heterotrophs) and omnivores (het
erotrophs that eat both meat and plants) at the top 
(Fig. 15.1). 

ECOSYSTEMS 
Transfer of energy through the biosphere, from the 
autotrophic base to the omnivorous top, involves a lot 
of wasted energy. A given mass of autotrophs is nec
essary to support a smaller mass of herbivores, which 

Figure 15.1 Plants (autotrophs) capture and look up energy from the sun in food 
molecules. Plants form the base of the food chain. Heterotrophs eat autotrophs to get 
energy. Zebras (herbivorous heterotrophs) feed on plants while lions (carnivorous het
erotrophs) feed on the zebras. 
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Figure 15.2 Trophic pyramids for a typical ecosystem. A. Individual organisms per 
square meter. B. The dry weight of biomass in grams per square meter. C. The dry 
weight productivity in milligrams per square meter per day. 

in turn can sustain only a still smaller mass of carni
vores. Because of this relationship, the hierarchy of 
organisms is called a trophic pyramid (Fig. 15.2). 

The pathways hy which energy (as food) is moved 
from one trophic level to another are called food 
chains. An example of a food chain is given by the 
grass (autotrophs) that provides food for rabbits (her
bivores), which in turn provide food for foxes (carni
vores). Of course, there are many other animals and 
birds that catch and eat rabbits, so a trophic pyramid 
consists of many intertwined food chains. Even a sim
ple trophic pyramid has quite a lot of food chains, 

which together form a food web (Fig. 15.3). 
A trophic pyramid, together with its habitat (nat

ural abodes of organisms in the pyramid), is called an 
ecosystem. An ecosystem may be as small as a pond 
or as large as an ocean basin. The global ecosystem, 
covering the whole earth and otherwise known as the 
biosphere, is the sum of all smaller ecosystems. Be
cause both climatic and geographic barriers can also 
be ecological barriers, the global ecosystem is not as 
well connected internally as are the smaller ecosys
tems of which it is composed. 

There is a strong interdependence among the corn-

Figure 15.3 A simple food web: Lemmings and their predators in northern Alaska. 
Lemmings are herbivorous heterotrophs and eat plants that grow in the tundra. The 
foxes, owls, weasels, and jaegers eat lemmings. Note that Snowy Owls also eat Least 
Weasels and that Pomeraine Jaegers eat Short-eared Owls. 
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component will have repercussions on the others. For 
instance, the widespread use of insecticides on in
sects that feed on crops has reduced the population of 
insect-eating birds in many areas. Another example is 
the extermination of foxes and other predators on 
many British estates in order to protect game birds; 
because of the decline of predators, a scourge of rab
bits afflicted British farms in the 1940s and early 

1950s. See the "Guest Essay" at the end of this chapter 
for discussion about determining the rates of change 
in our global ecosystem. 

Evolution of an Ecosystem 

Ecosystems, like the species that inhabit them, evolve. 
For instance, the Indiana Dunes at the southern end of 
Lake Michigan, when disturbed, are first colonized by 
a few species of grasses that are able to tolerate dry 
and unstable conditions. These plants begin to stabi
lize the sand, allowing access to species that can tol
erate drought but not a shifting foundation. Humus, 
the organic portion of soil, builds up in the sand, sta
bilizing it further, reducing its permeability, and slow
ing the rate at which water drains away; drought-in
tolerant plants are thereby able to grow. As plant 
diversity increases, animals, birds, and insects join the 
ecosystem. The culmination of this process is a 
growth of hardwood trees with all the attendant com
ponents of a hardwood-forest ecosystem. 

The first organisms to establish themselves in an 
ecosystem, in this case the grasses, are called pio
neers; the balanced community that ultimately devel
ops is called the climax (Fig. 15.4). The process can 
be followed by observing dunes of different ages. In 
the Indiana Dunes, the time required to establish cli
max is on the order of 10,000 years. In this case, the 
evolution of the ecosystem is rapid compared with 
the pace of evolution in species. 

For the global ecosystem, the notion of climax is 
elusive because the biosphere has been billions of 
years in the making and will probably continue for bil
lions more. We don't even know what the pioneers 
were. The most ancient fossils known, blue-green bac
teria, whose fossils are found in Archean rocks nearly 
3.5 billion years old, are almost certainly not the pio
neers. It is no more realistic to think of today's bios
phere as the climax than it would have been half a bil
lion years ago for a trilobite to think the same of the 
global ecosystem during the Cambrian. 

Ecological Balance 

Ecosystems are easily disturbed, but they are resilient. 
Among higher plants and animals, this resilience is 
rooted in the variability within species that results 
from sexual reproduction (see Chapter 16). The vari
ability ensures that, barring catastrophes, every 
species has some members capable of surviving envi
ronmental change and that some of these survivors 
will be adapted to the new conditions. 

Figure 15.4 The Indiana Dunes. A. Pioneer species 
start the process of building an ecosystem on a dune. B. 
The climax community on a dune. 
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In a climax ecosystem, the populations of the vari
ous species are in balance, or nearly so. In many 
cases, this ecological balance is maintained by nega
tive feedback. Feedback is how a product influences 
the process that produces it. In negative feedback, 
production decreases with the growth of the prod
uct, so that the amount of product is consequently 
stabilized. A simple negative feedback control is 
found in every toilet tank. The product (water) is sup
plied from a valve to which a float is attached. As the 
water rises in the tank the amount of product in
creases, the float moves up and gradually shuts off the 
valve, stopping the production of more product. 

In ecosystems, population growth in each species 
is generally limited by certain intrinsic factors that 
provide negative feedback, so that eventually the 
population levels off or, as we say, a balance called 
homeostasis is reached. Food supply is an example 
of an intrinsic factor that limits population. Consider 
a population of rabbits on an island. The population 
increases until the limit of the food supply is reached, 
at which point the population stops growing because 
new additions starve. Other intrinsic factors besides 
competition for food include competition for living 
space, predation, and (in some cases) disease. 

Extrinsic factors also operate in any ecosystem; 
examples are climatic change and certain cata
strophic events. These do not provide any direct feed
back control; the explosion of Mount St. Helens in 
1980 is an example of an extrinsic factor. The explo
sion killed all trees within reach of the blast. It would
n't have mattered whether there had been ten trees 
or ten million. 

Intrinsic factors are more effective regulators of 
population than are extrinsic ones. However, extrin
sic factors can exercise a good measure of control 
when they occur periodically and are not too ex
treme. Hard winters, for example, can reduce popula
tions to levels from which they are ready to grow 
back again in spring; the annual flooding of a river 
may disrupt the floodplain ecosystem temporarily, 
but plant and insect populations will return when the 
flood subsides. Forest fires periodically burn out un
derbrush, but it grows back (Fig. 15.5). 

Positive feedback occurs when production in
creases the growth of the product. Compound inter
est on a bank account is an example of positive feed
back. The bigger the bank balance, the more you get 
in interest. Unchecked population growth is also an 
example of positive feedback. If a couple produces 
four offspring (two male, two female) that survive to 
reproductive age, then (setting aside the question of 
incest) their descendants in the tenth generation 
could amount to as many as 210, or 1,024, not to men-

Figure 15.5 Extrinsic events can greatly change an 
ecosystem. A. Yellowstone National Park after the great 
fire of 1988. B. Vegetation re-establishing itself. Yellow
stone National Park two years after the great fire. 
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Figure 15.6 Growth of the human population. 

tion any survivors from the nine generations along the 
line. 

In the foregoing example of a growing population, 
the growth is said to be exponential, and in exponen
tial growth the rate of increase at any instant is equal 
to the size of the population times a constant. There
fore, the bigger the base population, the bigger the 
rate of increase. If we write N for the size of the pop
ulation, k for the constant, and N' for the rate of in
crease (say the number of individuals per year), then 

N' = k · N 

In nature, the limited resources of an ecosystem place 
a limit on the population the ecosystem can carry. 
This limit is called the carrying capacity. As a popu
lation approaches the carrying capacity of its ecosys
tem, its growth is determined by intrinsic factors, par
ticularly competition and predation, and homeostasis 
sets in. 

The Earth's human population (Fig. 15.6) has 
grown by positive feedback because agriculture and 
medical science have permitted the survival of large 
numbers of people to reproductive age. How long 
this growth can continue is uncertain. Some scientists 
believe that agricultural resources are sufficient to 
support nearly double the present world population; 
but the effective use of resources to this end is subject 
to political and economic considerations that may 
prove difficult to get around. Efforts to relieve famine 
on the African continent, for example, have not thus 
far met with great success. 

Population Cycles 

If an ecosystem is subject to some extrinsic influence 
(for example, a harsher climate), the population will 
fall because of diminished resources (food) or expo
sure. If such an extrinsic factor operates periodically, 
the growth curve will rise and fall with the same fre
quency. There will be population cycles. In a preda
tor-prey relationship, population cycles in the prey 
species will generate cycles in the predator popula
tion with the same period but sometimes with a delay 
in phase (see Fig. 15.7). 

DIVERSITY 
The diversity of an ecosystem is the number of 
species that inhabit it. A species is a population of in
dividuals that can interbreed to produce offspring 
that are, in turn, interfertile with each other. Some
times, however, species are hard to count, especially 
in fossil communities. In such cases, a higher unit in 
the taxonomic hierarchy (Table 15.1), such as the 

Figure 15.7 Population cycles 
in the Canadian lynx and its prey, 
the snowshoe rabbit. 



The systematic arrangement of plant and animal organisms 

Taxona 

Kingdom (a group of phyla) 

Phylum (a group of classes) 

Class (a group of orders) 

Order (a group of families) 

Family (a group of genera) 

Genus (a group of species) 

Species 

Example 

Animalia 

Chordata 

Mammalia 

Carnivora 

Felidae 

Panthera 

Panthera 
tigris 

according to their similarities. The example is a tiger. 
General Characteristics and Selected 
Representatives 
Multicellular, heterotrophic organism. 
Elephant, snail, human, tiger. 

Bilaterally symmetrical animals with a dorsal 
nerve chord. Elephant, eel, human, tiger. 

Warm-blooded animals with hair and mammary 
glands. Elephant, mouse, tiger, human. 

Flesh-eating placental mammals. Dogs, foxes, 
lions, tigers. 

Rounded-headed carnivores walking on toes; 
retractable claws. Lions, tigers, bobcats. 

Large cats, 50 kg (110 lb) or more. Lions, tigers, 
leopards, jaguars. 

Striped coat, usually over 140 kg (310 lb). Bengal 
tiger, Siberian tiger. 
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Table 15.1 
The Taxonomic Hierarchy 

aA convenient way to remember the taxonomic order is to make up a mnemonic device using the first letters of each word: for example, 
King Philip cares only for gifted singers. 

genus or family, is taken as the unit of diversity, but 
when possible there is an advantage in considering 
species, as will be seen below. 

Ecological Niches 

An ecological niche is the sum of the conditions that 
allow an organism and its offspring to sustain them
selves and breed. We can use the common North 
American robin as an example. Robins feed on worms 
and grubs—you often see them pulling worms out of 
lawns; they can stand cold winters but not severe win
ters; and they need suitable trees and bushes for nest 
sites that can't be reached by snakes, cats, and other 
predators. A niche has many components and can be 
pictured as a multidimensional "resource space" in 
which each dimension is defined by one of the organ
ism's interactions with its environment. A source of 
suitable worms and grubs in gardens and woodlets is 
one of the dimensions of a robin's resource space. 

Multidimensional space can be represented only 
mathematically and is difficult to visualize, but two- or 
three-dimensional abstractions can often be used to il
lustrate the relationships between two or three se
lected variables that define a niche (Fig. 15.8). In such 
diagrams the niche always appears as a space, not a 
point, because the organism tolerates a range of val
ues of each variable. In studying geometric represen-

Figurc 15.8 Geometric representation of a niche. This 
example illustrates the temperature-salinity-depth toler
ances that bound the niche of a reef-forming coral. The 
graph tells us that the water temperature ranges from 16 
to 40°C, for instance, but coral thrives only between 20 
and 36°C. The water salinity ranges from 20 to 45 parts 
per thousand, but the coral lives only when the salinity is 
between 29 and 41 parts per thousand. 

tations of niche ranges, it is important to remember 
that they are addressing only a small number of the 
possible variables that define a niche. 
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There is more anatomical and physiological unifor
mity within species than between them; and since 
anatomy and physiology are adaptive characteristics, 
it is unlikely that two species will be equally adapted 

to a particular ecological niche. Zebras and giraffes 
both live on the same open, grassy plain with scat
tered trees, but they have developed very different 
physical characteristics in order to fill their special 
niches. Therefore, in a given ecosystem, one species 
generally occupies one niche to the exclusion of 

Figure 15.9 Growth behavior of 
two species of Paramecium. A. 
Grown in separate cultures so there 
is no niche competition. B. Mixed 
and grown in the same culture 
where they are competing for the 
same ecological niche. C. An exam
ple of a Paramecium (Paramecium 
cordata). Paramecium are tiny, 
ranging in length from 0.07 to 0.30 
mm. 

Competitive Exclusion 



other species. This reasoning, which is confirmed by 
observation, is generally known as the principle of 
competitive exclusion. We thus arrive at a new idea 
of species: a population that, in a particular ecosys
tem, occupies one, and only one, niche. Because of 
the principle of competitive exclusion, the best esti
mate of diversity in an ecosystem is to be found at the 
species level, as stated above. 

Because of the large number of variables that make 
up a niche, niches may be quite narrowly defined. 
Swifts and swallows both prey on flying insects, as do 
insectivorous bats, yet all three species can be found 
in the same ecosystem. The two bird species hunt by 
day but at different altitudes, while the bats hunt at 
night. There are three niches here, all alike save for 
one detail; in the case of the two bird species, the dif
ferences in niche are hunting altitude, and in the case 
of the bat, the difference in niche is the time of day. 
Figure 15.9 illustrates competitive exclusion. It shows 
population growth in two species of microscopic uni
cellular organisms called Paramecium, (a) in separate 
cultures and (b) in the same culture. In (a) there is no 
competition between the two species, which grow 
about equally well until homeostasis sets in; in (b) the 
two species are competing for the same niche, and 
after a brief struggle one emerges victorious while the 
other dwindles. 

Diversity in the Global Ecosystem 

Because diversity in an ecosystem is the number of 
species in it and because each species occupies a par
ticular niche, the diversity of an ecosystem is the 
number of occupied niches in it. If one or more of the 
variables that define a niche strays outside the toler
ance of the species that occupies it, that species will 
be stressed and possibly wiped out. Species with a 
wide range of tolerance (generalists) occupy large 
(i.e., broadly defined) niches; those with a narrow 
range (specialists) occupy small (narrowly defined) 
ones. The larger the niches in an ecosystem, the 
fewer the species in that ecosystem (in other words, a 
low diversity system) because each niche takes up 
more of the total resource space; the smaller the 
niches, the more species in the ecosystem (high di
versity). 

The Influence of Climate 
Environments with a varying climate (which, for ex
ample, would cause a seasonal fluctuation in food 
supply) require wide tolerances in the species that 
live in them (a winter diet perhaps different from the 

Figure 15.10 The number of mosquito genera as a 
function of latitude. Comparable patterns are observed in 
clams, turtles, parrots, foraminifera, termites, snails, 
frogs, snakes, lizards, crocodiles, reef-forming corals, am
phibians, butterflies, and palms. 

summer one); environments with a constant climate 
can support species with narrow tolerances. In low 
latitudes, where climate conditions are more or less 
constant the year round, one might expect small 
niches and high diversity. In fact, such is the case, 
both on land and in the sea: as we learned in the essay 
that opened this chapter, the rain forest is the most di
verse terrestrial ecosystem, and has the highest ter
restrial diversity. In the marine environment, the con
tinental shelves of the intertropical region are the 
most diverse ecosystems, and there we find the high
est marine diversity. At higher latitudes, because the 
climate varies over a broad range, diversity falls off, 
and near the poles, it becomes seasonal, reaching a 
minimum in the polar winter when many birds and 
mammals have migrated to warmer latitudes. In a gen
eral way, then, diversity decreases from a maximum 
at the equator to minima at the poles (Fig. 15.10). 

Even around the equator, however, there are sub
stantial variations in diversity, especially among ma
rine organisms of the continental shelves. Proximity 
to landmasses can produce marked differences in the 
"climate" of the ocean. Examples are the shape of up-
wellings of cold, deep ocean water, the influx of fresh 
water and sediment from rivers draining the conti
nents, and the frequency and severity of monsoons. 
For instance, there are no coral reefs at the mouth of 
the Amazon, which lies on the equator: the tempera
ture is right, but with all the fresh water from the 
river, the salinity is too low for coral growth. The Aus
tralasian shelf (latitude 20°S), however, is remote 
from continental influences and has a remarkable reef 
system with the highest diversity in the equatorial 
belt (Fig. 15.11). Some of this diversity even spills 
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Figure 15.11 The Great Bar
rier Reef on the continental shelf 
of northeastern Australia is one 
of the world's most diverse ma
rine ecosystems. 

over onto the shelves of the Indian Ocean, in spite of 
unstable climate there (monsoons) and heavy influx 
of detrital sediment. 

The Influence of Provinciality 
It might be imagined that, if the equatorial climate ex
tended over the whole Earth, global diversity would 
be greater than it is today. The high latitudes would be 
lush with subtropical vegetation (as they were in the 
Late Cretaceous Period). But this reasoning does not 
take account of the possibility that, in expanding pole
ward, the equatorial habitats might support not new 
species but simply more of the same two million or so 
species that live there at present. Species that now 
live in colder climates, such as polar bears, penguins, 
skuas, moose, caribou, and the rest, would not exist, 
and global diversity would be impoverished by their 
absence. 

Here, then, another factor in global diversity, as im
portant as climatic stability, comes into play. It is 
provinciality, which is the extent to which the 
global ecosystem is divided into subsystems by barri
ers to the migration of organisms. These barriers can 
take the form of climatic gradients, seaways or moun
tains between landmasses, or land between seas. 

Provinciality is high at present as a result of three of 
these barrier types, and so is global diversity. Recall 
that when the two Paramecium species were grown 
in separate cultures (Fig. 15.9), both flourished be
cause, although they occupy the same ecological 
niche, they were prevented from competing for it. 
Thus, the more the Earth's ecosystems are separated 
from each other, the greater will be the global diver
sity because a given niche in each ecosystem can be 
occupied by a different species. For instance, there 
are several species of "anteater" (they really eat ter
mites) living in South America, South Africa, south
western Asia, and Australia because they are kept 
apart by geographical barriers and cannot compete 
with each other (Fig.15.12). 

The Influence of Sexual Reproduction 
Diversity at any time is controlled by the rate at which 
new species evolve and the average existence span of 
a species. Evolution is driven by mutations (see Chap
ter 16); sex merely mixes up the genes in a breeding 
population. In doing so, however, it confers on the 
population (species) a variability that gives it re
silience to environmental vicissitudes, and this re
silience helps to prolong the existence span of the 
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Figure 15.12 So-called anleaters (usually they eat ter
mites) from different parts of the world are different 
species; they fill the same niches but are not competitive 
because they do not come in contact. A. Short-beaked 
echidna (Australia) B. Tamandua (Central America) C. 
Pangolin (Malaysia) D. Giant anteater (Venezuela) 

species. This prolonged existence of itself increases 
global diversity, but it also increases the chances of 
adaptive mutations and, hence, the evolution of new 
species. 

Even allowing for the incompleteness of the fossil 
record, diversity throughout most of the Precambrian 
was low. Organisms were making replicas of them

selves, with an occasional mistake (mutation) that 
must, more often than not, have been lethal. What 
evolution did occur had to be accomplished by a few 
adaptive mutations among many failures. The poten
tial for sexual reproduction arose with the advent of 
nucleated cells in the Late Proterozoic, after sufficient 
oxygen had accumulated in the atmosphere to allow 
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Figure 15.13 A simplified representation of global di
versity through geologic time. 

respiration. The marked increase in global diversity 
that followed (Fig. 15.13) was probably no coinci
dence. 

Diversity in Major Taxonomic 
Groups 

The history of taxonomic diversity is the history of 
niche occupancy, which can be understood in terms 
of evolutionary innovations by successful mutations 
on the one hand and availability of niches on the 
other. 

Evolutionary Innovations 
Through evolutionary innovations, a group may be 
enabled to move into hitherto unoccupied niches. 
Until late in the Silurian Period, for example, fish had 
no jaws. They lived by dredging sediment for their 
food. Then one group of them (the acanthodians) de
veloped jaws from their anterior gill cartilages and so 
became able to graze on algae or eat other aquatic an
imals (Fig. 15.14). The "invention" of jaws opened to 
these fish an array of previously unoccupied niches, 
which they proceeded to fill in a rush that produced 
the most diverse of all the vertebrate classes. 

In the Devonian Period, to take another example, 

Figure 15.14 Acanthodian fish were the first animals 
to develop jaws. This fossil acanthodian (Cheiracanthus 
murchisoni), found in Devonian aged rocks in Banffshire, 
Scotland, lived about 400 million years ago. The lower jaw 
is visible at the lower right-hand edge of the specimen. The 
fossil is about 5 cm long. 

the amphibians, by developing limbs from fins, 
brought vertebrates halfway onto the land. With skins 
permeable to water and with fishlike eggs and young 
to look after, however, amphibians could not fully 
adapt to this new habitat, and they remained essen
tially aquatic. The amniotic egg, in which an embryo 
is enclosed in a fluid-filled membrane, made the de
scendants of the amphibians, the reptiles, fully inde
pendent of the aquatic environment (although many 
returned to it and exploited it more effectively than 
the amphibians could). Reptiles quickly occupied, on 
land and in the air, niches that until then had stood va
cant. Diversification of the flying reptiles is well illus
trated in the fossil record. Skulls show that different 
species were adapted to different kinds of diet, even 
though all species (since their fossils are found in lake 
sediments) appear to have skimmed the water for 
their prey (Fig. 15.15). 

Availability of Niches 
Immediate diversification results when a new "inven
tion" (jaws in fish, the amniotic egg in reptiles) has 
adaptive advantages for a new way of life. However, a 
modification that adapts a species to a niche that is al
ready occupied may confer little immediate advan
tage. Even though the new species may be adaptively 
superior to the incumbent one, possession is nine-
tenths of the law. 

Such was the case with the mammals. Originating 
in the Triassic Period, mammals were from the start 
more attuned to the niches they now occupy than 
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Figure 15.15 Diversity of Jurassic-aged pterosaur skulls. A. A species that was 
probably a filter feeder living on plankton. B. A species that was an inscclivore. C. and 
D. Carnivorous species. Fish bones have been found in the rib cages of the fossils of 
both species. 

were the established occupants, the reptiles. With 
more capable brains, faster metabolism, a uterus to 
shelter the fetus, milk for postnatal nourishment, and 
parent-offspring bonding, the early mammals had 
greater potential to exploit reptilian niches than had 
the reptiles themselves. The great reptiles had com
mand of the food supply, however, and the mammals, 
instead of growing larger than their therapsid ances
tors, became smaller, perhaps small enough not to in
terest carnivorous dinosaurs (Fig. 15.16). And so they 
remained for 150 million years, until fate (an extrinsic 
factor, probably in the shape of a gigantic meteor im

pact) put an end to the reptile rule at the end of the 
Cretaceous Period. The vacated niches were occu
pied by mammals in a burst of diversification that 
began in the Paleocene Epoch and continued through 
the Eocene. 

Diversity and Plate Tectonics 

The evidence for a gigantic meteor impact at the end 
of the Cretaceous is persuasive but not conclusive. As 
discussed in the Introduction, a distinctive iridium-

Figure 15.16 Gasosaurus, one 
of huge flesh-eating Jurassic di
nosaurs. Gasosaurus was up to 
2 m high and 4 m long. Mammals 
that lived at the same time as 
(iasosaurus were small, about 
the size of mice or rabbits, and 
probably of little interest to the 
large dinosaur. 
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rich sediment is thought to have been formed as a re
sult of a great meteorite impact that coincides with 
the Cretaceous-Tertiary boundary. A huge impact 
crater of exactly the right age has been found in Mex
ico, and the devastation caused by the impact must 
have been massive. As a result, many scientists today 
accept such an event as the probable cause of the 
massive extinction that coincides with the Creta
ceous-Tertiary boundary. However, the greatest of all 
extinctions in the Earth's history, when some 95 per
cent of known fossil species were lost, marks the Per-
mian-Triassic boundary at the end of the Paleozoic 
Era. 

There is no convincing evidence that the Permian-
Triassic boundary extinction had an extraterrestrial 
cause. Although both terrestrial and marine life were 
severely affected by the Cretaceous-Tertiary extinc
tion, it was mainly marine species that suffered in the 
Permian-Triassic one. This earlier extinction is associ
ated with the assembly of Pangaea, the superconti-
nent that existed briefly from Late Permian to Late Tri-
assic time. Because the assembly of Pangaea came 
about as a result of plate tectonic movement, the Per
mian-Triassic extinction is sometimes referred to as a 
plate tectonic extinction. The plate tectonic move
ment in question was the assembly of the superconti-
nent Pangaea and the consequent loss of diversity led 
to the extinctions. 

The Permian-Triassic extinction was associated 
with a marked drop in sea level caused by the dwin
dling of the ocean ridges that had driven the Paleozoic 
continents together. Consider the effect of these de
velopments—continents massed together and sea-
level drop—on the continental shelves. A simplified 
model (Fig. 15.17) shows that, if four continents of 
equal size are stuck together to make a single super-
continent, there is a 50 percent loss of coastline and, 
consequently, of continental shelf. A 100-meter (110 
yd) drop in sea level will approximately halve the re

maining shelf area so that the total shelf area is re
duced to about 25 percent of what was there before: 
a drastic reduction in living space for shelf organisms. 
Furthermore, with four separate continents there 
must be at least four ecological shelf provinces, and 
more if the climatic gradient is taken into account. 
(Remember that the south polar region was glaciated 
in the Late Carboniferous Period.) When the four con
tinents are joined together, the number of niches de
creases because the shelves that remain become con
tiguous; Pangaea lay across the equator, forcing the 
warm, westward-flowing equatorial current into high 
latitudes, bringing heat from equator to poles. In 
other words, the Triassic climatic gradient was much 
less steep than the Carboniferous gradient had been 
(or, for that matter, than the present one is), reducing 
provinciality still further. 

whether the reduction in shelf area and provincial
ity that attended the assembly of Pangaea can alone 
account for the Permian-Triassic extinction is uncer
tain. (There have been quite a lot of extinctions since 
the Precambrian that were not, of course, associated 
with supercontinent formation.) But it is reasonable 
to suppose that supercontinent formation must have 
made a major contribution to the extinction. 

Another line of thought connects plate tectonics 
with diversity in reptiles and mammals. Reptiles 
began diversifying in the Late Carboniferous Period 
and had achieved most of their full diversity, some 9 
of the 13 or so orders usually recognized, by the end 
of the Triassic Period 90 million years later. This 
amounts to about 0.1 order per million years. As 
noted earlier, the mammals originated in the Triassic 
Period but did not get a chance to diversify until the 
Cenozoic Era, producing about 30 orders by the end 
of the Eocene Epoch, a mere 30 million years later: 1.0 
order per million years, or ten times the reptilian rate. 
It is reasonable to ascribe some of the mammals' di
versity to the different circumstances in which rep-

Figure 15.17 Idealized diagram 
of a hypothetical Earth with A. Four 
separate continents and an equator
ial seaway and B. the four continents 
sutured together plus a 100 m drop 
in sea level. The resulting superconti
nent lies across the equator, forcing 
the equatorial current poleward. The 
area of the continental shelf is dras
tically reduced, and the climatic gra
dient is weakened. 



Chapter 15/ Dynamics of the Global Ecosystem 405 

tiles and mammals diversified. Reptiles diversified on 
Pangaea, a single continent with a weak climatic gra
dient and therefore low diversity. Mammals diversi
fied on seven separate continents following the 
breakup of Pangaea and faced a strong climatic gradi
ent as the late Cenozoic ice age approached. The in
fluence of plate tectonics on provinciality through the 
assembly and fragmenting of continents is nowhere 
better seen than in Australia, with its zoo of marsupial 
mammals that occupy niches that are elsewhere oc
cupied by placental mammals. 

A further example of diversity reduction by plate 
tectonics is found in South America, which was in
vaded by placentals from North America after the Isth
mus of Panama was built by volcanic arc activity in the 
Late Pliocene Epoch. The placentals usurped the 
niches of indigenous marsupials (and a few more 
primitive placentals such as the liptoterns). One mar
supial survivor, the redoubtable possum, made its way 
to the northern continent where, despite never hav
ing figured out the rules of the road, it holds its own 
comfortably in this placental stronghold by means of a 
high birth rate and omnivorous diet. 

LINKS WITH THE OTHER 
GEOSPHERES 

The Atmosphere 

Among the geospheres, the atmosphere has had the 
greatest influence on the biosphere and has in turn 
been the geosphere most affected by the biosphere. 

Oxygen 
The Archean atmosphere provided the anaerobic 
(without oxygen) conditions necessary for starting 
life. Then, when life became autotrophic, the oxygen 
it produced created the oxygenated atmosphere that 
we know today. This last step was of the most pro
found significance for life. Without respiratory metab
olism, it is unlikely that any of the attributes of 
"higher" life could have developed: organelles, which 
are specialized cell parts such as the cell nucleus; mul
ticellular bodies with differentiated organs; and sexual 
reproduction. And without the ozone (O3) of the 
upper atmosphere, there would have been insuffi
cient protection from short-wave radiation for life to 
get a foothold on the land. 

Nitrogen 
Oxygen can be thought of as life's gift to itself, but the 
atmosphere's main gift to life has been nitrogen, a rel
atively unreactive gas that seems to have been a minor 
constituent of the atmospheres of all the planets. Ni
trogen's main role in life is in proteins, where it plays 
a key part in the chemical reaction by which amino 
acids polymerize to form these most fundamental of 
all life's molecules. Much energy is needed to split N2 

molecules into usable reactive atoms; some of this en
ergy is provided by lightning bolts, around which ox
ides of nitrogen form and are rained onto the Earth's 
surface. The only organisms that can split N2 mole
cules are the so-called nitrogen fixers, mostly bacteria 
that live in a symbiotic relationship (two or more dis
similar organisms living in a mutually beneficial rela
tionship) with certain plants (especially legumes such 
as clover, alfalfa, and peas), providing them with ni
trogen in assimilable forms. When organisms die and 
decay, the nitrogen is returned to the atmosphere, 
partly as molecular nitrogen (N2), by denitrifying 
bacteria which regain the activation energy that split 
the original molecules. 

Carbon Dioxide 
A third atmospheric gas vital to the biosphere is car
bon dioxide, CO2, the source of the carbon used by 
autotrophs to make carbohydrates by photosynthesis. 
It is present in today's atmosphere in a concentration 
of about 300 parts per million, and it is gradually in
creasing because of the burning of fossil fuels. The pri
mary source of this CO2 is the mantle, from which it 
issues through volcanoes. How much is recycled from 
subducted surface materials and how much is new is 
uncertain. Nearly all of the Earth's CO2 is locked up in 
carbonate rocks (limestone and dolostone) and as fos
sil carbon in detrital sediments. (If you look ahead at 
Fig. 18.7, you will see a fine example of the kind of 
limestone in which CO2 is locked up.) The little that 
remains in the atmosphere is vital to the autotrophs at 
the base of the global food web. Together with water 
vapor, it is also a climate-moderating influence 
("greenhouse gas") without which the climatic gradi
ent would be too steep to allow the existence of the 
sorts of temperate-climate ecosystem we know today. 

The Hydrosphere 

Water is indispensable for the biosphere. The hydros
phere is the water source for terrestrial ecosystems 
and the habitat of aquatic ecosystems. It mediates 
most of the gas exchange between aquatic ecosys
tems and the atmosphere, and it supplies to aquatic 
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systems the essential elements that terrestrial systems 
derive from the soil. As with terrestrial systems, a 
good part of the essential elements used by aquatic or
ganisms is recycled from dead organisms. In shallow 
environments (rivers, most lakes, and the continental 
shelves), resources are recycled fairly rapidly; in the 
deep-sea environment, the cycles are longer and 
slower. For example, phosphorus is supplied by the 
continental drainage to the coastal seas, where most 
of it gets locked up in the ecosystems of the conti
nental shelves. Pelagic organisms (those that float or 
swim) of the deep ocean sink when they die, taking 
their phosphorus with them to the ocean floor. This 
phosphoros is returned to the surface only after a long 
time and in only a few localities where deep ocean 
water wells up. The shelves teem with marine life; the 
deep-sea surface, by comparison, is a sort of aquatic 
desert. 

The Lithosphere 

Ultimately, of course, the lithosphere contributes all 
of the minor elements necessary to life and some of 
the major ones. The most important element it con-

Figure 15.18 An extraordinary ecosystem around a 
black smoker at a depth of 2500 m in the Pacific Ocean. 
Bacteria that derive their energy inorganically through the 
oxidation of H2S brought up by the smoker are the au
totrophs. The helerotrophs that live directly or indirectly on 
the autotrophs include worms, clams, starfish, crabs, and 
skates. 

tributes, however, is phosphorus. This element plays 
two essential roles: in the form of sugar-phosphate 
units, phosphorus forms the helical framework of the 
DNA molecule, and as adenosine mono-diphosphate 
and adenosine triphosphate it serves as the currency 
for all of life's energy transactions. The biosphere's 
phosphorus supply is released from the lithosphere 
by weathering. As the growth of most ecosystems is 
limited by phosphorus availability, weathering is an 
important regulator of total biomass. The lithosphere 
gives up its phosphorus rather grudgingly from rela
tively insoluble minerals such as apatite (calcium 
phosphate). 

Soil is the base of nearly all terrestrial ecosystems as 
well as itself an ecosystem of innumerable species and 
great complexity. Without the lithosphere there 
would be no soil. The inorganic constituents of soil 
supply a complete habitat to the organisms of the soil 
ecosystem. In addition, these inorganic constituents 
act as a substrate, together with water, nutrients, and 
essential trace elements, to the larger ecosystem (for
est, prairie, or whatever it may be) above. 

The Mantle 

Through volcanism the mantle is the source of the 
carbon that (as CO2) is the starting point for synthesis 
of organic compounds in the biosphere. Although 
today most of this carbon has likely been recycled, the 
mantle itself must be given credit for the initial supply 
that made the pre-biotic surface environment rich in 
CO2. 

Another very interesting contribution of the man
tle to life on Earth, discovered not very long ago, is 
chemical energy for a small group of autotrophs. In 
an expedition to the Galapagos rift in 1977, geologists 
in the small research submarine Alvin discovered 
submarine hot springs that are now known as 
black smokers—chimney-like structures of anhydrite 
(CaSO4) and sulfide minerals from which issued 
plumes of hot (350°C, or 662°F) water darkened by a 
suspension of sulfide minerals of iron, zinc, and cop 
per. Around these vents (and others like them discov
ered subsequently on other segments of the midocean 
ridge), at depths up to 3000 meters (1.9 mi), lives a 
community of beard worms (Pogonophora), clams, 
starfish, crabs, and other invertebrates, as well as 
deep-water skates (Fig. 15.18). All these animals are 
chalk white, except for the beard worms, which are 
reddish pink. Because the deep sea is devoid of sun
light, autotrophs cannot get their energy from sun
light through photosynthesis. The energy comes in
stead from chemical compounds in the hot water. 
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Bacteria are the primary producers in the unusual 
and diverse ecosystem around submarine hot springs. 
Living in complete darkness, they are chemoau-
totrophs, deriving energy from the oxidation of hy
drogen sulfide (H2S) in the water discharged from the 
smokers. 

Biological diversity has kept growing since it first 
took off in the Late Cambrian, and it seems reasonable 
to suppose that it will continue to increase. But when 
we try to imagine niches yet to be filled, it turns out to 
be more difficult than we have perhaps expected. 
Would anyone have predicted the existence of a di
verse submarine ecosystem fueled by heat energy 
from the mantle instead of sunlight? 

LINKS WITH HUMAN ACTIVITY 
Humans change and perturb the biosphere in many 
ways. The signs of change are everywhere around 
us—in the building of cities, the spread of pollutants, 
the cutting of forests. A few examples will serve to il
lustrate the changes. 

Chemicals in the Food Web 

The famous nineteenth-century English biologist 
Thomas Huxley (1825-1895) portrayed the gardener 
as perpetually at war with nature. The moment the 
gardener's back is turned, weeds begin to grow in the 
garden and stifle what is planted there. So the garden
er's job is to be constantly vigilant and to defend the 

garden against nature's incursions, protecting pam
pered flowers and vegetables from competition with 
the wild species that are better adapted to the prevail
ing natural conditions. On a larger scale, the same is 
true of the farmer. For the past 50 years, nature has 
been increasingly kept at bay with herbicides and pes
ticides for the benefit of food crops and of the people 
who eat them. 

There are difficulties with herbicides and pesti
cides, however. In moving up the trophic pyramid in 
a food web, some chemical elements become con
centrated in the tissues of organisms. Because some of 
the elements are toxic, what may appear to be harm
less quantities of toxic substances can lead to serious 
consequences (see "A Closer Look: Analysis of a Dis
aster"). 

Soil Erosion 

The soil of the continents serves as the base from 
which nutrition in all the terrestrial ecosystems (in
cluding the human one) is derived. "Primitive" human 
cultures have generally known how to conserve this 
essential resource (there have been exceptions); mod
ern peoples, going for short-term gain, are wasting it. 

The soil is the part of the lithosphere most vulnera
ble to erosion. James Hutton, at the end of the eigh
teenth century, said that God designed the rock cycle 
so that weathering could replace the soil lost by ero
sion. Before humans began intensive farming and 
grazing, the average rate of soil erosion was about 10 
billion tons a year for all the continents, and soil pro
duction and loss rates were in balance. 

The present rate of erosion is about 25 billion tons 
a year (Fig. 15.19). With the average rate of soil for
mation being 10 billion tons a year, the current ero-

Figure 15.19 Erosion as a re
sult of overgrazing and poor 
farming practice in Ethiopia. 



A Closer Look 

Analysis of a Disaster 
In 1956 doctors described curious symptoms in residents 
of Minamata Bay, Japan. The symptoms were indicative 
of severe toxification of the central nervous system. It was 
soon discovered that patients afflicted with the disease 
were all fishermen and their families, and that they regu
larly ate fish caught in Minamata Bay (Fig. C15.1). Fur
ther study showed that mercury was involved and that a 
chemical plant on Minamata Bay, which produced basic 
chemicals for the plastics industry, used mercury salts for 
catalysts and was the source of the problem. The 
amounts used were tiny, however, so the question then 
became, how could the fishermen accumulate so much 
mercury in their bodies? 

Organisms eliminate certain poisons at a rate that de
pends on the concentration of the poison in their tissues. 
If M is the amount of poison in the organism, M' the rate 
of elimination, and k a rate constant, 

M' = - k · M 

If an organism is given a single dose M0 of the poison, a 
graph of M against time looks like Figure C15.2. M de
creases in a regular manner that after 100 days one-half 

Figure C15.1 A victim of pollution. Physical defor
mity arising from mercury poisoning as a result of eat
ing contaminated fish from Minamata Bay, Japan. 

of the initial dose M0 remains; after another 100 days M 
has again been halved, and so on. The halving period of 
100 days is called the half-life of the poison in the organ
ism. The rate constant is related to the half-life in a sim
ple way: 

Suppose now that instead of receiving a single dose, 
the organism begins a diet in which a constant amount of 
poison is ingested every day. At the start, the organism's 
poison content M wi l l rise fairly steeply. As it builds up, 
however, the rate of elimination wil l increase until a 
steady state is reached where M' (rate of elimination) be
comes equal to the rate of intake. (See Fig. C15.3 which, 
you may notice, is the mirror-image of Fig. C15.2.) 
Strictly, the steady state is reached only after an infinite 

Figure C15.2 Decrease of mercury in the body of 
an organism that eliminates half of dose present each 
100 days. 

Figure C15.3 Buildup of mercury in the body of an 
organism that receives a steady diet of mercury each 
day. As the amount in the body builds up, so the rate of 
elimination is increased. A balance is reached when the 
intake equals the elimination rate. 



Trophic 
Level 

Algae 
Herbivores 

Primary 
carnivores 

Secondary 
carnivores 

Mass of 
Individual 

100 g 

1000g 

10,000 g 

Daily Diet 
of 

Individual 

10g algae 

1 herbivore 

1 primary 
carnivore 

Daily 
Mercury 

Intake 

1 0 - 7 g 

1.4X 1 0 - 5 g 

2 X 1 0 - 3 g 

Steady-
State 

Mercury 
Content 

1.4 X 1 0 - 5 g 

2 X 1 0 - 3 g 

0.29 g 

Mercury 
Concen./ 
Tissues 

(parts per 
billion) 

10 
140 

2000 

29,000 
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Table C15.1 
Increase in Mercury Concentration Up the Food Web 

time, but it is near enough for practical purposes after 
about six half-lives. 

The poison content of an organism at steady state (as
suming the poison has not killed it first) is the rate of in
take divided by the rate constant k: 

daily intake 
M = 

0.007 

Imagine an ecosystem with the trophic levels and diets 
given by the first two columns (mass and daily diet of in
dividual) in Table C15.1. Now suppose that a small 
amount of mercury is introduced into the system and is 
taken up by the algae, producing a mercury concentra
tion in them of 10 parts per billion (1 part in 108). The 
daily diet of a herbivore, 10 grams of algae, contains 10 
X 1 0 - 8 or 1 0 - 7 grams of mercury. At steady state, the 
herbivore wi l l contain 10—7/0.007 or 1.4 X 1 0 - 5 grams 
mercury, and the mercury concentration in its tissues 
wil l be 1.4 X 1 0 - 5 / 1 0 0 , or 1.4 X 1 0 - 7 (140 parts per 
billion). We can now complete Table C15.1 by calculat

ing the mercury concentrations in the species at succes
sive trophic levels in this food web. 

Thus, in moving three trophic levels up the food web 
from the algae, the mercury gets concentrated by a factor 
of nearly 3000 (2.9 X 1 0 - 5 / 1 0 - 8 ) , reaching a concen
tration of 29 parts per mill ion in the secondary carni
vores: more than 500 times the acceptable limit of 0.05 
ppm for food in the United States 

There are some weaknesses in this oversimplified 
model. For example, the half-life varies from one sort of 
tissue to another. Furthermore, it is unlikely that all of the 
prey species would survive the six half-lives necessary to 
reach the steady state because some would get killed and 
eaten with lower concentrations of mercury in them. Fi
nally, such an ecosystem might not be closed; fish that 
swam in after having fed elsewhere could be mercury-
free. Nevertheless, in Minamata Bay top-level carnivores 
were found with as much as 50 ppm of mercury in them. 
A 60 kilogram Japanese eating 200 grams of such fish a 
day would accumulate 24 ppm of mercury in her tissue. 

sion rate could remove most of the world's topsoil in 
less than a century. The calculation is crude; but even 
if it's off by a factor of 5, a century from now there will 
be much less freedom to choose to grow crops in the 
world's productive agricultural zones (the humid, 
midlatitude prairies) than there is today. 

Mine Drainage 

The subterranean resources of the earth (metals, coal) 
exist in an oxygen-free environment. When this envi
ronment is opened up to the atmosphere by mining, 
some compounds (mainly pyrite) are oxidized to acids 
(such as sulfuric acid). These acids then acidify the 
surrounding environment, especially streams, whose 

ecosystems are traumatized by the high acidity. In ad
dition, the more acidic water of these streams mobi
lizes toxic elements, such as lead and cadmium, held 
in the rocks. 

Acid Rain 

Coal, mostly formed on ancient floodplains near sea 
level, contains varying amounts of sulfur (as pyrite de
rived from marine sulfate) which, on burning, is con
verted to sulfur dioxide. This latter compound forms 
sulfurous acid by combining with water, and eventu
ally the sulfurous acid is oxidized by the atmosphere 
to sulfuric acid, which gets rained out onto the land 
downwind of the coal-burning installations. Protec-
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tion of neighboring land is secured by building high 
smokestacks, and the result is often the export of pol
lution to distant environments. Thus, the United 
States exports acid rain to Canada, and Western Eu
rope (especially Britain) exports it to Scandinavia. 

Like acid-mine drainage, acid rain traumatizes 
aquatic ecosystems by acidifying the water. The long-
term effects depend on geological conditions. In lime
stone country, the acid is quickly neutralized by the 
reactive carbonate rocks, and little harm may result. 
Unfortunately, Canada and Norway, two of the princi
pal victims of acid rain, have many granitic terranes, 
where neutralization is slow and releases aluminum 
(from feldspars and other aluminosilicate minerals) 
into the water. There it reaches concentrations that 
are toxic to wildlife. 

Acid rain has been reported to have deleterious ef
fects on terrestrial ecosystems as well. Conifers have 
allegedly been killed in New England, and agricultural 
crops damaged in a variety of places. Further studies 
are needed to verify these reports. 

Eutrophication of Surface Waters 

Big coastal cities produce large amounts of sewage. 
Whether raw or bacterially oxidized, this waste water 
usually contains fairly high concentrations of phos

phorus (mostly from detergents) and nitrogen, in the 
approximate proportions that are optimal for plant 
growth. All too often, especially in the lakes or sea
ways where the cities are located, the result is eu
trophication, which means bodies of water with a 
high level of plant nutrients and consequently vigor
ous growth of algae (Fig. 15.20). As the algae die, they 
sink to the bottom, where their decay creates an oxy
gen demand that quickly makes the environment 
anoxic and asphyxiates all aerobic organisms living in 
it. A new generation of algae follows on the first, and 
so on, while masses of dead organic matter pile up on 
the bottom, sometimes thickly enough (as in the case 
of the Chesapeake Bay in the late 1960s) to obstruct 
shipping lanes. 

Overturn of the water column in winter can cause 
fish kills as the anoxic water comes to the surface, and 
whatever resources (fish, oysters, shrimp) the ecosys
tem once offered to the human community are re
duced to nil. In lakes, the rotting vegetation builds up 
until it reaches the surface and serves as the founda
tion for a bog ecosystem. In this case, human activity 
is merely speeding up nature's own ways. Lakes are 
ephemeral features. If they have an outlet stream, they 
drain as it erodes its bed; if this does not happen first, 
they fill with sediment from streams that feed them, 
and become bogs. 

Figure 15.20 Algal bloom due 
to eutrophication on a pond in 
western New Jersey. 



Guest Essay 

Mapping the Earth 
from Space 

Changes in vegetation tell earth scientists a great deal 
about our planet's biosphere. Deforestation in tropical 
rainforests, for example, can affect factors ranging from 
biological diversity to concentrations of greenhouse 
gases in the atmosphere, but the ability to monitor rain
forests on the ground or by airplane presents difficult 
challenges. The spread of deserts causes different conse
quences but similar challenges for earth scientists: while 
desertification is often accompanied by droughts and 
famines, it is difficult to determine desertification trends, 
or even if desertification exists. However, since the 
1970s, scientists have begun to employ remote sensing 
techniques to monitor the earth from satellites. These in
formation sources allow observation and study of the 
global biosphere from several hundred kilometers in 
space. 

Although these satellites can be classified into two 
broad categories, the remote sensing instruments on all 
perform the same basic functions. These instruments de
tect vegetation changes in the biosphere by collecting re
flected and/or emitted radiation from the earth. All re
mote sensing instruments, old and new, measure light 
reflected in the visible and near-infrared spectral regions. 
Although instruments on newer satellites can measure 
thermal, or longer-wave infrared radiation (which can 
be used to determine temperatures), measurements in the 
visible and near-infrared spectra are most useful for the 
purpose of observing global biospheric dynamics. These 
measurements, taken from various points in space, help 
scientists determine the photosynthetic capacity for spe
cific areas of the biosphere. This information, collected 
over time, produces "seamless" continental and global 
estimates for changes in vegetation. 

Landsat satellites have been used recently to measure 
deforestation rates in the Amazon of Brazil, which com
prises about one third of the planet's total rainforests. Be
cause deforestation must be measured over small areas 
(with dimensions of less than 500 m), Landsat satellites, 
which take measurements over areas with widths of 30 
or 80 m, are the only satellites that can provide such fo
cused data with high degrees of accuracy. Estimates of 
the annual tropical deforestation rate in Brazilian Ama
zon varied from between 20,000 to 80,000 km2, and 
Landsat satellites measuring areas with widths of 30 m 
provided coverage of this forest's entire 5,000,000 km2 

area. The data the Landsats provided, once processed 
with a geographic information system, or GIS (a powerful 
computer program that transforms raw data into graphs 
and maps), indicated an annual deforestation rate be
tween 1978 and 1988 of around 15,000 km2/year, sub-

Compton Tucker is a physical scientist at NASA's 
Goddard Space Flight Center in Greenbelt, Maryland. 
His research involves using satellite remote sensing to 
study desertification, tropical deforestation, and tem
perate forest issues. He has a B.S. in biology and M.S. 
and Ph. D. degrees from the College of Forestry, all 
from Colorado State University. 

stantially lower than previous estimates. This information 
allowed scientists to estimate more accurately the direct 
destruction of different species' habitats by deforestation. 

In addition, the refinement of this data through a GIS 
helped scientists discover patches of forest surrounded 
by deforested areas. Such identification can provide im
portant biospheric information for determining the indi
rect impacts of deforestation on biological diversity, all 
of which hinge on the relationship between tropical for
est edge zones and areas of deforestation. One indirect 
impact involves the isolation of species from their former 
range, caused by deforested areas around patches of for
est. Easier access to forested areas from adjacent cleared 
areas by non-forest plants, animals, and hunters repre
sents another indirect impact on biological diversity. 

Remote sensing techniques can be used not only to 
detect long-term changes in the biosphere, such as de
forestation, but also day-to-day rates of desertification. 
Rather than use highly focused Landsat satellites, re
search into desertification has been conducted with Na
tional Oceanic and Atmospheric Administration satel
lites (NOAA). These satellites employ advanced very 
high resolution radiometer (AVHRR) instruments, which 
measure areas with widths of 1 to 4 km. While these in
struments cannot measure with the detail of Landsat in
struments, they can make daily measurements of the en
tire earth. 

Earth scientists have used AVHRR data to study the 
Sahel of Africa which is a broad transition grassland be
tween the Sahara desert to the north and the more humid 
savannas to the south. This area has attracted scientific 
interest because of periodic drought and concern over 
possible expansion of the Sahara to the south. AVHRR 
techniques have been used to identify grassland total 
biomass production, which gives an indication of the 
amount of vegetation in a designated area, and to iden
tify thermal data related to clouds, which gives an indi
cation of precipitation amounts. By taking ten-day aver
ages over a period stretching back to 1981, scientists can 
now determine specific areas of vegetation with precipi
tation amounts of less than 10 cm per year. Identifying 
these areas helps trace the expansion and contraction of 
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deserts, and these studies have shown that desertification 
is a dynamic, rather than permanent, process. 

Such data can be combined with historical informa
tion about crop yields, grazing conditions, and severity 
of droughts to provide early warning for food security 
purposes. Conditions for areas of interest can be moni
tored through the growing season and compared to the 
previous 13 years of historical data to identify areas of 
food and/or fodder shortfalls. This type of famine early 
warning is much more objective than depending upon 
in-country reports. It provides rapid and accurate infor
mation, which can help identify where to send relief 
when required and ensure that the most needy areas are 
not overlooked. Exactly the same data as those used to 

investigate desert expansion and contraction are used for 
food security or famine early warning purposes. 

Information collected from remote sensing tech
niques helps earth scientists determine biospheric 
changes in the present, perhaps with an eye to the past. 
However, the previous examples of deforestation and 
desertification illustrate the substantial predictive power 
achieved through interpretation of this data. Whether in
vestigating future impacts of decreased biological diver
sity or the prevention of tragedy caused by famine, the 
ability to view the earth from space provides an invalu
able supplement to everyday human observation. 
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Summary 
1. Autotrophs, which get their energy from inor

ganic sources, form the bottom of the food 
chain. 

2. Heterotrophs feed on autotrophs or other het-
erotrophs, thereby creating a trophic pyramid in 
which energy is moved upward from level to 
level via the food chain. 

3. An ecosystem is a trophic pyramid plus the habi
tat in which the pyramid exists. Ecosystems can 
be small, like a small pond, or large, like an 
ocean basin. 

4. The global ecosystem, also known as the bios
phere, is the sum of all the smaller ecosystems 
on the Earth. 

5. Ecosystems evolve, being first colonized by pio
neer species and eventually becoming a bal
anced climax community. The concept of a cli
max is unclear for the global ecosystem because 
the biosphere is at least 3.5 billion years old and 
will probably endure for billions more years. 

6. Ecological balance is commonly maintained by 
negative feedback. 

7. The resources of an ecosystem limit the popula
tion; the limit is known as the carrying capacity. 

Just what the Earth's carrying capacity is for hu
mans is an open question. 

8. The diversity of an ecosystem is the number of 
different species in it. Each species in an ecosys
tem occupies a niche. Thus, large niches mean 
fewer species (low diversity), and small niches 
mean more species (high diversity). 

9. Diversity is influenced by many factors, among 
them climate, sexual reproduction, evolutionary 
innovations, provinciality, and niche availability. 

10. Plate tectonics, through the assembly and subse
quent breakup of the supercontinent Pangaea, 
played a major role in reducing diversity at the 
Permian-Triassic boundary. 

11. The biosphere influences and interacts with all 
of the other geospheres. The spheres most di
rectly influenced are the atmosphere and the hy
drosphere. 

12. Humans continuously change and perturb the 
biosphere. Examples of change are the clearing 
of forests, the release of acid-mine drainage, the 
spread of toxic chemicals through the food 
chain, soil erosion, and eutrophication of lakes 
and streams. 

Important Terms to Remember 
anaerobic (p. 405) 
autotrophs (p. 391) 

carnivores (p. 392) 
carrying capacity (p. 396) 

chemoautotrophs (p. 407) 

ecological niche (p. 397) 
ecosystem (p. 393) 
eutrophication (p. 410) 

food chains (p. 393) 
food web (p. 393) 

herbivores (p. 392) 
heterotrophs (p. 392) 
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homeostasis (p. 395) 

negative feedback (p. 395) 

omnivores (p. 392) 

positive feedback (p. 395) 
provinciality (p. 400) 

species (p. 396) 

symbiotic (p. 405) 

trophic pyramid (p. 393) 

Questions for Review 
1. What do organisms need energy for, besides 

moving around? 

2. What is the difference between autotrophs and 
heterotrophs? Name two different classes of het-
erotrophs. Is a dog an autotroph or a het-
erotroph? 

3. In what way is carbon dioxide vital to the bios
phere? 

4. What is meant by an ecosystem? Describe an 
ecosystem you are familiar with in the area in 
which you live. 

5. What is a climax ecosystem? 

6. How does negative feedback regulate population 
in an ecosystem? 

7. What is positive feedback? Is the growth of the 
human population till now an example of it? 

8. If a couple produces two offspring, essentially 
replacing themselves, how many descendants 
would they have within five generations? 

9. What is meant by diversity in an ecosystem? 

10. What is an ecological niche? What is the relation 
between a niche and a species? 

11. What is the principle of competitive exclusion? 
Give two examples. 

12. What factors influence the diversity of the global 
ecosystem? 

Questions for Discussion 

13. What factors influence diversity in major taxo-
nomic groups (classes, for example)? 

14. How has plate tectonics influenced global diver
sity? 

15. Compare diversity in Mesozoic reptiles and 
Cenozoic mammals, and suggest an explanation 
for any difference you find. 

16. Briefly describe the fauna (animal life) of the 
Galapagos rift. What is the energy source in this 
ecosystem? 

17. Suggest some ways in which humans have 
changed or are changing the global ecosystem. 

18. What is the source of acid rain and what effects 
does the increased acidity of rainfall cause? 

19. Describe the process by which lakes and rivers 
near big cities become anoxic. 

Questions for A Closer Look 

1. Why do some toxic elements (such as mercury) 
become more concentrated in animal tissues as 
they move up the trophic pyramid? 

2. If the half-life of a toxin is one year and the daily 
intake of aquatic algae leads to a toxin concen
tration of 100 parts per billion, what will be the 
toxin level in a herbivore that eats 20 grams of 
algae a day? 

1. The deer population has increased dramatically 
in many regions of North America over the past 
half-century. Research the reasons for the in
crease. Is the increase an example of positive or 
negative feedback? 

2. What chemical elements in the lithosphere are 
necessary for life? How are the elements released 
from the lithosphere and made available to the 
biosphere? 

3. Why save the spotted owl? Present both sides of 
the question. 

4. Ecologists have recently become concerned 
about the currently unexplained reduction in 
frog and toad populations in many ecosystems 
around the world. Research this topic and dis
cuss the possible reasons for the reduction. Are 
the factors involved intrinsic or extrinsic? 



CHAPTER 16 
Evolution of the Biosphere 

The veldt in southern Africa as it would have appeared to early hominids 1.5 million 
years ago. The zebra-like animals on the right are quaggas (Equus quagga) and the 
large antelope on the left is a hartebeest (Rabaticeras porrocornutus). Both the 
quagga and the hartebeest are now extinct. 



Back from the Dead: Fact or Fiction? 

Two red-headed birds live on the island of Sado, 
Japan. They face certain extinction because they are 
the only two of their species still alive and they are 
now too old to breed. When the birds die, parts of 
their bodies will be stored in liquid nitrogen. The 
hope is that the bird's genetic code can be saved until 
scientists discover how to re-create a crested ibis by 
implanting the code in a closely related species such 
as an Asian ibis. 

The crested ibis story may seem a bit far-fetched, 
but, of course, bringing extinct species back to life 
using samples of genetic codes preserved in fossils is 
what one of the most successful movies of all time, 
Jurassic Park, is all about. The crested ibis tissue will 
be stored under near ideal conditions for the preser
vation of the birds' genetic code, and so, if research 
on implantation is successful, crested ibises may some 
day be brought back to life. But is it reasonable to ex
pect that the codes of extinct species are preserved in 
nature where conditions are anything but favorable, 
and could those codes be used to raise fossils from the 
dead? 

Genetic codes are recorded in the configurations 
of atoms in DNA (deoxyribonucleic acid), the huge or
ganic molecule that is present in all living organisms. 
The configurations, and therefore the codes, are 
slightly different in each species. When an organism 
dies, its DNA soon begins to break down into smaller 
molecules under the attack of water, oxygen, and nat
ural radiation, and so some of the details are inevitably 
lost. But does it all break down, or are there circum

stances where some DNA might be preserved? That 
question has set in motion some exciting research. 

Proof that DNA can last at least 100 years came in 
1984. Two scientists at the University of California, 
Berkeley, discovered DNA in museum samples of a 
quagga, a zebra-like animal from Africa that became 
extinct more than a century ago. Not only was some 
DNA left, but the genetic code it contained was very 
similar to the codes of related, though living, animals. 
The similarity of codes reduces the likelihood of cont
amination from some other organism. 

In 1985 a Finnish scientist extracted DNA from a 
2500-year old Egyptian mummy; in 1989 the same sci
entist found DNA in the bones of a 13,000-year-old 
ground sloth and a 40,000-year-old woolly mammoth. 
In each case, the DNA that remained was less than 
perfect. The original large molecules had broken into 
smaller fragments, but even so, enough information 
remained in some of the fragments for the codes to be 
read. 

Encouraged by the sloth and mammoth reports, 
scientists started looking for DNA in much older sam
ples. In 1990 there was a report of DNA fragments 
from a 17-million-year-old fossil magnolia leaf from 
Idaho. This was followed in 1993 by astonishing re
ports of DNA from a fossil bee about 25 million years 
old and from a fossil weevil about 120 million years 
old. The bee and the weevil had been trapped and 
preserved in amber. 

Research is proceeding, but many scientists are still 
skeptical about the very old DNA samples. One prob-
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km, the skeptics argue, is the possibility of contami
nation. The DNA found in ancient fossils may have 
come from bacteria or some other much younger con
taminant. Another problem is degradation. Even if bits 
of DNA do remain in some fossils, they are probably 
insufficient to re-create extinct species, and they may 
even be insufficient to be sure of the differences be
tween extinct and related living species. The scien
tific jury is still out on all of this research. If you follow 
the news over the next two decades, you will proba
bly learn whether Jurassic Park is just science fiction, 
or whether there really are samples of fossil DNA from 
which extinct organisms may one day be raised from 
the dead. 

WHAT IS LIFE? 
This chapter addresses three tantalizing but still unre
solved issues. First, we consider the most intriguing 
question of all: How did the biosphere begin or, to 
phrase it more simply, how and where did life start on 
the Earth? The second issue we address is the evolu
tion of life from its humble, microscopic beginnings 
to the complex biosphere that exists today. The third 
topic is the effect of the changing biosphere over 
geologic time on the evolution of the Earth system. 
We start our discussion by addressing a fundamental 
question: What do we mean when we say something 
is alive? 

What are the essential differences between living 
and nonliving matter? Most of us seldom stop to ask 
this question. A dog runs about and barks, while a 
stone lies still and silent. What about a dog and a 
potato? The differences must obviously be something 
else besides the ability to run and bark. The simplest 
organisms known are bacteria (Fig. 16.1). How do we 
know they are alive? We can tell because they do the 
same basic things complex organisms do. They repro
duce and they carry out chemical reactions, collec
tively called metabolism, by which they grow and 
they maintain themselves. Life as we know it, then, 
down to the simplest organism, is the ability to grow, 
to reproduce, and to metabolize. 

Growth, one of the abilities of living organisms, in
volves the ordering and organizing of atoms and small 
molecules to make larger molecules. Ordering can 
happen in two ways. The first is by polymerization, 
which is the stringing together of small molecules, 
like beads on a necklace, to make large chain- or 
sheet-like molecules. Most of the plastics we use in 
the home are polymers made in this fashion. The sec
ond way of ordering things is by crystallization, 

Figure 16.1 Examples of the shapes of bacterial cells. 
A. Sphere. After dividing, cells sometimes remain attached 
to one another, producing a chain. B. Rods. C. Spirals. 

which, as discussed in Chapter 4, is the packing of 
atoms or molecules in ordered geometric arrays. Crys
tallization is what happens when the randomly or
dered H2O molecules in water vapor form ice crystals 
on a cold window pane. 



Figure 16.2 Model of a virus. The colored spheres and 
the rods sticking out like antennae are proteins. The pro
teins enclose a core of either DNA or RNA. 

In both cases, polymerization and crystallization, 
an ordered pattern of atoms or molecules is replicated 
throughout the structure. There is an important dif
ference between the two systems, however. Polymer
ization absorbs energy, while crystallization releases 
energy. (This is the latent heat of crystallization dis
cussed in Chapter 12). 

Growth in all living matter involves the polymer
ization of small organic molecules to form large or
ganic molecules (biopolymers), and so growth re
quires a source of energy. The most important group 
of small molecules where polymerization is con
cerned is the amino acids. The amino acids are or
ganic acids containing an amino (NH2) group; the 
large molecules formed through their polymerization 
are proteins. Proteins are essential constituents of all 
living cells. 

Crystals have the power of growth, but unlike liv
ing organisms they have no metabolism. Viruses, 
those nasty things that cause colds and flu and many 
other diseases, fall in a shadowy area somewhere be
tween living and nonliving matter. Atoms in viruses 
are ordered like those in crystals (Fig. 16.2), and vir
uses can reproduce themselves by using the replica
tion machinery of some other organism. But viruses 
cannot reproduce by themselves, nor can viruses me
tabolize. 

Viruses are "almost" living, and bacteria are the 
simplest living organisms. Could either one of these, a 
virus or a bacterium, have been the first living thing? 
The answer seems to be "no." Life cannot have begun 
as a virus since a virus requires a living host. Nor is it 
likely that life began as a bacterium because, even 
though bacteria are the simplest known organism, 
they are nevertheless very complex—too complex, in 

all probability, to have been the first living organism. 
The complexity of bacteria has been tellingly de
scribed in the following way: to build a model of a 
bacterium using small glass beads for atoms, you will 
need a large cathedral to work in and to house the fin
ished model, which will weigh as much as an ocean
going ship and take 35 years to assemble with a crew 
of 1,000 workers. (The real living bacterium assem
bles itself in about half an hour.) The operating com
plexity of this simplest organism can be grasped by re
flecting that a bacterium sustains life by hundreds of 
chemical reactions, and these reactions are all essen
tial. If one of them fails, the organism sickens and dies. 
Thus, bacteria, as we have said, are just too complex 
to have been the first living organisms. 

So, although today the boundary between the liv
ing and the nonliving is quite a sharp one, there must 
have once been some prebacterial form of life that has 
(so far as we can tell) left no record of itself. Did it me
tabolize? If so, what and how? If not, was it really 
alive? The search for evidence about how life began is 
one of the most intriguing and challenging quests fac
ing scientists. 

Another feature of life, perhaps its most character
istic and one that sets it apart from the nonliving 
world, is that it is in a continual state of change. A 
crystal of quartz that grows today is the same as a crys
tal that grew 3 billion years ago. Living organisms, 
however, change over time. The kinds of animals that 
grow today are completely different from the primi
tive organisms that lived 3 billion years ago. Today's 
organisms have arisen as a result of change. This 
change affects not only the individual organism in its 
life cycle of growth, reproduction, and decline, but 
also the population to which it belongs, which is al
ways responding to environmental fluctuations and 
occasionally undergoing more radical change in the 
generation of new species. The changes that organ
isms and populations undergo through time are called 
evolution. 

Because organisms and populations evolve, the 
biosphere itself must have evolved through time and 
must still be evolving today. This means that the Earth 
system must also have evolved. One way evolution of 
the Earth system can be seen is in the cyclic transfer of 
chemical elements among the Earth's four reservoirs 
(the solid earth, hydrosphere, atmosphere, and bios
phere). The cycling patterns of some elements have 
changed dramatically through time, but the most 
marked changes have been in the recycling rates of bi
ologically important elements such as carbon, oxy
gen; nitrogen, and phosphorus. Elements essential 
to—and whose cycles are strongly influenced by—the 
biosphere are said to have biogeochemical cycles. 
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THE IMPORTANCE OF 
PROTEINS 
The basic structural unit of all living organisms is the 
cell (Fig. 16.3). Many bacteria are unicellular (that is, 
they consist of one cell), but most organisms are mid-

Figure 16.3 Cells from a multicellular organism. The 
yellow lines are membranes that enclose each cell. The 
green spheres are organelles called chloroplasts which 
help the plant to photosynthesize. Each cell is about 0.06 
mm across. A multicellular organism is a cooperative 
grouping of cells, each of which can perform all the activi
ties associated with life. 

ticellular and consist of hundreds to trillions of 
cells—the larger the organism, the more cells it con
tains. The growth of new living matter involves the 
construction of new cells. Cell growth follows spe
cific plans and each kind of cell has its own special 
plans. Full details of a growth plan are passed from 
cell to cell, generation after generation. The passed-on 
information is stored in deoxyribonucleic acid 
(DNA), a biopolymer consisting of two twisted chain
like molecules held together by organic molecules 
called bases. There are four bases in DNA: guanine 
(G), cytosine (C), thymine (T), and adenine (A), and 
the bases hook together to form base pairs; G always 
pairs with C and T with A (Fig. 16.4). Each of the two 
strands of DNA thus carries four kinds of base pairs, 
and the sequence of base pairs along the chain can be 
varied almost infinitely. Like the barcodes used in su
permarkets, the sequence of bases in DNA is the code 
that stores information. The stored information pro
vides a cell with a reference library of how to carry 
out the activities of life, such as the details of repro
duction, growth, and maintenance, including the 
polymerization of protein. The DNA codes are read 
and executed by ribonucleic acid (RNA), a single-
strand molecule similar to one-half of a double DNA 
chain. 

Proteins have three essential functions: (1) they 
form tissue such as muscle, ligaments, hair, and blood 

Figure 16.4 The twisted, chain
like molecule of DNA. The two 
strands of DNA are joined by four or
ganic molecules, called bases: ade
nine (A), cytosine (C), guanine (G), 
and thymine (T). The binding mole
cules always join as base pairs: A al
ways Joins to T, and C always joins to 
G. The sequence of bases is the code 
that directs the activities of a cell. 
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cells; (2) they provide patterns for laying down min
eral structures such as shells and bones; and (3) as en
zymes they catalyze (speed up) all chemical reactions 
in the organism, including those necessary for the as
sembly and polymerization of amino acids to form ad
ditional proteins. (Metabolic reactions would be far 
too slow to sustain life in the temperature range it can 
tolerate, were it not for the catalytic effect of en
zymes, of which there are many hundreds in even the 
simplest organism.) 

The key role played by proteins leads to two im
portant conclusions. The first is that the inherited 
characters of every organism, be it a bacterium or an 
elephant, are determined entirely by the information 
encoded in its DNA: these include its anatomy 
through the structural proteins it makes and its physi
ology through the enzymes it needs. The second con
clusion is that proteins, the primary products of the 
reproduction process, are (as enzymes) also indis
pensable to it, because the instructions encoded in 
DNA can be neither read nor executed without their 
help. Without enzymes, metabolism cannot proceed 
either. So how did something as complex as life get 
started, and which came first—proteins that make 
growth possible or DNA that carries the plans for 
growth? 

The interdependence of vital processes extends far 
beyond the chicken-and-egg conundrum of DNA and 
proteins. It tells us that, organizationally, bacteria 
must be about as far from the origin of life as we hu
mans are from bacteria. Yet there are fossil bacteria 
3.5 billions years old, and geochemical evidence 
based on biochemical cycles suggests that life goes 
back at least 3.8 billion years, less than a billion years 
short of the origin of the Earth itself. Two of the great 
unanswered puzzles center on how life could have 
started and then on how it evolved to an organism as 
complex as a bacterium in less than a billion years. 

HOW DID LIFE BEGIN? 

Whatever may have been the initial state of matter 
destined to become alive, we can specify three steps 
that must have been accomplished on the way to the 
complex life forms we know today: (1) chemosyn-
thesis, which is the synthesis of small organic mole
cules such as amino acids; (2) biosynthesis, which is 
the polymerization of small organic molecules to form 
biopolymers, in particular proteins; and (3) the devel

opment of all the complex chemical machinery, in
cluding DNA and RNA, needed for replication. We 
will deal with the first two steps in this section. Be
cause the third step covers the entire question of the 
development of life on the Earth, we will treat se
lected aspects of it later in this chapter. 

Chemosynthesis 

We focus on chemosynthesis first because it must 
have been the first step taken on the way to life. In 
1923, a Russian scientist, Aleksandr Ivanovich Oparin, 
hypothesized that simple organic compounds may 
have been synthesized from a primitive atmosphere of 
ammonia (NH3), methane (CH4), water vapor (H2O), 
and hydrogen (H2), with energy for photochemical re
actions supplied by lightning bolts or the Sun's ultra
violet radiation (Fig. 16.5). Thirty years later, a U.S. 
scientist, Stanley Miller, carried out an experiment de
signed to check Oparin's hypothesis. He recovered 
some amino acids and other simple compounds from 
such a mixture of gases through which electric sparks 
had been passed. Subsequent work along the same 
lines succeeded in synthesizing all 20 of the important 
protein-forming amino acids, as well as other biologi
cally important compounds (for instance, adenine, 
one of the four bases in DNA). 

Research over the years following the work of 
Oparin and Miller has exposed a difficulty—it is very 
doubtful that methane, ammonia, and hydrogen were 
major constituents of the Earth's primitive atmos
phere. As discussed in Chapter 12, it seems likely that 
the dominant gases of the early atmosphere were car
bon dioxide, nitrogen, and water vapor. Recent inves
tigators have therefore turned their attention to the 
photochemical synthesis of organic molecules from 
CO2, N2, and H2O with small admixtures of methane 
and ammonia. The main difficulty encountered in 
these investigations is that the yield of amino acids is 
minuscule and that the molecules that do form 
quickly disappear as a result of oxidation. 

Because the basic organic molecules of life would 
have been hard (but not impossible) to synthesize on 
the Earth, some scientists hypothesize that organic 
molecules may have arrived, ready made, from some 
other part of the solar system or even from the galaxy 
beyond the solar system. The hypothesis has attracted 
attention for two reasons. First, astronomers have 
demonstrated that there are lots of small organic mol
ecules in interstellar space. Second, among the many 
kinds of meteorites that fall on the Earth there is one 
class, called carbonaceous chrondrites, that contains 
a liberal amount of small organic molecules. If inter-
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Figure 16.5 Is this the envi
ronment in which the ingredients 
of life were made? Lightning bolts 
discharge through volcanic gases 
over Mount Pinatubo, Philippines. 
Oparin suggested that similar dis
charges in the early atmosphere 
created small molecule organic 
compounds from which the large 
molecules needed for life were 
subsequently created. 

stellar dust, carbonaceous chrondrites, or both, fell on 
the early Earth, perhaps they provided the starting 
molecules for life. Wherever the first organic mole
cules formed, the evidence is clear that there would 
have been enough around in the early years of the 
Earth. The big problem is the next step: How did the 
early molecules polymerize to become "life" mole
cules? 

Biosynthesis: The Central Problem 

Oparin believed that the products of chemosynthesis 
collected as an organic "soup" in the surface waters of 
the primitive Earth. The "soup" concept works just as 
well for organic matter from interstellar space or me
teorites as it does for organic matter created in the at
mosphere. Most scientists therefore agree with at 
least some aspects of the "soup" hypothesis. 

According to Oparin, some of the less soluble or
ganic compounds in the "soup" would clump to
gether as droplets like those of butterfat in milk. Such 
droplets, made in the laboratory from dispersions of 
oil in water, are hollow microballoons with a double-
layered wall enclosing a droplet of water. They can 
grow and divide, but here their resemblance to living 

cells stops. They cannot build biopolymers, nor do 
they show any metabolic activity. 

The main problem with the Oparin "soup" sce
nario is that when amino acids polymerize to make 
proteins, water is eliminated: in an aqueous environ
ment, this is a difficult, if not impossible, feat. How
ever, if amino acids are dehydrated and heated, poly
merization does happen. The resulting polymers, 
protenoids containing up to about 200 amino acids, 
will aggregate into chains and will divide, although 
they have no replication machinery. Protenoids may 
have formed on the early Earth by the drying out of 
some "soup" along ancient shorelines and subsequent 
polymerization by solar or volcanic heat. Polymeriza
tion might also have occurred if organic molecules 
had adsorbed onto the surfaces of clay minerals and 
the reactions had taken place there. Regardless of 
how polymerization occurred, whether by drying and 
heating or by adsorption on clay surfaces, protenoids 
have no metabolism. Whether such protenoids were 
capable, under some conditions, of further evolution 
and of becoming "alive" is not known. 

Black Smokers 
Since the discovery in 1977 of the submarine hot 
springs called "black smokers" (see Fig. 1518), a num-
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ber of scientists have suggested these as possible sites 
for the origin of life. In this hypothesis, the first or
ganic molecules were formed on the surfaces of pyrite 
grains that form around the vents. In this way, the 
pyrite rather than clay served as a concentrating 
mechanism. Prebiotic evolution began with reactions 
that took place in organic layers as thin as one mole
cule thick. Reactions in the organic layer were akin to 
metabolism, and the products were the first cells. 
When completed, the cells became detached from the 
mineral substrate. It is important to remember that 
this "black smoker" origin is simply a hypothesis and 
that no firm evidence for the process exists. These 
supposed earliest cells are not to be confused with the 
unicellular, autotrophic bacteria that live around 
black smokers today and that now serve as the base of 
the food chain in this strange ecosystem (Chapter 15). 

Panspermia 
Because the organic molecules needed for life can be 
formed in space, some scientists have gone one step 
further and hypothesized that life may have devel
oped in space and arrived, ready made, from some 
other part of our galaxy. Biopolymers, it is hypothe
sized, could perhaps have grown in space from small 
molecules and formed organisms there. Such organ
isms, moving on the interstellar winds of fortune, 
could have reached other parts of the galaxy, includ
ing planets. Most would have fallen on stony ground 
and perished, but conditions on the Earth were hos
pitable and allowed the further evolution of life. 

The hypothesis of the supposed origin of life in 
space, followed by a diaspora to various parts of the 
galaxy (including the Earth), is known as pansper
mia. One of the difficulties with hypotheses about life 
originating through biosynthesis and evolution on the 
Earth is, as we mentioned earlier, the short time avail
able. The attractiveness of the panspermia hypothesis 
is that it extends by a few billion years the time avail
able for biosynthesis of the earliest biopolymers be
cause life could have originated before the solar sys
tem formed. It is hard to imagine, however, that 
conditions in interstellar space could have favored 
biosynthesis. Any location with a suitable temperature 
range would have been subject to concentrated short
wave electromagnetic radiation unless it was on a 
planet with an atmosphere that filtered out the radia
tion. Such radiation, though it favors the formation of 
small organic molecules, is deadly to biopolymers. 
Furthermore, the dispersion of matter in outer space 
is so thin that the formation of polymers is very un
likely in any case. Like most ideas about the origin of 
life, the panspermia hypothesis is hard to test. 

Early Life and Oxygen 

We have looked at several ideas about the origin of 
life, and we have seen that they do not agree about 
much beyond the general premise that small organic 
molecules could have been synthesized without 
much trouble and that somehow and somewhere they 
polymerized to form the biopolymers needed for 
building and replicating cells. There is one further 
point of general agreement: early life was anaerobic 
(i.e., lived in the absence of oxygen). Ever since the fa
mous French scientist, Louis Pasteur (1822-1895), pa
tiently demonstrated that spontaneous generation of 
life does not occur today, it has been understood that 
the conditions for the origin of life must have differed 
from those in which it now continues because most 
life today is aerobic (i.e., lives in the presence of oxy
gen). This is so even though it is well known that life's 
molecules are vulnerable to oxygen. One of the won
ders of aerobic life is that it can use oxygen for me
tabolism without burning itself up in the process. As 
we will see farther on in this chapter, there is evi
dence in the geologic record that the early atmos
phere contained little or no free oxygen. Even so, 
how aerobic life developed from anaerobic life is one 
of the intriguing and still unsolved puzzles about the 
biosphere. 

THE ORGANIZATION OF LIFE 
Earlier in this chapter, we pointed out that the cell is 
the fundamental organizational unit of life. A cell is a 
complex grouping of chemical compounds enclosed 
in a membrane. The membrane separates the materi
als inside from the environment outside and facilitates 
the controlled exchange of materials and energy be
tween the cell and its environment. 

All organisms are composed of one or more cells. 
Even though an organism may consist of many cells, 
an individual cell can be removed and kept alive and 
healthy in a culture. Such cultured cells have all the 
mechanisms of life. They can take in and digest nutri
ents, excrete their wastes, absorb oxygen in order to 
get energy by respiration, grow, reproduce, and move 
around. 

Procaryotes and Eucaryotes 

Cells may be smaller (0.01 to 0.02 mm, or 0.0004 to 
0.0008 in.) or larger (0.05 mm to a few centimeters, or 
0.002 to 1.5 in. or larger, in rare cases), but large or 



422 Part Five / The Dynamics of Life on Earth 

small, all cells are of two kinds, procaryotic or eu-
caryotic. Procaryotic cells (from the Greek pro - be
fore and karyote = nucleus, hence before a nucleus) 
are generally small and simple in structure. These 
cells house their DNA with all its genetic information 
in a poorly demarcated part of the cell (Fig. 16.6A). 
The main body of the cell, which is called the cyto
plasm, lacks distinctly defined areas in which the var
ious cell functions are carried out. Most importantly, 
the portion of the cell that houses the genetic infor
mation is not separated from the cytoplasm by a mem
brane. All known procaryotes, living and fossil, are 
bacteria. 

Eucaryotic cells (from eu = true, hence with a 
true nucleus) are larger and more complex than pro
caryotic cells. Their genetic information is housed in 
a well-defined nucleus that is separated from the cy
toplasm by a membrane (Fig. 16.6B). The cytoplasm 
in a eucaryotic cell contains a variety of well-defined 
cell parts, called organelles, each having a particular 
function in the operation of the cell. We humans, and 
most other living things, are eucaryotes. 

Some procaryotes are anaerobic. Because they can
not tolerate oxygen, anaerobic procaryotes derive 
their energy by fermentation of carbohydrates. Fer
mentation, as mentioned in Chapter 15, is a process 
by which carbohydrate molecules combine to form 
an alcohol plus carbon dioxide and water and release 
energy in the process. All organisms that are not 
anaerobic (including some procaryotes) are aerobic 
and obtain energy by respiration, which means they 
use oxygen to oxidize carbohydrate to carbon diox
ide, water, and energy. Respiration is more efficient 
than fermentation because it releases all of the avail

able energy; fermentation, because its end product, 
alcohol, is still oxidizable, does not use all the avail
able energy. 

The Antiquity of the Biosphere 

The most ancient fossils that have been found to date 
are about 3.5 billion years old. Some of the ancient 
fossils are the remains of microscopic procaryotes 
(Fig. 16.7); others are structures made up, layer upon 
layer, of thin sheets of calcium carbonate that were 
precipitated as a result of blue-green bacteria (also 
procaryotes) influencing the chemistry of seawater 
(Fig. 16.8A). The layered structures, which are called 
stromatolites, are not fossils of the actual organisms, 
but they provide clear evidence of the presence of 
them because we can see and study similar structures 
being formed today (Fig. 16.8B). For at least 2 billion 
years the only life on the Earth was procaryotic. Sev
eral different kinds of procaryotes evolved over their 
2-billion-year supremacy; then, about 1.4 billion years 
ago, a profound change occurred, and eucaryotes ap
peared. How and where the first simple eucaryotes 
came into being is a matter for speculation. 

Just as it is only possible to hypothesize about how 
the first procaryotes came into being, so, too, are we 
limited to hypothesizing about the origin of the eu
caryotes. We can, however, be reasonably sure that 
eucaryotes arose from procaryotes. The chemical 
pathways in the two classes of cells are so similar that 
it is clear they must be related. Furthermore, the or
ganelles in the eucaryotes so closely resemble some 

Figure 16.6 A. Procaryotic cell. A 
bacterial cell devoid of visible or
ganelles and with the DNA concen
trated in a poorly defined nucleoid 
that is not separated from the cyto
plasm by a membrane. B. Eucaryotic 
cell from a plant root with a well-de
fined, membrane-bound nucleus and 
varied cytoplasmic organelles. Note 
that the cells are colored because 
they have been stained. 



Figure 16.7 Examples of the most ancient fossil pro-
caryotes ever found. 3.5 billion-year old microfossils in 
chert from Western Australia. Adjacent to each photo
graph is a sketch. Magnification is indicated by the scale; 
10u,m is equal to 0.1 mm 

Figure 16.8 Evidence of the antiquity of life. Stromato
lites are layered growths that form in warm, shallow seas 
when photosynthetic bacteria cause dissolved salts to pre
cipitate. A. Fossil stromatolites greater than 1.5 billion 
years old from the northern Flinders Range, South Aus
tralia. B. Modern stromatolites forming in the intertidal 
zone, Shark's Bay, Western Australia. 
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Figure 16.9 Hypotheses for the 
origin of eucaryotic cells. A. The in
vagination hypothesis in which a pro-
caryotic cell encloses a portion of it
self, which then becomes an 
organelle. B. The symbiosis hypothe
sis in which an independent, free-liv
ing procaryotic cell invades and lives 
inside another procaryotic cell. The 
invader evolves into an organelle. 

of the smaller procaryotes that most authorities be
lieve that organelles were once procaryotic bacteria 
and that eucaryotes somehow arose by larger procary
otes enclosing, and using the chemical processing of, 
smaller cells. There are two hypotheses about how 
this might have happened: by membrane invagina
tion or by symbiosis (Fig. 16.9). 

The first hypothesis, membrane invagination, pro
poses that the ancestral procaryotic cell folded in on 
itself, forming pockets in which particular enzymes 
could be concentrated. When the folds were pinched 
off they were enclosed by and protected in some of 
the outer membrane of the procaryotic cell and thus 
became simple organelles. Over a long period of time, 
such pinched-off bits of cells became the increasingly 
complex organelles we see today. 

The second, and more popular, hypothesis is given 
the name symbiosis because it refers to the close as
sociation between different organisms. The hypothe
sis is that the nucleus and organelles of eucaryotic 
cells were originally small procaryotic cells that sim
ply invaded larger procaryotic cells and took up resi
dence there. 

Why eucaryotic cells arose at all, like so many other 
questions involving the early biosphere, is not known 
with certainty, but their origin may involve the rise of 
oxygen in the atmosphere. 

The Rise of Oxygen 
There is plentiful evidence to show that before about 
1.5 billion years ago the Earth's atmosphere was defi
cient in oxygen. Water-worn grains of pyrite (FeS2), 
for example, turn up in ancient sedimentary rocks. 
Today, when grains of pyrite get into streams, they are 

oxidized long before they accumulate in sediments. 
The most convincing evidence of an oxygen-deficient 
atmosphere is found in ancient chemical sediments 
called banded-iron formations (Fig. 16.10). These sed
iments were laid down in the sea, a sea that must have 
been able to carry dissolved iron (something it can't 
do now because oxygen precipitates the iron). It is hy
pothesized that the ancient banded-iron formations 
were precipitated in places where photosynthetic 
bacteria were producing oxygen locally and that the 
banded-iron formations were thereby relieving the at
mosphere of a potentially lethal burden of oxygen. 

Before about 1.5 billion years ago, all life was anaer
obic and presumably had not reached a point where it 
could tolerate, let alone use, its photosynthetic waste 
product. Scientists calculate that before oxygen 
started to accumulate in the air, 25 times the present-
day amount of atmospheric oxygen had been neutral
ized by reducing agents such as dissolved iron. 

During the anaerobic phase of life's history, photo
synthesis was well established, but living organisms 
could get their energy only by fermentation. The en
ergy yield from fermentation is low, and a lot of waste 
(CO2 and alcohol) has to be gotten rid of. This puts 
limitations on the anaerobic cell: 

1. A large surface-to-volume ratio is required to allow 
rapid diffusion of food in and waste out. Anaero
bic cells must therefore be small. 

2. Anaerobic cells have enough trouble keeping 
themselves supplied with energy. They cannot af
ford to deploy energy resources on the mainte
nance of specialized organelles, including the nu-
cleus. This means that all anaerobic bacteria were 
procaryotes. 

3. Procaryotes need free space around them; crowd
ing interferes with the movement of nutrients and 
water into and out of the cell. Therefore, they live 
singly, or are strung end-to-end in chains. They 
cannot form three-dimensional structures. 
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Figure 16.10 Banded-iron formation of the Hamersley Range, Western Australia, 
formed during the Lower Proterozoic Eon. Banded-iron formations are chemical sedi
ments and are thought to have formed when iron in solution in seawater was precipi
tated as a result of photosynthetic bacteria releasing oxygen. The woman in the fore
ground is Dr. Janet Watson, a distinguished English geologist. 

It took about 2 billion years for the Earth's oxygen 
sinks to be used up, and during this entire time the 
procaryotes had the world to themselves. Eventually, 
an oxygenated atmosphere started to form, and when 
it did, the biosphere seems to have wasted little time 
in turning the lethal waste product, oxygen, to its ad
vantage. This happened through the appearance of 
eucaryotic cells; some of the characteristics of aero
bic eucaryotic cells are as follows. 

1. They use oxygen for respiration, and because ox
idative respiration is much more efficient than fer
mentation, they do not require as large a surface-
to-volume ratio as anaerobic cells do. Such cells 
are larger. 

2. Aerobic cells, because of their superior metabolic 
efficiency, can maintain a nucleus and organelles. 

3. Aerobic eucaryotes are not bothered by crowding 
so, unlike procaryotes, eucaryotes can form three-
dimensional colonies of cells. 

With the appearance of eucaryotes and the growth 
of an oxygenated atmosphere, the biosphere started 
to grow larger, to change rapidly, and to play an in
creasingly important role in the Earth system. For an 
example of some of the complex systems that devel
oped as a consequence of the rise of oxygen, see "A 
Closer Look: The Biochemical Cycle of Nitrogen." 

EVOLUTION AND THE FOSSIL 
RECORD 
Eucaryotes appeared in the middle of the Proterozoic 
Eon about 1.4 billion years ago. The exact date is not 
known with certainty, but the fossil evidence clearly 
shows that by 1 billion years ago the eucaryotes were 
well established. The first eucaryotes were single-
celled green algae. The earliest fossils of larger multi
cellular organisms appear in rocks about 600 million 



A Closer Look 

The Biochemical Cycle of 
Nitrogen 

Amino acids are essential constituents of all living organ
isms. They are given the name amino because they con
tain amine groups (NH2) and the key element in amines 
is nitrogen. As a consequence, nitrogen is essential for all 
forms of life. 

Nitrogen in nature exists in three forms. Nitrogen in 
the atmosphere is present in the elemental form (N2), but 
reduced forms such as ammonia (NH3) and oxidized 
forms such as nitrate (NO3) also occur in nature. It is only 
in the reduced form that nitrogen can participate in bio
chemical reactions. 

The key to the nitrogen cycle is understanding how 
reduction (also called fixation) and oxidation (also called 
denitrification) take place and how nitrogen moves be
tween the four major reservoirs—the atmosphere, bios
phere, ocean, and soil and sediment. As you read the fol
lowing discussion, please study Figure C16.1 carefully. 
The figure shows the reservoirs, the estimated number of 
grams in each reservoir, and the paths by which nitrogen 
moves between the reservoirs. 

The nitrogen cycle is dominated by the atmosphere 
and by the fact that N2 cannot be directly used by organ
isms. Nitrogen is removed from the atmosphere and/or 
made accessible to organisms in three ways: 

1. By solution of N2 in the ocean. 
2. By oxidation of N2 to NO3 by lightning discharges, 

in which form it is rained out of the atmosphere and 

into the soil and the sea. Plants can reduce NO3 to 
NH3, thus making nitrogen assimilable to the bios
phere. 

3. By reduction of N2 to NH3 through the actions of ni
trogen-fixing bacteria in the soil or the sea. The re
duced nitrogen is quickly assimilated by the bios
phere. 

The nitrogen cycle is interesting because of its com
plexity but interesting too because parts of the cycle have 
had to evolve as the atmosphere became oxygenated. 
Because organisms cannot use N2 directly, there must 
have been either some reduced nitrogen available when 

Figure C16.2 Root nodules on white clover pro
duced by colonies of nitrogen-fixing bacteria. 

Figure C16.1 The nitrogen cycle. For a discussion, 
see the text. 

life arose or the earliest organisms had the ability to re
duce N2. Anaerobic nitrogen-fixing bacteria are certainly 
very ancient, and the fixation chemistry that evolved 
with them will not work in the presence of oxygen. Such 
bacteria must have evolved before the atmosphere con
tained oxygen. Today these bacteria live only in oxygen-
free environments. A few nitrogen-fixing bacteria have 
developed an oxygen tolerance, even though they still 
use the old, anaerobic fixation chemistry. They perform 
this trick by making sure that the sites in their cells where 
fixation occurs are carefully guarded from oxygen. 

As the oxygen content of the atmosphere increased, 
the amount of nitrate rained into the soil also increased. 
This opened new niches that were soon occupied by or
ganisms that learned to reduce NO3 to NH3. Many of the 
higher plants have this ability to use nitrate. Those that 



cannot reduce nitrate act as hosts to symbiotic nitrogen-
fixing bacteria, to which they supply energy in exchange 
for fixed nitrogen (Fig. C16.2). 

Once reduced, nitrogen tends to stay reduced, remain 
in the biosphere, and be either reused by other organ
isms or oxidized back to N2 and returned to the atmos
phere. The main route by which nitrogen returns to the 
atmosphere, however, is the reduction of nitrate. This 

route is kept open by bacteria that use the oxygen in ni
trate in order to oxidize carbon compounds during me
tabolism. Denitrifying bacteria must therefore have 
evolved quite late in the history of the biosphere, after 
oxygen started to accumulate in the atmosphere. Thus, 
the simple nitrogen cycle of the early Earth has evolved 
into today's complex cycle in response to a changing at
mosphere. 

years old, and thereafter the appearance and spread of 
multicellular organisms happened very rapidly (Fig. 
16.11). 

Ediacaran Fauna 

Figure 16.11 The evolution of life on the Earth from 4.6 
billion years ago to the present. The rates at which new or
ganisms appear and of biological diversity both increase 
with time. 

The earliest fossils of multicellular organisms were 
first discovered in 600-million-year-old rocks in the 
Ediacara Hills of South Australia and are known as Edi
acaran animals. Nearly identical fossils have subse
quently been discovered in similar-aged rocks in other 
parts of the world. 

The Ediacaran fauna were animals that lived in 
quiet marine bays and lacked any hard parts. They 
seem to have been jelly-like animals without any 
armor or defense. They probably did not need any de
fense mechanism because predatory animals had not 
yet arisen. 

Even if the Ediacaran fauna were the first, or at least 
among the first, animals to evolve, they nevertheless 
represent a huge jump in complexity from the first 
unicelled eucaryotes 800 million years earlier. Scien
tists have not yet been able to discover much about 
what went on during those 800 million years. 

The Ediacaran animals are of three main kinds: (1) 
disc-like, resembling today's jellyfish (Fig. 16.12A); (2) 
pen-like, resembling today's sea-pens or soft corals, 
and (3) worm-like, resembling broad flat worms (Fig. 
16.12B). There are some odd features about the ani
mals. For example, the disc-like fossils are not really 
jellyfish because they lack the central radial structure 
and peripheral concentric structure of true jellyfish. 
Furthermore, although it may be a bit too much to 
read from such an ancient fossil, the "worms" don't 
seem to have guts. The odd feature shared by most of 
the Ediacaran animals is that they were flat. All organ
isms need to exchange material with the environ
ment, and one way to do this efficiently is to have a 
large surface-to-volume ratio. One way to have a large 
ratio is to be flat. It is thought that, by having a large 
surface for feeding, respiration, and excretion, the 
Ediacaran animals could grow very large. (Dickinso-
nia, a disc animal, was up to a meter long.) 

Being flat can have problems: it is difficult to sur
vive in waves and high-energy environments, for ex
ample. Therefore animals quickly evolved away from 
flatness and developed convoluted and branching ex-
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Figure 16.12 Two members of the Ediacara fauna 
from South Australia. These are the most ancient multi-
celled animals that have ever been found. A. Mawsonia 
spriggi, a discoid shape, possibly a floating animal like a 
jellyfish. B. Dickinsonia costata, a curious worm-like crea
ture. 

change surfaces. Brains, lungs, gills, guts, and the vas
cular system are all variations on these which, as we 
see next, started to develop in the Cambrian Period. 

The Cambrian Expansion 

The Ediacaran animals arose at the very end of the Pro-
terozoic Eon. The Phanerozoic Eon, which starts with 
the Cambrian Period, was a time of incredible biologi
cal diversity. Figure 15.3 is a generalized diagram of 
biological diversity through geologic time. It is clear 
that the Proterozoic biosphere (regardless of what 
size it was) was not very diverse. This means that most 
of the ecological niches later to be occupied by multi-
celled organisms were vacant in the Proterozoic. 

Why should biological diversity have exploded in 
the Cambrian Period? That is another of the great 
unanswered questions about the biosphere. Many 
hypotheses have been offered, but none, as yet, is 
backed by hard evidence. One hypothesis is that sex, 
which developed with the eucaryotes, caused the ex
plosion. Procaryotes are asexual and reproduce by a 
process called mitosis in which the cell splits its DNA 
into two equal halves in order to create a new cell. 
The new cell is identical to the parent. Eucaryotes re
produce sexually, and two organisms contribute their 
genetic information (their genes) equally; thus, any 
differences that exist are quickly spread among the 
growing population. Another hypothesis is based, as 
with the rise of eucaryotes, on the oxygen content of 
the atmosphere and the effect that a rising level of 
oxygen may have had on the chemistry of calcium 
phosphate and calcium carbonate (the two main 
skeleton components) in the ocean. See the "Guest 
Essay" at the end of this chapter for more discussion 
of these theories. 

Whatever the reason, a great many changes oc
curred in the early Cambrian about 570 million years 
ago. Compact animals were evolving to replace the 
floppy ones of Ediacaran times: trilobites (Fig. 16.13), 
molluscs (clams), echinoderms (sea-urchins), and sea-
snails—all (except trilobites) types that have persisted 
up to the present, and all equipped with gills, filters, 
efficient guts, a circulatory system, and other space-
saving devices. 

The Cambrian saw the introduction of skeletons 
(both internal and external): carbonate skeletons for 
small worms whose fossils today mark the base of the 
Cambrian system; phosphate and carbonate skeletons 
for certain shells; and chitin (a compound like nails 
and hair) for trilobites. It is easy to believe that there 
would be strong selective pressure on many groups to 
get a skeleton: for protection against predators (there 
were some by now); against drying out; against injury 
in turbulent water; and so on. Why did skeletons 
evolve in the Cambrian, however? Perhaps it was sim
ply because no one needed to wear them before that 
time. Perhaps it was because the rising level of oxy-



Figure 16.13 Fossil trilobite from the Cambrian Pe
riod. Trilobites were one of the first animals to develop a 
hard, chitin covering, presumably as a defense against 
predators. This sample was collected in Utah. 

gen in the atmosphere and the extra metabolic energy 
were now available to make skeletons and encourage 
diversity. 

The idea of an oxygen control is plausible (but far 
from proven), for carbonate, phosphate, and chitin 
skeletons are built only by aerobic organisms. The 
main difficulty is that there is no way of telling what 

the atmospheric oxygen content was at the beginning 
of the Cambrian: it may already have been far above 
the 10 percent that many hypotheses suggest was 
needed to develop skeletons. Lest it be thought that 
skeletons were the rule among Cambrian animals, it is 
instructive to look at a famous fossil assemblage in the 
Burgess Shale (Middle Cambrian of British Columbia, 
Fig. 16.14). Note that when all of the soft-bodied 
forms have been removed, few skeletonized ones re
main. The Burgess Shale assemblage is an object les
son in the interpretation of the rest of the fossil 
record. 

The Burgess Shale assemblage shows something 
else, too: a richness of forms that we no longer see in 
the contemporary bottom-dwelling marine fauna, rich 
though it is. The Cambrian was a time of almost un
bridled growth and diversity in the marine environ
ment: thousands of niches waited to be filled, and 
there was no lack of candidates for their occupancy. 
Most had to fall by the wayside, yielding to the nine 
surviving phyla that we know today. When we look at 
this amazing snapshot of Cambrian marine life, with 
all its extraordinary forms, we cannot resist the feel
ing that running the ecological race is as good as win
ning it. 
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Figure 16.14 Most of the fossils 
in the Burgess Shale of British Co
lumbia are soft-bodied. Of the 25 dif
ferent species depicted in the draw
ing, only the five circled had hard 
parts. The Burgess Shale is the most 
complete assemblage of Cambrian 
fauna ever found, and it is presumed 
that the abundance of soft-bodied an
imals reflected the situation else
where in the ocean. The most ancient 
chordate, Pikaia, is seen as a small 
fish. (See Fig. 16.20 for a photo of a 
Pikaia fossil.) 



430 Part Five / The Dynamics of Life on Earth 

Figure 16.15 Increasing 
diversity of plants and animals 
with time. 



LIFE ON LAND 
The Paleozoic Era lasted about 330 million years and is 
divided into six periods starting with the Cambrian, 
followed in succession by the Ordovician, Silurian, 
Devonian, Carboniferous, and Permian. The five peri
ods of the Mesozoic and Cenozoic Eras follow. Each 
period is characterized by the appearance of major 
groups of plants and animals, as summarized in Figure 
16.15. 

The great proliferation of life in the Cambrian was 
entirely confined to the sea. Successful phyla diversi
fied and filled niches; unsuccessful phyla have disap
peared into the abyss of time. By 500 million years 
ago, the main plans for animal life had been settled. 
The one big step that remained was to leave the sea 
and occupy the land. Eventually, plants, insects, and 
animals all took the step. 

Here are some of the requirements for life on land 
(they are the same for all organisms.) 

1. Structural support, needed because, while 
aquatic organisms are buoyed up by the water, on 
land gravity becomes a real force with which to 
contend. 

2. An internal aquatic environment, with a plumb
ing system giving it access to all parts of the or
ganism, and devices for conserving the water 
against losses to the surrounding atmosphere. 

3. Means for exchanging gases with air instead of 
with water. 

4. A moist environment for the reproductive sys
tem, essential for all sexually reproducing organ
isms. 

Selection for these necessities is largely what has 
shaped terrestrial organisms into the familiar forms 
we know today. 

Plants 

It is assumed (so far without proof) that land plants 
evolved from the earliest known eucaryotes, green 
algae. What evolved were vascular plants that had 
structural support from stems and limbs (requirement 
1) and a vascular system (requirement 2), which is a 
system of channelways, by which sap is transferred 
from the roots to the leaves. Requirement 3 (gas ex-

Figure 16.16 Ferns and club mosses are modern rep
resentatives of the seedless plants that first established 
themselves on the land in the Silurian. A. Fossil fern about 
350 million years old. B. Thelypteris phegopteris, a modern 
fern that is also known as the long beech fern, showing 
spores on the undersides of the frond. 

change) is by diffusion and is controlled by adjustable 
openings in the leaves called stomata (singular 
stoma, Greek for mouth). When carbon dioxide pres
sure inside the leaf is high, the stomata open; when 
low, they close. (The stomata also close when the 
plant is short of water, thereby protecting it against 
desiccation.) Gas exchange was managed by Devon
ian plants much as it is in today's plants. 

The earliest plants, of which mosses and ferns are 
modern examples, were seedless plants (Fig. 16.16). 
Many of the seedless plants can tolerate some 
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Figure 16.17 Naked-seed plants 
developed from the seedless late 
in the Devonian Period. A. A leaf 
of Glossopteris, a family of seed-
fern plants that spread through 
Southern Gondwana. B. Leaves of 
modern fossil gingkos. The fossil 
is from North Dakota. Gingkos are 
long-lived relics of the ancient 
family of naked-seed plants. 

drought; mosses and ferns survive dry spells, releasing 
spores that lie dormant until moisture returns. But all 
of these plants rely on moisture for the sexual phase of 
the reproductive cycles; without it the sex cells have 
no medium in which to reach each other and fuse; 
therefore, fertilization does not occur. Consequently, 
the seedless plants have never been able to colonize 
habitats where moisture is not unfailingly present for 
at least part of the growing season. 

The seedless plants reached their peak in the Car
boniferous Period, when they dominated the vast 
forests that were then growing on the tropical flood-
plains and deltas of North America, Europe, and Asia, 
producing a fossil fuel (coal) that started the Industrial 
Revolution two centuries ago. 

By the Middle Devonian, a few plants were already 
on the way to meeting requirement 4—that is, provid
ing their own moist environment in order to facilitate 
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sexual reproduction. The plants that evolved were the 
gymnosperms or naked-seed plants such as Glos-
sopteris of Gondwana fame (Fig. 16.17A). The female 
cell is attached to the vascular system and thus has a 
supply of moisture. The male cell is carried in a pollen 
grain coated with a waxy coating. When the two fuse, 
a seed results. The seed is simply a supply of moisture 
and nutrients to sustain the early growth of the young 
plant until it becomes self-supporting by photosynthe
sis. Although the change was not a radical one, it freed 
the vascular plants once and for all from the swampy 
lowlands that were their first habitat. Naked-seed 
plants survive today; examples are the gingkos 
(Fig.l6.17B) and the conifers. 

Gymnosperms had a huge success. Freed from the 
swampy habitat, they did not have to compete with 
the great seedless trees of the coal forests, but instead 
struck out on their own in virgin territory, the drier 
uplands of the newly forming supercontinent, Pan-
gaea. By the end of the Carboniferous Period, they had 
spread over most of the world, and by the Triassic 

they were rivaling in size their former cousins of the 
swamps. 

Life has one drawback for gymnosperms. The male 
cell-carrier, the pollen, is spread through the air. What 
chance has a pollen grain loose in the air of finding a 
female cell? To ensure success, gymnosperms have to 
make huge amounts of pollen. 

Flowering plants (angiosperms, or enclosed-seed 
plants) solved the problem of the random distribution 
of pollen. For a small incentive (nectar or a share of 
the pollen), insects will deliver the pollen (Fig. 16.18). 
It took longer for the angiosperms to evolve than it did 
for the gymnosperms, but by the end of the Creta
ceous Period angiosperms had become the dominant 
land plants. Their life cycle is not significantly differ
ent from that of gymnosperms, but they have special
ized in symbiosis with animals: insects for pollination, 
birds and quadrupeds for seed dispersal. 

The last frontier for plants—so far, at least—has 
been the dry steppes, savannas, and prairies. These 
were not colonized until the Tertiary Period, when 

Figure 16.18 Pollen from a hol
lyhock (an angiosperm) coats a 
bumble bee collecting nectar. As 
the bumble bee moves from plant to 
plant, the pollen is efficiently dis
tributed. 
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grasses evolved. In arriving at them, we have also 
reached the culmination of animal life on land, the 
great grazing faunas of the high plains of all continents 
except Antarctica. It is now time to go back to the Pa
leozoic Era and consider the first, tentative steps of 
the insects and quadrupeds. 

Insects 

Among the many creatures in the Cambrian seas, 
there were many that belong to the phylum Arthro-
poda, so-called from the presence of jointed legs. 
They include crabs, spiders, centipedes, and insects 
and are the most diverse phylum on the Earth. They, 
not the fish from which we humans are descended, 
"were the first creatures to make the change from sea 
to land. 

Arthropods, with a few exceptions, were quite 
small, had lightweight structures, and were covered 
with a shell of chitin to provide structure support. 
They were thus admirably preadapted for life on land 
in regard to structural support and water conserva
tion. The earliest to go on land were probably Silurian 
centipedes and millipedes; by the Carboniferous, in
sects were abundant and included dragonflies with a 
wing span of up to 60 cm (24 in). For all their success 
as land creatures, the arthropods have always had 
very primitive respiratory and vascular systems. They 
breathe through tiny tubes that penetrate the outer 
coating. Because the respiring mass of an aerobic or
ganism increases as the cube of its length, while the 
area available for gas exchange increases only as the 
square, it is clear that this mode of respiration must se
verely limit the size of an organism. This is why most 
insects are small. 

The arthropods have an open vascular system. That 
is, their "blood" does not circulate in closed vessels, 
but is simply body fluid bathing the internal organs 
and generally kept in sluggish motion by a "heart" that 
is little more than a contractile tube. At first it seems 
odd that the arthropods, with such a primitive 
arrangement, should have diversified into more than a 
million terrestrial species. The arthropods' vascular 
system isn't great, but it obviously works. And it's 
close to indestructible; whoever heard of a cockroach 
having a heart attack? 

Animals 

Inconspicuous among the fossils of the Burgess Shale 
is a small fossil called Pikaia (Fig. 16.19). Pikaia is a 
chordate, a member of the phylum to which we hu

mans belong, by virtue of possessing a notochord, a 
cartilaginous rod running along the back of the body. 
(We and other vertebrates have one as embryos, later 
replaced by the backbone). Pikaia (which may well 
be one of our ancestors) and other Cambrian fish 
were jawless, probably feeding on organic matter 
dredged from the seafloor. Jawed fish come next. 

With jaws came a great burst of diversification; as 
can be imagined, their possession must have given ac
cess to a whole array of ecological niches that until 
then had been vacant. The original jawless fish, a few 
as long as many centimeters, were quickly joined by 
larger armored fish, including 9 m (30 ft) carnivores, 
as well as sharks and other boneless (cartilaginous) 
fish, and the huge Order of ray-finned fish that are fa
miliar as today's game and food fish. (This rapid diver
sification of the fish was mentioned briefly in Chapter 
15.) 

The first fish to venture on land, an obscure group 
called the crossopterygians, did so in the Devonian. 
They gave rise to the amphibians. The crossoptery
gians had several features that served to make the 
transition possible. Their lobe-like fins, for example, 
were preadapted as limbs because the lobes contain 
(much foreshortened) the elements of a quadruped 
limb, complete with small bones to form the extrem
ity. They also had internal nostrils characteristic of air-
breathing animals. Being fish, the crossopterygians al
ready had a serviceable vascular system that was 
adequate to make a start on land. Water conservation, 
however, never became a strong point with amphib
ians: they retain permeable skins to this day, which is 
one reason why they have never become independent 
of the aquatic environment. 

Despite their limitations, the amphibians ruled the 
land for many millions of years during the Devonian 
Period. They had one difficulty that limited their ex
pansion into many niches: they never met the repro
ductive requirement for life on land. In most species, 
the female amphibian lays her eggs in the water, the 
male fertilizes them there after a courtship ritual, and 
the young hatch as fish (tadpoles). Like the seedless 
plants, the amphibians, with one foot on the land, so 
to speak, have remained tied to the water for breed
ing. Although some became quite large (2 to 3 meters, 
or 2 to 3 yds long), they never diversified much. One 
branch went on to become reptiles; those of the rest 
that survive are frogs, toads, newts, salamanders, and 
limbless water "snakes" that seem to have decided 
that, after all, they prefer a fish's life. 

The reptiles freed themselves from the water by 
evolving an egg that could be incubated outside of it 
and by getting themselves a watertight skin. These 
two "inventions" gave them the versatility to occupy 
terrestrial niches that the amphibians had missed be-
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Figure 16.19 Pikaia, a soft-bodied animal from the Burgess Shale in British Co
lumbia, is the earliest known chordate. Pikaia is the most ancient member of the group 
that became the vertebrates and to which we humans belong. See Figure 16.15 for the 
curious creatures with which Pikaia coexisted. 

cause of their bondage to the water. The amniotic egg 
did for reptilian diversity what jaws did for diversity in 
fishes. Originating in the Carboniferous coal swamps, 
by the Jurassic Period the reptiles had moved over the 
land, up in the air and back to the water (as veritable 
sea monsters), in addition to having produced the two 
Orders of dinosaurs (the largest quadrupeds ever to 
walk the Earth) and given rise to two new vertebrate 
Classes, mammals and birds. 

As pointed out in Chapter 15, the mammals are in 
many ways better equipped as quadrupeds to occupy 
terrestrial niches than were the great reptiles. It is dif
ficult to pick out a single mammalian "invention" 
comparable to the jaws of fish or the reptilian egg, for 
the mammal is a fine-tuned quadruped, adapted to a 
faster and more versatile life than the reptiles could 
ever have led (notwithstanding the current vogue of 
popularity they are enjoying). The mammalian "inven
tion" is perhaps just that: a set of interdependent im
provements managed by a more capable brain and 
supported by a faster metabolism. The placental 
uterus is sometimes regarded as the key to mam
malian success; but it's really only a piece of equip
ment mandated by the delicate intricacy of the fetus 
that lives in it, especially the brain. By comparing 
brain-to-body weight ratios in archaic and modern 

EXTINCTIONS AND THE 
BIOSPHERE 

Few of the species alive at the beginning of the Cam
brian Period had living descendants at the end. 
Throughout the Cambrian, species died out and be
came extinct; new species evolved to occupy the va-

reptiles and mammals, it can be shown that increase 
in mammalian brain size is a continuing process, 
whereas in reptiles increase has not occurred: the ra
tios in modern reptiles do not differ significantly from 
those in archaic ones. What is perhaps significant is 
that had something not come along and wiped out the 
ruling reptiles, we should not even be here to think 
about them. Fortunately, something did disrupt the 
reptiles, and that leads to the last and in some ways 
most intriguing question about the biosphere: Why 
and how did great groups of animals suddenly die out 
and new ones arise to take their places? 
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cated niches. In the nineteenth century, when pale
ontologists (scientists who study extinct organisms) 
started, to study the fossil record in a systematic way, 
they quickly recognized that evidence of extinction is 
widespread and that most of the species that have 
ever lived on the Earth are now extinct. Indeed, as dis
cussed in Chapter 7, those nineteenth century scien
tists divided the geological column into smaller units 
largely on the basis of the appearance and/or disap
pearance of certain key fossils. 

Nowhere is the evidence of extinction more de
tailed or more striking than in the fossil record of ma
rine animals. From that record we can estimate that 
the average time span of an ocean-dwelling species is 
about 4 million years. The record is equally clear, 
however, that organisms do not steadily disappear 
and new organisms do not steadily appear. Rather, the 
evidence suggests that a series of massive death-
events have occurred, followed by the rapid appear
ance of new species that occupied vacant niches. 

Paleontologists David Raup and J. John Sepkoski, 
Jr., are two of the leading researchers of the extinc
tion record. Using the appearance and disappearance 
of genera rather than species, Sepkoski has analyzed 
the fossil record of 34,000 genera of marine fossils 
from the Cambrian to the present. Figure 16.20 is a di
agrammatic representation of 19 extinction events he 
has identified. In order to estimate the magnitude of 
an extinction event, Sepkoski has calculated the per
centage of the genera that disappeared at each event. 
Note that the greatest of the extinction events, at the 
Permian-Triassic boundary, led to the demise of 70 
percent of all marine genera. The extinction event 
that marks the Cretaceous-Tertiary boundary, and that 
marked the end of the dinosaurs, was small by com
parison, with only 45 percent of marine genera disap
pearing. 

Figure 16.20 is not necessarily an accurate repre
sentation of the extent of extinction because some 
genera contained many more species than others. 
Raup and Sepkoski have attempted to extrapolate 
from genera to species and in so doing have estimated 
that the Permian-Triassic boundary event probably 
saw the extinction of 95 percent of all living species, 
while the Cretaceous-Tertiary boundary event may 
have seen the elimination of as many as 77 percent of 
all species. 

What caused the extinctions? At this stage of re
search, we have no complete answers. The most 
widely held hypothesis for the Cretaceous-Tertiary 
event, for example, is the impact of a great meteorite 
and the consequent disruption of the climate. Despite 
the fact that a large-impact crater of just the right age 
has been identified beneath younger sedimentary 

rocks of the Yucatan Peninsula, extinction due to im
pact is still a hypothesis (though a very appealing one 
because of the favorable evidence). It is still a hypoth
esis because it is not yet clear just bow and why an im
pact would kill so many genera of organisms but leave 
an even larger number alive. 

The most probable reason for the greatest killing 
ever in the geologic record, the Permian-Triassic 
boundary event, is, as discussed in Chapter 15, the 
plate tectonic assembly of Pangaea and the conse
quent loss of habitats. This, too, can only be consid
ered a hypothesis until further research proves the 
concept to be correct. Other extinction events be
sides impacts and plate tectonics may be due to such 
various causes as falls in sea level, climatic changes, 
prolonged volcanic eruptions, or events of ocean 
anoxia (lack of oxygen). 

Despite the lack of certainty about why many of 
the extinctions occurred, the fossil evidence is clear 
that they did. Many lessons can be read from the 
record, but three are of paramount importance. First, 
clearly, natural perturbations to the Earth system do 
happen. Second, and equally clearly, the biosphere is 
remarkably resilient, so that no matter how many 
species become extinct, new species always arise. 
The third lesson is a sobering one for us humans to ap
preciate—in the long run the biosphere is not depen
dent on any one species or even any one group of 
species. 

Figure 16.20 The extraordinary frequency of great ex
tinction events that have occurred during the Phanerozoic 
Eon. The percentage of extinction was determined from the 
disappearance of genera of well-skeletonized animals. 
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In terms of its cosmological life expectancy, Earth is a 
middle-aged planet. In maturity, our planet contains 
large and widely dispersed continents, is glaciated at the 
poles, and is bathed in an oxygen-rich atmosphere. Per
haps most conspicuous, it supports an exuberance of life 
ranging from bacteria to redwoods. However, available 
portraits of the youthful Earth suggest a different counte
nance—a watery surface punctuated by volcanoes and 
limited areas of continental crust, an atmosphere rich in 
carbon dioxide and nearly devoid of oxygen, and no 
sign of biological activity. 

The Earth's surface has changed markedly during the 
past 4 bill ion years. Given the close relationship be
tween organisms and environment on the present-day 
Earth, it should not be surprising to learn that the two 
have evolved together through time, each influencing 
the other in a complex system of biogeochemical feed
backs. 

The interplay between evolution and environment 
was particularly strong during our planet's early history. 
It is no overstatement to suggest that the evolutionary 
history of metabolism, explicit in evolutionary trees of 
both bacteria and cellular organisms with nuclei, mirrors 
the chemical evolution of the oceans and atmosphere. 
One facet of this coevolution that has particularly inter
ested me concerns the explosive evolution of animals 
near the Proterozoic-Cambrian boundary (ca. 543 mil
lion years before the present). Anyone who has ever 
walked through a stratigraphic section spanning this 
boundary knows that the mineralized skeletons of inver
tebrates increase abruptly as one strides into the Cam
brian, as do the abundance and diversity of animal 
tracks, trails, and burrows. All the extant phyla of 
"higher" animals—that is, animals characterized by 
complex organ systems and a shape that is symmetric 
about a central axis—appeared within the first 20 mil
lion years of the Cambrian Period. Exquisitely well-pre
served fossils from the Burgess Shale and similar de
posits suggest that this remarkable diversification also 
included types of animals that no longer exist. Simple, 
mostly unskeletonized fossils of sponges, cnidarians (sea 
anemones, jellyfish, and their relatives), and ancestral 
bilaterians appear only slightly earlier, perhaps 580 mil
lion years ago. Although this seems like a long time ago, 
fossils provide unambiguous evidence of microbial life 
as early as 3500 mill ion years before the present. Why 
did animals radiate so late in the evolutionary day? 

Among the several theories advanced to account for 
this pattern, one really fascinates me: it holds that prior 

to 580 million years ago, the Earth's atmosphere con
tained too little oxygen to support the biology of large 
animals. If true, this suggests that both the Earth and its 
biota leapt toward maturity near the end of the Protero-
zoic Eon. It also provides a most dramatic example of 
coevolution between life and environment. 

A wealth of sedimentological data support the hy
pothesis of late Proterozoic environmental change. Ex
tensive glaciogenic rocks and sedimentary iron deposits 
document large-scale changes in the atmosphere and 
oceans at this time. Knowledge of the present-day Earth 
leads us to expect that such variations should relate to 
changes in the systems of biogeochemical cycling that 
control our environment. My colleagues and I have con
firmed this hypothesis by documenting strong variations 
through late Proterozoic time in the ratio of the two sta
ble isotopes of carbon (13C and 12C) in marine carbonate 
minerals and organic matter. Because this ratio reflects 
the relative rates of carbonate and organic carbon burial 
of the sea floor, we have been able to infer remarkable 
variations in the late Proterozoic carbon cycle—with 
high rates of organic carbon burial characterizing the pe
riod just prior to the initial appearance of large animals. 
Other colleagues have documented the intricate tec
tonic dance of the continents during this period, with a 
late Proterozoic supercontinent splintering and reamal-
gamating, only to break apart once more as the Cam
brian began. Tectonic events also leave an isotopic call
ing card—in this case the ratio of two isotopes of 
strontium (87Sr and 86Sr) in marine limestones. This ratio 
reflects the relative contributions of hydrothermal activ
ity (low 87Sr /86Sr) and continental weathering (variable 
but generally high 87Sr /86Sr) to seawater. Strong late 
Proterozoic variation in the strontium isotopic content of 
limestones provides independent evidence of anom
alously strong activity at midocean hydrothermal ridges, 
followed by the uplift of Himalaya-scale mountains. 

437 
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These tectonic events provide clues to understanding the 
dynamic behavior of late Proterozoic climate and bio-
geochemistry. 

As we learn more, the interval first singled out be
cause of its biological importance turns out to be a time 
of remarkable tectonic, climactic, and biogeochemical 
change as well. There is as yet no direct means of mea
suring oxygen levels on the latest Proterozoic and Cam
brian Earth, but geochemical models strongly support 
the hypothesis that atmospheric oxygen levels did in
deed rise sharply 590 to 580 mill ion years ago, just prior 
to the initial radiation of large animals. Thus, our planet 
may have come upon both biological and environmental 
maturity rather late in its development. Further biologi
cal innovations amplified by ecological interactions may 
have triggered the subsequent radiation that marks the 
Proterozoic-Cambrian boundary. 

In short, a scientific odyssey that began with paleon

tology has led me to explore pivotal events in Earth's tec
tonic and environmental development. This has not 
been a diversion. On the contrary, it has convinced me 
that a satisfactory understanding of biological events 
near the end of the Proterozoic Eon hinges on our ability 
to place biology in the context of a dynamic planetary 
surface. Similarly, any understanding of the latest Pro
terozoic ice ages or atmospheric history requires that we 
treat Earth's tectonic, biogeochemical, climactic, and bi
ological history as an integrated system. 

The end-Proterozoic example is striking, but it is 
hardly unique. It may even be general. Environmental 
dynamics have exerted a profound influence on evolu
tion, and wee versa. As the Earth sciences become more 
fully integrated, we gain the prospect of new insights into 
long-standing problems of Earth history. Equally excit
ing, we wil l be able to generate new questions that will 
occupy our imaginations for decades to come. 

Summary 
1. Life is the ability of an organism to grow, to re

produce, and to metabolize. 

2. Growth in all living matter occurs by the poly
merization of small organic molecules. Polymer
ization uses energy that it gets from the environ
ment. 

3. Bacteria, which are the simplest living organ
isms, and viruses, which are "almost" alive, can
not have been the first life forms because they 
are too complicated. 

4. Life consists of cells. Cells with a nucleus are 
called eucaryotes, those without a nucleus are 
procaryotes. 

5. No one knows how life began or what the first 
living cell was like but it must have been an 
anaerobic procaryote. Fossil procaryotes have 
been found in rocks 3.5 billion years old, so life 
appeared early in the Earth's history. 

6. Both organisms and populations evolve. This 
means that the biosphere has evolved through 
geologic time and is still evolving today. 

7. Because the biosphere has evolved, the Earth 
system has also evolved. 

8. Biogeochemical cycles move chemical elements 
essential to the biosphere between the major 
Earth reservoirs. The most important biogeo
chemical elements are carbon, oxygen, nitrogen, 
and phosphorus. 

9. Growth of living matter involves the construc

tion of new cells. Details of cell production are 
passed on from cell to cell, generation after gen
eration, through information stored in DNA. 

10. The central problem of life is that proteins to 
build and run cells cannot be made without DNA 
and DNA won't work without proteins that serve 
as enzymes. 

11. The three essential steps to form life are 
chemosynthesis, biosynthesis, and development 
of the complex cellular machinery needed for re
production. 

12. Chemosynthesis is the synthesis of small organic 
molecules such as amino acids from gases in the 
atmosphere or in space. 

13. Biosynthesis is the polymerization of small or
ganic molecules to form biopolymers such as 
proteins. 

14. Some hypotheses suggest that life may have 
arisen in the sea, possibly near submarine hot 
springs. Another hypothesis, called panspermia, 
is that life arose in space and arrived on the Earth 
ready made. 

15. The earliest life on the Earth was anaerobic. 

16. A lot of oxygen was produced by photosynthe-
sizing bacteria and neutralized by reducing 
agents such as dissolved iron in seawater. When 
the neutralizing capacity was exceeded, oxygen 
began to accumulate in the atmosphere. This 
started at least 1.5 billion years ago. 
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17. Eucaryotes arose from the procaryotes after oxy
gen started accumulating in the atmosphere. 
Primitive procaryotes get their energy by fer
mentation, whereas eucaryotes obtain their en
ergy by using oxygen for respiration. 

18. Procaryotes cannot reproduce sexually; nor can 
they associate to form three-dimensional, multi
cellular structures. Eucaryotes can both repro
duce sexually and make three-dimensional struc
tures. 

19. The earliest multicellular organisms known are 
soft-bodied marine animals called the Ediacaran 
animals, after the place in Australia where they 
were first found. 

20. The Cambrian Period, which began the Phanero-
zoic Eon, was a time of great diversity and popu
lation explosion among marine life. Some of the 
Cambrian phyla became extinct, but others sur
vived and became the ancestors from which all 
modern forms of life descended. 

21. The first skeletons, both internal and external, 
evolved in the Cambrian. 

22. For life to leave the sea and live on land, four re
quirements have to be met: a structural support 
system; an internal aquatic system; a means of ex
changing gases with air instead of water; and the 

Important Terms to Remember 

availability of a moist environment for the repro
ductive system. 

23. The first organisms to leave the sea were plants 
and insects. They did so in the early Silurian. The 
first land animals, amphibians, left the sea in the 
early Devonian. 

24. The first plants were seedless. They gave rise to 
the naked-seeded gymnosperms, and the gym-
nosperms in turn gave rise to the enclosed-seed 
angiosperms. 

25. The amphibians were succeeded by the reptiles. 
Amphibians have porous skins and require water 
in which to lay their eggs. Reptiles developed 
watertight skins and amniotic eggs and thus 
freed themselves from the water. 

26. Mammals arose from and finally supplanted the 
reptiles by developing a more capable brain and 
a faster metabolism. 

27. The fossil record reveals that the biosphere has 
been repeatedly disrupted by times of great ex
tinctions. The causes of the extinctions are the 
subjects of research but appear to include giant 
meteorite impacts, plate tectonic rearrange
ments of continents, declines of sea level, pro
longed volcanic eruptions, and severe climatic 
changes. 
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Questions for Review 
1. What are the essential characteristics of life? 

2. Could life have started as a virus? Could it have 
started as bacteria? Explain why or why not. 

3. It is thought that the Earth system has evolved 
through time because of the changes in the bios
phere. What kind of changes in the biosphere 
could bring changes in the Earth system? 

4. What are the three essential steps that must have 
occurred in order for life to form? 

5. What is the Oparin "soup" hypothesis? Where 
and how did chemosynthesis occur in the 
Oparin hypothesis, and why is this part of the hy
pothesis now in doubt? 

6. Describe the ways by which biosynthesis may 
have happened on the primitive Earth. 

7. What characteristic must the earliest cells have 
had? Which organisms living today are thought 
to be representative of the most ancient life 
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forms? 

8. What is the panspermia hypothesis, and why do 
some scientists consider it favorably? 

9. Why cannot anaerobic cells have a nucleus? 

10. What are the two kinds of cells, and how do they 
differ? 

11. It is hypothesized that eucaryotes arose from 
procaryotes. Why is that conclusion held, and 
how might eucaryotes have developed? 

12. Contrast the size, feeding properties, and aggre
gating abilities of procaryotic and eucaryotic 
cells. Why are eucaryotic cells more efficient? 

13. Describe why the eucaryotic cells arose. When 
did they arise? Did all the procaryotes die when 
the eucaryotes developed? 

14. How long ago did the first eucaryotic cells de
velop? When do fossils of multicelled animals 
formed by the aggregation of eucaryotic cells 
first appear in the geologic record? 

15. Life expanded dramatically in the Cambrian Pe
riod and occupied innumerable ecological 
niches. What organisms occupied all the ecolog
ical niches during the Proterozoic Eon? 

16. Give two hypotheses explaining why biological 
diversity exploded in the Cambrian Period. 

17. What lessons can be learned from the fossil as
semblages of the Burgess Shale? 

18. When did life start leaving the sea and inhabiting 
the land? In what order did animals, insects, and 
plants become established on the land? 

19. What four requirements had to be met in order 
for organisms to leave the sea and live on land? 
Are the requirements the same for plants, in
sects, and animals? 

20. In what ways have plants modified their repro
ductive cycle since moving on to the land? 

21. Describe how symbiosis has helped the an-
giosperms to develop. 

22. Judged by their diversity, insects are a very suc
cessful group. Can you offer any possible reason 
for their success? 

23. Describe two great inventions that dramatically 
changed the ability of animals to occupy new 
ecological niches. 

24. Which animals first made their way from the sea 
to the land, and what group of animals evolved 
from them? Name two kinds of animals still liv
ing today that are representatives of the first 
group of land dwellers. 

25. Amphibians are tied to the water. What charac
teristics did the reptiles develop that allowed 
them to free themselves from a dependence on 
water? 

26. What evidence in the fossil record suggests that 
rapid extinctions have occurred many times in 
the past? Describe four hypotheses for the ex
tinctions. 

Questions for A Closer Look 

1. Why is nitrogen an essential chemical element 
for life? 

2. Describe the three forms in which nitrogen oc
curs in nature. In which form is it used by organ
isms? 

3. How is nitrogen removed from the atmosphere 
and made accessible to organisms? 

4. How is nitrogen returned to the atmosphere in 
order to keep the main reservoir of nitrogen in 
balance? 

5. None of the higher plants can fix nitrogen gas 
from the atmosphere. How do they get their ni
trogen? 

Questions for Discussion 
1. Could some form of life as we know it on Earth 

have developed on any of the other bodies of the 
solar system? If you had an unmanned space craft 
available to visit other planets and moons, what 
tests would you carry out to see if life now exists 
or ever existed there? 

2. There are many intriguing but still unanswered 
questions concerning the history of the bios
phere. Discuss the following questions: 

a. In the absence of fossils, what kinds of evi

dence might be used to determine when the 
biosphere came into being? 

b. What kind of research would you carry out in 
order to try and answer why the great Cam
brian explosion of biodiversity occurred and 
why animals started to develop skeletons? 

3. Choose one of the great extinctions in the fossil 
record, research it, and discuss evidence bearing 
on the cause of the extinction. 
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4. The Ediacaran fauna has been identified at sev
eral places around the world. Do some research 
on where these places are and from descriptions 
of the rocks in which the fossils are found, de
termine the characteristics of the environment in 
which the animals lived. 

5. The great animal herds of the savannahs and 

prairies such as buffalo and antelope appeared 
during the Tertiary Period and seem to be coin
cident with the appearance of grasses. Do some 
research on where and when the herds ap
peared. Discuss what effect climate change may 
have played in the rise of grasses and grass-graz
ing animals. 



PART SIX 

Living on the 
Earth 

Terraforming 
When astronauts Armstrong, Collins, and Aldrin re
turned from the Moon with the first lunar samples, a 
new scientific horizon had been reached. The year 
was 1969, and for the first time it was possible to en
tertain seriously the possibility that humans might live 
and work beyond planet Earth. Many of the early 
hopes have been found impractical, but two continue 
to be considered: one is to make one of the other plan
ets habitable, and the other is to mine other bodies in 
the solar system. 

Some scientists regard the concept of changing a 
planet to make it habitable an environmental mon
strosity, but others look at the notion with favor and 
have coined the term terraforming for changing a 
hostile planet into something like the Earth. 

The candidate planet is Mars, and the time needed 
to effect a transformation is estimated to be up to 
100,000 years. The first phase of the transformation 
would be the construction of factories on the surface 
of Mars. The factories would produce greenhouse 
gases and release them into the thin Martian atmo

sphere. As the gases accumulated, they would raise 
the atmospheric pressure and also trap more of the 
Sun's heat, thereby heating the surface. This would 
cause the carbon dioxide snow on the Martian poles 
to melt and increase the CO2 content of the atmos
phere. Eventually, the surface temperature on Mars, 
presently a chilly -60°C, would warm to above 0° 
and water would be able to flow on the surface. Plants 
would be able to grow in a warm CO2-rich atmo
sphere, but, of course, humans could not breathe the 
air until photosynthesis built up the oxygen content 
of the atmosphere. Initially, humans would have to 
live in inflatable, domed cities in which a breathable 
atmosphere could be maintained and carry an oxygen 
supply with them whenever they went outside to 
tend to growing plants. Finally, after 100,000 years, 
Mars would develop an atmosphere like that of the 
Earth. 

Terraforming verges on the edge of science fiction, 
but getting resources from outside the Earth is not so 
far-fetched. Among the ideas that are being consid-



The bleak surface of Mars; could it ever be made habitable? This is the first color picture 
taken by the spacecraft Viking 2 after it landed on the Martian surface in 1976. The photo 
confirms what astronomers had suspected for a long time—that Mars is reddish colored be
cause the Martian regolith is red. Experiments carried out by Viking 2 seeking evidence of 
past or present forms of microscopic life in the Martian regolith were negative. 

ered is the notion of mining nickel and iron from one 
of the asteroids. Because the asteroids are small, their 
gravitational pull is weak, and so it would be easy to 
lift material from the surface. Mining ores on larger 
bodies such as the Moon and Mars is an appealing but 
a difficult notion. Large bodies have strong gravita
tional pulls that make it expensive to lift things off the 
surface. Thus, on large bodies it is practical only to 
use resources there, not to return them to the Earth. 
There is an even more difficult problem—it is not 
even clear whether rich ores of the kind found on the 
Earth occur on the Moon or Mars. 

On the Earth most of the rich ores formed as a re

sult of the atmosphere, hydrosphere, or biosphere, or 
all three, interacting with the lithosphere. Lacking 
such interactions—because the Earth is the only body 
in the solar system with a biosphere and a hydro
sphere—there is no reason to think that other bodies 
house mineral treasures like those on the Earth. 

Fascinating though the idea of extending our civi
lization into space may be, the likelihood of it coming 
to fruition seems very remote. If anything does hap
pen, it will surely be far in the future. In the mean
time, we have to learn to live with the resources avail
able on the Earth and to use those resources in ways 
that keep planet Earth habitable. 
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CHAPTER 17 
Resources from the Earth 

Many cultures around the world discovered the distinctive properties of gold and developed 
the skills to work with it. This mask from Columbia, now in the Bogota Gold Museum, was 
made about 2,000 years ago by indigenous peoples living in the region. 



Natural Resources 
and Civilization 

Civilization and natural resources—the former would 
not have been possible without the latter. Scholars 
even mark the stages of civilization by the natural re
sources our ancestors learned to use; the Stone Age, 
Bronze Age, and Iron Age are examples. The first re
sources our ancestors used were the fruits, grain, ani
mals, and fish they ate. These first-used materials were 
renewable resources because new supplies grew 
each season. 

Millions of years ago our ancestors also started to 
use a different class of natural resources. When they 
picked up suitably shaped stones and used them as 
hunting aids, they were using nonrenewable re
sources, so-called because they are not replenished by 
seasonal growth. Because the most desired stones 
were found in only a few restricted places, trading 
started. Next our ancestors started gathering and trad
ing another nonrenewable resource, salt. Originally, 
dietary needs for salt were satisfied by eating the meat 
brought home by hunters. When farming started, 
however, diets became cereal based and extra salt 
was needed. We don't know when or where the min
ing of salt started but long before recorded history salt 
routes criss-crossed the globe. 

Metals were first used more than 17,000 years ago. 
Both copper and gold are found as native metals, and 
these were the earliest metals to be used. But native 
copper is rare, and so eventually other sources of cop
per were needed. By 6000 years ago, our ancestors 
had learned how to extract copper from certain min
erals by smelting. Before another thousand years had 

passed, they had discovered how to smelt minerals of 
lead, tin, zinc, silver, and other metals. The technique 
of mixing metals to make alloys came next; bronze 
(copper and tin) and pewter (tin, lead, and copper) 
came into use. Because the smelting of iron is more 
difficult than the smelting of copper, development of 
an iron industry came much later—about 3300 years 
ago. 

The first people to use oil (a nonrenewable re
source) instead of wood (a renewable resource) for 
fuel were the Babylonians, about 4500 years ago. The 
Babylonians lived in what is now Iraq, and they used 
oil from natural seeps in the valleys of the Tigris and 
Euphrates rivers. The first people to mine and use coal 
were the Chinese, about 3100 years ago. At about the 
same time, the Chinese drilled the first wells for nat
ural gas; some were nearly 100 m (330 ft) deep. 

By the time first the Greek and then the Roman em
pires came into existence about 2500 years ago, our 
ancestors had come to depend on a very wide range 
of nonrenewable resources—not just metals and 
fuels, but also processed materials such as cements, 
plasters, glasses, and porcelains. The list of materials 
we mine, process, and use has grown steadily larger 
ever since. Today we have industrial uses for almost 
all of the naturally occurring chemical elements, and 
more than 200 kinds of minerals and fuels are mined 
and used. Of course, we still harvest renewable re
sources, but society is now totally dependent on sup
plies of nonrenewable resources too. 
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MINERAL RESOURCES 

Can you imagine a world without machines? Our 
modern world with its 5.5 billion people couldn't op
erate without them. Nor could it operate without 
bricks and cement, fertilizers, or plastics. All of these 
things and many more are made from mineral re
sources. Each of us now relies directly or indirectly 
(meaning through industry and public works) on a 
very large annual input of mineral resources (Fig. 
17.1). 

Machines produce our food, make our clothes, 
transport us, and help us communicate. Bricks and ce
ment are used to build houses and roadways, salts are 
used for chemicals and fertilizers, and plastics are 
made from coal and oil. Everything—metals, fuels, fer
tilizers, chemicals, and building materials—are dug or 
pumped from deposits in the Earth. Deposits of min
erals and fuels are formed by geological processes. 
The well-being of everyone is therefore controlled by 
geological processes. 

In some of the previous chapters, we pointed out 
how geological processes such as weathering, sedi
mentation, and volcanism can, under suitable condi
tions, form concentrations of valuable minerals and 
rocks. The "suitable conditions" are not common, 
however, and for this reason mineral and energy de
posits are few and hard to find. No geological chal
lenge is more difficult than the search for, and discov
ery of, new resources of minerals and energy. No 
societal problem is more pressing than the recovery 
of natural resources with a minimal disruption to the 

environment. Finding resources and managing the 
consequences of using them are two of the greatest 
problems facing human beings today. 

We turn first to the minerals we mine. Mineral re
sources are nonrenewable and can be divided into 
two groups by the way they are used. 

1. Metallic minerals are those from which metals 
such as copper, iron, gold, and zinc can be recov
ered by smelting. 

2. Nonmetallic minerals are those used for their 
physical or chemical properties rather than for 
the chemical elements they contain; examples are 
salt, gypsum, sodium carbonate, calcium fluoride, 
and clay for bricks. 

Following a discussion of mineral resources we 
turn to energy resources. Some energy resources, 
such as coal and uranium, are nonrenewable re
sources because they are rocks and minerals formed 
by the same geological processes that form metallic 
and nonmetallic minerals. Other energy sources, such 
as sunlight, wind, and running water, are renewable 
and have quite different properties than the nonre
newable resources. 

Supplies of Minerals 

Many industrialized nations contain rich mineral de
posits (any volume of rock containing an enrichment 
of one or more minerals) that they are exploiting vig-

Figure 17.1 The average amount 
of material consumed per person 
per year (called the per capita con
sumption) is greater in an industri
ally advanced country such as the 
United States than it is for the 
world as a whole. 
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Figure 17.2 Selected mineral sub
stances for which the United States' 
consumption exceeds production. The 
difference must be supplied by im
ports. Data are plotted for 1990, but 
the percentage changes little from 
year to year. 

orously. Yet no nation is entirely self-sufficient in min
eral supplies, and so each must trade with other na
tions to fulfill its needs (Fig. 17.2). 

All mineral resources have three peculiarities that 
influence their use: 

1. Usable minerals are limited in abundance and are 
localized within the Earth's crust. This is the main 
reason why no nation is self-sufficient where min
eral supplies are concerned. 

2. The quantity of a resource available in any one 
country is never known with accuracy because 
the likelihood that new deposits will be discov
ered is difficult to assess. A country that today can 
supply its needs for a given mineral substance 
may face a future in which it will become an im
porting nation. A little more than a century ago, 
for example, Britain was a great mining nation, 
producing and exporting tin, copper, tungsten, 
lead, and iron. Today, the known deposits have 
been worked out. 

3. Unlike fruits and grains, which can be seasonally 
cropped and thus replenished, deposits of miner
als are depleted by mining and are eventually ex
hausted. This disadvantage can be offset only by 
finding new occurrences or by using the same ma
terial repeatedly—that is, by recycling and making 
use of scrap. 

Much ingenuity has been expended in bringing the 
production of minerals needed by society to its pre
sent state. Because known deposits are being rapidly 
exploited while demand for minerals continues to in
crease as the world's population grows ever larger, 

we can be sure that even more ingenuity will be 
needed in the future. 

Ore 

Minerals are sought in deposits from which the de
sired substances can be recovered least expensively. 
The more concentrated the desired minerals, the 
more valuable the deposit. In some deposits the de
sired minerals are so highly concentrated that even 
very rare substances such as gold and platinum can be 
seen with the naked eye. For every desired mineral 
substance, a grade (level of concentration) exists 
below which the deposit cannot be worked economi
cally (Fig. 17.3). To distinguish between profitable 
and unprofitable mineral deposits, we use the word 
ore, meaning an aggregate of minerals from which 
one or more minerals can be extracted profitably. It is 
not always possible to say exactly what the grade 
must be, nor how much of a given mineral must be 
present, in order to constitute an ore. Two deposits 
may have the same grade and be the same size, but 
one is ore and the other is not. There could be many 
reasons for the difference. For example, the uneco
nomic deposit could be too deeply buried or located 
in so remote an area that the costs of mining and trans
port would be so high that the final product would 
not be competitive with the same product from other 
deposits. Furthermore, as costs and market prices 
fluctuate, a particular aggregate of minerals may be an 
ore at one time but not at another. 

Ore minerals such as sphalerite, galena, and chal-
copyrite from which zinc, lead, and copper, respec-
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Figure 17.3 Before a mineral deposit can be worked 
profitably, the percentage of valuable metal in the deposit 
must be greatly enriched above its average percentage in 
the Earth's crust. The enrichment is greatest for metals 
that are least abundant in the crust, such as gold and mer
cury. As mining and mineral processing have become more 
efficient and less expensive, it has been possible to work 
leaner ore, and so there has been a historic decline in en
richment factors. Declines have ceased over the past 20 
years, and for some metals enrichment factors have in
creased slightly. Note that the scale is a magnitude (loga
rithmic) scale, in which the major divisions increase by 
multiples of ten. 

tively, are extracted are usually mixed with other min
erals, collectively termed gangue (pronounced gang). 
Familiar minerals that commonly occur as gangue are 
quartz, feldspar, mica, calcite, and dolomite. 

The ore challenge is twofold: (1) to find the ores 
(which altogether underlie an infinitesimally small 

proportion of the Earth's land area); and (2) to mine 
the ore and get rid of the gangue as cheaply and 
cleanly as possible. Both steps are technical problems; 
engineers have been so successful in solving them 
that some deposits now considered ore are only one-
sixth as rich as the lowest grade ores were 100 years 
ago. 

ORIGIN OF MINERAL 
DEPOSITS 

All ores are mineral deposits because each of them is 
a local enrichment of one or more minerals or miner-
aloids. The reverse is not true, however. Not all min
eral deposits are ores. Ore is an economic term, 
whereas mineral deposit is a scientific term. How, 
where, and why a mineral deposit forms is the result 
of one or more geological processes. Whether or not 
a given mineral deposit is an ore is determined by 
how much we human beings are prepared to pay for 
its content. Fascinating though the economics of ores 
and mining is, this topic cannot be explored in this 
volume. Instead, discussion is limited to the origin of 
mineral deposits without necessary regard to ques
tions of economics. 

In order for a deposit to form, some process or 
combination of processes must bring about a local
ized enrichment of one or more minerals. A conve
nient way to classify mineral deposits is through the 
principal concentrating process. Minerals become 
concentrated in five ways: 

1. Concentration by hot, aqueous solutions flowing 
through fractures and pore spaces in crustal rock 
to form hydrothermal mineral deposits. 

2. Concentration by magmatic processes within a 
body of igneous rock to form magmatic mineral 
deposits. 

3. Concentration by precipitation from lake water or 
seawater to form sedimentary mineral de
posits. 

4. Concentration by flowing surface water in 
streams or along the shore to form placers. 

5. Concentration by weathering processes to form 
residual mineral deposits. 



Hydrothermal Mineral Deposits 
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Many of the most famous mines in the world contain 
ores that were formed when their ore minerals were 
deposited from hydrothermal solutions. It is probable 
that more mineral deposits have been formed by de
position from hydrothermal solutions than by any 
other mechanism. However, the origins of hydrother
mal solutions are often difficult to decipher. Some so

lutions originate when water dissolved in a magma is 
released as the magma rises and cools. Other solutions 
are formed from rainwater or seawater that circulates 
deep in the crust. (For a discussion of what is known 
about modern deposit-forming solutions, see "A 
Closer Look: Modern Hydrothermal Mineral De
posits.") 

The heat source for seawater hydrothermal solu
tions of the kind illustrated in Figure 17.4A and B is 
spreading center volcanism. Because the ore minerals 
deposited are always sulfides, mineral deposits 
formed from such solutions are called volcanogenic 
massive sulfide deposits. 

The ore-mineral constituents in volcanogenic mas
sive sulfide deposits originate from the igneous rocks 
of the oceanic crust. Heated seawater reacts with the 
rocks it is in contact with, causing changes in both 
mineral composition and solution composition. For 
example, feldspars are changed to clays and epidote, 
and pyroxenes are changed to chlorites. As the miner
als are transformed, trace metals such as copper and 
zinc, present by atomic substitution, are released and 
become concentrated in the slowly evolving hy
drothermal solution. 

Causes of Precipitation 
When a hydrothermal solution moves slowly upward, 
as with groundwater percolating through an aquifer, 
the solution cools very slowly. If dissolved minerals 
were precipitated from such a slow-moving solution, 
they would be spread over great distances and would 
not be sufficiently concentrated to form an ore. But 
when a solution flows rapidly, as in an open fracture 
through a mass of shattered rock, or through a layer of 
porous tephra where flow is less restricted, cooling 
can be sudden and happen over short distances. Rapid 
precipitation and a concentrated mineral deposit are 

Figure 17.4 Hydrothermal solutions form mineral de
posits on the seafloor. A. Seawater penetrates volcanic 
rocks on the seafloor at a spreading center. Heated by a 
magma chamber, seawater becomes a hydrothermal solu
tion, alters rocks it passes through extracting metals in the 
process, and rises at a midocean ridge as a hydrothermal 
plume. B. A so-called black smoker photographed at a 
depth of 2500 m below sea level on the East Pacific Rise at 
21°N latitude. The "smoker" has a temperature of 320°C. 
The rising hydrothermal solution is actually clear; the black 
color is due to fine particles of iron sulfide and other min
erals precipitated from solution as the plume is cooled 
through contact with cold seawater. The chimneylike struc
ture is composed of pyrite, chalcopyrite, and other ore min
erals deposited by the hydrothermal solution. 



A Closer Look 

Modern Hydrothermal 
Mineral Deposits 
Three extraordinary discoveries over a 15-year period 
changed our thinking about hydrothermal mineral de
posits. The first discovery, in 1962, was accidental. Until 
that year, no one was sure where to look for modern hy
drothermal solutions or even how to recognize one when 
it was found. Drillers seeking oil and gas in the Imperial 
Valley of southern California were astonished when they 
struck a 320°C (608°F) brine at a depth of 1.5 km (0.9 
mi). As the brine flowed upward, it cooled and precipi
tated minerals it had been carrying in solution. Over 
three months, the well deposited 8 tons of siliceous scale 
containing 20 percent copper and 8 percent silver by 
weight. The drillers found a hydrothermal solution that 

Figure CI7.1 The Imperial Valley graben (also 
known as the Salton Trough). The graben is bounded by 
the Chocolate Mountains on the east and the Santa 
Rosa Mountains on the west. Hydrothermal solutions 
were discovered in a well drilled on the southern end of 
the Salton Sea. Places where geothermal activity is 
known, and where other hydrothermal solutions may be 
present at depth, are marked with triangles. 

could, under suitable flow conditions, form a rich min
eral deposit. 

The Imperial Valley is a sediment-filled graben cover
ing the join between the Pacific and North American 
plates, where the East Pacific Rise passes under North 
America (Fig. C17.1). Volcanism is the source of heat for 
the brine solution discovered in 1962. These brines pro
vided the first unambiguous evidence that hydrothermal 
solutions can leach metals such as copper and silver 
from ordinary sediments. 

The Imperial Valley brines also answered some im
portant questions about the composition of hydrothermal 
solutions. The solubilities in water of ore minerals such 
as sphalerite (ZnS) and galena (PbS) are so incredibly low 
that geologists have long puzzled as to how a solution 
could transport both metals and sulfur in the same solu
tion. The answer is that in brines of appropriate compo
sition, C I - ions form anionic complexes such as 
(ZnCI4)

2- which shield the metal ions from S2- ions in 
solution and thus effectively raise the solubility. Chloride 
complexing, as the process is called, had long been sus
pected, but it was the Imperial Valley brines that proved 
their existence. 

Before geologists had a chance to fully absorb the sig
nificance of the Imperial Valley discovery, a second re
markable find was announced. In 1964 oceanographers 
discovered a series of hot, dense, brine pools at the bot
tom of the Red Sea. The brines are trapped in the graben 
formed by the spreading center between the Arabian and 
African plates (Fig. C17.2), and they are so much more 
saltier, and therefore denser, than seawater that they re
main ponded in the graben even though they are as hot 
as 60°C (140°F). Many such brine pools have now been 
discovered. 

The Red Sea brines rise up the normal faults associ
ated with the central rift of a spreading center and, like 
the Imperial Valley brines, have evolved to their present 
compositions through reactions with the enclosing rocks. 
The Red Sea brine discovery was surprising, but even 
more surprising was the discovery that sediments at the 
bottom of the pools contained ore minerals such as chal-
copyrite, galena, and sphalerite. In other words, the 
oceanographers had discovered modern stratabound 
mineral deposits in the process of formation. 

The third remarkable discovery was really a series of 
discoveries that commenced in 1978. Scientists using 
deep-diving submarines made a series of dives on the 
East Pacific Rise at 21°N latitude. To their amazement, 
they found 300°C (572°F) hot springs emerging from the 
seafloor 2500 m (2700 yd) below sea level. Around the 
hot springs lay a blanket of sulfide minerals. The sub
mariners watched a modern volcanogenic massive sul
fide deposit forming before their eyes. 
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Figure C17.2 Topography 
of the Red Sea graben near the 
Atlantis II brine pool. Hot, 
dense brines rise up normal 
faults, pond on the floor of the 
graben, and form stratabound 
deposits rich in copper and 
zinc. 

Each of the discovery sites—Imperial Valley, the Red 
Sea, and 21°N—is on a spreading center, so there is no 
doubt that the deposits are forming as a result of plate 
tectonics. Soon the hunt was on to see if seafloor de
posits could be found above subduction zones. In 1989 
a joint German-Japanese oceanographic expedition to 
the western Pacific discovered the first modern subduc-

tion-related deposits, and two years later Canadian and 
Australian scientists discovered another modern subduc-
tion-related deposit in the Manus basin just north of 
Papua-New Guinea. No longer are geologists limited to 
speculating about how certain mineral deposits might 
have formed. Today they can be studied as they grow. 

the result. Other effects—such as boiling, a rapid de
crease in pressure, composition changes of the solu
tion caused by reactions with adjacent rock, and cool
ing as a result of mixing with seawater—can also 
cause rapid precipitation and form concentrated de
posits. When valuable minerals are present, an ore 
can be the result. 

Examples of Precipitation 
Veins form when hydrothermal solutions deposit min
erals in open fractures, and many such veins are found 
in regions of volcanic activity (Fig. 17.5). The famous 
gold deposits at Cripple Creek, Colorado, were 
formed in fractures associated with a small caldera, 
and the huge tin and silver deposits in Bolivia are in 
fractures that are localized in and around stratovolca-
noes like those shown in Figure 6.17. In each case the 
fractures formed as a result of volcanic activity, and 
the magma chambers that fed the volcanoes served as 
the sources of the hydrothermal solutions that rose up 
and formed the mineralized veins. 

A cooling granitic stock or batholith is a source of 
heat just as the magma chamber beneath a volcano 
is—and it can also be a source of hydrothermal solu
tions. Such solutions move outward from a cooling 
stock and will flow through any fracture or channel, 

altering the surrounding rock in the process and com
monly depositing valuable minerals. Many famous ore 
bodies are associated with intrusive igneous rocks. 

Figure 17.5 A rich vein in Potosi, Bolivia, containing 
chalcopyrite, sphalerite, and galena cutting andesite. The 
andesite has been altered by the hydrothermal solution 
that deposited the ore minerals. 
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The tin deposits of Cornwall, England, and the copper 
deposits at Butte, Montana; Bingham, Utah; and Bis-
bee, Arizona, are examples. 

Magmatic Mineral Deposits 

The processes of melting and crystallization discussed 
in Chapter 5 are two ways of separating some miner
als from others. Fractional crystallization in particular 
can lead to the creation of valuable mineral deposits 
such as the chromite layers shown in Figure 5.16B. 
The processes involved are entirely magmatic, and so 
such deposits are referred to as magmatic mineral de
posits. Chromium, iron, platinum, nickel, vanadium, 
and titanium are the main resources concentrated by 
fractional crystallization. 

Pegmatites, which are very coarse-grained igneous 
rocks formed by fractional crystallization of granitic 
magma, commonly contain rich concentrations of ele
ments such as lithium, beryllium, cesium, and nio
bium. Much of the world's lithium is mined from peg
matites such as those at King's Mountain, North 
Carolina, and Bikita in Zimbabwe. The great Tanco 
pegmatite in Manitoba, Canada, produces much of the 
world's cesium, and pegmatites in many countries 
yield beryl, one of the main ore minerals of beryllium. 

Sedimentary Mineral Deposits 

The term sedimentary mineral deposit is applied to 
any local concentration of minerals formed through 
processes of sedimentation. Any process of sedimen
tation can form localized concentrations of minerals, 
but it has become common practice to restrict use of 
the term sedimentary to those mineral deposits 
formed through precipitation of substances carried in 
solution. 

Evaporite Deposits 
The most direct way in which sedimentary mineral 
deposits form is by evaporation of lake water or sea-
water. The layers of salts that precipitate as a conse
quence of evaporation are called evaporite deposits. 

Examples of salts that precipitate from lake waters 
of suitable composition are sodium carbonate 
(Na2CO3), sodium sulfate (Na2SO4), and borax 
(Na2B407·10H2O). Huge lake-water evaporite de
posits of sodium carbonate were laid down in the 
Green River basin of Wyoming during the Eocene 
Epoch. Borax and other boron-containing minerals 
are mined from evaporite lake deposits in Death Val
ley and Searles and Borax lakes, all in California, and in 
Argentina, Bolivia, Turkey, and China. 

Much more common and important than lake-
water evaporites are those formed by evaporation of 
seawater. The most important salts that precipitate 
from seawater are gypsum (CaSO4·2H2O), halite 
(NaCl), and carnallite (KCl·MgCl2·6H2O). Low-grade 
metamorphism of marine evaporite deposits causes 
another important mineral, sylvite (KC1), to form from 
carnallite. Marine evaporite deposits are widespread; 
in North America, for example, strata of marine evap
orites underlie as much as 30 percent of the entire 
land area (Fig. 17.6). Most of the salt that we use, as 
well as the gypsum used for plaster and the potassium 
used in plant fertilizers, is recovered from marine 
evaporites. 

Iron Deposits 
Sedimentary deposits of iron minerals are widespread, 
but the amount of iron in average seawater is so small 
that such deposits cannot have formed from seawater 
that is the same as today's seawater. 

All sedimentary iron deposits are tiny by compari
son with the class of deposits characterized by the 
Lake Superior-type iron deposits. These remarkable 
deposits, mined principally in Michigan and Min
nesota, were long the mainstay of the United States 
steel industry but are declining in importance today as 
imported ores replace them. The deposits are of early 
Proterozoic age (about 2 billion years or older) and 
are found in sedimentary basins on every craton, par
ticularly in Labrador, Venezuela, Brazil, Russia, India, 
South Africa, and Australia. Every aspect of the Lake 
Superior deposits indicates chemical precipitation. 
The deposits are interbedded layers of chert and iron 
minerals. Because the deposits are so large, it is in
ferred that the iron and silica must have been trans
ported in surface water, but the cause of precipitation 
remains unknown. Many experts suspect that Lake Su
perior-type deposits may be ancient marine evaporites 
that formed from seawater of a different composition 
from today's seawater. 

Lake Superior-type iron deposits are not ores. The 
grades of the deposits range from 15 to 30 percent Fe 
by weight, and the deposits are so fine-grained that 
the iron minerals cannot be easily separated from the 
gangue. Two additional processes can form ore. First, 
leaching of silica during weathering can lead to a local 
enrichment of iron and produce ores containing as 
much as 66 percent Fe. Compare Figure 17.7A, which 
is a Lake Superior-type iron deposit in the Hamersley 
Range, Western Australia, with Figure 17.7B, a sample 
of ore developed by secondary enrichment in the 
Hamersley Range. The rocks in Figure 17.6A contain 
about 25 percent Fe, whereas those in Figure 17.6B 
have had most of the silica leached out by weathering 
and contain about 60 percent Fe. 
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Figure 17.6 Portions of the United States known to be underlain by marine evaporite de
posits. The areas underlain by gypsum and anhydrite do not contain halite. The areas under
lain by potassium salts are also underlain by halite and by gypsum and anhydrite. 

Figure 17.7 Sedimentary iron deposit of the Lake Superior type. A. Unaltered iron-rich 
sediments of the Brockman Iron Formation in Hamersley Range of Western Australia. The 
white layers are largely chert, whereas the darker bluish and reddish layers consist mainly of 
iron-rich silicate, oxide, and carbonate minerals. The grade is about 25 percent iron. B. Al
tered iron-rich sediment from the same formation shown in A. Leaching of silica during 
weathering has formed a secondarily enriched mass of iron minerals that is rich enough to be 
an ore. The grade is about 60 percent iron. 

The second way a Lake Superior-type iron deposit 
can become an ore is through metamorphism. Two 
changes occur as a result of metamorphism. First, 
grain sizes increase so that separating ore minerals 

from the gangue becomes easier and cheaper. Sec
ond, new mineral assemblages form, and iron silicate 
and iron carbonate minerals originally present can be 
replaced by magnetite or hematite, both of which are 
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desirable ore minerals. The grade is not increased by 
metamorphism. It is the increase in grain size and the 
change in mineralogy that turn the sedimentary rock 
into an ore. Iron ores formed as a result of metamor
phism are called taconites, and they are now the main 
kind of ore mined in the Lake Superior region. 

Stratabound Deposits 
Some of the world's most important ores of lead, zinc, 
and copper occur in sedimentary rocks. The ore min
erals—galena, sphalerite, chalcopyrite, and pyrite— 
occur in such regular, fine layers that they look like 
sediments (Fig. 17.8). The sulfide mineral layers are 
enclosed by and parallel to the sedimentary strata in 
which they occur. For this reason such deposits are 
called stratabound mineral deposits. They look like 
sediments but are not sediments in the truest sense of 
the term. 

Stratabound deposits form when a hydrothermal 
solution invades and reacts with a muddy sediment. 
Reactions between sediment grains and the solution 
cause deposition of the ore minerals. Deposition com
monly occurs before the sediment has become a sedi
mentary rock. 

The famous copper deposits of Zambia, in central 
Africa, are stratabound ores, as are the great Kupfer-

schiefer deposits of Germany and Poland. The world's 
largest and richest lead and zinc deposits, at Broken 
Hill and Mount Isa in Australia, and at Kimberley in 
British Columbia, are also stratabound ores. 

Placers 
The way minerals and rock particles become sorted 
by flowing water was mentioned in Chapter 7. Differ
ences in density are especially effective ways to 
achieve sorting—more dense minerals remain while 
less dense minerals are washed away. Deposits of min
erals with high densities are placers. The most impor
tant minerals concentrated in placers are gold, plat
inum, cassiterite (SnO2), and diamond. Typical 
locations of placers are illustrated in Figure 17.9-

Gold is the most important mineral recovered from 
placers; more than half of the gold recovered through
out all of human history has come from placers. This 
is the result of the huge gold production from South 
Africa and Russia, almost all of which has come from 
placers. 

The South African gold deposits are really fossil 
placers, and they have many unusual features. Most 
placers are found in steam gravels that are geologi
cally young. The South African fossil placers are a se
ries of gold-bearing conglomerates (Fig.17.10) that 
were laid down 2.7 billion years ago as gravels in the 
shallow marginal waters of a marine basin. Associated 
with the gold are grains of pyrite and uranium miner
als. As far as size and richness are concerned, nothing 
like the deposits in the Witwatersrand basin has been 
discovered anywhere else. Nor has the original source 
of all the placer gold been discovered, and so it is not 
possible to say why so much of the world's minable 
gold should be concentrated in this one sedimentary 
basin. 

Mining in the Witwatersrand basin has reached a 
depth of 3600 m (11,800 ft). This is the deepest min
ing in the world, and there are plans to continue min
ing to depths as great as 4500 m (14,800 ft). Despite 
such ambitious plans, the heyday of gold mining in 
South Africa has probably passed because the deposits 
are running out of ore. 

Through the middle years of the 1980s, the price of 
gold fluctuated between about $14 and $16 a gram. 
This led to a boom in gold prospecting and to the dis
covery of a large number of new ore deposits in the 
United States, Canada, Australia, the Pacific islands, 

, and elsewhere. Most of the new discoveries are hy
drothermal deposits. Despite all the new discoveries, 
South Africa with its huge fossil placers continues to 
dominate the world's gold production. In 1993 South 

Figure 17.8 Stratabound ore of lead and zinc from 
Kimberley, British Columbia. The layers of pyrite (yellow), 
sphalerite (brown), and galena (grey) are parallel to the 
layering of the sedimentary rock in which they occur. The 
specimen is 4 cm across. 
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Figure 17.9 Placers occur where 
barriers allow flowing water to 
carry away the suspended load of 
lightweight (low-density) particles 
while trapping heavy (high-density) 
particles. Placers can form when
ever water moves but are most 
commonly associated with streams 
of longshore currents. 

Africa supplied about 35 percent of all the gold pro
duced in the world, but the production rate is drop
ping steadily. 

Residual Mineral Deposits 

Weathering occurs because newly exposed rock is 
not chemically stable when it is in contact with rain
water and the atmosphere. Chemical weathering, in 
particular, leads to mineral concentration through the 
removal of soluble materials in solution and the con
traction of a less soluble residue. 

Limonite is among the least soluble of the many 
minerals formed during chemical weathering. Under 
conditions of high rainfall in a warm, tropical climate, 
other minerals are slowly leached out of a soil, leaving 
an iron-rich limonitic crust called laterite at the sur-

Figure 17.10 Gold is recovered from fossil placers in 
the Witwatersrand basin, South Africa. The gold is found at 
the base of conglomerate layers interbedded with finer-
grained sandstone, here seen in weathered outcrop at the 
site where gold was first discovered in 1786. 
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Figure 17.11 Residual mineral deposits rich in iron and 
aluminum are typically formed under tropical or scmilrop-
ical conditions. A. Red laterite enriched in iron, near 
Djenne, Mali. Laterites can sometimes be rich enough to 
be residual Iron ores. Such ores have been mined in the 
past, but no large mining activity of residual iron ore is oc
curring today. B. Bauxite from Weipa in Queensland, Aus
tralia. Long-continued leaching of clastic sedimentary 
rocks under tropical conditions has removed most of the 
original constituents, such as silica, calcium, and magne
sium, leaving a rich bauxite consisting largely of the min
eral gibbsite (Al(OH)3). Nodules of gibbsite form by re
peated solution and redeposition. The Weipa bauxite 
deposits are among the largest and richest in the world. 

face (Fig. 17.11). In a few places, laterites can even be 
mined for iron. 

Although iron-rich laterite is by far the most com
mon kind of residual mineral deposit, the most impor
tant deposits as far as human exploitation are con
cerned are the aluminous laterites called bauxites. 
Bauxites are the source of the world's aluminum. 

Bauxites are widespread, but they are concentrated 
in the tropics because that is where lateritic weather
ing occurs. Where bauxites are found in present-day 

temperate conditions, such as France, China, Hun
gary, and Arkansas, it is clear that the climate was 
tropical when the bauxites formed. 

All bauxites and iron-rich laterites are vulnerable to 
erosion. They are not found in glaciated regions, for 
example, because overriding glaciers scrape off the 
soft surface materials. The vulnerability of bauxites 
and laterites means that most deposits are geologically 
young. More than 90 percent of all known deposits of 
bauxites, for example, formed during the last 60 mil
lion years, and all of the very large deposits formed 
less than 25 million years ago. 

Metallogenic Provinces 

Many kinds of mineral deposits tend to occur in 
groups and to form what geologists call metallo
genic provinces. These are defined as limited re
gions of the crust within which mineral deposits 
occur in unusually large numbers. A striking example 
is the metallogenic province shown in Figure 17.12 

Figure 17.12 A metallogenic province of rich porphyry-
copper deposits occurs along the western edge of the 
Americas. These chalcopyrite-rich deposits were formed by 
hydrothermal solutions generated by stratovolcanoes; the 
volcanoes formed above the subduction edges of the South 
and North American plates. 
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Figure 17.13 Locations of cer
tain kinds of mineral deposits in 
terms of plate structures. 

which runs along the western side of the Americas. 
Within the province is the world's greatest concentra
tion of large hydrothermal copper deposits. These de
posits are associated with intrusive igneous rocks that 
are invariably porphyritic (Chapter 5); they are there
fore called porphyry copper deposits. The intrusive ig
neous rocks, and therefore the deposits themselves, 
were formed as a consequence of subduction because 
they are in, or adjacent to, old stratovolcanoes. 

Metallogenic provinces form as a result of either 
climatic control (as in the formation of bauxite de
posits in the tropics) or plate tectonics. Magmatic, hy
drothermal, and stratabound deposits all form near 
present or past plate boundaries (Fig. 17.13). This is 
hardly surprising, for the deposits are related directly 
or indirectly to igneous activity, and most igneous ac
tivity we now know is related to plate tectonics. 

ENERGY RESOURCES 
A healthy, hard-working person can produce just 
enough muscle energy to keep a single 75-watt light 
bulb burning for 8 hours a day. It costs about 10 cents 
to purchase the same amount of energy from the local 
electrical utility. Viewed strictly as machines, humans 
aren't worth much. By comparison, the amount of 
mechanical and electrical energy used each 8-hour 
working day in North America could keep four hun
dred 75-watt bulbs burning for every person living 
there. 

To see where all the energy is used, it is necessary 
to sum up all the energy employed to grow and trans
port food, make clothes, cut lumber for new homes, 

Figure 17.14 Uses and sources of energy in the United 
States. Lost energy arises both from inefficiencies of use 
and from the fact that the laws of thermodynamics impose 
a limit to the efficiency of any engine and therefore a limit 
on the fraction of available energy that can be usefully em
ployed. 

light streets, heat and cool office buildings, and do 
myriad other things. The uses can be grouped into 
three categories: transportation, home and com
merce, and industry (meaning all manufacturing and 
raw material processing as well as the growing of 
foodstuffs). The present-day uses of energy in the 
United States are summarized in Figure 17.14. 
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How much energy do all the people of the world 
use? The total is enormous. The energy drawn annu
ally from the major fuels—coal, oil, and natural gas— 
plus that from nuclear power plants, is 2.6 X 1020 J. 
Nobody keeps accurate accounts of all the wood and 
animal dung burned in the cooking fires of Africa and 
Asia, but the amount has been estimated to be so large 
that when it is added to the 2.6 X 1020 J figure, the 
world's total energy consumption rises to about 3.0 X 
1020 J annually. This is equivalent to the burning of 2 
metric tons (440 lb) of coal or 10 barrels of oil for 
every living man, woman, and child each year! Energy 
consumption around the world is very uneven, how
ever. In less developed countries such as India and 
Tanzania, energy use is equivalent to burning only 3 
or 4 barrels of oil per person per year, whereas in a de
veloped country such as the United States, energy use 
is equivalent to burning more than 50 barrels of oil 
per person per year. 

FOSSIL FUELS 

The term fossil fuel refers to the remains of plants 
and animals trapped in sediment that can be used for 
fuel. The kind of sediment, the kind of organic matter 
trapped, and the changes in the organic matter as a re
sult of burial determine the kind of fossil fuel that 
forms. 

In the ocean, microscopic photosynthetic phyto-
plankton and bacteria are the principal sources of 
trapped organic matter. Shales do most of the trap
ping. Once bacteria and phytoplankton are trapped in 
the shale, the organic compounds they contain—pro-
teins, lipids, and carbohydrates—become part of the 
shale, and it is these compounds that are transformed 
(mainly by heat) to oil and natural gas. 

On land, trees, bushes, and grasses contribute most 
of the trapped organic matter to shales; these large 
land plants are rich in resins, waxes, and lignins, 
which tend to remain solid and form coals rather than 
oil of natural gas. 

In many marine and lake shales, burial tempera
tures never reach the levels at which the original or
ganic molecules are converted to the organic mole
cules found in oil and natural gas. Instead, an 

alteration process occurs in which waxlike sub
stances with large molecules are formed. This mater
ial, which remains solid, is called kerogen, and it is the 
substance in so-called oil shales. Kerogen can be con
verted to oil and gas by mining the shale and heating 
it in a retort. 

Coal 

The black combustible sedimentary rock we call coal 
is the most abundant of the fossil fuels. Most of the 
coal mined either is eventually burned under boilers 
to make steam for electrical generators, or it is con
verted into coke, an essential ingredient in the smelt
ing of iron ore and the making of steel. In addition to 
its use as a fuel, coal is a raw material for nylon and 
many other plastics, as well as a multitude of other or
ganic chemicals. The conditions under which organic 
matter accumulates in swamps as peat, then during 
burial and diagenesis is converted to coal, is discussed 
in Chapter 7. Coalification involves the loss of volatile 
materials such as H2O, CO2, and CH4 (methane). As 
the volatiles escape, the remaining coal is increasingly 
enriched in carbon. Through coalification, peat is con
verted successively into lignite (one type of coal), 
subbituminous coal, and bituminous coal (Fig. 7.9). 
These coals are sedimentary rocks. However, an
thracite, a still later phase in the coalification process, 
is a metamorphic rock. 

Because of its low volatile content, anthracite is 
hard to ignite, but once alight it burns with almost no 
smoke. In contrast, lignite is rich in volatiles, burns 
smokily, and ignites so easily that it is dangerously 
subject to spontaneous ignition. 

In regions where metamorphism has been intense, 
coal has been changed so thoroughly that it has been 
converted to graphite, in which all volatiles have been 
lost. Graphite will not burn in an ordinary fire. 

Occurrence of Coal 
A coal seam is a flat, lens-shaped body having the same 
surface area as the swamp in which it originally accu
mulated. Most coal seams tend to occur in groups. In 
western Pennsylvania, for example, 60 seams of bitu
minous coal are found. This clustering indicates that 
the coal must have formed in a slowly subsiding site of 
sedimentation. 

Coal swamps seem to have formed in many sedi
mentary environments, of which two types predomi
nate. One consists of slowly subsiding basins in conti
nental interiors and the swampy margins of shallow 



inland seas formed at times of high sea level. This is 
the home environment of the bituminous and sub-
bituminous coal seams in Utah, Montana, Wyoming, 
and the Dakotas. The second sedimentary environ
ment consists of continental margins with wide conti
nental shelves (that is, continental margins in plate in
teriors), that were flooded at times of high sea level. 
This is the environment of the bituminous coals of the 
Appalachian region. 

Coal-forming Periods 
Although peat can form under even subarctic condi
tions, it is clear that the luxuriant plant growth 
needed to form thick and extensive coal seams devel
oped most readily under a tropical or semitropical cli
mate. The Great Dismal Swamp in Virginia and North 
Carolina is one of the largest modern peat swamps. It 
contains an average thickness of 2 m (8 ft) of peat. 
However, unless the swamp lasts millions of years, 
even that dense growth is insufficient to produce a 
coal seam as thick as some of the seams in Pennsylva
nia. 

Peat formation has been widespread and more or 
less continuous from the time land plants first ap
peared about 450 million years ago, during the Sil
urian Period. The size of peat swamps has varied 
greatly, however, and so, too, as a consequence, has 
the amount of coal formed. By far the greatest period 
of coal swamp formation occurred during the Car
boniferous (hence its name) and Permian periods, 
when Pangaea existed. The great coal beds of Europe 
and the eastern United States formed at this time, 
when the plants of coal swamps were giant ferns and 
scale trees (gymnosperms). The second great period 
of coal deposition peaked during the Cretaceous pe
riod but commenced in the early Jurassic and contin
ued until the mid-Tertiary. The plants of the coal 
swamps during this period were flowering plants (an-
giosperms), much like flowering plants today. 

Petroleum: Oil and Natural Gas 

Rock oil is one of the earliest resources our ancestors 
learned to use. However, the major use of oil really 
started in about 1847 when a merchant in Pittsburgh, 
Pennsylvania, started bottling and selling rock oil from 
natural seeps to be used as a lubricant. Five years later, 
in 1852, a Canadian chemist discovered that heating 
and distillation of rock oil yielded kerosene, a liquid 
that could be used in lamps. This discovery spelled 
doom for candles and whale-oil lamps. Wells were 
soon being dug by hand near Oil Springs, Ontario, in 
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order to produce oil. In Romania in 1856, using the 
same hand-digging process, workers were producing 
2000 barrels a year.1 In 1859 the first oil well was 
drilled in Titusville, Pennsylvania. On August 27, 
1859, at a depth of 21.2 m (70 ft), oil-bearing strata 
were encountered and up to 35 barrels of oil a day 
were pumped out. Oil was soon discovered in West 
Virginia (1860), Colorado (1862), Texas (1866), Cali
fornia (1875), and many other places. 

The earliest known use of natural gas was about 
3000 years ago in China, where gas seeping out of the 
ground was collected and transmitted through bam
boo pipes to be used to evaporate saltwater in order 
to recover salt. It wasn't long before the Chinese were 
drilling wells to increase the flow of gas. Modern uses 
of gas started in the early seventeenth century in Eu
rope, where gas made from wood and coal was used 
for illumination. Commercial gas companies were 
founded as early as 1812 in London and 1816 in Balti
more. The stage was set for the exploitation of an ac
cidental discovery at Fredonia, New York, in 1821. A 
water well drilled in that year produced not only 
water, but also bubbles of a mysterious gas. The gas 
was accidentally ignited and produced such a spec
tacular flame that a new well was drilled on the same 
site; wooden pipes were installed to carry the gas to a 
nearby hotel, where 66 gas lights were installed. By 
1872 natural gas was being piped as far as 40 km (25 
mi) from its source. 

Origin of Petroleum 
Petroleum is defined as gaseous, liquid, and semi
solid naturally occurring substances that consist 
chiefly of hydrocarbons (chemical compounds of car
bon and hydrogen). Petroleum is therefore a term that 
includes both oil and natural gas. 

Petroleum is nearly always found in marine sedi
mentary rocks. In the ocean, microscopic phyto-
plankton (tiny floating plants) and bacteria (simple, 
single-celled organisms) are the principal sources of 
organic matter trapped in sediment. Most of the or
ganic matter is trapped in clay that is slowly converted 
to shale. During this conversion, organic compounds 
are transformed to oil and natural gas. 

Sampling on the continental shelves and along the 
base of the continental slopes has shown that fine 
muds beneath the seafloor contain up to 8 percent or
ganic matter. From such observations, geologists con
clude that oil and gas originate primarily as organic 
matter trapped in sediment. Two additional kinds of 

1 A barrel is equal to 42 U.S. gallons and is the volume generally 
used when commercial production of oil is discussed. 
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evidence support the hypothesis that petroleum is a 
product of the decomposition of organic matter: 

1. Oil possesses optical properties known only in hy
drocarbons derived from organic matter. 

2. Oil contains nitrogen and certain compounds be
lieved to originate only in living matter. 

A long and complex chain of reactions apparently 
is involved in the conversion of organic matter to pe
troleum. In addition, chemical changes may occur in 
oil and gas even after they have accumulated. This ex
plains why chemical differences exist between the oil 
in one body of petroleum and another. 

Once petroleum has formed in a shale, it is free to 
move. It is now well established that petroleum mi
grates through aquifers and can become trapped in 
reservoirs. 

The migration of petroleum deserves further dis
cussion. The sediment in which organic matter is ac
cumulating today is rich in clay minerals, whereas 
most of the strata that constitute oil pools are sand
stones (consisting of quartz grains), limestones and 
dolostones (consisting of carbonate minerals), and 
much-fractured rock of other kinds. Long ago, geolo
gists realized that oil and gas form in one kind of ma
terial (shale) and at some later time migrate to another 
(sandstone or limestone). 

Petroleum migration is analogous to groundwater 
migration. When oil and gas are squeezed out of the 
shale in which they originated and enter a body of 
sandstone or limestone somewhere above, they can 
migrate more easily than before because most sand
stones and limestones are porous and therefore more 
permeable than any shale. The force of molecular at
traction between oil and quartz or carbonate minerals 

Figure 17.15 Percentage of world's total oil produc
tion from strata of different ages. 

is weaker than that between water and quartz or car
bonate minerals. Hence, because oil and water do not 
mix, water remains fastened to the quartz or carbon
ate grains, while oil occupies the central parts of the 
larger openings in the porous sandstone or limestone. 
Because it is lighter than water, the oil tends to glide 
upward past the carbonate- and quartz-held water. In 
this way, it becomes segregated from the water; when 
it encounters a trap, it can form a pool. 

Most of the petroleum that forms in sediments does 
not find a suitable trap, and eventually it makes its 
way, along with groundwater, to the surface. It is esti
mated that no more than 0.1 percent of all the organic 
matter originally buried in a sediment is eventually 
trapped in an oil pool. It is not surprising, therefore, 
that the highest ratio of oil and gas pools to volume of 
sediment is found in rock no older than 2.5 million 
years and that nearly 60 percent of all the oil and gas 
discovered so far has been found in strata of Cenozoic 
age (Fig. 17.15). This does not mean that older rocks 
produced less petroleum. It simply means that oil in 
older rocks has had a longer time in which to escape. 

Distribution of Petroleum 
Petroleum deposits, like coal, are frequent but are dis
tributed unevenly. The reasons for the uneven distrib 
ution are not as obvious as they are with coal. Suitable 
source sediments for petroleum are very widespread 
and seem as likely to form in subarctic waters as in 
tropical regions. The critical controls seem to be a 
supply of heat to effect the conversion of solid or
ganic matter to oil and gas, and the formation of a suit
able trap before the petroleum has leaked away. 

Conversion of solid organic matter to oil and gas 
happens within a specific range of depth and temper
ature defined by the geothermal gradients shown in 
Figure 17.16. If a thermal gradient is too low (less than 
1.8°C/100 m, or 1°F/100 ft), conversion does not 
occur to either oil or gas. If the gradient is above 
5.5°C/100 m, or 3°F/100 ft, conversion to gas starts 
at such shallow depths that very little trapping occurs. 
The depth-temperature window within which oil and 
gas form and are trapped lies between the two ther
mal gradients. Once oil and gas have been formed, 
they will accumulate in pools only if suitable traps are 
present. Most oil and gas pools are found beneath an
ticlines; the timing of the folding event that forms an 
anticline is therefore a critical part of the trapping 
process. If folding occurs after petroleum has formed 
and migrated, pools cannot form. The great oil pools 
in the Middle East arose through the fortunate coinci
dence of the right thermal gradient and the develop
ment of anticlinal traps during the collision of Europe 
and Asia with Africa. 



Figure 17.16 The petroleum window is that combina
tion of depth and temperature within which oil and gas are 
generated and trapped. 

How much oil is there in the world? This is an ex
tremely controversial question. Approximately 600 
billion barrels of oil have already been pumped out of 
the ground. A lot of additional oil has been located by 
drilling but is still waiting to be pumped out. Probably 
a great deal more oil remains to be found by drilling. 
The volume of strata in a basin of sediment can be ac
curately estimated for coal, but we can only guess at 
the volume of undiscovered oil. Guesses are based on 
the accumulated experience of a century of drilling. 
Knowing how much oil has been found in an inten
sively drilled area, such as eastern Texas, for example, 
experts make estimates of probable volumes in other 
regions where rock types and structures are similar to 
what we find in eastern Texas. Using this approach, 
and considering all the sedimentary basins of the 
world (Fig. 17.17), experts estimate that somewhere 
between 1500 and 3000 billion barrels of oil will even
tually be discovered. (See the "Guest Essay" at the end 
of this chapter for more discussion about the search 
for oil.) 

Tars 
Oil that is exceedingly viscous and thick will not flow 
easily and cannot be pumped. Colloquially called tar, 
heavy, viscous oil acts as a cementing agent between 
mineral grains in an oil pool. The tar can be recovered 
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Figure 17.17 Areas underlain by sedimentary rock and regions where large accu
mulations of oil and gas have been located. Where the ocean is deeper than 2000 m, 
sedimentary rock has yet to be tested for its oil and gas potential. 
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only if the sandstone is mined and heated enough to 
make the tar flow. The resulting tar must then be 
processed to recover the valuable gasoline fraction. 
The cost of mining and treating "tar sands," as heavy, 
viscous oil deposits are called, is high, but it is techni
cally possible and someday tar sands may be an im
portant source of fuel. The largest known occurrence 
of tar sands is in Alberta, Canada, where the 
Athabasca Tar Sand covers an area of 5000 km2 

(1900 mi2) and reaches a thickness of 60 m (200 ft). 
Similar deposits almost as large are known in 
Venezuela and in Russia. 

Oil Shale 
Another potential source of petroleum is kerogen in 
shale. If the kerogen is heated, it breaks down and 
forms liquid and gaseous hydrocarbons similar to 
those in oil and gas. All shales contain some kerogen, 
but to be considered an energy resource the kerogen 
must yield more energy than is required to mine and 
heat it. Only those shales that yield 40 or more liters of 
distillate per ton can be considered because the en
ergy needed to mine and process a ton of shale is 
equivalent to that created by burning 40 liters (0.25 
barrels) of oil. 

The world's largest deposit of rich oil shale is in the 
United States. During the Eocene Epoch, many large, 
shallow lakes existed in basins in Colorado, Wyoming, 
and Utah; in three of them, a series of rich organic sed
iments was deposited that are now the Green River 
Oil Shales (Fig. 17.18). The richest shales were de
posited in the lake in Colorado, now called the 
Piceance basin. These shales are capable of producing 
as much as 240 liters (1.5 barrels) of oil/ton. Scientists 
of the U.S. Geological Survey estimate that, in the 
Green River Oil Shale alone, oil-shale resources capa
ble of producing 50 liters (0.3 barrels) or more of 
oil/ton of shale can ultimately yield about 2000 billion 
barrels of oil. 

Rich deposits of oil shale in other parts of the 
world have not been adequately explored, but there is 
a huge deposit in Brazil called the Irati Shale. Another 
very large deposit is known in Queensland, Australia, 
and others have been reported in such widely dis
persed places as South Africa and China. Although oil 
shales have been mined and processed in an experi
mental fashion in the United States, the only countries 
where extensive commercial production has been 
tried are Russia and China. Production expenses today 
make exploitation of oil shales in all countries unat-

Figure 17.18 Vast areas of Colorado, 
Wyoming, and Utah are underlain by the 
Green River Oil Shale. The extensive de
posits of oil shale formed as organic-
rich sediment that accumulated in an
cient freshwater lakes and was buried, 
compacted, and cemented. If heated, 
the solid organic matter in the shale is 
converted to hydrocarbons similar to 
those in petroleum. 



Fossil Fuel 
Coal 
Oil and gas 

(flowing) 
Trapped oil in 

pumped-out 
pools 

Viscous oil 
(tar sands) 

Oil shale 

Total Amount 
in Ground 

(billions of barrels) 
About 100,000 
1500-3000 

1500-3000 

3000-6000 

Total unknown; 
much greater than coal 

Amount Possibly 
Recoverable 

(billions of barrels) 
62,730a 

1500-3000 

0-? 

500-? 

1000-? 

Table 17.1 
Amounts of Fossil Fuels Possibly Recoverable Worldwide 
(Unit of Comparison is a Barrel of Oil) 

a0.22 ton of coal = 1 barrel of oil. 
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tractive by comparison with oil and gas. Most experts 
believe, however, that large-scale mining and process
ing of oil shale will eventually happen. 

How Much Fossil Fuel? 

Are supplies of fossil fuels adequate to meet future de
mand? If we use a barrel of oil as our unit of measure
ment, we can compare quantities of all fossil fuels di
rectly. Approximately 0.22 ton of coal produces the 
same amount of heat energy as one barrel of oil. Thus, 
the world's recoverable coal reserves of 13,800 X 109 

tons are equivalent to about 63,000 billion barrels of 
oil. 

Considering the approximate world-use rate of bar
rels of oil (30 billion barrels a year) and comparing the 
estimated recoverable amounts of fossil fuels (Table 
17.1), we can see that only coal seems to have the ca
pacity to meet our long-term demands. 

OTHER SOURCES OF ENERGY 
Three sources of energy other than fossil fuels have al
ready been developed to some extent: the Earth's 
plant life (so-called biomass energy), hydroelectric en
ergy, and nuclear energy. Five others—the Sun's heat, 
winds, waves, tides, and the Earth's internal heat— 
have been tested and developed on a limited basis, 
but none has yet been developed on a large scale. The 
day may not be far off, however, when one or more of 
the five could become locally important. 

Biomass Energy 

Scientists working for the United Nations estimate 
that wood and animal dung used for cooking and heat
ing fires now amounts to energy production of 4 X 
1019 J annually. This is approximately 14 percent of 
the world's total energy use. The greatest use of wood 
as a fuel occurs in developing countries, where the 
cost of fossil fuel is very high in relation to income. 

Measurements made on living plant matter indicate 
that new plant growth on land equals 1.5 X 1011 met
ric tons of dry plant matter each year. If all of this 
were burned, or used in some other way as a biomass 
energy source, it would produce almost nine times 
more energy than the world uses each year. Obvi
ously, this is a ridiculous suggestion because in order 
to do so all the forests would have to be destroyed, 
plants could not be eaten, and agricultural soils would 
be devastated. Nevertheless, controlled harvesting of 
fuel plants could probably increase the fraction of the 
biomass now used for fuel without serious disruption 
to forests or to food supplies. In several parts of the 
world, such as Brazil, China, and the United States, ex
periments are already under way to develop this obvi
ous energy source. 

Hydroelectric Power 

Hydroelectric power is recovered from the potential 
energy of stream water as it flows to the sea. As dis
cussed in Chapter 9, in order to convert the power of 
flowing water into electricity efficiently, it is neces-
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sary to dam streams. Unfortunately, reservoirs behind 
dams fill with silt, and so even though water power is 
continuous, dams and reservoirs have limited life
times. 

Water power has been used in small ways for thou
sands of years, but only in the twentieth century has it 
been used to any significant extent for generating 
electricity. All the water flowing in the streams of the 
world has a total recoverable energy estimated as 9.2 
X 1019 J/yr, an amount equivalent to burning 15 bil
lion barrels of oil per year. Thus, even if all the possi
ble hydropower in the world were developed, we 
could satisfy only about one-third of the present world 
energy needs. We have to conclude that, for those for
tunate countries with large rivers and suitable dam 
sites, hydropower is very important, but for most 
countries hydropower holds limited potential for de
velopment. 

Nuclear Energy 

Nuclear energy is the heat energy produced during 
controlled transformation of suitable radioactive iso
topes (a process called fission). Three of the radioac
tive atoms that keep the Earth hot by spontaneous ra
dioactive decay—238U, 235U, and 232Th—can be mined 
and used in this way. Fission is accomplished by bom
barding the radioactive atoms with neutrons, thus ac
celerating the rate of decay and the release of heat en
ergy. The device in which this operation is carried out 
is called a pile. 

When 235U fissions, it not only releases heat and 
forms new elements but also ejects some neutrons 
from its nucleus. These neutrons can then be used to 
induce more 235U atoms to fission, and a continuous 
chain reaction occurs. The function of a pile is to reg
ulate the flux of neutrons so that the rate of fission can 
be controlled. When a chain reaction proceeds with
out control, an atomic explosion occurs. Controlled 
fission, therefore, is the method used by nuclear 
power plants, and a tremendous amount of energy 
can be obtained in the process. The fissioning of one 
gram of 235U produces as much heat as the burning of 
13.7 barrels of oil. Unfortunately, however, 235U is the 
only natural radioactive isotope that will maintain a 
chain reaction, and it is the least abundant of the three 
radioactive isotopes that are mined for nuclear en
ergy. Only one atom of each 138.8 atoms of uranium 
in nature is 235U. The remaining atoms are 238U, which 
will not sustain a chain reaction. However, if 238U is 
placed in a pile with 235U that is undergoing a chain 
reaction, some of the neutrons will bombard the 238U 

and convert it to plutonium-239 (239Pu). This new iso
tope can, under suitable conditions, sustain a chain re
action of its own. The pile in which the conversion of 
238U takes place is called a breeder reactor. The 
same kind of device can be used to convert 232Th into 
233U, which also will sustain a chain reaction. Unfor
tunately, breeder reactors and nuclear power plants 
based on them are more complex and less safe than 
235U plants, so all the present nuclear power plants 
use 235U. 

Already there are several piles in nuclear power 
plants operating around the world. They utilize the 
heat energy from fission to produce steam that drives 
turbines and generates electricity. Approximately 8 
percent of the world's electrical power is derived 
from nuclear power plants. In France, more than half 
of all the electrical power comes from nuclear plants; 
the fraction is rising sharply in some other European 
countries and Japan, too. The reason for the increase 
is obvious. Japan and most European countries do not 
have adequate supplies of fossil fuels in order to be 
self-sufficient. 

Many problems are associated with nuclear energy. 
The isotopes used in power plants are the same iso
topes used in atomic weapons, so a security problem 
exists. The possibility of a power plant failing in some 
unexpected way creates a safety problem. The dread
ful Chernobyl disaster in 1986 in the Ukraine is an ex
ample of such an event. Finally, the problem of safe 
burial of dangerous radioactive waste matter must be 
faced. Some of the waste matter will retain dangerous 
levels of radioactivity for thousands of years. 

Geothermal Power 

Geothermal power, as the Earth's internal heat flux is 
called, has been used for more than 50 years in New 
Zealand, Italy, and Iceland, and more recently in other 
parts of the world, including the United States. The 
source of heat in most instances is a body of magma. 
The magma heats groundwater, and the steam that is 
formed can be used to drive turbines and make elec
tricity. How this is done is illustrated in Figure 17.19. 

Most of the world's geothermal stream reservoirs 
are close to plate margins because plate margins are 
where most recent volcanic activity has occurred. A 
depth of 3 km (1.9 mi) seems to be the rough lower 
limit for big geothermal steam and hot-water pools. It 
is estimated that the world's geothermal reservoirs 
can yield about 8 X 1019 J—equivalent to burning 13 
billion barrels of oil. This estimate incorporates the 
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observation that, in New Zealand and Italy, only about 
1 percent of the energy in a geothermal reservoir is re
coverable. If the recovery efficiency were to rise, the 
estimate of recoverable geothermal resources would 
also rise. But even if the efficiency rose to 50 percent, 
geothermal power, like hydropower, could only sat
isfy a small part of human energy needs. For this rea
son, a good deal of attention is being given to creating 
artificial geothermal steam fields. So far experiments 
have only been partially successful. 

Energy from Winds, Waves, Tides, 
and Sunlight 

The most obvious source of energy is the Sun. The 
amount of energy reaching the Earth each year from 
the Sun is approximately 4 X 1024J—that is, ten thou
sand times more than we humans use. We already put 
some of the Sun's energy to work in greenhouses and 
in solar homes, but the amount so used is tiny. The 
major challenge is to convert solar energy directly to 
electricity. Devices that effect such a conversion, 
called photovoltaic devices, have been invented. So 
far, their costs are too high and their efficiencies too 
low for most uses, although they are already widely 
used in small calculators, radios, and other devices 
that use very little power. 

Winds and waves are both secondary expressions 
of solar energy. As discussed in Chapter 13, winds, in 
particular, have been used as an energy source for 
thousands of years through sails on ships and wind
mills. Today, huge farms of windmills are constructed 
in suitably windy places. Although problems and high 
costs are associated with windmills, it seems very 
likely that by the year 2000 or sooner, they will be 
cost-competitive with coal-burning electrical power 
plants. Unfortunately, much of the wind energy is in 
high-altitude winds. Steady surface winds only have 
about 10 percent of the energy the human race now 
uses. As with hydro- and geothermal power, there
fore, wind power may become locally significant but 
will probably not be globally important. 

Waves, which arise from winds blowing over the 
ocean, contain an enormous amount of energy. We 
can see how powerful waves are along any coastline 
during a storm. Wave power has been used to ring 
bells and blow whistles as navigational aids for cen
turies, but so far no one has discovered how to tap 
wave energy on a large scale. Devices that have been 
designed to do this tend to fail because of corrosion or 
storm damage. 

Figure 17.19 Geothermal energy. Water in fractures 
in hot rock forms steam that is brought to the surface and 
used to run a power plant. After use, waste water Irom con
densed steam is pumped back underground again. 

Tides arise from the gravitational forces exerted on 
the Earth by the Moon and the Sun. As discussed in 
Chapter 8, if a dam is put across the mouth of a bay so 
that water can be trapped at high tide, the outward 
flowing water at low tide can drive a turbine. Unfor
tunately, the efficiency of the process is low, and few 
places around the world have tides high enough to 
make tidal energy feasible. 

It is clear that there are numerous sources of en
ergy and that far more energy is available than we can 
use. What is not yet clear is when, or even whether, 
we will be clever enough to learn how to tap the dif
ferent energy sources in nonhazardous ways that 
don't disrupt the environment. 



Guest Essay 

The Pursuit of 
Undiscovered Fuel 

As fossil fuel exploration opportunities diminish, scien
tists must put more emphasis on developing existing oil 
and gas resources. Such development, in turn, relies on 
improving techniques to locate these resources. While 
technical advancement has progressed using traditional 
geologic approaches, computer-aided analysis and mod
eling also have become increasingly important. 

Several advances based on traditional geological 
studies help in the search for oil and gas. Plate tectonic 
reconstructions of regions are one of the advances: they 
are used to create a framework of paleogeography and 
paleoclimatology at the time sediments were being de
posited in basins. This reconstruction tells earth scientists 
whether it is likely that petroleum has formed in a partic
ular area. In addition, advances in organic geochemistry 
can now be used to evaluate the quality of source rock, 
its oil or gas yield, and its state of maturation. Some of 
the most important advances have come in our under
standing of how sediments are deposited and how prop
erties such as grain size and shape, cement, and porosity 
vary from place to place in a stratum. Using such infor
mation, reservoir rock properties can be evaluated for oil 
potential without relying entirely on drill ing. 

One of the areas where technological breakthroughs 
have occurred is in geophysical research. Geophysical 
research encompasses three different areas: petro-
physics, seismic imaging, and borehole geophysics. All 
of these areas concentrate on directly recognizing the 
presence of gas and oil in the subsurface. 

Petrophysics seeks to improve scientists' ability to 
evaluate sediments that could hold oi l . This estimation 
involves analysis of sediment geometry, continuity, 
lithology, and fluid content through the combined use of 
surface seismic data and well logs. These logs involve 
lowering electronic instruments into a well borehole to 
determine resistivity, density, and porosity of sediments. 
Such electrical tools allow earth scientists to distinguish 
different sediments and types of fluids around the well 
bore. Advances in well log technologies emphasize new 
interpretation methods for rocks, such as shaly sands. In 
addition, they concentrate on methods which allow de
termination of type of fluid in reservoirs after a well has 
been drilled and has produced oil for some time. The 
well bore is also used for gathering seismic data closer to 
sediments of interest to locate structural and stratigraphic 
complexities. 

Advances in seismic imaging provide explorationists 
with new tools to image the earth's subsurface. The goal 
of seismic imaging techniques is to create an accurate 
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computer-generated "picture" of the subsurface in three 
dimensions to enable earth scientists to make the right 
decision on where to drill for oi l . A scientist determines 
the area of interest and plans horizons which wi l l be tar
geted for three dimensional (3-D) seismic imaging sur
veys. After the data is acquired and processed, the in
terpretation phase begins. High-powered computer 
workstations running GIS software (the same type of soft
ware used for remote sensing analysis discussed in the 
Chapter 15 Guest Essay) are used for complete geologi
cal and geophysical integration, including data from the 
surface and data provided from subsurface wells. Since 
seismic data lie in the time domain but geology must be 
interpreted in depth, well control is extremely important 
in understanding seismic data results. The interpreter has 
to be certain that proper depth conversions are used. 
Many dry holes have been drilled over seismic "highs" 
that were not checked for absolute depths. 

Borehole geophysics integrates petrophysics and seis
mic analysis to better image the subsurface in struc
turally or stratigraphically complex areas, where there 
are abrupt vertical or lateral changes in sedimentary 
units. Borehole geophysics technologies place seismic 
tools downhole, at depths closer to the sediments of in
terest, in order to enhance resolution and to make it eas
ier to image vertical features. Subsurface features are im
aged around the well bore in the same manner as other 
seismic surveys. The images collected can be used to 
identify faults, locate salt-sediment interfaces, and char
acterize reservoirs according to rock type, porosity, and 
fluid content. 

As the pursuit of undiscovered fuel intensifies, earth 
scientists must search for innovative and advanced 
methods to locate oil and gas. New tools and techniques 
enhance data-interpreters' predictive ability when 
searching for undiscovered oi l . All of these advanced 
tools and techniques help earth scientists decide which 
parts of sedimentary basins housing oil fields show the 
greatest promise for new discoveries and the highest re
turn on investment. 
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Summary 
1. When a mineral deposit can be worked prof

itably, it is called an ore. The waste material 
mixed with ore minerals is gangue. 

2. Mineral deposits form when minerals become 
concentrated in one of five ways: (1) precipita
tion from hydrothermal solutions to form hy-
drothermal mineral deposits; (2) concentration 
through crystallization to form magmatic mineral 
deposits; (3) concentration from lake water or 
seawater to form sedimentary mineral deposits; 
(4) concentration in flowing water to form plac
ers; and (5) concentration through weathering 
to form residual deposits. 

3. Hydrothermal solutions are brines, and they can 
be given off by cooling magma or else form 
when either groundwater or seawater pene
trates the crust, becomes heated, and reacts with 
the enclosing rocks. 

4. Hydrothermal mineral deposits form when hy
drothermal solutions deposit dissolved minerals 
because of cooling, boiling, pressure drop, mix
ing with cold groundwater or seawater, or 
through chemical reactions with enclosing 
rocks. 

5. Chromite, the main ore mineral of chromium, is 
the most important mineral concentrated by 
fractional crystallization. 

6. Sedimentary mineral deposits are varied. The 
largest and most important are evaporites. Ma
rine evaporite deposits supply most of the 
world's gypsum, halite, and potassium minerals. 

7. Gold, platinum, cassiterite, diamonds, and other 
minerals are commonly found mechanically con
centrated in placers. 

Important Terms to Remember 

8. Bauxite, the main ore of aluminum, is the most 
important kind of residual mineral deposit. Baux
ite forms as a result of tropical weathering. 

9. The distribution of many kinds of mineral de
posits is controlled by plate tectonics because 
most magmas and most sedimentary basins are 
where they are because of plate tectonics. 

10. Nonmetallic substances are used mainly as 
chemicals, fertilizers, building materials, and ce
ramics and abrasives. 

11. Coal originated as plant matter in ancient 
swamps and is both abundant and widely distrib
uted. 

12. Oil and gas originated as organic matter trapped 
in shales and decomposed chemically owing to 
heat and pressure following burial. Later, these 
fluids moved through reservoir rocks and were 
caught in geologic traps to form pools. 

13. When heated, part of the solid organic matter 
found in shale—called kerogen—will convert to 
oil and gas. Oil from shales is the world's largest 
resource of fossil fuel. Unfortunately, most shale 
contains so little kerogen that more oil must be 
burned to heat the shale than is produced by the 
conversion process. 

14. Nuclear energy is derived from atomic nuclei of 
radioactive isotopes, chiefly uranium. The nu
clear energy available from naturally occurring 
radioactive elements is the single largest energy 
resource now available. 

15. Other sources of energy currently used to some 
extent are geothermal heat, energy from flowing 
streams, winds, waves, tides, and the Sun's heat. 
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Questions for Review 

1. Describe the difference between renewable and 
nonrenewable resources. Name three things that 
you use daily that rely on renewable resources 
and three that rely on nonrenewable resources. 

2. What are mineral deposits? Describe five ways 
by which a mineral deposit can form. 

3. If there are any mineral deposits in the area 
where you live or study, what kind of deposits 
are they and how do such deposits form? 

4. What factors determine whether or not a mineral 
deposit is ore? 

5. How do hydrothermal solutions form and how 
do they form mineral deposits? 

6. Briefly describe the formation of three different 
kinds of sedimentary mineral deposits. 

7. What factors control the concentration of miner
als in placers? Name four minerals mined from 
placers. 

8. How do residual mineral deposits form? What 
are the principal resources concentrated in resid
ual deposits? If you were prospecting for such 
deposits, in what parts of the world would you 
concentrate your search? 

9. What is a fossil fuel? Name four different kinds of 
fossil fuel. 

10. Explain the steps that occur as organic matter 
becomes coal. 

11. During what two periods in the Earth's history 
was most coal formed? Explain why coal formed 
when and where it did, and why coal is now 
found where it is. 

12. What kind of rocks serve as source rocks for pe
troleum? In what kinds of rocks does petroleum 
tend to be trapped? Why? 

13. What is the source of the organic matter that 
forms petroleum? What observations lead geolo
gists to conclude that organic matter really is the 
source of petroleum? 

Questions for Discussion 

14. Oil drillers find more petroleum per unit volume 
of rock in Cenozoic rocks than in Paleozoic 
rocks of the same kind. Explain. 

15. Oil shales are rich in organic matter. Explain why 
such shales have not served as source rock for 
petroleum. How can oil shales be used as an en
ergy resource? 

16. Discuss the relative amounts of energy available 
from the different fossil fuels. What is your opin
ion about how fossil fuels will be used in the fu
ture? 

17. What is nuclear energy? How is it used to make 
electricity and what possible dangers are there in 
developing nuclear energy? 

18. What limitations are there to the development of 
hydroelectric power? Of wave and wind power? 

19. What is geothermal power and where is it found? 
Compare the magnitude of available geothermal 
power with the magnitude of petroleum re
sources. 

20. Would it be possible to increase our use of bio-
mass as an energy resource? What are the limita
tions to use of biomass energy? 

Questions for A Closer Look 
1. Under what geologic circumstances is it possible 

to sample and test modern ore-forming solu
tions? 

2. If you were in command of a research program, 
where in the world would you send it to find 
presently undiscovered hydrothermal solutions? 

3. If mineral deposits of the kind now forming in 
the Red Sea also formed in the Atlantic when it 
was a long, narrow sea, where would those ore 
deposits be today? 

1. Taking into consideration the world's popula
tion (5.5 billion in 1994) and the fact that it is 
growing by approximately 100 million a year, 
how do you think the world's energy needs will 
be met over the next century? If you decide that 

fossil fuel is to be the energy source of choice, 
what consequence might that have for the at
mosphere? 

2. Discuss the role that recycling might play in mak
ing available metallic resources in the future. 
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Can you imagine a scenario in which the mining 
of new metallic minerals might cease? Would 
your recycling arguments apply equally to metal
lic and nonmetallic minerals? 

3. Considering how mineral deposits are known to 

form on the Earth, which planets or moons in 
the solar system would you recommend as 
places to prospect for mineral resources? Be sure 
to specify what kind of resources you would ex
pect to be found. 



CHAPTER 18 
Global Change: A Planet 
Under Stress 

Total atmospheric ozone over the southern and northern hemispheres, on September 30, 
1992, Reddish and yellowish colors indicate high ozone concentrations, whereas bluish 
colors denote abnormally low concentrations that define the "ozone hole." 



Destroying the 
Ozone Shield 

Ozone, a pale blue gas with a pungent odor, is present 
in the atmosphere in very small amounts, only 20 to 
40 parts per billion by volume near the land surface. 
Without this gas, however, life on the Earth would be 
very different, for ozone provides living organisms 
with a protective shield against harmful ultraviolet ra
diation from the Sun. For humans, direct exposure to 
ultraviolet light damages the immune system, pro
duces cataracts, substantially increases the frequency 
of skin cancer, and causes genetic mutations. 

Maximum concentrations of ozone are found in a 
layer between 25 and 35 km (15.5 and 22 mi) above 
the Earth's surface, a region where ultraviolet radia
tion breaks down molecules of oxygen (O2) into two 
oxygen atoms, which are then able to combine with 
other O2 molecules to form molecules of ozone (O3). 
The ozone is in turn broken down by ultraviolet radi
ation, thereby creating a balance among O, O2, and 
O3. 

In 1985 British scientists working in Antarctica re
ported a startling discovery: a vast hole, about the size 
of Canada, had developed in the ozone layer above 
the Antarctic region. By 1987 measurements showed 
that, over Antarctica, concentrations of this life-pro
tecting gas had dropped more than 50 percent since 
1979 and, between altitudes of 15 and 20 km (9 and 
12 mi), the depletion had reached 95 percent. Record 
low values were subsequently measured over Aus
tralia and New Zealand, and continuing surveys 
showed that ozone values at all latitudes south of 60° 
had decreased by 5 percent more since 1979-

What had happened to upset the natural atmos
pheric balance among the three gaseous forms of oxy
gen? A decade before the ozone hole was discovered, 
it was recognized that a group of synthetic industrial 
gases, the chlorofluorocarbons (CFCs), were enter
ing the lower atmosphere and spreading rapidly 
around the world. As the CFCs ultimately rise into the 
upper atmosphere, ultraviolet radiation breaks them 
down, releasing chlorine. It is chlorine, in the form of 
chlorine monoxide (CIO), that does the damage: the 
chlorine atoms destroy the ozone, with each chlorine 
being capable of destroying as many as 100,000 ozone 
molecules before other chemical reactions remove 
the chlorine from the atmosphere. The sunlight and 
very cold springtime temperatures [—80°C (—176°F) 
or lower] in the upper atmosphere that are critical to 
ozone destruction are present in the south polar re
gion, which is why the ozone hole is especially pro
nounced over Antarctica. In the Arctic, the period of 
the critical spring conditions is much shorter. With 
the documentation of ozone depletion in the upper at
mosphere, scientists for the first time could show that 
human activity was having a detrimental global effect 
on one of the Earth's natural systems. 

Continuing measurements have shown that atmos
pheric ozone concentration is decreasing at all lati
tudes outside the tropics and that in the lower tropos
phere the rate of decrease is about 10 percent per 
decade. From ground-based and satellite observations, 
we know that ozone concentration during February 
1993 was as much as 20 percent below normal over 
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much of the northern hemisphere. Although the rate 
of increase of atmospheric CFC gas concentration has 
fallen markedly during the last five years with a cut in 
worldwide production, even if all production stops, 
recovery to natural conditions is likely to take a cen
tury or more. 

THE CHANGING EARTH 
Since earliest times, people have probably asked im
portant questions about the Earth: How did the major 
features of our planet originate? Has the land always 
been the way we see it now? How can we explain the 
diversity of life on the Earth? What is the place of 
Homo sapiens in the multitude of living things that in
habit our planet? Have the Earth's climates always 
been as we find them today? 

Study of the Earth has made it abundantly clear that 
our planet is a complex, dynamic system that is in a 
constant state of change. Furthermore, the solid, liq
uid, gaseous, and organic realms of the Earth are 
closely interlinked. A change in one part of the system 
is likely to affect other parts. For example, a massive 
earthquake might raise an extensive zone of coastal 
land, exposing and destroying nearshore marine habi
tats. A volcano might erupt lava that dams a river, 
thereby affecting other streams in the drainage sys
tem, while tephra and gases ejected into the atmos
phere could lead to a hemisphere-wide drop in air 
temperatures. We can observe and measure such nat
ural changes in progress or interpret them from the 
geologic record. However, only recently have we 
come to recognize that humans can also have a pro
found affect on the four major components of the 
Earth system—air, oceans, land, and biota. 

Time Scales of Change 

Realization that the Earth is a dynamic planet and is al
ways changing has come slowly. While it is apparent 
to anyone that the weather can change from year to 
year, it is less obvious that climate can change over a 
person's lifetime. It is far more difficult to compre
hend from personal experience that the solid Earth is 
also changing. A person can witness a volcanic erup
tion or experience a major earthquake, yet not guess 
that the ground underfoot is slowly and continuously 

moving, driven by forces deep beneath the surface. 
We now can measure the rates at which lithospheric 
plates move and therefore know that plate motion 
generally ranges of 1 to 12 cm/yr (0.4 to 4.7 in/yr). 
This means that over the lifetime of a 70-year-old per
son the plate on which that person has lived traveled 
less than 10 m (33 ft), a displacement far too small to 
be recognized without sophisticated scientific mea
surement. 

Recognizable changes that affect the natural equi
librium of the Earth system generally take place very 
slowly—over intervals far longer than an individual's 
lifetime. However, there are several exceptions to this 
generalization. One exception involves the impact of 
a large comet or meteoroid like the one believed to 
have struck the Earth about 66 million years ago at the 
end of the Cretaceous Period (see Introduction). For
tunately, such events are rare, and no major impact 
having global consequences has occurred in human 
history. A second exception is a major explosive vol
canic eruption, which ejects so much gas and dust 
into the stratosphere that much of the incoming solar 
radiation is reflected back into space, thereby cooling 
the Earth's surface for several years (Chapter 14). 

Changes we cause ourselves are a third exception. 
We next examine how human activities have brought 
about unprecedented global changes that will present 
us with major challenges in coming decades. 

Our Planet's Growing Population 

We have little direct knowledge about the size of the 
human population until relatively recent times. The 
first attempts to estimate global population were 
made near the end of the seventeenth century, when 
world population was probably no more than about 
700 million (Fig. 18.1). National censuses helped im
prove estimates during the nineteenth century, but 
only after the Second World War did estimates of 
global population become relatively reliable. How
ever, the long-term trend is clear: whereas it took 
countless millennia for the human species to number 
a billion (toward the beginning of the nineteenth cen
tury), that number has doubled twice since then and 
is now approaching 6 billion. The sheer growth in 
population has led to an ever-increasing interaction 
between people and their environment, so that now 
even the most remote parts of the planet are being af
fected. 

Over many millennia prior to the Industrial Revolu
tion, people slowly changed the Earth's natural land
scapes as they built villages and cities, converted 
forests to agricultural land, and locally dammed and 
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Figure 18.1 Cumulative world population between 1700 
and the present obtained by summing values for each of the 
major inhabited regions of the world. Projected values ex
tend the present estimates to the year 2020. 

diverted streams. Then, with the development of in
dustrial technology, mineral and energy resources 
were needed to fuel an increasingly populous and de
manding society. The exploitation of fossil fuels 
helped raise the standard of living for most people 
well beyond that of their forebears of only a century 
or two ago. 

In spite of the obvious benefits involved, the ex
ploitation of our planet's rich natural resources has 
not been without cost. In many parts of the world, en
vironmental deterioration is epidemic. In addition to 
scarring and poisoning the Earth's land surface, we 
have also, unwittingly, polluted the oceans and 
groundwater and changed the composition of the at
mosphere. Even in places long considered to be the 
most remote on the planet—the frigid ice sheets of 
Antarctica, the vast Amazon rain forest, the trackless 
desert of Saudi Arabia, the lofty summits of the Hi
malaya—the impact of human activities is being felt. 
Today, human and natural geologic activities are inex
tricably intertwined, and it is increasingly apparent 
that people have become a major factor—a global fac
tor—in environmental change. 

Human-Induced Environmental 
Changes 

In Chapter 9 we saw how construction of the Aswan 
Dam halted the natural supply of sediment to the Nile 
delta, depriving the rich agricultural delta lands of 

their annual input of nutrients and leaving the delta 
front vulnerable to wave erosion. Three additional ex
amples—from California, Africa, and South America— 
further illustrate how people can upset the Earth's 
natural balance, sometimes causing unforseen re
sponses. 

Toxic Groundwater in California 
Selenium is a naturally occurring element and a nec
essary trace nutrient in our diet as well as in the diet of 
livestock and many wild animals. However, if exces
sive amounts are ingested, it can prove toxic. In 1983, 
selenium attracted national attention when the U.S. 
Fish and Wildlife Service reported fish kills and high 
incidences of mortality, birth defects, and decreased 
hatching rates in nesting waterfowl at the Kesterson 
National Wildlife Refuge in California's San Joaquin 
Valley (Fig. 18.2). Laboratory studies showed high 
concentrations of selenium in fish from Kesterson 
Reservoir, located in the refuge, while birds using the 
reservoir were found to have high concentrations of 
selenium and obvious symptoms of selenium poison
ing. 

Geologists subsequently showed that the poison
ing of wildlife at Kesterson resulted from a combina
tion of geological, hydrological, and agricultural fac
tors. The western San Joaquin Valley is a prime 
agricultural area, but because it lies in a zone of arid 
climate, the land is irrigated. The irrigation artificially 
raised the water table to such a degree that a system of 
subsurface drains was established to remove excess 
water and funnel it northward along the valley to 
Kesterson Reservoir. 

Rainwater falling in the Coast Range immediately 
west of the San Joaquin Valley dissolves selenium-
bearing salts from sedimentary rocks. Surface runoff 
then carries the dissolved salts to broad alluvial fans in 
the valley, where the water seeps into the ground and 
recharges a shallow regional aquifer. High evapora
tion in this arid region concentrates the salts in the 
soil. An irrigation system on the fan surfaces flushes 
salts out of the soil and into the drainage canal that 
leads to Kesterson Reservoir. Because the reservoir 
has no outlet, selenium became concentrated there 
until it reached toxic levels. 

Although we are constantly alerted to the environ
mental impact of pesticides and other manufactured 
poisons introduced into natural ecosystems, the 
Kesterson saga illustrates how natural substances that 
pose no special hazard under normal conditions can 
reach toxic levels through human intervention. Such 
problems are increasing in number as an expanding 
human population places ever greater demands on 
limited natural resources. 
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Figure 18.2 Geologic setting of 
Kesterson Reservoir in the western 
San Joaquin Valley, California. 
Runoff carries dissolved selenium-
bearing salts from the coastal 
mountains to alluvial fans where the 
salts are precipitated in the soil. Ar
tificial irrigation water then flushes 
the salts into a drainage system that 
carries the selenium to Kesterson 
Reservoir where it becomes concen
trated to toxic levels. 

Desertification in Africa's Sahel 
People living in and near desert regions typically lead 
a precarious life. Food and water are precious com
modities, and their availability can mean the differ
ence between life and death. Despite such uncertain
ties, significant numbers of people occupy the 
world's dry lands, especially along the desert margins 
of sub-Saharan Africa. 

Recently, significant land degradation and dry 
lands expansion in the populated Sahel region of 
Africa, a semi-arid belt bordering the Sahara, has at
tracted world attention because of widespread famine 
(Fig. 18.3). The term desertification was coined 
when the United Nations General Assembly convened 
a conference in 1977 to study the problem of land 
degradation resulting from human impact. Desertifi
cation is the major environmental problem of arid 
landscapes, which constitute 40 percent of the 
world's land area. The most obvious symptoms in
clude crop failures or reduced yields, reduction in 
rangeland biomass available to livestock, reduction in 

fuelwood supplies, reduction in water supplies result
ing from decreased streamflow or a depressed 
groundwater table, advance of dune sand over agri
cultural lands (Fig. 18.4), and disruption of life-sup
port systems leading to refugees seeking outside re
lief. 

Although desert expansion can result from natural 
processes, it is widely thought that excessive human 
exploitation of dry lands, generally linked to increas
ing human and livestock populations, can lead to pro
gressive deterioration of the land and ultimately to de
sertification, sometimes triggered or exacerbated by 
natural drought. Although a strong scientific case can 
be made that human activity has caused desertifica
tion in some areas, opinions are not always consistent. 
Studies in the Sahel have led some researchers to con
clude that arid land areas have increased by nearly 54 
million hectares (133 million acres) since 1931 as a re
sult of a 30 percent decline in rainfall over this inter
val. Other scientists found no evidence of persistent 
trends toward desert conditions between 1962 and 
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Figure 18.3 Overgrazing dur
ing years of drought killed much of 
the vegetation in this part of the 
Sahel in Senegal. Without vegeta
tion, topsoil is eroded and the land 
becomes infertile. 

Figure 18.4 Barchan dunes advance from right to left across irrigated fields in the 
Danakil Depression, Egypt. 
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1984 and concluded that observed vegetation and 
crop changes could be explained by annual rainfall 
variations alone. A group studying the desert margin 
in western Africa, on the other hand, assembled evi
dence showing that the desert advanced an average of 
10 km/year (6 mi/yr) between 1961 and 1987. 

The complex linkage between humans and their 
environment is illustrated by an hypothesis of pro
gressive desertification that links grazing animals, the 
vegetation they consume, and the overlying atmos
phere. As animals consume vegetation cover in dry 
lands, the albedo (reflectivity) of the land surface in
creases. (Sand and bare rock have a higher albedo 
than does grassland.) This causes more of the incom
ing solar radiation to be reflected back into space, 
leading to a cooler ground surface. The cooler ground 
is associated with descending dry air and therefore 
with reduced precipitation. In this way, the degraded 
area becomes more and more desertlike; in other 
words, a positive feedback is set in motion that pro
motes increasing desertification once the process be
gins. 

Impacts of Deforestation 
Over the last 3000 to 4000 years, and most notably 
within the last century, humans have been the pri
mary agent in changing the world's vegetation cover. 
As the human population expanded, forests were re
placed with agricultural land, and the increasing ex
ploitation of forests for fuel and other economic uses 
has had a dramatic impact in many regions. Especially 
hard-hit have been tropical forests in developing 
countries, where nonsustainable exploitation has 
been especially damaging. Over major parts of the 
world, the natural vegetation has all but disappeared, 
to be replaced by an artificial one dominated by agri
culture and introduced species. Although the distribu
tion of pre-agricultural forests is unknown in detail, 

estimates based on land use suggest that upwards of 6 
million hectares (15 million acres) of these forests and 
woodlands have been reduced to 5 million hectares 
(12 million acres). The spread of European civilization 
since AD. 1500 has been responsible for much of this 
deforestation, or forest removal. In the United 
States, an estimated 60,000 km2 (23,000 mi2) had 
been cleared by 1850 and 660,000 km2 (255,000 mi2) 
by 1910. In the tropics, forests covering an estimated 
2,400,000 km2 (930,000 mi2) were cleared between 
I860 and 1978. Although much of the forest clearing 
carried out in North America and part of the tropics 
has been related to commercial exploitation of agri
cultural and forest products, in Africa nearly 60 per
cent is related to fuelwood production. At present, 
the tropical forests are receiving the greatest impact. 
Data for 87 countries in Africa, Latin America, and 
Asia show that between 1980 and 1990 forest clearing 
was eliminating an average of about 1 percent of the 
forest cover per year (Table 18.1). 

Recent land clearing has been especially intense in 
the tropical Americas. In Costa Rica, for example, for
est covered 67 percent of the country in 1940, but by 
1983 the figure had been reduced to 17 percent (Fig. 
18.5). Especially hard-hit has been the Amazon basin 
of Brazil, where the arrival of waves of new settlers in 
the late 1970s reached 5000 per month. Massive land 
clearance adjacent to major access roads rapidly re
duced the forest cover, but the unproductive soils 
made agriculture unprofitable, and the cleared lands 
have also proved unsuitable for sustainable cattle 
ranching (largely for 'fast food' hamburger) (see Fig. 
C11.1). 

The environmental implications of deforestation in 
Amazonia reach well beyond the economic arena, 
however. Research in this region has shown that 
when the forest is cleared, the hydrological balance 
can be severely upset. In one study area streams carry 

TABLE 18.1 
Food and Agricultural Organization (FA0) 1991 Estimates of Recent Forest Cover and Deforestation for the 
Tropical Regions 

Source: From M. K. Tolba, and D. A. El-Kholy (eds.). The World Environment 1972-1992. (London: Chapman and Hall, 1992), pl69-
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Figure 18.5 Dramatic deforestation in Costa Rica between 1940 and 1983 reduced 
the percentage of forest as a proportion of the total area of the country from 67 percent 
to 17 percent. 

away 25 percent of the rainfall, while trees and other 
plants return 50 percent of the precipitation to the at
mosphere by transpiration. Moist air masses moving 
inland from the Atlantic bring about half the water 
vapor that falls as rain; the other half is supplied by 
the forest in the form of evapotranspiration. This 
means that the forest plays a key role in maintaining 
the precipitation balance, and thus the forest itself, in 
the Amazon basin. 

Removal of forest changes the hydrological equa
tion. Without a forest cover to promote infiltration, 
more of the rainfall runs off the land and far less is re
cycled through plants back into the atmosphere. As a 
result, the potential exists for a negative feedback, 
whereby destruction of forest leads to reduction in 
the rainfall that the forest requires for its very exis
tence. Although the ultimate effects of continued de
forestation are still difficult to predict, an estimated 12 
percent of the Amazonian rain forest has already been 
cleared, and in some regions that rate of land clear
ance has been proceeding exponentially. If continued 
unchecked, the repercussions could include replace
ment of productive rain forest by nonproductive farm 
and grazing lands, and a significant change in the re
gional hydrology that might lead to widespread re
duction in soil moisture, increased flood discharges, 
and worsening droughts. 

THE CHANGING ATMOSPHERE 

As we learned in Chapter 14, the Earth's climate sys
tem consists of a number of interacting subsystems 
that involve the atmosphere, the hydrosphere, the 
solid Earth, and the biosphere (Fig. 14.2). The interac
tions are extremely complex and difficult to analyze. 

Consequently, only with the advent of supercomput
ers have we begun to answer some of the basic ques
tions about how the climate system works. 

The geologic record plays an important role in this 
enterprise, for it contains a history of the Earth's 
changing climates that extends into the remote past. 
Climatic change can be read from the stratigraphic 
record in many ways. For example, paleontologists 
infer past climates from the assemblages of fossil 
plants and animals they find in ancient strata. Sedi-
mentologists and stratigraphers can infer many things 
about past climates from the nature of the sediments 
they study: the present distribution of these sedi
ments, their mineralogy, the varied depositional envi
ronments represented, features that indicate the agen
cies of sediment transport, and the soils that represent 
former land surfaces. Isotope geologists can deter
mine past surface temperatures from studies of sedi
ments on land, in the oceans, and in polar ice sheets. 
By reconstructing past climates, the range of climatic 
variability on different time scales can be determined, 
and the accuracy of computer models that try to sim
ulate past climatic conditions can be tested. 

One important reason for these studies is to learn 
how the climate system behaves, what controls it, and 
how it is likely to change in the future. We know it 
will change, but we lack a clear view of how and at 
what rate. The answers are important not only scien
tifically, but sociologically and politically as well, for 
in extracting and burning the Earth's immense supply 
of fossil fuels people have unwittingly begun a great 
geochemical "experiment" that is likely to have a sig
nificant impact on our planet and its inhabitants. 

The Carbon Cycle 

A basic chemical substance involved in the climate 
"experiment" is carbon, an element that is essential to 
all forms of life. Carbon occurs in four reservoirs: (1) 
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Figure. 18.6 The carbon cycle. A. Natural fluxes of car
bon through the atmosphere, hydrosphere, biosphere, and 
lithosphere. Carbon enters the atmosphere through volcan-
ism, weathering, biological respiration, and decay of or
ganic matter in soils. Photosynthesis incorporates carbon 
in the biosphere, from which it can become part of the 
lithosphere if buried with accumulating sediment. B. 
Human activities release carbon to the atmosphere 
through burning of forests and fossil fuels. 

as carbon dioxide in the atmosphere; (2) in organic 
compounds in the biosphere; (3) as dissolved carbon 
dioxide in the hydrosphere; and (4) in the calcium 
carbonate of limestone and in decaying and buried or
ganic matter (peat, coal, and petroleum) in the lithos
phere. Each reservoir is involved in the carbon cycle 
(Fig. 18.6). 

The key to the carbon cycle is the biosphere, 
where plants continuously extract CO2 from the at
mosphere and then break the CO2 down by photo
synthesis to form organic compounds. Animals con
sume plants and use these organic compounds in 
their metabolism. When plants and animals die, the 
organic compounds decay by combining with oxygen 
from the atmosphere to form CO2 again. The passage 
of material through the biosphere is so rapid that the 
entire content of CO2 in the atmosphere cycles every 
4.5 years. 

Not all dead plant and animal matter in the bios
phere decays immediately back to CO2. A small frac
tion is transported and redeposited as sediment; some 
is then buried and incorporated in sedimentary rock 

where it locally forms deposits of coal and petroleum. 
The buried organic matter joins the slower moving 
rock cycle and can reenter the atmosphere naturally 
only after uplift and erosion have exposed the rock in 
which it is trapped. 

Carbon dioxide from the atmosphere is also dis
solved in the waters of the hydrosphere. There it is 
used by aquatic plants in the same way that land 
plants use CO2 from the atmosphere. In addition, 
aquatic animals extract calcium and carbon dioxide 
from the water to make shells of CaCO3. When the an
imals die, the shells accumulate on the seafloor, mix
ing with any CaCO3 that may have been precipitated 
as chemical sediment. When compacted and ce
mented, the CaCO3 forms limestone (Fig. 18.7). In 
this way, too, some carbon joins the rock cycle. Even
tually, the rock cycle will bring the limestone back to 
the surface where weathering and erosion will break 
it down; the calcium returns in solution to the ocean, 
and the carbon escapes as CO2 to the atmosphere. 

Now, let's consider what happens when human ac
tivities change these four carbon reservoirs and influ-
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Figure 18.7 Vast bodies of carbonate rocks, like the 
Dolomites of northern Italy, constitute reservoirs of carbon 
dioxide that has been temporarily removed from the carbon 
cycle. Once exposed at the surface, carbonate rocks are 
weathered and eroded, thereby freeing CO2, which reenters 
the carbon cycle. 

ence the exchanges between them. While any indi
vidual action may appear insignificant, the cumulative 
effects of all human activities are now so great as to be 
measurable. The burning of fossil fuels and the clear
ing of forested land cause CO2 to move from the 
lithosphere and the biosphere to the atmosphere at 
rates much faster than they would move naturally. Un
less this additional CO2 is dissolved in the hydros
phere or is buried in sediments as fast as it is gener
ated, the CO2 content of the atmosphere must 
inevitably increase. However, the rate at which these 
natural processes are removing CO2 from the atmos
phere is slower than the rate at which human activi
ties are adding it, leading us to conclude that the CO2 

content of the atmosphere should be increasing. 

The Greenhouse Effect 

The atmosphere is the engine that drives the Earth's 
climate system, and the Sun provides the energy that 
allows the engine to work (Fig. 18.8). Some of the 
solar radiation that reaches the atmosphere is re
flected off clouds and dust and bounces back into 

space. Of the radiation that reaches the Earth's sur
face, some is absorbed by the land and oceans, and 
some is reflected into space by water, snow, ice, and 
other highly reflective surfaces. This visible reflected 
solar radiation has a short wavelength. 

The Earth also emits long-wave, infrared radiation. 
However, some of the long-wave radiation does not 
escape into space, but instead is absorbed by atmos
pheric water vapor and CO2. Because this radiant en
ergy is retained in the lower atmosphere, the temper
ature at the Earth's surface rises. A comparable effect 
also explains why the air temperature in a glass green
house is warmer than the air outside: the glass, acting 
in much the same way as the atmospheric gases, pre
vents the escape of radiant energy. Hence, we refer to 
this phenomenon as the greenhouse effect. 

It is the greenhouse effect that makes the Earth 
habitable. Without it, the surface of our planet would 
be as inhospitable as those of the other planets in the 
solar system. If the Earth lacked an atmosphere, its 
surface environment might be like that of the Moon: 
on the sunlit side the temperature is close to the boil
ing point of water, while on the dark side it is far 
below freezing. The nearly airless surface of Mars is a 
frigid landscape whose closest earthly analogs are the 
frozen polar deserts. By contrast, Venus is much 
closer to the Sun, and its atmosphere is so dense that 
the greenhouse effect generates surface temperatures 
hot enough to melt lead. 

Greenhouse Gases 
Dry air consists mainly of three gases: nitrogen (79%), 
oxygen (20%), and argon (1%). However, water vapor 
is usually present in the Earth's atmosphere in con
centrations of up to several percent and accounts for 
about 80 percent of the natural greenhouse effect. 
The remaining 20 percent is due to other gases pre
sent in very small amounts. Despite their very low 
concentrations, measurable in parts per billion by vol
ume (ppbv) of air, these trace gases contribute signif
icantly to the greenhouse effect (Table 18.2). 

Chief among the trace gases is carbon dioxide, 
while other significant gases, each a basic part of nat
ural biogeochemical cycles and efficient in absorbing 
infrared radiation, are methane, nitrous oxide, and 
ozone. The commercially produced CFCs are an addi
tional important group of greenhouse gases. 

Trends in Greenhouse Gas 
Concentrations 
During the past decade, the greenhouse gases have re
ceived increasing scientific and public attention as it 
has become clear that their atmospheric concentra
tions are rising. 
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Figure 18.8 Some of the short-wave (visible) solar radiation reaching the Earth is 
absorbed by land, oceans, clouds, and atmospheric dust and gases, and some is re
flected back into space by reflective surfaces that include snow, ice, clouds, and dust. 
The Earth also radiates long-wave radiation back into space. Greenhouse gases trap 
some of the outgoing long-wave radiation, causing the air temperature of the lower at
mosphere to rise. 

Table 18.2 
Atmospheric Trace Gases Involved in the Greenhouse Effect 

Source: Earthquest 5, No. 1 (1991). 
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Carbon Dioxide Beginning in 1958, measurements 
have been made of carbon dioxide concentration in 
the atmosphere near the top of Mauna Loa volcano, 
Hawaii. This site was chosen because of its altitude 
and remote location far from sources of atmospheric 
pollution. The measurements show two remarkable 
things. First, the amount of CO2 fluctuates regularly 
with an annual rhythm (Fig. 18.9). In effect, the Earth 
or, more correctly, the biosphere, is breathing! Dur
ing the growing season, CO2 is absorbed by vegeta
tion, and the atmospheric concentration falls; then, 
during the winter dormant period, more CO2 enters 
the atmosphere than is removed by vegetation, and 
the concentration rises. Second, the long-term trend is 
an unmistakable rise in concentration. Since 1958, the 
atmospheric CO2 concentration has risen from 
315,000 to 355,000 ppbv, and the rise is not linear but 
exponential (i.e., the rate is increasing with time). 

The rising curve of atmospheric CO2 immediately 
raises two questions: (1) Is the observed rise unusual?, 
and (2) How can it be explained? To answer the first 
question, we must turn to the geologic record. As dis
cussed in Chapter 14, ice cores from the Antarctic and 
Greenland ice sheets contain samples of ancient at
mosphere. The glacier records show that the prein-
dustrial concentration of CO2 was close to 280,000 
ppbv, the typical value for an interglacial age. The 
subsequent rapid increase to 355,000 ppbv during the 
last 100 years is unprecedented in the ice-core record 
and implies that something very unusual is taking 
place. 

A possible explanation for the extraordinary recent 
rise in atmospheric CO2 is immediately suggested if 
we examine the rate at which this gas has been added 
to the atmosphere since the beginning of the Indus-

Figure 18.9 Concentration of carbon dioxide in dry air, 
since 1958, measured at the Mauna Loa Observatory, 
Hawaii (given in parts per billion by volume = ppbv/1000). 
Annual fluctuations reflect seasonal changes in biologic 
uptake of CO2, while the long-term trend shows a persis
tent increase in the atmospheric concentration of this 
greenhouse gas. 

Figure 18.10 Since the beginning of the Industrial Rev
olution, about 1850, the atmospheric concentration of CO2 

has risen at an increasing rate (A). The increase matches 
the increasing rate at which CO2 has been released 
through the burning of fossil fuels (B). 

trial Revolution (Fig. 18.10). The curve tracking the 
increase in CO2 closely resembles the curve showing 
the increase in carbon released to the atmosphere by 
the burning of fossil fuels. Because no known natural 
mechanism can explain such a rapid increase in CO2, 
the inescapable conclusion is that the human burning 
of fossil fuels must be a primary reason for the ob
served increase in atmospheric CO2. Additional con
tributing factors must be widespread deforestation, 
with its attendant burning and decay of cleared vege
tation, and the use of wood as a primary fuel in many 
underdeveloped countries that have rapidly growing 
populations. 

Methane Methane gas (CH4) absorbs infrared radia
tion 25 times more effectively than CO2, making 
methane gas an important greenhouse gas despite its 
relatively low atmospheric concentration (Table 
18.2). Since the late 1960s, when measurements of at
mospheric methane began, the concentrations have 
increased at a rate of about 1 percent per year (al
though since 1984 the rate has decreased slightly, for 
unknown reasons). Methane levels for earlier times 
obtained from ice-core studies show an increase that 
essentially parallels the rise in the human population. 
This relationship is not surprising, for much of the 
methane now entering the atmosphere is generated 
(1) by biological activity related to rice cultivation and 
(2) as a byproduct of the digestive processes of do
mestic livestock, especially cattle. The global live
stock population increased greatly in the past century, 
and the total acreage under rice cultivation has in
creased more than 40 percent since 1950. 

In prehistoric times, methane levels, like CO2 lev
els, increased and decreased with the glacial/inter-
glacial cycles (Fig. 14.26). 
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Other Important Trace Gases CFC-12, used mostly 
as a refrigerant, has 20,000 times the capacity of car
bon dioxide to trap ultraviolet radiation, while CFC-
11, which is widely used in making plastic foams and 
as an aerosol propellant, has 17,500 times the capac
ity. Both compounds are increasing in the atmosphere 
at an annual rate of about 5 percent. As we have al
ready seen, the observed increasing atmospheric con
centration of CFCs in the 1980s produced worldwide 
concern because the scientific consensus is that these 
gases destroy ozone in the upper atmosphere, thereby 
leading to the formation of the Antarctic ozone hole. 

Tropospheric ozone and nitrous oxide are increas
ing annually at rates of 0.5 to 2 percent, and 0.3 per
cent, respectively, and together account for about 13 
percent of the greenhouse effect. Although ozone in 
the upper atmosphere is beneficial because it traps 
harmful infrared solar radiation, when this gas builds 
up in the troposphere it constitutes a greenhouse gas. 
Tropical forests are important in photosynthetically 
removing excess tropospheric ozone, which is largely 
produced by the combustion of fossil fuels. However, 
the wholesale destruction of these forests could lead 
to further concentration of ozone in the atmosphere. 
Nitrous oxide, released by microbial activity in soil, 
the burning of timber and fossil fuels, and the decay of 
agricultural residues, has a long lifetime in the atmos
phere. Accordingly, atmospheric concentrations are 
likely to remain well above preindustrial levels even if 
emission rates stabilize. 

Global Warming 

If the atmospheric concentration of the greenhouse 
gases is rising, what does this portend for future cli
mate? Does it mean that the Earth's surface tempera
ture is warming, and, if so, by how much and at what 
rate? To try and answer these questions, we first look 
at the historical record and then see how forecasts of 
the future can be made. 

Historical Temperature Trends 
Correctly assessing recent global changes in tempera
ture is a very difficult task. The difficulty arises from 
the fact that very few instrumental measurements 
were made before 1850, and the majority date to the 
time since World War II. The earliest records are from 
Western Europe and eastern North America. Data for 
oceanic areas, which encompass 70 percent of the 
globe, are sparse and decrease significantly in number 
prior to 1945. Therefore, most "global" temperature 
curves are reconstructed primarily from land stations 
located mainly in the northern hemisphere. 

Figure 18.11 Hemispheric and global mean tempera
ture changes since the mid-nineteenth century, incorporat
ing both land and ocean data. Annual averages (blue line) 
and smoothed averages (red line) are shown. The total 
global rise for this interval is about 0.5 °C. 

Numerous curves of average annual temperature 
variations since the middle or late nineteenth century 
have been published, and although they differ in de
tail, they all show one characteristic feature: a long-
term rise in temperature during the past century (Fig. 
18.11). Although short-term departures from this 
trend are evident, the total temperature increase since 
1860 when reliable hemispheric-wide records begin is 
about 0.5°C (0.9°F). 

Because the interval of rising temperatures coin
cides with the time of rapidly increasing greenhouse 
gas emissions, it is tempting to assume that the two 
phenomena are causally related. However, because 
the temperature reconstructions prior to 1950 are 
based on relatively few data that are unequally distrib
uted across the globe, a convincing case is difficult to 
make. Even if the temperature curves do approximate 
actual trends, it might be argued that the modest rise 
in global temperature during the past century falls 
within the natural variability of the Earth's climate sys
tem and would have occurred even if the greenhouse 
gas concentrations had not increased. 

If the historical temperature record is judged to be 
inconclusive, we can still explore the linkage be
tween greenhouse gas emissions and present and fu
ture climate by turning to models of the climate sys
tem. 
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Figure 18.12 View of the Earth as depicted by a global climate model having a grid 
spacing of 4° of latitude by 5° of longitude. Spacing of gridpoints is shown over the 
oceans but not over land. The altitudes of mountain ranges and plateaus are generalized 
and expressed in thousands of meters. Because of the map projection, Antarctica ap
pears at the bottom, unrealistically, as a long, narrow continent. 

Climate Models 
Three-dimensional mathematical models of the 
Earth's climate system are an outgrowth of efforts to 
forecast the weather. The most sophisticated are gen
eral circulation models (GCMs) that attempt to link at
mospheric, hydrospheric, and biospheric processes. 
The sheer complexity of these natural systems means 
that such models, of necessity, are greatly simplified 
representations of the real world (see "Guest Essay" at 
the end of this chapter). Furthermore, many of the 
linkages and processes in the climate system are still 
poorly understood and therefore difficult to model. 
For instance, the models do not yet adequately por
tray the dynamics of ocean circulation or cloud for
mation, two of the most important elements of the cli
mate system. Also absent are many of the complex 
biogeochemical processes that link climate to the 
biosphere. Despite these limitations, GCMs have been 
very successful in simulating the general character of 
present-day climates and have greatly improved 
weather forecasting. This success encourages us to 
use these models to gain a general global picture of fu
ture climates as the Earth's physical and chemical bal
ance changes. 

Because the solution of the complex mathematical 
equations of a GCM requires considerable amounts of 

computer time, the three-dimensional grid spacing 
(the distance between points on and above the globe 
for which the solutions are calculated) in the model 
experiments is large in order to keep costs manage
able. As a result, the resolution of the models is rela
tively coarse: grid points commonly are separated by 
4 or 5 degrees of latitude, or 450 to 550 km (Fig. 
18.12). Therefore, although these models can gener
ate a reasonable picture of global and hemispheric cli
matic conditions, they are poor at resolving condi
tions at the scale of small countries, states, or 
counties. Until more powerful computers are built, or 
the cost of running a model experiment decreases, 
the spatial resolution of GCMs is likely to remain rela
tively coarse. 

Estimates of Future Greenhouse 
Warming 
Predictions of climatic change related to greenhouse 
warming are based mainly on the results of several cli
mate models that differ in detail as well as in the as
sumptions they employ. Nevertheless, the models 
predict that the anthropogenically generated green
house gases already in the atmosphere would cause 
an average global temperature increase of 0.5 to 1.5°C 
(0.9 to 2.7°F) (Fig. 18.13). This prediction is consis-
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Figure 18.13 Estimates of future average global tem
perature rise due to greenhouse effect based on model cal
culations. Curve A represents "business as usual," with en
ergy supply dominated by coal, continuing deforestation, 
and limited or no control of methane, nitrous oxide, and 
carbon monoxide emissions. Curve B assumes a shift to
ward lower-carbon fuels (e.g., natural gas), coupled with 
large increases in fuel efficiency, reversal of deforestation 
trends, and stringent carbon monoxide controls. Curve C 
assumes a shift toward renewable sources (solar, hydro-, 
and wind power) and nuclear energy in the second half of 
the twenty-first century, a phaseout of CFC emissions, and 
limitations on agricultural methane and nitrous oxide emis
sions. Curve D assumes a shift to renewable and nuclear 
energy in the first half of the twenty-first century, thereby 
reducing carbon dioxide emissions to 50 percent of 1985 
amounts by 2050, and stabilization of atmospheric concen
trations of greenhouse gases through controls in industri
alized countries and moderate growth in developing coun
tries. In deriving all these estimates, world population was 
assumed to reach 10.5 billion in the second half of the next 
century, and economic growth was assumed to be modest 
(2-5%) in the next decade but decreasing thereafter. 

tent with the 0.5°C rise in temperature inferred from 
the instrumental record. The models further predict 
that if the greenhouse gases continue to build up until 
their combined effect is equivalent to a doubling of 
the preindustrial CO2 concentration, then average 
global temperatures most likely will rise between 1.5 
and 4.5°C (2.7 and 8.1°F); a best guess is an increase 
of 1.8°C (3.2°F) by the year 2030, with an eventual in
crease of 2.5°C (4.5°F) by the end of the twenty-first 
century. This does not mean that the temperature will 
increase uniformly all over the Earth. Rather, the pro
jected temperature change varies geographically, 
with the greatest change occurring in the polar re
gions (Fig. 18.14; Table 18.3). 

The rate of projected warming depends on a num
ber of basic uncertainties: How rapidly will concen
trations of the greenhouse gases increase? How 

rapidly will the oceans, a major reservoir of heat and a 
fundamental element in the climate system, respond 
to changing climate? How will changing climate affect 
ice sheets and cloud cover? What is the range of nat
ural variations in the climate system on the century 
time scale? The potential complexity is well illustrated 
by clouds. If the temperature of the lower atmosphere 
increases, more water will evaporate from the oceans. 
The increased atmospheric moisture will create more 
clouds, but clouds reflect solar energy back into 
space, which will have a cooling effect on the surface 
air, thereby having a result opposite that of the green
house effect. 

Because of such uncertainties, scientists are reluc
tant to make firm forecasts and tend to be cautious in 
their predictions. They hedge their bets with qualify
ing adjectives like "possible," "probable," and "uncer
tain." Their understandable caution emphasizes the 
gap between what we know about the Earth and what 
we would like to know, and points to the many chal
lenges that still face scientists studying global change. 

Despite the uncertainties, the general consensus is 
that (1) human activities have led to increasing atmos
pheric concentrations of carbon dioxide and other 
trace gases that have enhanced the greenhouse effect; 
(2) global mean surface air temperature has increased 
by0.3 to0.6°C(0.5 to 1.1°F) during the last 100 years, 
and this increase may be the direct result of the en
hanced greenhouse effect; and (3) during the next 
century global average temperature will likely in
crease at about 0.3°C (0.5°F) per decade, assuming 
emission rates do not change. This projected increase 
may lead to a global average temperature about 1.5 to 
1.8°C (2.7 to 3.2°F) warmer than present by the year 
2030 and as much as 2.5°C (4.5°F) warmer by the end 
of the next century (Fig. 18.15). If governmental con
trols lead to lower emission rates, the per decade rise 
in temperature may be only 0.1 to 0.2°C (0.2 to 0.4°F). 
Nevertheless, the temperature increase related to the 
continued release of greenhouse gases will be larger 
and more rapid than any experienced in human his
tory. Thus, we may be moving toward a "super inter-
glaciation," warmer than any interglaciation of the 
past two million years (Fig. 18.15). 

Environmental Effects of Global 
Warming 
An increase in global surface air temperature by a few 
°C does not sound like much. Surely, we can put up 
with this rather insignificant change. However, if we 
stop and consider that the difference in average global 
temperature between the present and the coldest part 
of the last ice age was only about 5°C (9°F), we can 
begin to see how a temperature change of even a de
gree or two could well have global repercussions. 
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Figure 18.14 A forecast of future changes in surface 
air temperature (in °C) resulting from an effective dou
bling of atmospheric CO2 concentration relative to that of 
the present. A. Temperature increases for Winter (Decem
ber, January, February). For example, along the lines la
beled 4, the projected temperature increase is everywhere 
4°C. B. Temperature increases for Summer (June, July, 
August).C. A latitudinal cross section showing changes in 
zonal average air temperature through the year. This 
graph is a summary of the map patterns shown in A and B, 
but includes the spring and autumn months as well. Green
house warming is greatest at high latitudes, where tem
perature increases as great as 16 °C are forecast by the 
model for the northern hemisphere winter. 

TABLE 18.3 
Estimates of Changes in Average Surface Air Temperature and Precipitation for Selected Regions, 
Preindustrial Times to 2030 A.D. 

aWithin each region, considerable variation occurs. Confidence in these estimates is low, especially with regard to precipitation values. 
bWinter = December, January, February; Summer = June, July, August. 

Source: J. T., Houghton, G. J, Jenkins, and J. J. Epbraums (eds), Climate Change, the IPCC Scientific Assessment. (Cambridge: Cambridge 
University Press, 1990), Table 5.1. 
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Figure 18.15 The course of average global temperature during the past 150,000 
years and 25,000 years into the future. The natural course of climate (dashed [color] 
line) would be declining temperatures leading to the next glacial maximum, about 
23,000 years from now. With greenhouse warming, a continuing rise of temperature 
may lead to a "super interglaciation" within the next several centuries. The temper
ature may then be warmer than during the last interglaciation and warmer than at 
any time in human history. The decline toward the next glaciation would thereby be 
delayed a millennium or more. 

Global warming is just one result of our great geo-
chemical "experiment." There are many physical and 
biological side effects that are of considerable interest 
and concern. Among them are the following: 

Changes in Precipitation and Vegetation A 
warmer atmosphere will lead to increased evapora
tion from oceans, lakes, and streams and to greater 
precipitation. However, the distribution of precipita
tion will be uneven (Fig. 18.16; Table 18.3). Climate 
models suggest that precipitation rates in the equator
ial regions will increase, in part because warmer tem
peratures will increase rates of evaporation over the 
tropical oceans and promote the formation of rain-
clouds. By contrast, the interior portions of large con
tinents, which are distant from precipitation sources, 
will become both warmer and drier. Shifting patterns 
of precipitation and warmer temperatures will likely 
lead to significant local and regional changes in stream 
runoff and groundwater levels. 

Shifting precipitation patterns are likely to upset 
ecosystems, causing vegetation communities and the 
animals dependent on them to adjust to new condi
tions. Forest boundaries may shift during coming cen
turies in response to altered temperature and precipi
tation patterns. Some prime midcontinental 
agricultural regions are likely to face increased 
droughts and substantially reduced soil moisture that 
will negatively impact crops. Higher latitude regions 
with short, cool growing seasons may see increased 

agricultural production as summer temperatures in
crease. 

Changes in the Global Ice Cover Because warmer 
summers favor increased ablation, worldwide reces
sion of low- and middle-latitude mountain glaciers is 
likely in a warmer world. On the other hand, warmer 
air in high latitudes can evaporate and transport more 
moisture from the oceans to adjacent ice sheets, 
which may cause them to grow larger. 

The greatly enhanced heating projected for high 
northern latitudes (Fig. 18.14) favors the shrinkage of 
sea ice. A reduction in polar sea ice, which has a high 
albedo, should contribute to global warming by re
ducing the amount of short-wave solar radiation re
flected back into space, thereby increasing the heat 
absorbed by the ocean. Models show much less heat
ing in the high-latitude southern hemisphere, suggest
ing little change in sea-ice cover there. 

Rising summer air temperatures will also begin to 
thaw vast regions of perennially frozen ground at high 
latitudes. The thawing will likely affect natural ecosys
tems as well as cities and engineering works built on 
frozen ground. 

Worldwide Rise of Sea Level As the temperature 
of ocean water rises, its volume will expand, causing 
world sea level to rise. This rise in sea level, supple
mented by meltwater from shrinking glaciers, is likely 
to increase calving along the margins of tidewater 



Figure 18.16 A computer simulation showing possible changes in summer (June, 
July, August) precipitation resulting from a doubling of atmospheric CO2. Many of the 
areas of projected decreased precipitation (large parts of central North America, east
ern and southern South America, Western Europe, Africa, the Middle East, and central 
Asia) are prime agricultural areas. 

glaciers and ice sheets, thereby leading to additional 
sea-level rise. The rising sea will inundate coastal re
gions where millions of people live and will make the 
tropical regions even more vulnerable to larger and 
more frequent cyclonic storms. 

Decomposition of Organic Matter in Soils As 
temperature rises, the rate of decomposition of or
ganic matter in soil will increase. Soil decomposition 
releases CO2 to the atmosphere, thereby further en
hancing the greenhouse effect. If world temperature 
rises by 0.3°C (0.5°F) per decade, during the next 60 
years soils will release an amount of CO2 equal to 
nearly 20 percent of the projected CO2 release due to 
combustion of fossil fuels, assuming the present rate 
of fuel consumption continues. 

Breakdown of Gas Hydrates Gas hydrates are ice
like solids in which gas molecules, mainly methane, 
are locked up in water trapped in ocean sediments 
and beneath frozen ground. By one estimate, world
wide gas hydrates may hold 10,000 billion metric tons 
of carbon, twice the amount in all the known coal, 
gas, and oil reserves on land. They accumulate in 
ocean sediments beneath a water depth of 500 m 

(1640 ft), where the temperature is low enough and 
the pressure high enough to permit their formation. 
They also accumulate beneath permafrost, which acts 
as a seal to prevent upward migration and escape of 
the gas. When gas hydrates break down, they release 
methane. Global warming at high latitudes will thaw 
frozen ground, and this thawing may destabilize the 
hydrates there, releasing large volumes of methane 
and thus amplifying the greenhouse effect. 

LESSONS FROM THE PAST 
Examining changes to physical and biological systems 
that occurred when human influence was absent or 
minimal allows us to see how these systems re
sponded to natural environmental change. Of particu
lar interest are episodes of rapid or abrupt changes of 
climate—those occurring within a century or less— 
which may provide analogues of future climatic 
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A Closer Look 

The Younger Dryas Event 
and the End of the Last 
Ice Age 
At the end of the last glaciation, about 11,000 to 10,000 
radiocarbon years ago, the climate in the North Atlantic 
and adjacent lands experienced a rapid and remarkable 
change. For 2000 years, the climate had been warming, 
causing ice sheets in North America and Europe to re
treat and allowing plants and animals to reoccupy the 
deglaciated landscape. Many mountain glaciers in 
Britain and Scandinavia had disappeared, and the south
ern limit of sea ice in the North Atlantic had shifted far 
north, close to its present limit. By all indications, the 
glacial age was drawing to a rapid close. Then, very 
abruptly, the climate cooled. Water temperatures in the 
North Atlantic fell as the southern limit of polar water 
shifted southward, nearly to its full-glacial extent. The re
treating ice sheets halted, then readvanced, and moun
tain glaciers were reborn in formerly ice-free cirques. 
Forests in northwestern Europe were rapidly replaced by 
low-growing herbaceous plants typical of full-glacial 
conditions. Among these plants was a distinctive flower
ing species, Dryas octopetala, now limited to polar lati
tudes and high altitudes. Pollen of this species is found 
abundantly in organic deposits dating to this interval and 
has provided the name used to identify this cold 
episode—the Younger Dryas. From oxygen-isotope data 
obtained from Swiss lake sediments and a Greenland ice 
core, we can see that the onset of the Younger Dryas 
episode was rapid (Fig. C18.1). These records also show 
that the event terminated equally rapidly. In fact, the ice 
core indicates that the climate over Greenland warmed 
about 7°C (12.6°F) in only 40 years, a rate that exceeds 
even the unusually rapid average global rate of tempera
ture rise that climate models project for the coming cen
tury. 

The effects of Younger Dryas cooling are most pro
nounced around the North Atlantic, and so the search for 

Figure C18.1 Measurements of oxygen isotopes in 
the sediments of a Swiss lake and an ice core from the 
Greenland Ice Sheet show an abrupt and rapid change 
of climate at the end of the last glaciation (arrows). The 
curves, which can be viewed as recording changes in 
temperature, show a sudden shift to colder climate fol
lowed by an abrupt return to warmer postglacial cli
mate. Detailed studies of the ice core indicate that at 
the end of the Younger Dryas event average tempera
ture in Greenland rose about 7 °C in only 40 years. 

a cause has focused on this region. As pieces of the puz
zle have been assembled, it has become clear that the 
solution likely lies in interactions of the Earth's natural 
systems: the cryosphere, the oceans, the atmosphere, 
and the biosphere. 

Glacial-geologic studies have shown that as the ice 
sheet over eastern North America retreated, vast meltwa-
ter lakes were ponded beyond the glacier margin. When 

change. We can examine rapid shifts in climate which 
occurred at the end of the last glacial age (see "A 
Closer Look: The Younger Dryas Event and the End of 
the Last Ice Age") and during the Little Ice Age. We 
can also search the geologic record for information 
about times when the climate was warmer than now. 
Because we may be on the brink of a warmer world, 
times of greatest interest are the early Holocene, from 
10,000 to about 6000 years ago, when average tem
peratures were 0.5° to 1°C (0.9 to 1.8°F) warmer; the 
warmest part of the last interglaciation, about 120,000 
years ago, when global temperatures were about 1° to 

2°C (2 to 4°F) higher; and the Middle Pliocene, about 
4.5 to 3 million years ago, when the Earth's climates 
may have been 3° to 4°C (5 to 7°F) warmer than pre
sent. These periods do not provide perfect analogs for 
present global warming because the distribution of 
solar radiation reaching the Earth's surface was differ
ent then (e.g., Figs. 14.24 and 14.25). Nevertheless, 
they enable us to see how plants and animals re
sponded to climatic conditions that could have been 
broadly similar to those we may experience in the 
near future. 

During the warmest parts of the Pliocene Epoch, 
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the retreating ice uncovered a natural drainageway be
tween these lakes and the North Atlantic, meltwater 
flowed rapidly into the ocean where it formed a freshwa
ter lid over the denser salty marine water. The cold sur
face meltwater reduced evaporation from the ocean sur
face, thereby shutting down the ocean's thermohaline 
circulation system (Chapter 8). Eastward-flowing air 
masses traveling across the colder North Atlantic moved 
across Western Europe, bringing on the Younger Dryas 
cooling (Fig. CI 8.2). As the huge meltwater lakes 
drained and meltwater flow from the ice sheet eventually 

slowed, the ocean circulation system resumed, bringing 
warmer climate to the North Atlantic region and herald
ing the rapid termination of the ice age. 

As we learn more about this remarkable natural cl i 
matic event and see how the Earth's physical and biolog
ical systems reacted to it, important insights wil l be 
gained that may help us anticipate future environmental 
changes resulting from a rapidly warming world. 

for example, world sea level was tens of meters higher 
than now, pointing to reduced global ice cover. Iso-
topic measurements of North Atlantic deep-sea cores 
show that winter sea-surface temperatures were at 
least 3°C (5°F) warmer than at present. In response to 
warmer ocean waters, temperature-sensitive marine 
organisms had different distributions. The boundaries 
between tropical, subtropical, and temperate assem
blages of ostracodes, a type of crustacean, shifted 
northward along the eastern coast of the United States 
during the Middle Pliocene in response to warmer 
coastal waters, while in China a warm, moist climate 

produced deep weathering profiles and tropical to 
subtropical soils. 

PERSPECTIVES OF GLOBAL 
CHANGE 
Despite considerable research, we do not yet have a 
clear vision of our climatic future. At present, the best 
we can conclude is that the force of scientific evi
dence and theory makes it very probable that the cli-
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Figure C18.2 Distribution of ice sheets in the North Atlantic region and North 
American ice-margin lakes during the Younger Dryas event. Rapid drainage of large vol
umes of meltwater into the western North Atlantic cooled the ocean surface and re
duced its salinity, shutting down the thermohaline conveyor system. Air passing over 
the cold North Atlantic brought colder conditions to northwestern Europe that led to 
the growth of glaciers and a major change in vegetation communities. 



Assessing Projections for 
Future Climate Change 

Thomas J. Crowley is a research scientist with the 
Applied Research Corporation in College Station, Texas. 
He specializes in the reconstruction of past climates and 
the use of climate and ocean models to interpret these 
changes. 

Much has been written about the potential climate 
change that could result from the greenhouse effect. 
Continued emissions of carbon dioxide and other trace 
gases (such as methane and freons) should increase the 
trapping of radiation from within the earth, resulting in 
warming of the atmosphere. A simple examination of 
this effect occurs on warm humid summer evenings, 
when water vapor (another greenhouse gas) warms the 
nighttime air much more than occurs in arid regions, 
where the amount of water in the air is much lower. 

Although in principle the greenhouse effect is rela
tively easy to understand, several key questions arise 
when evaluating its future effects: (1) How large are the 
projected changes? (2) How much can we believe the 
climate projections? (3) Can the predictions be evaluated 
by separate sources of information? 

First, how large are the projected changes? As dis
cussed elsewhere in the text, climate model projections 
for future change are quite large (several degrees centi
grade), with the rate of change being as fast or faster than 
any that has occurred in recent earth history. Precipita
tion patterns may change, leading to increased drought 
in some regions and perhaps more storms and floods in 
other regions. For example, it has been suggested that 
droughts could increase in the midwestern United States 
and that hurricanes might be stronger along the eastern 

seaboard. But these regional predictions must be treated 
with greater caution (see below). 

Second, how much can the model results be be
lieved? The models have been constructed over many 
years by atmospheric and ocean scientists, employing 
standard sets of physical equations to describe the mo
tions and interactions of fluid particles. These models are 
run on state-of-the-art supercomputers, sometimes re
quiring hundreds of hours of supercomputer time to 
make various runs that develop scenarios of future cli
mate change. 

Despite the impressive amount of work that has been 
invested in development and testing of climate models, it 
is well known that these models do not yield exact solu
tions. They are only approximations of the climate sys
tem. The quality, or veracity, of the simulations are due 
in part to an imperfect knowledge of the real earth sys
tem. These imperfections in knowledge could lead to 
large uncertainties in the actual response to a future 
greenhouse change. 

mate is warming up and will continue to warm as we 
add greenhouse gases to the atmosphere. There also is 
a high probability that average global temperatures ul
timately will increase by 2 to 4°C (4 to 7°F), leading to 
widespread environmental changes. 

It is less probable that the temperature will in
crease steadily, for there are natural, and as yet largely 
unpredictable, modulations of the climate system on 
the time scale of years to decades. As an example, the 
huge Tambora eruption in the East Indies in 1815 was 
followed by the "year without a summer," during 
which midsummer snow and frost caused severe 
hardships in Europe and New England (Fig. 18.17). 
Other big eruptions, such as Krakatau (Indonesia), 
Katmai (Alaska), and Agung (Bali), also produced de
tectable atmospheric cooling. The eruption of the 
Philippine volcano Pinatubo in June 1991 (Chapter 5) 
introduced a vast quantity of fine ash and sulfurous 

gas into the stratosphere, where it quickly began to 
spread into the northern and southern hemispheres. 
As the veil of dust and gas spread throughout the at
mosphere, it reflected incoming solar radiation, 
thereby reducing surface temperatures. Such a vol
canic event may well reverse temporarily any upward 
trend in average global temperature attributable to 
continued emission of greenhouse gases. 

While the short-term prospect (on the scale of 
human generations) is for a warmer world, if we stand 
back and look at our great geochemical "experiment'' 
from a geological perspective, we will perceive that it 
is only a brief, very rapid, yet nonrepeatable perturba
tion in the Earth's climatic history. It is nonrepeatable 
because once the Earth's store of easily extractable 
fossil fuels is used up, most likely within the next sev
eral hundred years, the human impact on the atmos
phere will inevitably decline and the climate system 

490 

Guest Essay 



Some of the most significant uncertainties in the de
sign of climate models involve formulations of physical 
processes describing the formation of clouds, the ocean 
circulation, and the interaction between vegetation and 
the changing climate. Each of these processes can affect 
climate—clouds greatly affect the amount of heating and 
cooling, the ocean circulation affects the amount of heat 
that is transported into a region, and vegetation cover af
fects the amount of moisture released to the atmosphere 
(which in turn affects precipitation). 

In addition to uncertainties in formulation of detailed 
physical processes, there are computational limitations 
for making model forecasts. Despite the many hours 
spent making supercomputer runs, many thousands 
more will be required to explore all the potential effects 
of the changes in environment. Even in these days of 
very high speed computing, we still have computing lim
its that prevent a more comprehensive assessment of the 
greenhouse effect. 

Third, can the predictions be validated by any sepa
rate sources of information? To some extent we can an
swer this question by looking at the past records of cli
mate change. Geological evidence clearly indicates that 
large changes in climate have occurred. Some of these 
changes coincide with natural (that is, not anthro
pogenic, or human-caused) changes in greenhouse gas 
concentrations. When greenhouse gas concentrations 
were high, the climate was warmer. These observations 
support the general importance of the greenhouse effect 
and indicate that the model predictions are at least par
tially correct. 

More detailed predictions of climate models are open 
to uncertainty, however. For example, climate models 

predict that tropical oceans will get warmer and that, al
though winters will be warmer in arctic regions, sub-
freezing temperatures will still result. However, geologi
cal data do not provide much support for the scenario of 
warming tropical ocean temperatures. Conversely, geo
logical data indicate that arctic regions were warmer in 
winter than predicated by the models. One explanation 
of this dilemma may be that ocean currents are trans
porting substantially more heat than predicted by the 
models, thereby cooling the tropics and warming the 
poles. Whatever the explanation, these results suggest 
that, although on the largest scale increasing greenhouse 
gas concentrations results in warming, the regional re
sponse to the greenhouse gases could differ from model 
predictions (for example, less drought than predicted). 
Thus we can say that the geological data both agree and 
disagree with the models. This agreement lends some 
level of credibility to the models; the disagreement 
means that room for caution is still required. 

Efforts are being made in many research areas to nar
row the uncertainties in greenhouse predictions. Large 
field programs are increasing our knowledge of the 
ocean, clouds, and vegetation, and their interactions 
with the rest of the climate system. Climate models are 
being constantly improved. Supercomputer time contin
ues to increase in availability and new and faster gener
ations of computers are coming on line every three to 
five years. Research on the geological record is also im
proving our understanding of how past climates re
sponded to increased greenhouse forcing. All of these ef
forts suggest that in the coming years our knowledge of 
the climate system and our confidence in future climate 
model predictions should increase significantly. 

should return to its natural state. The greenhouse per
turbation may well last a thousand years, and perhaps 
more, but ultimately the changing geometry of the 
Earth's orbit will propel the climate system into the 
next glacial age (Fig. 18.15). 

Figure 1 8 . 1 7 Acidity record from a Greenland ice core 
showing peaks in sulphuric-acid precipitation attributable 
to major volcanic eruptions. The largest acid peak dates to 
1815-1816, the time of the huge Tambora eruption in the 
East Indies, which produced "the year without a summer" 
(1816), as the volcanic dust and gases in the stratosphere 
reduced northern hemisphere temperatures at least 
0.7 °C. Subsequent eruptions of Krakatau, Katmai, and 
Agung also produced detectable climatic effects of smaller 
magnitude. 
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492 Part Six / Living on the Earth 

1. Synthetic chlorofluorocarbon (CFC) gases enter
ing the upper atmosphere break down to chlo-
rine, which destroys the protective ozone layer. 
Discovery of a vast ozone hole over Antarctica 
has led to international efforts to eliminate CFC 
production by the end of the century. 

2. An expanding human population has led to 
global exploitation of natural resources and seri
ous environmental deterioration. Human and 
natural geologic activities are intimately inter
linked, and people have increasingly become a 
major agent of geologic change. 

3. Changes affecting the Earth's climate system op
erate on time scales ranging from decades to mil
lions of years. 

4. Human activities have produced unanticipated 
poisoning of natural ecosystems, helped pro
mote desertification in arid and semi-arid lands, 
and substantially reduced the extent of natural 
forests. In the process, complex positive and 
negative feedbacks have amplified the changes 
wrought by people. 

5. The carbon cycle is among the most important 
of the Earth's biogeochemical cycles. Carbon re
sides in the atmosphere, the biosphere, the hy
drosphere, and in the crust, and it cycles 
through these reservoirs at different rates. 

6. The anthropogenic extraction and burning of 
fossil fuels perturbs the natural carbon cycle and 
has led to an increase in atmospheric CO2 since 
the start of the Industrial Revolution about 1850. 

7. The greenhouse effect, due to the trapping of 
long-wave infrared radiation by trace gases in the 
atmosphere, makes the Earth a habitable planet. 

Important Terms to Remember 

8. The increase in atmospheric trace gases (CO2, 
CH4, O3, N2O, and the CFCs) due to human ac
tivities is projected to warm the lower atmos
phere between 2 and 4°C by the end of the next 
century. A probable 0.5°C increase in average 
global temperature since the mid-nineteenth 
century may reflect the initial part of this warm
ing. The rate of warming may reach 0.3°C per 
decade and could lead to a "super interglacia-
tion," making the Earth warmer than at any time 
in human history. 

9. Potential physical and biological consequences 
of global warming include global changes in pre
cipitation and vegetation patterns, melting of 
glaciers, sea ice, and frozen ground, a worldwide 
rise of sea level, increased rates of organic de
composition in soils, and breakdown of gas hy
drates trapped beneath high-latitude permafrost. 

10. Using information from the geologic record, ge
ologists can determine the magnitude and geo
graphic extent of past climatic changes, deter
mine the range of climatic variability on different 
time scales, and test the accuracy of computer 
models that simulate past climatic conditions 
and provide insights into physical and biological 
responses to future global warming. 

11. Although the Earth's surface environments may 
change substantially during the next several cen
turies in response to greenhouse warming, 
viewed from the geologic perspective, this inter
val will appear as only a brief perturbation in the 
Earth's climatic history. 

deforestation (p. 476) 
desertification (p. 474) 
greenhouse effect (p. 479) 

1. Why does chlorine have such an adverse affect 
on the ozone layer, despite the fact that it is re
leased to the atmosphere in very small amounts? 

2. How might desertification brought on by over
grazing in a semi-arid rangeland produce a posi

tive feedback that enhances the shift to desert 
conditions? 

3. Suggest ways in which widespread deforestation 
can affect (a) streams, (b) soils, and (c) local cli
mate. 



4. In what ways can carbon be trapped in the Earth 
and become part of the rock cycle? How can 
such stored carbon once again find its way into 
the atmosphere? 

5. If atmospheric CO2 can be dissolved in streams, 
lakes, groundwater, and the oceans, and also ef
ficiently absorbed by vegetation, suggest why 
the burning of fossil fuels is causing the CO2 con
tent of the atmosphere to increase. 

6. How is the Earth's atmosphere similar to a gar
den greenhouse, and why? 

7. What are the anthropogenic sources of the prin
cipal greenhouse gases? 

8. What geologic evidence indicates that the pre
sent concentrations of carbon dioxide and 
methane in the atmosphere are exceptional com
pared to those of the last several hundred thou
sand years? 

Questions for Discussion 
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9. Give an example of an environmental effect aris
ing from global warming that could enhance the 
greenhouse effect and lead to additional warm
ing. 

10. What factors are likely to cause world sea level to 
rise in a warming climate? In what ways is rising 
sea level likely to impact the human population? 

11. Why is the geologic record important in helping 
predict the environmental effects of greenhouse 
warming? Give two examples. 

Questions for A Closer Look 
1. What physical and biological evidence points to 

a sudden and rapid cooling in the North Atlantic 
region toward the end of the last glaciation? 

2. How is ocean circulation involved in explaining 
the cause of the Younger Dryas cooling? 

1. Describe the carbon cycle. Why do we regard it 
as one of the most important biogeochemical cy
cles? In what ways are you, as an individual 
human, involved in the carbon cycle? 

2. Why does uncertainty exist about the extent to 
which average global temperature will rise in the 
next century as a result of greenhouse warming? 

3. Based on what you have learned about potential 
future greenhouse warming, what are some of 
the possible changes that could affect your com
munity during the next 50 years if the average 
world climate warms by as much as 2°C? 





APPENDIX A 

Units and 
Their Conversions 
ABOUT SI UNITS 
Regardless of the field of specialization, all scientists 
use the same units and scales of measurement. They 
do so to avoid confusion and the possibility that mis
takes can creep in when data are converted from one 
system of units, or one scale, to another. By interna
tional agreement the SI units are used by all, and they 
are the units used in this text. SI is the abbreviation of 
Systeme International d'Unites (in English, the Inter
national System of Units). 

Some of the SI units are likely to be familiar, some 
unfamiliar. The SI unit of length is the meter (m), of 
area the square meter (m2), and of volume the cubic 
meter (m3). The SI unit of mass is the kilogram (kg), 
and of time the second (s). The other SI units used in 
this book can be defined in terms of these basic units. 
Three important ones are: 

The newton (N), a unit of force defined as that force 
needed to accelerate a mass of 1 kg by 1 m/s2; hence 
1 N = 1 kg·m/s2. (The period between kg and m indi
cates multiplication.) 

The joule (J), a unit of energy or work, defined as the 
work done when a force of 1 newton is displaced a 
distance of 1 meter; hence 1 J = 1 N·m. One impor
tant form of energy so far as the Earth is concerned is 
heat. The outward flow of the Earths internal heat is 
measured in terms of the number of joules flowing 
outward from each square centimeter each second; 
thus, the unit of heat flow is J/cm2/s. 

The pascal (Pa), a unit of pressure defined as a force 
of 1 newton applied across an area of 1 square meter; 
hence 1 Pa = 1 N/m2. The pascal is a numerically 
small unit. Atmospheric pressure, for example (15 
lb/in2), is 101,300 Pa. Pressure within the Earth 
reaches millions or billions of pascals. For conve
nience, earth scientists sometimes use 1 million pas
cals (megapascal, or MPa) as a unit. 

Temperature is a measure of the internal kinetic 
energy (expressed as movement) of the atoms and 
molecules in a body. In the SI system, temperature is 
measured on the Kelvin scale (K). The temperature in
tervals on the Kelvin scale are arbitrary, and they are 
the same as the intervals on the more familiar Celsius 
scale (°C). The difference between the two scales is 
that the Celsius scale selects 100°C as the tempera
ture at which water boils at sea level, and 0°C as the 
freezing temperature of water at sea level. Zero de
grees Kelvin, on the other hand, is absolute zero, the 
temperature at which all atomic and molecular mo
tions cease. Thus, 0°C is equal to 273.15 K, and 100°C 
is 373.15 K. The temperatures of processes on and 
within the Earth tend to be at or above 273.15 K. De
spite the inconsistency, earth scientists still use the 
Celsius scale when geological processes are dis
cussed. 

Appendix A provides a table of conversion from 
older units to Standard International (SI) units. 

PREFIXES FOR MULTIPLES 
AND SUBMULTIPLES 
When very large or very small numbers have to be ex
pressed, a standard set of prefixes is used in conjunc
tion with the SI units. Some prefixes are probably al
ready familiar; an example is the centimeter (which is 
one hundredth of a meter, or 10 2 m). The standard 
prefixes are 

giga 1,000,000,000 = 109 

mega 1,000,000 = 106 

kilo 1,000 = 103 

hecto 100 = 102 

deka 10 = 10 
deci 0.1 = 10-1 

centi 0.01 = 10-2 
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milli 0.001 = 10-3 

micro 0.000001 = 10-6 

nano 0.000000001 = 10-9 

pico 0.000000000001 = 10-12 

One measure used commonly in geology is the 
nanometer (nm), a unit by which the sizes of atoms 
are measured; 1 nanometer is equal to 10-9 meter. 

COMMONLY USED UNITS 
OF MEASURE 

Length 

Metric Measure 

1 kilometer (km) = 1000 meters (m) 
1 meter (m) = 100 centimeters (cm) 
1 centimeter (cm) = 10 millimeters (mm) 
1 millimeter (mm) = 1000 micrometers (urn) 

(formerly called 
microns) 

1 micrometer (urn) = 0.001 millimeter (mm) 
1 angstrom (A) = 10-8 centimeters (cm) 

Nonmetric Measure 

1 mile (mi) = 5280 feet (ft) = 1760 
yards (yd) 

1 yard (yd) = 3 feet (ft) 
1 fathom (fath) = 6 feet (ft) 

Conversions 

1 kilometer (km) = 0.6214 mile (mi) 
1 meter (m) = 1.094 yards (yd) = 

3.281 feet (ft) 
1 centimeter (cm) = 0.3937 inch (in) 
1 millimeter (mm) = 0.0394 inch (in) 
1 mile (mi) = 1.609 kilometers (km) 
1 yard (yd) = 0.9144 meter (m) 
1 foot (ft) = 0.3048 meter (m) 
1 inch (in) = 2.54 centimeters (cm) 
1 inch (in) = 25.4 millimeters (mm) 
1 fathom (fath) = 1.8288 meters (m) 

Area 

Metric Measure 

1 square kilometers = 1,000,000 square meters 
(km2) (m2) 

= 100 hectares (ha) 

1 square meter (m2) = 10,000 square 
centimeters (cm2) 

1 hectare (ha) = 10,000 square meters 
(m2) 

Nonmetric Measure 

1 square mile (mi2) = 640 cares (ac) 
1 acre (ac) = 4840 square yards (yd2) 
1 square foot (ft2) = 144 square inches (in2) 

Conversions 

1 square kilometer = 0.386 square mile (mi2) 
(km2) 

1 hectare (ha) = 2.471 acres (ac) 
1 square meter (m2) = 1.196 square yards (yd2) 

= 10.764 square feet 
(ft2) 

1 square centimeter = 0.155 square inch (in2) 
(cm2) 

1 square mile (mi2) = 2.59 square kilometers 
(km2) 

1 acre (ac) = 0.4047 hectare (ha) 
1 square yard (yd2) = 0.836 square meter (m2) 
1 square foot (ft2) = 0.0929 square meter 

(m2) 
1 square inch (in2) = 6.4516 square 

centimeter (cm2) 

Volume 

Metric Measure 
1 cubic meter (m3) = 1,000,000 cubic 

centimeters (cm3) 
1 liter (1) = 1000 milliliters (ml) 

= 0.001 cubic meter (m5) 
1 centiliter (cl) = 10 milliliters (ml) 
1 milliliter (ml) = 1 cubic centimeter 

(cm2) 

Nonmetric Measure 

1 cubic yard (yd3) = 27 cubic feet (ft3) 
1 cubic foot (ft3) = 1728 cubic inches (in3) 
1 barrel (oil) (bbl) = 42 gallons (U.S.) (gal) 

Conversions 

1 cubic kilometer = 0.24 cubic miles (mi3) 
(km3) 

1 cubic meter (m3) = 264.2 gallons (U.S.) (gal) 
= 35.314 cubic feet (ft3) 

1 liter (1) = 1.057 quarts (U.S.) (qt) 
= 33.815 ounces (U.S. 

fluid) (fl. oz.) 



1 cubic centimeter = 0.0610 cubic inch (in3) 
(cm3) 

1 cubic mile (mi3) = 4.168 cubic kilometers 
(km3) 

1 acre-foot (ac-ft) = 1233.46 cubic meters 
(m3) 

1 cubic yard (yd3) = 0.7646 cubic meter (m3) 
1 cubic foot (ft3) = 0.0283 cubic meter (m3) 
1 cubic inch (in3) = 16.39 cubic centimeters 

(cm3) 
1 gallon (gal) = 3.784 liters (1) 

Mass 

Metric Measure 

1000 kilograms (kg) = 1 metric ton (also called 
a tonne) (m.t) 

1 kilogram (kg) = 1000 grams (g) 

Nonmetric Measure 

1 short ton (sh.t) = 2000 pounds (lb) 
1 long ton (l.t) = 2240 pounds (lb) 
1 pound (avoirdupois) = 16 ounces (avoirdupois) 

(lb.) (oz) = 7000 grains 
(gr) 

1 ounce (avoirdupois) = 437.5 grains (gr) 
(oz) 

1 pound (Troy) = 12 ounces (Troy) (Tr. 
(Tr. lb) oz) 

1 ounce (Troy) = 20 pennyweight (dwt) 
(Tr. oz) 

Conversions 

1 metric ton (m.t) = 2205 pounds 
(avoirdupois) (lb) 

1 kilogram (kg) - 2.205 pounds 
(avoirdupois) (lb) 

1 gram (g) = 0.03527 ounce 
(avoirdupois) (oz) 
0.03215 ounce (Troy) 
(Tr. oz) = 15,432 
grains (gr) 

1 pound (lb) = 0.4536 kilogram (kg) 
1 ounce (avoirdupois) = 28.35 grams (g) 

(oz) 
1 ounce (avoirdupois) = 1.097 ounces (Troy) (Tr. 

(oz) oz) 

Pressure 

1 pascal (Pa) = 1 newton/square meter 
(N/m2) 

1 kilogram/square = 0.96784 atmosphere 
centimeter (kg/cm2) (atm) = 14.2233 

pounds/square inch 
(lb/in2) = 0.098067 
bar 

1 bar - 0.98692 atmosphere 
(atm) = 105 pascals 
(Pa) = 1.02 
kilograms/square 
centimeter (kg/cm2) 

Energy and Power 

Energy 

1 joule (J) = 1 newton meter (N.m) 
= 2.390 X 10 ' calorie 

(cal) 
= 9-47 X 10-4 British 

thermal unit (Btu) 
= 2.78 X 10-7 kilowatt-

hour (kWh) 
1 calorie (cal) = 4.184 joule (J) 

= 3-968 X 10-3 British 
thermal unit (Btu) 

= 1.16 X 10-6 kilowatt-
hour (kWh) 

1 British thermal unit = 1055.87 joules (J) 
(Btu) = 252.19 calories (cal) 

= 2.928 X 10-4 kilowatt-
hour (kWh) 

1 kilowatt hour = 3.6 X 106 joules (J) 
= 8.60 X 105 calories (cal) 
= 3.41 X 103 British 

thermal units (Btu) 

Power (energy per unit time) 

1 watt (W) = 1 joule per second (J/s) 
= 3.4129 Btu/h 
= 1.341 X 10-3 

horsepower (hp) 
= 14.34 calories per 

minute (cal/min) 
1 horsepower (hp) = 7.46 X 102 watts (W) 
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Temperature 

To change from Fahrenheit (F) to Celsius (C) 

° C = ( ° F - 3 2 ° ) 
1.8 

To change from Celsius (C) to Fahrenheit (F) 

°F = (°C X 1.8) + 32° 

To change from Celsius (C) to Kelvin (K) 

K=°C + 273.15 

To change from Fahrenheit (F) to Kelvin (K) 

K = (°F - 32) + 273.15 
1.8 
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The Periodic Table 
of the Elements 
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Seasonal 
Star Charts 
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Seasonal 
Star Charts (continued) 
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Seasonal 
Star Charts (continued) 
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World Soils and Soil 
Classification System 

APPENDIX D 

TABLE D-l Orders of the Soil Classification System Used in the United States 

Soil Order 
(Meaning of Name) Main Characteristics 

Alfisol Thin A horizon over clay-rich B horizon, in places 
(Pedalfera soil) separated by light-gray E horizon. Typical of humid 

middle latitudes. 

Aridisol Thin A horizon above relatively thin B horizon and 
(Arid soil) often with carbonate accumulation in K horizon. 

Typical of dry climates. 

Entisol Soil lacking well-developed horizons. Only a thin incip-
(Recent soil) ient A horizon may be present. 

Histosol Peaty soil, rich in organic matter. Typical of cool, moist 
(Organic soil) climates 

Inceptisol Weakly developed soil, but with recognizable A 
(Young soil) horizon and incipient B horizon lacking clay or iron 

enrichment. Generally occurs under moist condi
tions. 

Mollisol Grassland soil with thick dark A horizon, rich in 
(Soft soil) organic matter. B horizon may be enriched in clay. 

E and K horizons may be present. 

Oxisol Relatively infertile soil with A horizon over oxidized 
(Oxide soil) and often thick B horizon. 

Spodosol Acidic soil marked by highly organic O and A horizons, 
(Ashy soil) an E horizon, and iron/aluminum-rich B horizon. 

Occurs in cool forest zones. 

Ultisol Strongly weathered soil characterized by A and E 
(Ultimate soil) horizons over highly weathered and clay-rich B 

horizon. Characteristic of tropical and subtropical 
climates. 

Vertisol Organic-rich soil having very high content of clays that 
(Inverted soil) shrink and expand as moisture varies seasonally. 

Andisol Soil developed on pyroclastic deposits and character-
(Dark soil) ized by low bulk density and high content of 

amorphous minerals. 
a Soils rich in iron and aluminum. 
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APPENDIX E 

The Köppen Climatic 
Classification 

There are five basic climatic categories in the Köppen 
system, symbolized as A, B, C, D, and E. These are fur
ther subdivided by adding lower-case letters to indi
cate lesser variations of temperature and moisture 
within the major groupings. 

A. TROPICAL HUMID 
CLIMATES 
Coolest month must be above 18° C (64.4° F). 

Af—Tropical Rain Forest (f—feucht or moist) No dry 
season. Driest month must attain at least 6 cm (2.4 
in.) of rainfall. 

Aw—Tropical Savanna (w—winter) Winter dry sea
son. At least one month must attain less than 6 cm 
(2.4 in.) of rainfall. 

The folio-wing lower-case letters may be added for 
clarification in special situations: 

m (monsoon)—despite a dry season, total rainfall is so 
heavy that rain forest vegetation is not impeded. 

w'—autumn rainfall maximum. 
w''—two dry seasons during a single year. 
s (summer)—summer dry season. 
i—annual temperature range must be less than 5°C 

(9° F). 
g (Ganges)—hottest month occurs prior to summer 

solstice. 

B. DRY CLIMATES 
No specific amount of moisture makes a climate dry. 
Rather, the rate of evaporation (determined by tem
perature), relative to the amount of precipitation dic
tates how dry a climate is in terms of its ability to sup
port plant growth. This is reckoned through the use 
of formulas that are not included here. 
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BW (W-wuste or wasteland)—desert. 
BS (S—steppe)—semiarid. 

The following lower-case letters may be added for 
clarification in special situations. 

h (heiss or hot)—average annual temperature must be 
above 18° C (64.4°F). 

k (kalt or cold)—average annual temperature must be 
under 18° C (64.4° F). 

k'—temperature of warmest month must be under 
18° C (64.4° F). 

s—summer dry season. At last three times as much 
precipitation in the wettest month as in the driest. 

w—winter dry season. At least ten times as much pre
cipitation in the wettest month as in the driest. 

n (nebel or fog)—frequent fog. 

C. TEMPERATE HUMID 
CLIMATES 
Coldest month average must be below 18° C (64.4° F), 
but above - 3 ° C (26.6° F). Warmest month average 
must be above 10° C (50° F). 

Cf—no dry season. Driest month must attain at least 3 
cm (1.2 in.) of precipitation. 

CW—winter dry season. At least ten times as much 
rain in the wettest month as in the driest. 

Cs—summer dry season. At least three times as much 
rain in the wettest month as in the driest. Driest 
month must receive less than 3 cm (1.2 in.) of rain
fall. 

The following lower-case letters may be added for 
clarification in special situations: 

a—hot summer. Warmest month must average above 
22° C (71.6° F). 

b—cool summer. Warmest month must average 
below 22° C (71.6° F). At least 4 months above 10° 
C (50° F). 
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c—short, cool summer. Less than four months over 
10° C (50° F). 

i—see A climate. 
g—see A climate. 
n—see B climate. 
x—maximum precipitation in late spring or early 

summer. 

D. COLD HUMID CLIMATES 
Coldest month average must be below -3° C (26.6° F). 
Warmest month average must be above 10° C (50° F). 

Df—no dry season. 
Dw—winter dry season. 

The following lower-case letters may be added for 
clarification in special situations: 

a—see C climate. 
b—see C climate. 
c—see C climate. 
d—coldest month average must be below —38° C 

(-36.4° F). 
f—see A climate, 
s—see A climate. 
w—see A climate. 

E. POLAR CLIMATES 
Warmest month average must be below 10° C (50° F). 
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APPENDIX F 

Topographic Maps 

USES OF MAPS 
An important part of the accumulated information 
about the geology and morphology of the Earth's 
crust exists in the form of maps. Nearly everyone has 
used automobile road maps in planning a trip or in fol
lowing an unmarked road. A road map of a state, 
province, or county does what all maps have done 
since their invention at some unknown time more 
than 5000 years ago; it reduces the pattern of part of 
the Earth's surface to a size small enough to be seen as 
a whole. Maps are especially important for an under
standing of geologic relations because a continent, a 
mountain chain, or a major river valley are of such 
large size that they cannot be viewed as a whole un
less represented on a map. 

A map can be made to express much information 
within a small space by the use of various kinds of 
symbols. Just as some aspect of physics and chemistry 
use the symbolic language of mathematics to express 
significant relationships, so many aspects of geology 
use the simple symbolic language of maps to depict 
relationships too large to be observed within a single 
view. Maps made or used by geologists generally de
pict either of two sorts of things. 

1. The shape of the Earth's surface, on which are 
shown hills, valleys, and other features. Maps of 
this kind are topographic maps. 

2. The distribution and attitudes of bodies of rock or 
regolith. Maps showing such things are geologic 
maps. They are often plotted on a topographic 
base map. 

BASE MAPS 
Every map is made for some special purpose. Road 
maps, charts for sea or air navigation, and geologic 
maps are examples of three special purposes. How-
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ever, whatever the purpose, all maps have two classes 
of data: base data and special-purpose data. As base 
data, most geologic maps show a latitude-longitude 
grid, streams, and inhabited places; many also show 
roads and railroads and details of topography. Geolo
gists may take an existing base map contains such data 
and plot geologic information on it, or they may start 
with blank paper and plot on it both base and geo
logic data—a much slower process if the map is made 
accurately. 

Two-Dimensional Base Maps 

Many base maps used for plotting geologic data are 
two-dimensional; that is, they represent length and 
breadth but not height. A point can be located only in 
terms of its horizontal distance, in a particular direc
tion, from some other point. Hence, a base map al
ways embodies the basic concepts of direction and 
distance. Two natural reference points on the Earth 
are the north and south poles. Using these two points, 
a grid is constructed by means of which any other 
point can be located. The grid we use consists of lines 
of longitude (half circles joining the poles) and lati
tude (parallel circles concentric to the poles and per
pendicular to the axis connecting the poles) (Fig. F. 1). 
The longitude lines (meridians) run exactly 
north-south, cross the east-west parallels of latitude 
at right angles. Since the circumference of the Earth at 
its equator (and the somewhat smaller circumference 
through its two poles) is known with fair accuracy, it 
is possible to define any point on the Earth in terms of 
direction and distance from either pole or from the 
point of intersection of any parallel with any merid
ian. 

For convenience in reading, most maps are drawn 
so that the north direction is at the top or upper edge 
of the map. This is an arbitrary convention adopted 
mainly to save time. The north direction could just as 
well be placed elsewhere, provided its position is 
clearly indicated. 



Figure F.1 The Earth's latitude-longitude grid can be 
projected onto a plane a, cylinder c, or core b that theoret
ically can be cut and flattened out. 

Map Projections 

The Earth's surface is nearly spherical, whereas maps 
(other than globes) are two-dimensional planes, usu
ally sheets of paper. It is geometrically impossible to 
represent any part of a spherical surface on a plane 
surface without distortion (Fig. F.2). The latitude-lon
gitude grid has to be projected from the curved sur
face to the flat one. This can be done in various ways, 
each of which has advantages, but all of which repre
sent a sacrifice of accuracy in that the resulting scale 
on the flat map will vary from one part of the map to 
another. The most famous of these is the Mercator 

Figure F.2 Equally spaced points (a, b, c, . . .) along a 
line in any direction on the Earth's surface become un
equally spaced when projected onto a plane. That is why all 
flat maps are distorted. 
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projection, prepared by projecting all points radially 
onto a cylinder (Fig. F.lc), then unfolding the cylin
der; although it distorts the polar regions very greatly, 
compass directions drawn on a Mercator projection 
are straight lines. Because this is of enormous value in 
navigation, the Mercator projection is widely used in 
navigator's charts. 

Other kinds of projections are shown in Figure F.l. 
A commonly used projection for small regions of the 
Earth's surface is the conic projection (Fig. F.1b). 
Some commonly used varieties are polyconic, in 
which not one cone, as in Figure F.lb, but several 
cones are employed, each one tangent to the globe at 
a different latitude. This device reduces distortion. 

Map Scales 

The accuracy with which distance is represented de
termines the accuracy of the map. The proportion be
tween a unit of distance on a map and the unit it 
represents on the Earth's surface is the scale of the 
map. It is expressed as a simple proportion, such as 
1:1,000,000. This ratio means that 1 meter, 1 foot, or 
other unit on the map represents exactly 1,000,000 
meters, feet, or other units on the Earth's surface. It is 
approximately the scale of many of the road maps 
widely used by motorists in North America. Scale is 
also expressed graphically by means of a numbered 
bar, as is done on most of the maps in this book. A 
map with a latitude-longitude grid needs no other in
dication of scale (except for convenience), because 
the lengths of a degree of longitude (varying from 
110.7 km at the equator to 0 at the poles) and of lati
tude (varying from 109.9 km at the equator to 110.9 
km at the poles) are known. 

The most commonly used scale for both topo
graphic and geologic maps prepared in the United 
States by the Geological Survey is 1:24,000. Many 
older maps employ a scale of 1:62,500, approximately 
equal to 1 in. = 1 mile. When maps of larger regions 
are prepared, scales of 1:100,000, 1:250,000, and 
1:1,000,000 are employed. Use of scales at 1:24,000 
and 1:62,500 arises from the practice of preparing 
maps that cover a quadrangular segment of the sur
face that is either 15 minutes (15') of longitude by 15' 
of latitude (scale, 1:62,500), or 7 1/2' X 7 1/2' (scale, 
1:24,000). 

Contours and Topographic Maps 
A more complete kind of base map is three-dimen
sional; it represents not only length and breadth but 
also height. Therefore, it shows relief (the difference 
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in altitude between the high and low parts of a land 
surface) and also topography, defined as the relief 
and form of the land. A map that shows topography 
is a topographic map. Topographic maps can give 
the form of the land in various ways. The maps most 
commonly used by geologists show it by contour 
lines. 

A contour line (often called simply a contour) is 
a line passing through points having the same alti
tude above sea level. If we start at a certain altitude 
on an irregular surface and walk in such a way as to go 
neither uphill nor downhill, we will trace out a path 
that corresponds to a contour line. Such a path will 
curve around hills, bend upstream in valleys, and 
swing outward around ridges. Viewed broadly, every 
contour must be a closed line, just as the shoreline of 
an island or of a continent returns upon itself, how
ever long it may be. Even on maps of small areas, 
many contours are closed lines, such as those at or 
near the tops of hills. Many, however, do not close 
within a given map area; they extend to the edges of 
the map and join the contours on adjacent maps. 

Imagine an island in the sea crowned by two 
prominent isolated hills, with much steeper slopes on 
one side than on the other and with an irregular shore
line. The shoreline is a contour line (the zero contour) 
because the surface of the water is horizontal. If the is
land is pictured as submerged until only the two iso
lated peaks project above the sea, and then raised 
above the sea 5 m at a time, the successive new shore
lines will form a series of contour lines separated by 5 
m contour intervals. (A contour interval is the verti
cal distance between two successive contour lines 
and is commonly the same throughout any one map.) 
At first, two small islands will appear, each with its 
own shoreline, and the contours marking their shore
lines will have the form of two closed lines. When the 
main mass of the island rises above the water, the re
maining shorelines or contours will pass completely 
around the landmass. The final shoreline is repre
sented by the zero contour, which now forms the 
lowest of a series of contours separated by vertical dis
tances of 5 m. 

The following rules apply to contours: 

1. All points on a contour have the same elevation, 
(also called altitude), which is the vertical dis
tance above mean sea level. 

2. A contour separates all points of higher elevation 
from all points of lower elevation. 

3. In order to facilitate reading the contours on a 
map, certain contours (usually every fifth line) are 
drawn as a bolder line. Contours are numbered at 
convenient intervals for ready identification. The 
numbers are always multiples of the contour inter

val. For example, contour intervals of 5 m mean 
that successive contours are drawn at 10, 15, 20 m, 
etc. 

4. Contours do not split or cross over, but at vertical 
cliffs they merge. 

5. Because the contours that represent a depression 
without an outlet resemble those of an isolated hill, 
it is necessary to give them a distinctive appear
ance. Therefore, depression contours are hatched; 
that is, they are marked on the downslope side 
with short transverse lines called hatchures. An ex
ample is shown on one contour in Figure ¥3b. The 
contour interval employed is the same as in other 
contours on the same map. 

6. Closely spaced contours indicate steep slopes, and 
widely spaced contours indicate gentle slopes. 

7. Contours crossing a valley form a V-shape pointing 
up the valley, while contours on a ridge form a V-
shape pointing down the ridge. 

Idealized Example of a 
Topographic Map 

Figures F.3a and b show the relation between the sur
face of the land and the contour map representing it. 
Figure F.3a, a perspective sketch, shows a stream val
ley between two hills, viewed from the south. In the 
foreground is the sea, with a bay sheltered by a curv
ing spit. Terraces in which small streams have exca
vated gullies border the valley. The hill on the east has 
a rounded summit and sloping spurs. Some of the 
spurs are truncated at their lower ends by a wave-cut 
cliff, at the base of which is a beach. The hill on the 
west stands abruptly above the valley with a steep 
scarp and slopes gently westward, trenched by a few 
shallow gullies. 

Each of the features on the map (Fig. F.3b) is rep
resented by contours directly beneath its position in 
the sketch. 

Topographic Profile 

The outline of the land surface along a given line is 
called a topographic profile. A profile can be drawn 
along any line on a topographic map. Both the hori
zontal and the vertical scales must be designated for a 
profile. Most commonly, the map scale is chosen for 
the horizontal scale. The vertical scale is commonly 
made somewhat larger than the horizontal scale in 
order to exaggerate, or emphasize, the topography. 
The ratio of the horizontal scale to the vertical scale 
in a topographic profile is called the vertical exag
geration. If the horizontal scale is 1 cm = 1000 m, 
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Figure F.3 (a) Perspective sketch of a landscape. (Source: Modified from U.S. Geological 
Survey, (b) Topographic map of the area shown in Figure F.3a. Note that this map is scaled 
in feet and the contour interval is 20 ft. (Source: Modified from U.S. Geological Survey.) 

Figure F.4 Topographic profile along the line X-Y in Figure F.3b. 
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and the vertical scale is 1 cm = 200m, the vertical ex
aggeration is 1000/200 = 5X. A topographic profile of 
Figure F.3b is shown at a vertical exaggeration of 5X 
in Figure F.4. 

To prepare a topographic profile perform the fol
lowing steps: 

1. Select the vertical and horizontal scales. 
2. On a sheet of paper, select one of the horizontal 

lines as a baseline. Choice of a base varies from 
profile to profile; it can be sea level or any conve-

nient height, such as the contour below the lowest 
point on the profile. Then mark in elevations on 
the graph paper, choosing the spacing appropriate 
to the vertical scale. 

3. Place the edge of the graph paper on the line of the 
profile marked on the map. 

4. Wherever a contour crosses the line of the profile, 
make a line on the graph paper at the appropriate 
elevation. 

5. Join the points on the graph paper with a smooth 
line. 



GLOSSARY 
Chapter numbers in parentheses at the end of each definition indicate the chapter in which a 
term is first defined and used as a key term. 

Ablation. The loss of mass from a glac
ier. (Ch. 10) 

Abyssal plain. A large flat area of the 
deep seafloor having slopes less than 
about 1 m/km, and ranging in depth 
below sea level from 3 to 6 km. (Ch. 6) 

Accreted terrane. Block of crust 
moved laterally by strike-slip faulting 
or by a combination of strike-slip fault
ing and subduction, then accreted to a 
larger mass of continental crust. Also 
called a suspect terrane. (Ch. 7) 

Accumulation. The addition of mass 
to a glacier. (Ch. 10) 

Adiabatic lapse rate. The way tem
perature changes with altitude in ris
ing or falling air. (Ch. 12) 

Adiabatic process. A process that 
happens without the addition or sub
traction of heat from an external 
source. (Ch. 12) 

Aerosol. A tiny liquid droplet or tiny 
solid particle so small it remains sus
pended in air. (Ch. 12) 

Agglomerate. A pyroclastic rock con
sisting of bomb-sized tephra, i.e., 
tephra in which the average particle 
diameter is greater than 64 mm. 
(Ch. 5) 

Air. The invisible, odorless mixture of 
gases and suspended particles that sur
rounds the Earth. (Ch. 12) 

Air pressure gradient. The air pres
sure drop per unit distance. (Ch. 13) 

Albedo. The reflectivity of the surface 
of a planet. (Ch. 10) 

Alluvial fan. A fan-shaped body of al
luvium typically built where a stream 
leaves a steep mountain valley. 
(Ch. 11) 

Alluvium. Sediment deposited by 
streams in nonmarine environments. 
(Ch. 9) 

Amphibolite. A metamorphic rock of 
intermediate grade, generally coarse
grained, containing abundant amphi-
bole. (Ch. 7) 

Amino acid. Organic molecule con
taining an amino (NH2) group; the 
building block of proteins. (Ch. 16) 

Anaerobic. Without oxygen. (Ch. 15) 

Andesite. A fine-grained igneous rock 
with the composition of a diorite. 
(Ch. 5) 

Angiosperm. A plant whose seeds are 
surrounded by fruit. (Ch. 16) 

Anion. An ion with a negative electri
cal charge. (Ch. 4) 

Anticyclone. Air spiraling outward 
away from a high-pressure center. 
(Ch. 13) 

Aquifer. A body of permeable rock or 
regolith saturated with water and 
through which groundwater moves. 
(Ch. 9) 

Artesian aquifer. An aquifer in which 
water is under hydraulic pressure. 
(Ch. 9) 

Asthenosphere. The region of the 
mantle where rocks become ductile, 
have little strength, and are easily de
formed. It lies at a depth of 100 to 350 
km below the surface. (Ch. 1) 

Atmosphere. The mixture of gases, 
predominantly nitrogen, oxygen, car
bon dioxide, and water vapor that sur
rounds the Earth. (Introduction) 

Atom. The smallest individual particle 
that retains all the properties of a 
given chemical element. (Ch. 4) 

Autotrophs. Organisms that can get 
energy directly from sunlight. (Ch. 15) 

Barometer. A device that measures air 
pressure. (Ch. 12) 

Basalt. A fine-grained igneous rock 
with the composition of a gabbro. 
(Ch. 5) 

Batholith. The largest kind of pluton. 
A very large, igneous body of irregular 
shape that cuts across the layering of 
the rock it intrudes. (Ch. 5) 

Beach. Wave-washed sediment along 
a coast, extending throughout the surf 
zone. (Ch. 11) 

Bed. The smallest formal unit of a 
body of sediment or sedimentary rock. 
(Ch. 7) 

Bedding. The layered arrangement of 

strata in a body of sediment or sedi
mentary rock. (Ch. 7) 

Bed load. Coarse particles that move 
along the bottom of a stream channel. 
(Ch. 9) 

Bergeron process. The evaporation 
of supercooled water droplets in a 
cloud to release water vapor that is 
then deposited on ice crystals within 
the cloud, leading to precipitation. 
(Ch. 12) 

Biogeochemical cycle. A natural 
cycle describing the movements and 
interactions through the Earth's 
spheres of the chemicals essential to 
life. (Ch. 16) 

Biosphere. The totality of the Earth's 
organisms and, in addition, organic 
matter that has not yet been com
pletely decomposed. (Introduction) 

Biosynthesis. The polymerization of 
small organic molecules within a living 
organism to form biopolymers, partic
ularly proteins. (Ch. 16) 

Blackbody radiator. A (hypothetical) 
perfect radiator of light that absorbs all 
light that strikes it and reflects none; 
its light output depends only on its 
temperature. (Ch. 2) 

Body waves. Seismic waves that 
travel outward from an earthquake 
focus and pass through the Earth. 
(Ch. 3) 

Boundary current. A current that 
flows generally poleward, parallel to a 
continental coastline. (Ch. 8) 

Bowen's reaction series. A 
schematic description of the order in 
which different minerals crystallize 
during the cooling and progressive 
crystallization of a magma. (Ch. 5) 

Braided stream. A channel system 
consisting of a tangled network of two 
or more smaller branching and reunit
ing channels that are separated by is
lands or bars. (Ch. 9) 

Breeder reactor. A nuclear reactor in 
which fission takes place, specifically, 
the pile in which the conversion of 
238U takes place. (Ch. 17) 

G-1 
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Burial metamorphism. Metamor-
phism caused solely by the burial of 
sedimentary or pyroclastic rocks. 
(Ch. 7) 

Caldera. A roughly circular, steep-
walled volcanic basin several kilome
ters or more in diameter. (Ch. 5) 

Calorie. The amount of heat energy 
needed to raise the temperature of 1 
gram of water by 1 degree Celsius; 
1000 calories equal 1 Calorie. (Intro
duction) 

Calving. The progressive breaking off 
of icebergs from a glacier that termi
nates in deep water. (Ch. 10) 

Carnivores. Meat-eating heterotrophs. 
(Ch. 15) 

Carrying capacity. The limit on the 
population that an ecosystem can 
carry, imposed by the limited re
sources of that ecosystem. (Ch. 15) 

Catastrophism. The concept that all 
of the Earth's major features, such as 
mountains, valleys, and oceans, have 
been produced by a few great cata
strophic events. (Introduction) 

Cation. A positive ion. (Ch. 4) 

Cell. The basic structural unit of all liv
ing organisms. (Ch. 16) 

Channel. The passageway in which a 
stream flows. (Ch. 9) 

Chemical sediment. Sediment formed 
by precipitation of minerals from solu
tions in water. (Ch. 7) 

Chemical weathering. The decom
position of rocks through chemical re
actions such as hydration and oxida
tion. (Ch. 11) 

Chemoautotrophs. Organisms that 
derive energy from the oxidation of 
hydrogen sulfide in the water dis
charged from black smokers. (Ch. 15) 

Chemosynthesis. The synthesis of 
small organic molecules such as amino 
acids. (Ch. 16) 

Cirque. A bowl-shaped hollow on a 
mountainside, open downstream, 
bounded upstream by a steep slope 
(headwall), and excavated mainly by 
frost wedging and by glacial abrasion 
and plucking. (Ch. 10) 

Clastic sediment. The loose frag
mented debris produced by the me
chanical breakdown of older rocks. 
(Ch. 7) 

Cleavage. The tendency of a mineral 
to break in preferred directions along 
bright, reflective plane surfaces. 
(Ch. 4) 

Climate. The average weather condi
tions of a place or area over a period of 
years. (Ch. 12) 

Cloud. Visible aggregations of minute 
water droplets, tiny ice crystals, or 
both. (Ch. 12) 

Coal. A black, combustible, sedimen
tary or metamorphic rock consisting 
chiefly of decomposed plant matter 
and containing more than 50 percent 
organic matter. (Ch. 7, 17) 

Cold front. A front in which dense, 
cold air flows in and displaces warmer 
air by pushing it upward, producing 
clouds and possibly rain. (Ch. 12) 

Condensation. The formation of a 
more ordered liquid from a less or
dered gas. (Ch. 12) 

Conduction. The means by which 
heat is transmitted through solids 
without deforming the solid. (Intro
duction) 

Cone of depression. A conical de
pression in the water table immedi
ately surrounding a well. (Ch. 9) 

Confined aquifer. An aquifer 
bounded by aquicludes. (Ch. 9) 

Conglomerate. A sedimentary rock 
composed of clasts of rounded gravel 
set in a finer grained matrix. (Ch. 7) 

Constellation. A distinctive star pat
tern in the sky, named mostly for ani
mals and mythical characters. (Ch. 2) 

Continental crust. The part of the 
Earth's crust that comprises the conti
nents, which has an average thickness 
of 45 km. (Ch. 1) 

Continental rise. A region of gently 
changing slope where the floor of the 
ocean basin meets the margin of a con
tinent. (Ch. 6) 

Continental shelf. A submerged plat
form of variable width that forms a 
fringe around a continent. (Ch. 6) 

Continental shield. An assemblage 
of cratons and orogens that has 
reached isostatic equilibrium. (Ch. 7) 

Continental slope. A pronounced 
slope beyond the seaward margin of 
the continental shelf. (Ch. 6) 

Convection. The process by which 
hot, less dense materials rise upward, 

being replaced by cold, dense, down
ward flowing material to create a con
vection current. (Introduction) 

Convection current. The flow of ma
terial as a result of convection. (Intro
duction) 

Convergence. The coming together 
of air masses, caused by the inward 
spiral flow in a cyclone and leading to 
an upward flow of air at the center of 
the low-pressure center. (Ch. 13) 

Convergent margin. The zone 
where plates meet as they move to
ward each other. See subduction 
zone. (Ch. 6) 

Core. The spherical mass, largely 
metallic iron, at the center of the 
Earth. (Ch. 1) 

Coriolis effect. An effect that causes 
any body that moves freely with re
spect to the rotating solid Earth to veer 
toward the right in the northern hemi
sphere and toward the left in the 
southern hemisphere, regardless of 
the initial direction of the moving 
body. (Ch. 8) 

Craton. A core of ancient rock in the 
continental crust that has attained tec
tonic and isostatic stability. (Ch. 7) 

Crevasse. A deep, gaping fissure in 
the upper surface of a glacier. (Ch. 10) 

Cross bedding. Beds that are inclined 
with respect to a thicker stratum 
within which they occur. (Ch. 7) 

Crust. The outermost and thinnest of 
the Earth's compositional layers, 
which consists of rocky matter that is 
less dense than the rocks of the mantle 
below. (Ch. 1) 

Cryosphere. The part of the Earth's 
surface that remains perennially 
frozen. (Ch. 10) 

Crystal. A solid compound composed 
of ordered, three-dimensional arrays of 
atoms or ions chemically bonded to
gether and displaying crystal form. 
(Ch. 4) 

Crystal faces. The planar surfaces 
that bound a crystal. (Ch. 4) 

Crystal form. The geometric arrange
ment of crystal faces. (Ch. 4) 

Crystal structure. The geometric pat
tern that atoms assume in a solid. Any 
solid that has a crystal structure is said 
to be crystalline. (Ch. 4) 

Curie point. A temperature above 
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which permanent magnetism is not 
possible. (Ch. 6) 

Cyclone. Air spiraling inward around 

a low-pressure center. (Ch. 13) 

Cytoplasm. The main body of the 
cell, excluding the nucleus and the 
plasma membrane. (Ch. 16) 

Deforestation. The process of forest 
clearing. (Ch. 18) 

Delta. A body of sediment deposited 
by a streams where it flows into stand
ing water. (Ch. 11) 

Density. The average mass per unit 
volume. (Ch. 4) 

Denudation. The sum of the weather
ing, mass-wasting, and erosional 
processes that result in the progressive 
lowering of the Earth's surface. 
(Ch. 11) 

Deoxyribonucleic acid (DNA). A 
biopolymer consisting of two twisted, 
chainlike molecules held together by 
organic molecules called bases; the ge
netic material for all organisms except 
viruses, it stores the information on 
how to make proteins. (Ch. 16) 

Desertification. The invasion of 
desert into nondesert areas. (Ch. 18) 

Dew point. The temperature at which 
the relative humidity reaches 100 per
cent and condensation starts. (Ch. 12) 

Differential stress. Stress in a solid 
that is not equal in all directions. 
(Ch. 7) 

Dikes. Tabular, parallel-sided sheets of 
intrusive igneous rocks that cut across 
the layering of the intruded rock. 
(Ch. 5) 

Diorite. A coarse-grained igneous 
rock consisting mainly of plagioclase 
and ferromagnesiam minerals. Quartz 
is sparse or absent. (Ch. 5) 

Discharge. The quantity of water that 
passes a given point in a stream chan
nel per unit time. (Ch. 9) 

Discharge area. Area where subsur
face water is discharged to streams or 
to bodies of surface water. (Ch. 9) 

Dissolution. The chemical weather
ing process whereby minerals and 
rock material pass directly into solu
tion. (Ch. 11) 

Dissolved load. Matter dissolved in 
stream water. (Ch. 9) 

Divergence. The separation of air 
masses in different directions, caused 
by the outward spiral flow in an anti
cyclone and leading to an outward 
flow of air from the center of a high-
pressure center. (Ch. 13) 

Divergent margin (of a plate). A frac
ture in the lithosphere where two 
plates move apart. Also called a 
spreading center. (Ch. 6) 

Divide. The line that separates adja
cent drainage basins. (Ch. 9) 

Dolostone. A sedimentary rock com
posed chiefly of the mineral dolomite. 
(Ch. 7) 

Downwelling. The process by which 
surface water thickens and sinks. 
(Ch. 8) 

Drainage basin. The total area that 
contributes water to a stream. (Ch. 9) 

Dune. A mound or ridge of sand de
posited by wind. (Ch. 11) 

Earthquake focus. The point of the 
first release of energy that causes an 
earthquake. (Ch. 3) 

Earth system science. The science 
that studies the whole Earth as a sys
tem of many interacting parts and fo
cuses on the changes within and be
tween these parts. (Introduction) 

Ecological niche. The sum of the 
conditions (including habitat and re
sources) that allows an organism and 
its offspring to sustain themselves and 
breed. (Ch. 15) 

Ecosystem. A trophic pyramid and its 
habitat. (Ch. 15) 

Ediacaran animals. The earliest fos
sils of multicellular organisms discov
ered in 600-million-year-old rocks in 
the Ediacara Hills of South Australia. 
(Ch. 16) 

Ekman spiral. A spiraling current pat
tern from the water's surface to 
deeper layers, caused by the Coriolis 
effect, as each successive, slower mov
ing layer of water is shifted to the 
right. (Ch. 8) 

Ekman transport. The average flow 
of water in a current over the full 
depth of the Ekman spiral. (Ch. 8) 

Elastic deformation. The reversible 
or nonpermanent deformation that oc
curs when an elastic solid is stretched 
and squeezed and the force is then re

moved. (Ch. 3) 

Elastic rebound theory. The theory 
that earthquakes results from the re
lease of stored elastic energy by slip
page on faults. (Ch. 3) 

El Niño/Southern oscillation (ENSO). 
A periodic climatic variation in which 
tradewinds slacken and surface waters 
of the central and eastern Pacific be
come anomalously warm. (Ch. 8) 

Electromagnetic radiation. A self-
propagating electric and magnetic 
wave, such as light, radio, ultraviolet, 
or infrared radiation; all types travel at 
the same speed and differ in wave
length or frequency, which relates to 
the energy. (Ch. 2) 

Element (chemical). The most fun
damental substance into which matter 
can be separated by chemical means. 
(Ch. 4) 

Emergence. An increase in the area of 
land exposed above sea level resulting 
from uplift of the land and/or fall of 
sea level. (Chs. 8,11) 

End moraine. A ridgelike accumula
tion of drift deposited along the mar
gin of a glacier. (Ch. 11) 

Energy-level shell. The specific en
ergy level of electrons as they orbit the 
nucleus of an atom. (Ch. 4) 

Enzyme. A protein that catalyzes a 
chemical reaction in an organism. 
(Ch. 16) 

Epicenter. That point on the Earth's 
surface that lies vertically above the 
focus of an earthquake. (Ch. 3) 

Equilibrium line. A line that marks 
the level on a glacier where net mass 
loss equals net gain. (Ch. 10) 

Erosion. The complex group of re
lated processes by which rock is bro
ken down physically and chemically 
and the products are moved. (Intro
duction) 

Eucaryotic cell (eucaryotes). A cell 
that includes a nucleus with a mem
brane, as well as other membrane-
bound organelles. (Ch. 16) 

Eutrophication. Bodies of water with 
a high level of plant nutrients and con
sequently high levels of algae growth. 
(Ch. 15) 

Evaporite deposits. Layers of salts 
that precipitate as a consequence of 
evaporation. (Ch. 11) 
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Evolution. The changes that species 
undergo through time, eventually lead
ing to the formation of new species. 
(Ch. 16) 

Extrusive igneous rock. Rock 
formed by the solidification of magma 
poured out onto the Earth's surface. 
(Ch. 5) 

Fault. A fracture in a rock along which 
movement occurs. (Ch. 3) 

Fission. Controlled radioactive trans
formation. (Ch. 17) 

Fjord. A deep, glacially carved valley 
submerged by the sea. Also spelled 
fiord. (Ch. 10) 

Floodplain. The part of any stream 
valley that is inundated during floods. 
(Ch. 11) 

Flux. The amount of energy flowing 
through a given area in a given time. 
(Ch. 2) 

Foliation. The planar texture of min
eral grains, principally micas, pro
duced by metamorphism. (Ch. 7) 

Food chain. The pathways by which 
energy (as food) is moved fron one 
trophic level to another. (Ch. 15) 

Food web. The map of all intercon
nections among food chains for an 
ecosystem. (Ch. 15) 

Fossil. The naturally preserved re
mains or traces of an animal or a plant. 
(Ch. 7) 

Fossil fuel. Remains of plants and ani
mals trapped in sediment that may be 
used for fuel. (Ch. 17) 

Friction, The resistance to movement 
when two bodies are in contact. 
(Ch. 13) 

Front. The boundary between air 
masses of different temperature and 
humidity, and therefore different den
sity. (Ch. 12) 

Gabbro. A coarse-grained igneous 
rock in which olivine and pyroxene 
are the predominant minerals and pla-
gioclase is the feldspar present. Quartz 
is absent. (Ch. 5) 

Galaxy. A cluster of a million or more 
stars, plus gas and dust, that is held to
gether by gravity. (Ch. 2) 

Gangue. The nonvaluable minerals of 
an ore. (Ch. 17) 

Geocentric. A universe in which a sta
tionary Earth is at the center and every
thing else revolves around it. (Ch. 1) 

Geologic column. A composite dia
gram combining in chronological 
order the succession of known strata, 
fitted together on the basis of their fos
sils or other evidence of relative or ac
tual age. (Ch. 7) 

Geostrophic current. A flow of sur
face water around a gyre that is not de
flected toward the center of the gyre. 
(Ch 8) 

Geostrophic wind. A wind that re
sults from a balance between pressure-
gradient flow and the Coriolis deflec
tion. (Ch. 13) 

Geothermal gradient. The rate of in
crease of temperature downward in 
the Earth. (Introduction) 

Glaciation. The modification of the 
land surface by the action of glacier 
ice. (Ch. 14) 

Glacier. A permanent body of ice, 
consisting largely of recrystallized 
snow, that shows evidence of down-
slope or outward movement, due to 
the stress of its own weight. (Ch. 10) 

Glacier ice. Snow that gradually be
comes denser and denser until it is no 
longer permeable to air. (Ch. 10) 

Global change. The changes pro
duced in the Earth system as a result of 
human activities. (Introduction) 

Gneiss. A high-grade metamorphic 
rock, always coarse-grained and foli
ated, with marked compositional lay
ering but with imperfect cleavage. 
(Ch. 7) 

Gradient. A measure of the vertical 
drop over a given horizontal distance. 
(Ch. 9) 

Granite. A coarse-grained igneous 
rock containing quartz and feldspar, 
with potassium feldspar being more 
abundant than plagioclase. (Ch. 5) 

Gravitation (law of). Every body in 
the universe attracts every other body. 
(Ch. 1) 

Gravity anomaly. Variations in the 
pull of gravity after correction for lati
tude and altitude. (Ch. 3) 

Greenhouse effect. The property of 
the Earth's atmosphere by which long 
wavelength heat rays from the Earth's 
surface are trapped or reflected back 

by the atmosphere. (Ch. 18) 

Greenschist. A low-grade metamor
phic rock rich in chlorite. (Ch. 7) 

Groundwater. All the water con
tained in the spaces within bedrock 
and regolith. (Ch. 9) 

Gymnosperms. Naked-seed plants. 
(Ch. 16) 

Gyre. A large subcircular current sys
tem of which each major ocean cur
rent is a part. (Ch. 8) 

Hadley cell. Convection cells on both 
sides of the equator that dominate the 
winds in tropical and equatorial re
gions. (Ch. 13) 

Halocline. A zone of the ocean, 
below the surface zone, which is 
marked by a substantial increase of 
salinity with depth. (Ch. 8) 

Heat capacity. The amount of heat re
quired to raise or lower the tempera
ture of a material. (Ch. 8) 

Hardness. Relative resistance of a 
mineral to scratching. (Ch. 4) 

Heat. The energy a body has due to 
the motions of its atoms. (Ch. 12) 

Heat energy. The energy of a hot 
body. (Ch. 12) 

Heliocentric. A universe in which a 
stationary Sun is at the center and 
everything else revolves around it. 
(Ch. 1) 

Herbivores. Plant-eating heterotrophs. 
(Ch. 15) 

Hertzsprung-Russell diagram (H-R 
diagram). A plot of a star's luminos
ity versus its temperature. (Ch. 2) 

Heterotrophs. Organisms that are un
able to use the energy from sunlight di
rectly and so must get their energy by 
eating autotrophs or other het
erotrophs. (Ch. 15) 

High (H). An area of relatively high air 
pressure, characterized by diverging 
winds. (Ch. 13) 

Homeostasis. The maintenance of 
fairly constant internal conditions; a 
balance within an ecosystem. (Ch. 15) 

Humidity. The amount of water vapor 
in the air. (Ch. 12) 

Hydrosphere. The totality of the 
Earth's water, including the oceans, 
lakes, streams, water underground, 
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and all the snow and ice, including 
glaciers. (Introduction) 

Hydrothermal mineral deposit. 
Any local concentration of minerals 
formed by deposition from a hy
drothermal solution. (Ch. 17) 

Hypothesis. An unproved explana
tion for the way things happen. (Intro
duction) 

Igneous rock. Rock formed by the 
cooling and consolidation of magma. 
(Ch. 4) 

Inner core. The central, solid portion 
of the Earth's core. (Ch. 1) 

Insolation. The energy that reaches 
the surface of the Earth from the Sun. 
(Ch. 12) 

Interglaciation. Period between 
glacial epochs. (Ch. 14) 

Intertropical convergence zone. A 
low-pressure zone of convergent air 
masses caused by warm air rising in 
the tropics. (Ch. 13) 

Intrusive igneous rock. Any igneous 
rock formed by solidification of 
magma below the Earth's surface. 
(Ch. 5) 

Ion. An atom that has excess positive 
or negative charges caused by electron 
transfer. (Ch. 4) 

Isobar. Lines on a map connecting 

places of equal air pressure. (Ch. 13) 

Isostasy. The ideal property of flota-
tional balance among segments of the 
lithosphere. (Ch. 3) 

Isotopes. Atoms of an element having 
the same atomic number but differing 
mass numbers. (Ch. 4) 

joule. The work done when a force of 
1 Newton acts over a distance of 1 
meter. (Introduction) 

Jovian planets. Giant planets in the 
outer regions of the solar system that 
are characterized by great masses, low 
densities, and thick atmospheres con
sisting primarily of hydrogen and he
lium. (Ch. 1) 

Karst topography. An assemblage of 
topographic forms resulting from dis
solution of carbonate bedrock and 
consisting primarily of closely spaced 
sinks. (Ch. 11) 

Laccolith. A lenticular pluton in
truded parallel to the layering of the in
truded rock, above which the layers of 
the invaded country rock have been 
bent upward to form a dome. (Ch. 5) 

Landslide. Any perceptible down-
slope movement of a mass of bedrock 
or regolith, or a mixture of the two. 
(Ch. 11) 

Latent heat. The amount of heat re
leased or absorbed per gram during a 
change of state. (Ch. 12) 

Lava. Magma that reaches the Earth's 
surface through a volcanic vent. 
(Ch. 5) 

Law (scientific). A statement that some 
aspect of nature is always observed to 
happen in the same way and that no 
deviations have ever been seen. (Intro
duction) 

Lead (in sea ice). A linear opening in 
thin ice cover caused by stresses re
sulting from the diverging movement 
of the ice cover. (Ch. 10) 

Limestone. A sedimentary rock con
sisting chiefly of calcium carbonate, 
mainly in the form of the mineral cal-
cite. (Ch. 7) 

Lithosphere. The outer 100 km of the 
solid Earth, where rocks are harder 
and more rigid than those in the plas
tic asthenosphere. (Ch. 1) 

Load. The material that is moved or 
carried by a natural transporting agent, 
such as a stream, the wind, a glacier, 
or waves, tides, and currents. (Ch. 9) 

Loess. Wind-deposited silt, sometimes 
accompanied by some clay and fine 
sand. (Ch. 11) 

Low (L). An area of relatively low air 
pressure, characterized by converging 
winds, ascending air, and precipita
tion. (Ch. 13) 

Luminosity. The total amount of en
ergy radiated outward each second by 
the Sun or any other star. (Ch. 2) 

Luster. The quality and intensity of 
light reflected from a mineral. (Ch. 4) 

Magma. Molten rock, together with 
any suspended mineral grains and dis
solved gases, that forms when temper
atures rise and melting occurs in the 
mantle or crust. (Ch. 5) 

Magmatic mineral deposit. Any 
local concentration of minerals 

formed by magmatic process in an ig
neous rock. (Ch. 17) 

Main sequence. The principal series 
of stars in the Hertzsprung-Russell dia
gram, which includes stars that are 
converting hydrogen to helium. 
(Ch. 2) 

Mantle. The thick shell of dense, 
rocky matter that surrounds the core. 
(Ch. 1) 

Marble. A metamorphic rock derived 
from limestone and consisting largely 
of calcite. (Ch. 7) 

Mass balance (of a glacier). The sum 
of the accumulation and ablation on a 
glacier during a year. (Ch. 10) 

Mass-wasting. The movement of re
golith downslope by gravity without 
the aid of a transporting medium. 
(Ch. 11) 

M-discontinuity. See Mohorovicic 
discontinuity. (Ch. 3) 

Meander. A looplike bend of a stream 
channel. (Ch. 9) 

Mesopause. The boundary between 
the mesosphere and the thermo-
sphere. (Ch. 12) 

Mesosphere (atmospheric science). 
One of the four thermal layers of the 
atmosphere, lying above the strato
sphere. (Ch. 12) 

Metabolism. The sum of all the chem
ical reactions in an organism, by 
which it grows and maintains itself. 
(Ch. 16) 

Mesosphere (geology). The region 
between the base of the astheno
sphere and the core/mantle boundary. 
(Ch. 1) 

Metallogenic provinces. Limited re
gions of the crust within which min
eral deposits occur in unusually large 
numbers. (Ch. 17) 

Metamorphic facies. Contrasting as
semblages of minerals that reach equi
librium during a metamorphism 
within a specific range of physical con
ditions belonging to the same meta
morphic facies. (Ch. 7) 

Metamorphic rock. Rock whose 
original compounds or textures, or 
both, have been transformed to new 
compounds and new textures by reac
tions in the solid state as a result of 
high temperature, high pressure, or 
both. (Ch. 4) 
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Metamorphism. All changes in min
eral assemblage and rock texture, or 
both, that take place in sedimentary 
and igenous rocks in the solid state 
within the Earth's crust as a result of 
changes in temperature and pressure. 
(Ch. 7) 

Midocean ridges. Continuous rocky 
ridges on the ocean floor, many hun
dreds to a few thousand kilometers 
wide with a relief of more than 0.6 km. 
Also called oceanic ridges and oceanic 
rises. (Ch. 4) 

Mineral. Any naturally formed, crys
talline solid with a definite chemical 
composition and a characteristic crys
tal structure. (Ch. 4) 

Mineral assemblage. The variety and 
abundance of minerals present in a 
rock. (Ch. 4) 

Mineral deposit. Any volume of rock 
containing an enrichment of one or 
more minerals. (Ch. 17) 

Modified Mercalli Scale. A scale used 
to compare earthquakes based on the 
intensity of damage caused by the 
quake. (Ch. 3) 

Mobo. See Mohorovicic's discontinu
ity. (Ch. 3) 

Mohoroivicic discontinuity (also 
called M-discontinuity and Mohd). 
The seismic discontinuity that marks 
the base of the crust. (Ch. 3) 

Moraine. An accumulation of drift de
posited beneath or at the margin of a 
glacier and having a surface form that 
is unrelated to the underlying bed
rock. (Ch. 10) 

Negative feedback. The influence of 
a product on the process that pro
duces it, such that production de
creases with the growth of the prod
uct. (Ch. 15) 

North Atlantic Deep Water (NADW). 
A deep-ocean mass in the North At
lantic that extends from the intermedi
ate water to the ocean floor; dense and 
cold, it originates at several sites near 
the surface of the North Atlantic, flows 
downward, and spreads southward 
into the South Atlantic. (Ch. 8) 

Oceanic crust. The crust beneath the 
oceans. (Ch. 1) 

Oceanic ridges. See midocean ridges. 
(Ch. 4) 

Omnivores. Heterotrophs that eat 
both meat and plants. (Ch. 15) 

Organelles. A well-defined cell part 
that has a particular function in the op
eration of the cell. (Ch. 16) 

Ore. An aggregate of minerals from 
which one or more minerals can be ex
tracted profitably. (Ch. 17) 

Original horizontality (law of). Wa-
terlaid sediments are deposited in 
strata that are horizontal, or nearly hor
izontal, and parallel, or nearly parallel, 
to the Earth's surface. (Ch. 7) 

Orogens. Elongate regions of the 
crust that have been intensively 
folded, faulted, and thickened as a re
sult of continental collisions. (Ch. 7) 

Outer core. The outer portion of the 
Earth's core, which is molten. (Ch. 1) 

Paleomagnetism. Remanent magnet
ism in ancient rock recording the di
rection of the magnetic poles at some 
time in the past. (Ch. 6) 

Paleontologist. A scientist who stud
ies extinct organisms. (Ch. 16) 

Panspermia. The hypothesis of the 
supposed origin of life in space, fol
lowed by a diaspora to various parts of 
the galaxy (including the Earth). 
(Ch. 16) 

Peat. An unconsolidated deposit of 
plant remains that is the first stage in 
the conversion of plant matter to coal. 
(Ch. 7) 

Periglacial. A land area beyond the 
limit of glaciers where low tempera
ture and frost action are important fac
tors in determining landscape charac
teristics. (Ch. 10) 

Permafrost. Sediment, soil, or bed
rock that remains continuously at a 
temperature below 0°C for an ex
tended time. (Ch. 10) 

Permeability. A measure of how eas
ily a solid allows a fluid to pass through 
it. (Ch. 9) 

Petroleum. Gaseous, liquid, and semi
solid substances occurring naturally 
and consisting chiefly of chemical 
compounds of carbon and hydrogen. 
(Ch. 17) 

Phyllite. A well-foliated metamorphic 
rock in which the component platy 
minerals are just visible. (Ch. 7) 

Physical weathering. The disintegra

tion (physical breakup) of rocks. 
(Ch. 11) 

Pile. A device in which nuclear fission 
can be controlled. (Ch. 17) 

Placer. A deposit of heavy minerals 
concentrated mechanically. (Ch 17) 

Planetary accretion. The process by 
which bits of condensed solid matter 
were gathered to form the planets. 
(Ch. 1) 

Plate tectonics. The special branch of 
tectonics that deals with the processes 
by which the lithosphere is moved lat
erally over the asthenosphere. (Intro
duction) 

Pluton. Any body of intrusive igneous 
rock, regardless of shape or size. 
(Ch. 5) 

Polar (cold) glacier. A glacier in 
which the ice is below the pressure 
melting point throughout, and the ice 
is frozen to its bed. (Ch. 10) 

Porosity. The proportion (in percent) 
of the total volume of a given body of 
bedrock or regolith that consists of 
pore spaces. (Ch. 9) 

Porphyry. Any igneous rock consist
ing of coarse mineral grains scattered 
through a mixture of fine mineral 
grains. (Ch. 5) 

Positive feedback. The influence of a 
product on the process that produces 
it, such that production increases the 
growth of the product. (Ch. 15) 

Pressure melting point. The temper
ature at which ice can melt at a given 
pressure. (Ch. 10) 

Primary waves. See P waves. (Ch. 3) 

Principle of stratigraphic superposi
tion. See stratigraphic superposi
tion. 

Principle of Uniformitarianism. 
The same external and internal pro
cesses we recognize in action to
day have been operating unchanged, 
though at different rates, through
out most of the Earth's history. (Intro
duction) 

Procaryotic cell (procaryotes). Cells 
without a nucleus; refers to single-
celled organisms that have no mem
brane separating their DNA from the 
cytoplasm. (Ch. 16) 

Protein. Molecule formed through the 
polymerization of an amino acid. 
(Ch. 16) 
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Provinciality. The extent to which 
the global ecosystem is divided into 
subsystems by barriers to the migra
tion of organisms. (Ch. 15) 

P waves. Seismic body waves trans
mitted by alternating pulses of com
pression and expansion. P waves pass 
through solids, liquids, and gases. 
(Ch. 3) 

Pycnocline. An ocean zone beneath 
the surface zone in which water den
sity increases rapidly, as a result of a 
decrease in temperature, an increase 
in salinity, or both. (Ch. 8) 

Pyroclast. A fragment of rock ejected 
during a volcanic eruption. (Ch. 5) 

Pyroclastic rocks. Rocks formed 
from pyroclasts. (Ch. 5) 

Quartzite. A metamorphic rock con
sisting largely of quartz, and derived 
from a sandstone. (Ch. 7) 

Radiation. Transmission of heat en
ergy through the passage of electro
magnetic waves. (Introduction) 

Recharge. The addition of water to 
the saturated zone of a groundwater 
system. (Ch. 9) 

Recharge area. Area where water is 
added to the saturated zone. (Ch. 9) 

Red giant. A large, cool star with a 
high luminosity and a low surface tem
perature (about 2500 K), which is 
largely convective and has fusion reac
tions going on in shells. (Ch. 2) 

Reflection. The bouncing of a wave 
off the surface between two media. 
(Ch. 2) 

Refraction. The change in velocity 
when a wave passes from one medium 
to another; the process by which the 
path of a beam of light is bent when 
the beam crosses from one transparent 
material to another. (Ch. 2) 

Regional metamorphism. Metamor-
phism affecting large volumes of crust 
and involving both mechanical and 
chemical changes. (Ch. 7) 

Regolith. The irregular blanket of 
loose, noncemented rock particles 
that covers the Earth. (Introduction) 

Relative humidity. The ratio of the 
vapor pressure in a sample of air to the 
saturation vapor pressure at the same 

temperature, expressed as a percent
age. (Ch. 12) 

Relative velocity (of a plate). The ap
parent velocity of one plane relative to 
another. 

Relief (topographic). The range in 
altitude of a land surface. (Ch. 11) 

Residual mineral deposit. Any local 
concentration of minerals formed as a 
result of weathering. (Ch. 17) 

Rhyolite. A fine-grained igneous rock 
with the composition of a granite. 
(Ch. 5) 

Ribonucleic acid (RNA). A single-
stranded molecule similar to the DNA 
molecule, but with a slightly different 
chemical composition; it reads and ex
ecutes the codes contained in the 
DNA. (Ch. 16) 

Richter magnitude scale. A scale, 
based on the recorded amplitudes of 
seismic body waves, for comparing 
the amounts of energy released by 
earthquakes. (Ch. 3) 

Rock. Any naturally formed, nonliv
ing, firm, and coherent aggregate mass 
of mineral matter that constitutes part 
of a planet. (Introduction) 

Runoff. The fraction of precipitation 
that flows over the land surface. 
(Ch. 9) 

Salinity. The measure of the sea's 
saltiness; expressed in parts per thou
sand. (Ch. 8) 

Saltation. The progressive forward 
movement of a sediment particle in a 
series of short intermittent jumps 
along arcing paths. (Chs. 9, 11) 

Sand sea. Vast tract of shifting sand. 
(Ch. 11) 

Sandstone. A medium-grained clastic 
sedimentary rock composed chiefly of 
sand-sized grains. (Ch. 7) 

Saturated zone. The groundwater 
zone in which all openings are filled 
with water. (Ch. 9) 

Schist. A well-foliated metamorphic 
rock in which the component platy 
minerals are clearly visible. (Ch. 7) 

Scientific method. The use of evi
dence that can be seen and tested by 
anyone who has the means to do so, 
consisting often of observation, forma
tion of a hypothesis, testing of that hy
pothesis and formation of a theory, for

mation of a law, and continual reex
amination. (Introduction) 

Seafloor spreading (theory of). A 
theory proposed during the early 
1960s in which lateral movement of 
the oceanic crust away from midocean 
ridges was postulated. (Ch. 6) 

Sea ice. A thin veneer of ice at the 
ocean surface in the polar latitudes; ac
counts for approximately two-thirds of 
the Earth's permanent ice cover. 
(Ch. 10) 

Secondary waves. See S waves. 
(Ch. 3) 

Sediment. Regolith that has been 
transported by any of the external 
processes. (Ch. 4) 

Sedimentary mineral deposit. Any 
local concentration of minerals 
formed through processes of sedimen
tation. (Ch. 17) 

Sedimentary rock. Any rock formed 
by chemical precipitation or by sedi
mentation and cementation of mineral 
grains transported to a site of deposi
tion by water, wind, ice, or gravity. 
(Ch. 4) 

Seismic sea waves (also called 
tsunami). Long wavelength ocean 
waves produced by sudden movement 
of the seafloor following an earth
quake. Incorrectly called tidal waves. 
(Ch. 3) 

Seismic waves. Elastic disturbances 
spreading outward from an earth
quake focus. (Ch. 3) 

Shale. A fine-grained, clastic sedimen
tary rock. (Ch. 7) 

Shell fusion. The process of nuclear 
fusion in a star, in which the hydrogen 
in the shell around its core is con
verted into helium after the hydrogen 
in the core itself has already been de
pleted; such a star becomes a red 
giant. (Ch. 2) 

Shield volcano. A volcano that emits 
fluid lava and builds up a broad dome-
shaped edifice with a surface slope of 
only a few degrees. (Ch. 5) 

Silicate (-silicate mineral). A mineral 
that contains the silicate anion. (Ch. 4) 

Silicate anion. A complex ion 
(SiO4)-4, that is present in all silicate 
minerals. (Ch. 4) 

Sills. Tabular, parallel-sided sheets of 
intrusive igneous rock that are parallel 
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to the layering of the intruded rock. 
(Ch. 5) 

Siltstone. A sedimentary rock com
posed mainly of silt-sized mineral frag
ments. (Ch. 7) 

Sinkhole. A large solution cavity open 
to the sky. (Ch. 11) 

Slate. A low-grade metamorphic rock 
with a pronounced slaty cleavage. 
(Ch. 7) 

Snowline. The lower limit of peren
nial snow. (Ch. 10) 

Soil. The part of the regolith that can 
support rooted plants. (Ch. 11) 

Soil horizons. The subhorizontal 
weathered zones formed as a soil de
velops. (Ch. 11) 

Soil profile. A vertical section 
through a soil that displays its compo
nent horizons. (Ch. 11) 

Solar nebula. A flattened rotating disc 
of gas and dust surrounding the Sun. 
(Ch. 1) 

Species. A population of individuals 
that can interbreed to produce off
spring that are, in turn, interfertile 
with each other. (Ch. 15) 

Specific gravity. A number stating 
the ratio of the weight of a substance 
to the weight of an equal volume of 
pure water. A dimensionless number 
numerically equal to the density. 
(Ch. 4) 

Spectrum. A group of electromag
netic rays arranged in order of increas
ing or decreasing wavelength. (Ch. 2) 

Spreading center (also called a diver
gent margin). The new, growing 
edge of a plate. Coincident with a mid-
ocean ridge. (Chs. 4, 6) 

Standard atmosphere. The model or 
average air pressure at sea level: 760 
mm or 29.9 inches of mercury. 
(Ch. 12) 

Stock. A small, irregular body of intru
sive igneous rock, smaller than a 
batholith, that cuts across the layering 
of the intruded rock. (Ch. 5) 

Strata. See stratum. 

Stratification. The layered arrange
ment of sediments, sedimentary rocks, 
or extrusive igneous rocks. (Ch. 7) 

Stratigraphic superposition (princi
ple of). In a sequence of strata, not 
later overturned, the order in which 
they were deposited is from bottom to 

top. (Ch. 7) 

Stratigraphy. The study of strata. 
(Ch. 7) 

Stratopause. The boundary between 
the stratosphere and the mesosphere. 
(Ch. 12) 

Stratosphere. One of the four ther
mal layers of the atmosphere, lying 
above the troposphere and reaching a 
maximum of about 50 km. (Ch. 12) 

Stratovolcanoes. Volcanoes that emit 
both tephra and viscous lava, and that 
build up steep conical mounds. (Ch. 5) 

Stratum (plural = strata). A distinct 
layer of sediment that accumulated at 
the Earth's surface. (Ch. 7) 

Streak. A thin layer of powdered min
eral made by rubbing a specimen on a 
nonglazed porcelain plate. (Ch. 4) 

Stream. A body of water that carries 
detrital particles and dissolved sub
stances and flows down a slope in a 
definite channel. (Ch. 9) 

Striatums. Subparallel scratches in
scribed on a clast or bedrock surface 
by rock debris embedded in the base 
of the glacier. (Ch. 11) 

Subduction zone (also called a conver
gent margin). The linear zone along 
which a plate of lithosphere sinks 
down into the asthenosphere. 
(Chs. 4, 6) 

Submergence. A rise of water level 
relative to the land so that areas for
merly dry are inundated. (Chs. 8, 11) 

Supernova. A stupendous explosion 
of a star, which increases its bright
ness hundreds of millions of times in a 
few days; a supernova releases heavy 
elements into space, and what remains 
of its core becomes a black hole. 
(Ch. 2) 

Surf. Wave activity between the line 
of breakers and the shore. (Ch. 8) 

Surface waves. Seismic waves that 
are guided by the Earth's surface and 
do not pass through the body of the 
Earth. (Ch. 3) 

Surge. An unusually rapid movement 
of a glacier marked by dramatic 
changes in glacier flow and form. 
(Ch. 10) 

Suspended load. Fine particles sus
pended in a stream. (Ch. 9) 

S waves. Seismic body waves transmit
ted by an alternating series of sideways 

(shear) movements in a solid. 5 waves 
cause a change of shape and cannot be 
transmitted through liquids and gases. 
(Ch. 3) 

Symbiotic. A close, long-term rela
tionship between individuals of differ
ent species. (Ch. 15) 

Tar (also called asphalt). An oil that is 
viscous and so thick it will not flow. 
(Ch. 17) 

Temperate (warm) glacier. A glacier 
in which the ice is at the pressure-
melting point and water and ice coex
ist in equilibrium. (Ch. 10) 

Temperature. A measure of the aver
age kinetic energy of all the atoms in a 
body. (Ch. 12) 

Tephra. A loose assemblage of pyro-
clasts. (Ch. 5) 

Tephra cone. A cone-shaped pile of 
tephra deposited around a volcanic 
vent. (Ch. 5) 

Terrace. An abandoned floodplain 
formed when a stream flowed at a 
level above the level of its present 
channel and floodplain. (Ch. 11) 

Terrestrial planets. The innermost 
planets of the solar system (Mercury, 
Venus, Earth, and Mars), which have 
high densities and rocky composi
tions. (Ch. 1) 

Texture. The overall appearance that 
a rock has because of the size, shape, 
and arrangement of its constituent 
mineral grains. (Ch. 4) 

Theory. A hypothesis that has been 
examined and found to withstand nu
merous tests. (Introduction) 

Thermocline. A zone of ocean water 
lying beneath the surface zone, char
acterized by a marked decrease in tem
perature. (Ch. 8) 

Thermohaline circulation. Global 
patterns of water circulation propelled 
by the sinking of dense cold and walty 
water. (Ch. 8) 

Thermosphere. One of the four ther
mal layers of the atmosphere, reaching 
out to about 500 km. (Ch. 12) 

Topographic relief. The difference 
in altitude between the highest and 
lowest points on a landscape. (Ch. 11) 

Transform fault margin (of a plate). 
A fracture in the lithosphere along 
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which two plates slide past each 
other. (Ch. 6) 

Tributary. A stream that joins a larger 
stream. (Ch. 9) 

Trophic pyramid. The hierarchy of 
organisms in which energy is moved 
from one level to the next. (Ch. 15) 

Tropopause. The boundary between 
the troposphere and the stratosphere. 
(Ch. 12) 

Troposphere. One of the four ther
mal layers of the atmosphere, which 
extends from the surface of the Earth 
to variable altitudes of 10 to 16 km. 
(Ch. 12) 

Tsunami. See seismic sea waves. 
(Chs. 3, 8) 

Tuff. A pyroclastic rock consisting of 
ash- or lapilli-sized tephra, hence ash 
tuff and lapilli tuff. (Ch. 5) 

Unconfined aquifer. An aquifer with 
an upper surface that coincides with 
the water table. (Ch. 9) 

Uncomformity. A substantial break 
or gap in a stratigraphic sequence that 
marks the absence of part of the rock 
record. (Ch. 7) 

Uniform stress. Stress that is equal in 
all directions. Also called confining 
stress or homogeneous stress. (Ch. 7) 

Uniformitarianism. See Principle of 
Uniformitarianism. 

Upwelling. The process by which 
subsurface waters flow upward and re
place the water moving away. (Ch. 8) 

Varve. A pair of sedimentary layers de
posited during the seasonal cycle of a 

single year. (Ch. 7) 

Viscosity. The internal property of a 
substance that offers resistance to 
flow. (Ch. 5) 

Volcanic neck. The approximately 
cylindrical conduit of igneous rock 
forming the feeder pipe of a volcanic 
vent that has been stripped of its sur
rounding rock by erosion. (Ch. 5) 

Volcanic pipe. A cylindrical conduit 
of igneous rock below a volcanic vent. 
(Ch. 5) 

Volcanic rock. Rock formed from the 
volcanic eruption of lava or tephra; 
often very fertile. (Ch. 5) 

Volcano. The vent from which ig
neous matter, solid rock, debris, and 
gases are erupted. (Ch. 5) 

Warm front. A front in which warm, 
humid air advances over colder air, 
producing clouds and possibly rain. 
(Ch. 12) 

Water table. The upper surface of the 

saturated zone of groundwater. (Ch. 9) 

watt. A unit of power at the rate of 1 

joule per second. (Introduction) 

Wave. An oscillatory movement of 
water characterized by an alternate 
rise and fall of the water surface. 

Wave base. The effective lower limit 
of wave motion, which is half of the 
wavelength. (Ch. 8) 

Wavelength. The distance between 
the crests or troughs of adjacent 
waves. (Ch. 8) 

Wave refraction. The process by 
which the direction of a series of 
waves, moving into shallow water at 

an angle to the shoreline, is changed. 
(Ch. 8) 

Weather. The state of the atmosphere 
at a given time and place. (Ch. 12) 

Weathering. The chemical alteration 
and mechanical breakdown of rock 
materials during exposure to air, mois
ture, and organic matter. (Ch. 11) 

Welded tuff (also called ignimbrite). 
Pyroclastic rocks, the glassy fragments 
of which were plastic and so hot when 
deposited that they fused to form a 
glassy rock. (Ch. 5) 

Western boundary current. A cur
rent that flows generally poleward, 
parallel to a continental coastline; the 
poleward direction is caused by the 
deflection of westward-flowing equa
torial currents as they encounter land. 
(Ch. 8) 

White dwarf. A small, dense star that 
has exhausted its nuclear fuel and 
shines from residual heat; it has a high 
surface temperature but low luminos
ity. (Ch. 2) 

Wind. Horizontal air movement aris
ing from differences in air pressure. 
(Ch. 13) 

Windchill factor. The heat loss from 
exposed skin as a result of the com
bined effects of low temperature and 
wind speed. (Ch. 13) 

Zodiac. The 12 contellations through 
which the Sun passes. (Ch. 2) 

Zone of aeration. The groundwater 
zone in which open spaces in regolith 
or bedrock are filled mainly with air. 
(Ch. 9) 
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Extinctions, 391, 404, 435-436 

Extrinsic factors, in ecosystems, 395 

Extrusive igneous rocks, 128 

F 

Families, 397 

Faults, 72, 72 

Feedback, in ecosystems, 395-396 

Feldspars, 96, 97, 129 

weathering, 279 

Fermentation, 422 

Ferns, 431, 432 

Ferrel cells, 345-346 

Fibrous actinolite, 108 

Fibrous anthophyllite, 108 

Fibrous tremolite, 108 

Findelen Glacier, 364 

Fish, 402, 434 

Fission, 464 

Fission tracks, 303 

Fissure eruptions, 121, 123 

Fjord glaciers, 255, 262-263 

Fjords, 255, 294, 295 

Floodplains, 289 

Floods, 234-235 

Flux, 48 

Fly ash, 315 

Focus, of an earthquake, 73, 73 

Foliation, 173, 174 

Food chains, 392, 393 

Food webs, 393 

Fore-arc basins, 150 

Fore-arc ridges, 150 

Foreshocks, 82 

Forest fires, 395 

Fossil fuels, 458-463 

supplies, 463 

Fossil record 

of climate change, 365-366 

evolution evidence, 425-430 

Fossils, 169 

Foucault, Jean, 26 

Fractional crystallization, 126-127, 452 

Fractional melting, 127, 130-132 

Fram, 205 

Franklin, Benjamin, 3 

Frequency, 50 

Friction, and winds, 340-341 

Fringing reefs, 301 

Frontal lifting, 327-328, 328 

Fronts, 327-328 

Frost, 326 

F-scale, for tornado strength, 354, 

355table 

Funnel clouds, 354 

Furtenbach, Joseph, 203 

Fusion reactions, in the sun, 49-51 

Fyfe, William S., 17 

G 

Gabbro, 114, 128, 130 

Galaxies, 45 

Galena, 96, 447-448, 450 

crystal structure, 95 

Galileo Galilei, 28 

Galle, Johann, 30 

Gamma rays, 50 

Gangue, 448 

Gas hydrates, 487 

Gasosaurus, 403 

General circulation models, 483, 
490-491 

Genus, 397 

Geocentric model, 24, 25 

Geologic column, 163 

radioactive dating and, 165-166 

Geologic time scale, 162 

Geostrophic current, 209 

Geostrophic winds, 341-342, 346 

Geotectocline, 155 

Geothermal gradient, 13 

Geothermal power, 464-465 

Gibbsite, 456 

Glacial grooves, 293 

Glaciation, 369- See also Ice ages 

reasons for, 379-384 

Glacier ice, 256 

Glaciers, 254-265. See also specific 

Glaciers 

earthquakes and, 264 

features of, 260 

formation, 256-257 

ice grain-size distribution, 257 

global distribution, 257 

landforms created by, 293-296 

movement, 260-262 
as record of past environmental 

conditions, 265, 272-273, 366 

size changes, 259-260 

rapid, 262-263, 265 

types, 254-256, 255 

warm vs. cold, 257-258 

Glass, 94 

Global change, 10-12, 489-491 

human activities and, 10-12, 
243-246, 473-477 

past lessons, 487-489 

time scale, 472 
Global ecosystem, 393. See also Ecosys

tems 
Global Positioning System (GPS), and 

earthquake measurement, 87 

Global responsibility, 17-18 

Global warming, 482-487 

environmental impact, 484-487 

Gneiss, 174, 176 

Goethite, 96, 279, 280 

Gold, 444, 445, 451 

placer deposits, 454-455 

Gondola Ridge, 280 

Grade, of ores, 447 

Gradient, streams, 227 
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Grains (mineral), 98, 99 

Granite, 104, 104, 115, 130 

differential stress in, 172 

foliation, 174 

weathering, 280 

Granite porphyry, 129 

Granules, 52 

Granulite, 176 

Graumlich, Lisa J., 385 

Gravimeters, 83, 84 

Gravitation, Newton's law, 28-29 

Gravity anomalies, 83-84 

Greasy luster, 100 

Great Barrier Reef, 400 

Great Dismal Swamp, 459 

Great Salt Lake, 370, 371 

Great St. Bernard Pass: climate records, 

363 

Greece, stretching of, 159 

Greenhouse effect, 385, 479-482, 480 

and superplumes, 380, 381 

trace gases and, 479, 480table, 482 

Greenhouse gases, 315-316, 405, 

479-482 

in glacial times, 383 

Green River Oil Shale, 462 

Greenschist, 174, 176 

Gregorian Calendar, 32 

Grenville orogen, 179 

Groundwater, 236-242. See also 

Streams 

aquifers, 240-241 

artesian systems, 241 

chemistry of, 241-242 

contamination, 244-246 

human impact, 243-246, 473-474 
landforms created by: caves and sink

holes, 291-293 
movement, 237-238 

recharge/discharge areas, 238-239 

water table and, 236-237 

wells, 239-240 

Gulf of California, 197 

Gulf of Mexico, 197 

Gulf Stream, 205 

Guliya ice cap, 272-273 

Gymnosperms, 433 

Gypsum, 96, 169, 452 

from seawater, 201 

Gyres, 204-205, 209 

H 

Habitat, 393 

Hadley cells, 344-345 

Haicheng earthquake of 1975, 82 

Haleakala, 118 

Half-life, 164 

Halite, 169, 452 

crystal structure, 100 

from seawater, 201 

Halocline, 202, 203 

Hardness, minerals, 100-101 

Hard water, 241 

Hardwood trees, 394 

Hawaiian chain, 145, 145-146 

susceptibility to tsunamis, 216 

Hawaii tsunami of 1946, 81, 216 

Hazardous waste storage, 245-246 

Heat, 317 

Heat capacity 

oceans, 202 

Heat transfer, 12-13 

Hecla, 3-4 

Heliocentric view, 24 

Hematite, 96, 100, 101 

Herbicides, 407 

Herbivores, 392 

Herschel, Sir William, 30 

Hertz, 50 

Hertzsprung-Russel (HR) diagrams, 62 

Hess, Harry, 140, 155-156 

Heterotrophs, 392 

High Plains aquifer, 240-241 

Highs, 342 

Himalayas, 182 

uplift in, 305-306 

Historical records, of climate change, 

363-365 

Holocene epoch, 163 

Homeostasis, 395 

Horizonality, original, law of, 161 

Horsepower, 14 

Hot spots, 146 

Hours, 33 

Hubble telescope, 61 

Hudson Bay, 197 

Human activities: 
atmospheric effects, 478-479, 481, 

484 

and biosphere, 407-410 

and global change, 10-12, 473-477 

groundwater impact, 243-246, 
473-474 

stream impact, 242-243 

Human population growth, 11, 396, 

472-473, 473 

Humbolt Current, 205 

Humidity, 315, 323-324 

Hurricane Andrew, 338, 355 

Hurricanes, 212, 338, 355-356 

Hutton, James, 7-9, 137 

Huxley, Thomas, 407 

Hydraulic mining, impact of, 242-243 

Hydrocarbons, 459-460 

Hydroelectric power, 242, 463-464 

Hydrologic cycle, 192-193 

Hydrosphere, 5-6, 192-193 

and biosphere, 405-406 

time scales in, 7 

Hydrostatic pressure, 241 

Hydrothermal mineral deposits, 

449-452 

Hypotheses, 4 

I 

Ice, see also Glaciers; Sea ice; Snow and 
ice cover 

formation in clouds, 326-327 

pressure melting point, 257, 258 

Ice ages, 488-489 

atmosphere during, 369-370 

Pleistocene glacial-interglacial cycles, 

374-375, 378 

reasons for, 379-384 

sea level changes during, 370-371 

temperature and precipitation during, 
373-374 
ocean-surface temperature, 

375-377,377 
vegetation during, 371-372 

Icebergs, 250, 251, 262-263. See also 
Sea ice 

Ice caps, 255 

Iceman (Tyrolean iceman), 360, 361 

Ice sheets, 255-256 

Ice shelves, 256 

Igneous rocks, 103 

nomenclature, 128-130 

origin in magmas, 125-127 

Imperial Valley graben, 450, 451 
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Indiana Dunes, 394 

Indian Ocean, 197 

Infrared telescopes, 61 

Inner core, of the Earth, 36 

Innuitian orogen, 179 

Insects, 434 

Insolation, 317 

Interglaciation periods, 369-370 

Intergranular fluid, 171-172 

Intermediate water masses, 210 

Internal flow, glaciers, 261 

Internal processes, of Earth, 14 

Intertropical convergence zone, 344 

Intrinsic factors, in ecosystems, 395 

Intrusions of magma, 125-126 

Intrusive igneous rocks, 125, 128 

Ionosphere, 318 

Ions, 93, 94 

in seawater, 199-200 

Iranian plate, 143 

Irati Shale, 462 

Iridium layer, and meteorite impacts, 

9-10, / / , 404 

Iron, 445 

Iron carbonate, 99 

Iron deposits, 452-454, 453 

Island arcs, 149, 155 

Isobars, 339, 340 

Isostasy, 84-86 

Isotherms, 201 

Isotopes, 92 

J 

Japan Sea, 197 

Java, 150 

Jet stream, 318, 346, 346-347 

Joule, 14 

Jovian planets, 34, 38-39 

Juan de Fuca plate, 143 

Julian Calendar, 32 

Jupiter, 38-39 

retrograde motion, 26 

Jurassic Park, 415, 416 

Jurassic period, 163 

K 

Kaharl, Victoria A., 221 

Karnes, 296 

Kaminak craton, 179 

Kaolinite, 279 

Karst topography, 291-293 

Kasakawulsh Glacier, 255 

Katabatic winds, 352 

Kepler, Johannes, 27 

Kepler's laws, 27-28 

Kerogen, 458 

Kettles, 296 

Kfafla, 117 

K horizon, 283 

Kilauea, 115 

Kingdoms, 397 

King's Mountain pegmatite, 452 

Kirschvink, Joseph L., 412 

Knoll, Andrew H., 437 

Knots, 338n 

Krakatau eruption of 1883, 113, 123, 

384 

Kupferschiefer deposits, 454 

Kuroshio Current, 205 

L 

Laccoliths, 126 

Lake Baikal, 132-133 

Lake Bonneville, 370, 371 

Lake Nassar, 224, 225, 242 

Lake Superior-type iron deposits, 

452-454, 453 

Laki eruption, 3-4, 107, 123 

Land breezes, 351 

Landers (California) earthquake of 1992, 

87 

Landforms, see also specific Landforms: 

coastal, 300-302 
evolution: uplift and denudation, 

302-306 
glaciated, 293-296 

groundwater-produced: caves and 
sinkholes, 291-293 

running water-produced, 287-290 

wind-produced, 297-299 

Landsat satellites, 411 

Landslides, 285-287 

types, 286 

Lapilli, 130 

Latent heat, 323 

Lateral moraines, 296 

Lateral volcanic blasts, 119 

Laterite, 455-456 

Lava, 114 

recording of magnetic field polarity 
reversals, 141 

types, 115-116 

Laws, 4 

Lead, 454 

Leads, in sea ice, 267 

Leaning Tower of Pisa, 244 

Leap year, 32 

Lechuguilla Cave, 291 

Lemaire Channel, 193 

Levees, natural, 289 

Life: 

defining, 416-417 

energy source, 391-392 

evolution, see Evolution 

on land, 431-435 

maturation of, 437-438 

origins: 

biosynthesis, 420-421 

chemosynthesis, 419-420 

Lightning, 353-354 

Light year, 57n 

Lignite, 170, 458 

Limestone, 170 

dissolution, 291 

metamorphism, 176-177 

Limonite, 455 

Linear dunes, 298 

Lithification, 167 

Lithium fluoride, 94 

Lithosphere, 36, 37 

and biosphere, 406 

floating on asthenosphere, 84-86 

motion of, see Continental drift; Plate 
tectonics 

role in climate system, 362-363 

Little Ice Age, 367-368 

Load, of a stream, 227, 231-234 

Lobuche Glacier, 296 

Loess, 299 

Loess Plateau (China), 299 

Logging, impact of, 243 

Loma Prieta earthquake of 1989, 78 

Longshore currents, 215 

Lowman, Paul D. Jr., 187 

Lows, 342 

Luminosity: 

stars, 57-59, 62 

sun, 47-49, 57 
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Luster, minerals, 100 

Lysefjord, 295 

M 

Magellan mission, 20-21 

Magma: 

composition, 114-115 

dissolved gases in, 114, 116 

eruptions of, see Volcanic eruptions 

intrusions, 125-126 

origin, 126-127 

temperature, 115-116 

types of, 114-115 

and eruption type, 116-117 
origins of: fractional melting, 

130-132 

viscosity, 115 

Magmatic arcs, 149, 155 

Magmatic mineral deposits, 452 

Magnetic inclination, 140 

Magnetic latitude, 140 

Magnetism (Earth), 138-140, 139 

paleomagnetism, 139-140 

polarity reversals, 141 

source of, 138 

Magnetism (Sun), 55-56 

Magnetite, 96, 138-139, 139 

and bird navigation, 412 

Magnitude, of earthquakes, 78-79 

Main sequence stars, 62 

Mammals, 402-403, 404-405, 435 

Mammoth Cave, 291 

Mantle, 35 

and biosphere, 406 

Marble, 176-177 

weathering, 278 

Mariana Trench, 198 

Maritime polar air mass, 352, 353 

Maritime tropical air mass, 352, 353 

Maroon Creek, 226 

Mars, 15, 38 

atmosphere, 332-333 

erosion on, 306-307 

retrograde motion, 25 

Marsupials, 405 

Mass balance, glaciers, 259 

Mass extinctions, 391, 404, 436 

Mass number, 92 

Mass-wasting, 284-287. See also De
nudation 

Matterhorn, 293, 294 

Matthews, Drummond, 141 

Mauna Kea, 120 

Mauna Loa, 120 

M discontinuity, 77 

Meandering stream channels, 228-230 

Mechanical deformation, 173-174 

Medial moraines, 260, 263 

Mediterranean Sea, 197, 210 

Membrane invagination, 424 

Menderes River, 228 

Mercalli scale, modified, 81-82 

Mercury, 37-38 

Mercury barometers, 320-321 

Mercury poisoning, 408-409 

Mesopause, 318 

Mesosphere, 36, 37, 318 

Mesozoic era, 163 

Metabolism, 416 

Metallic luster, 100 

Metallic minerals, 446. See also specific 

Minerals 

Metallogenic provinces, 456-457 

Metals, 91, 446. See also specific Metals 

Metamorphic facies, 177, 178 

Metamorphic mineral assemblages, 173 

Metamorphic rocks, 103, 174-177 

Metamorphism, 171-179 

burial metamorphism, 174 

fluid-induced, 171-172 

and plate tectonics, 177-179 

pressure-temperature role, 172-173 

regional metamorphism, 174 

Meteor Crater (Arizona), 10 

Meteorite impacts, 9-10, 10, 404 

Meteorologists, 314 

Methane: 

in glacial times, 383 

as greenhouse gas, 315-316, 481 

Mexico City earthquake of 1988, 79, 80 

Mica, 103, 129 

cleavage, 100 

Middle Cretaceous period, 378-379, 

380-381 

Midocean ridges, 106 

Milankovitch, Milutin, 382 

Milky Way, 45 

Miller, Stanley, 419 

Mine drainage, 242-243, 409 

Mineral assemblages, 103-104 

igneous, 129 

metamorphic, 173 

Mineral resources, 446-457 

hydrothermal deposits, 449-452 

magmatic deposits, 452 

metallogenic provinces, 456-457 

ores, 447-448 

per capita consumption, 446 

placer deposits, 454-455 

residual deposits, 455-456 

sedimentary deposits, 452-454 

trading for, 447 
Minerals, 91-92, 94-102. See also spe

cific Minerals; Rocks 

common, 94-97 

nonsilicates, 96 

silicates, 95-96, 97 

defined, 92 

identification, 98-102 

cleavage, 100 

color and streak, 100 

crystal structure, 98-99 

density/specific gravity, 101 

hardness, 100-101 

luster, 100 

reference chart for, 102 

and magma origin, 126-127 

in rocks, 104table 

from seawater, 201 

Mining, impact on streams, 242-243, 

409 

Minutes, 33 

Miocene epoch, 163 

Mississippian period, 163 

Mississippi floods of 1993, 18, 234 

Mississippi River: 

drainage basin, 227 

meandering in, 229-230 

sediment size change with distance, 

233 

Mitchell, Maria, 64-65 

Mitosis, 428 

Mixed layer, oceans, 203 

Modified Mercalli scale, 81-82 

Moho discontinuity, 76-77 

MOHOLE Project, 155 

Moh's hardness scale, 101 

Moist adiabatic lapse rate, 326 

Molecules, 94 

Mollisols, 282 

Monsoons, 305, 349 

Month, 32 

Moon, 14-15, 16, 38 
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Apollo explorations, 40-41 

and tides, 216-218 

Moraines, 260, 263, 296 

Morley, Lawrence, 141 

Mosquitos, as function of latitude, 399 

Mosses, 431, 432 

Mountain building, 152, 184-186 

Mountains: 

glacial sculpture in, 293-294 

snowline, 252-254, 253 

Mountain winds, 351-352 

Mount Cook, 253 

Mount Everest, 312 

Mount Fuji, 120, 121 

Mount Mazama, 121, 122 

Mount McKinley, 255 

Mount Peleé, 119 

Mount Pinatubo, 123 

Mount Shasta, 285 

Mount St. Helens, 113-114, 119, 285, 
384 

Mount Vesuvius, 112, 123 

Mount Washington, winds on, 338 

Mozambique Current, 205 

Muscovite mica, 100, 129 

N 

Nacreous clouds, 330 

Nansen, Fridtjof, 205 

Natural gas, 445, 458, 459 

Natural levees, 289 

Nautical miles, 338n 

Nazca plate, 143, 144 

Negative feedback, in ecosystems, 395 

Neptune, 30, 39 

Neutrinos, 50-51 

Neutrons, 92 

Nevado del Ruiz, 123 

Nevado del Ruiz eruption of 1985, 276, 

277 
New Guinea, 220 
New Madrid earthquakes of 1811-1812, 

79 
Newton, Isaac, 28-29 
Newton's law of gravitation, 28-29 
Niches, ecological, see Ecological niches 
Nile River, 225-226 

sediment composition change with 
distance, 233-234 

Nile River delta, 290 

Nimbostratus clouds, 329, 330 

Nitrogen, 405 

in atmosphere, 315, 316 

biochemical cycle, 426-427 

Nitrogen fixation, 405, 426 

Nitrous oxide, as greenhouse gas, 
315-316, 480, 482 

Noctilucent clouds, 330 

Nonconformities, in stratigraphy, 161 

Nonexplosive volcanic eruptions, 
116-117 

Nonmetallic luster, 100 

Nonmetallic minerals, 446. See also spe
cific Minerals 

Nonoptical telescopes, 61 

Nonrenewable resources, 445 

North American plate, 143, 144, 145, 
146 

North Atlantic craton, 179 

North Atlantic Deep Water (NADW), 
211-212 

Northeast tradewinds, 345 

North Equatorial Current, 204, 205 

North Pacific Currents, 205 

Northridge (California) earthquake of 
1994, 87 

North Sea, 197 

Norwegian Sea, 197 

Nuclear energy, 464 

Nucleation, 326 

Nucleus, 92 

Nuee ardente, 119, 123 

O 

Obsidian, 128, 130 

Occluded fronts, 328 

Oceanic crust, 35. See also Plate tecton

ics 

formation, 106 

fractional melting, 131, 132 

seafloor spreading, 140-141, 142 

Oceanic ridges, 106 

Oceans, 196-221, 198. See also specific 

Oceans and Seas 

age, 198 

currents: 

Coriolis effect, 203-204 

current systems, 204-205, 205 

Ekman transport, 205-206 

geostrophic current, 209 

surface currents, 203-205 

upswelling and downswelling, 

206-209 

depth/volume, 197-198, 199 

heat capacity, 202 

land-ocean distribution, 197 

minerals from, 201 

origins, 198 

role in climate system, 362, 363 

salinity, 199-200 

sea level, see Sea level 

seawater ions, 199-200 

structure, 149 

temperature, 201, 201-202 

thermohaline circulation system, 210, 

211, 211-212 

and glacial periods, 383-384 

vertical stratification zones, 202, 

202-203 

water cycle of, 5-6 

water masses of, 210-211 

Ocean tides, see Tides 

Ocean waves, 212-216 

and coastal landforms, 300-301 

as energy source, 465 

seismic, 216 

O horizon, 282 

Oil, 445, 458, 459-461 

search for, 466 

supplies, 461 

Oil shales, 458, 462-463 

Okhotsk Sea, 197 

Old Red Sandstone, 9 

Oligocene epoch, 163 

Olivine, 129 

Omnivores, 392 

Ontong-Java Plateau, 381 

Ooliths, 170 

Oolitic limestone, 170 

Oparin, Aleksandr Ivanovich, 419, 420 

Ophiolites, 155 

Optical telescopes, 60 

Orbits, Kepler's laws for, 27-28 

Orders, 397 

Ordovician period, 163 

Ores, 91, 447-448 

Organelles, 422 

Original horizonality, law of, 161 

Orogens, 179, 180 

Orographic lifting, 328 

Osterkamp, W. R., 246 

Outer core, of the Earth, 36 

Outgassing, 38 

Outwashes, 296 
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Overland flow, 226 

Oxbow lakes, 229, 230 

Oxide minerals, 95, 96 

Oxygen, 405 

content of atmosphere, 313, 316 

and early life, 421, 424-425 

isotopes, and deep-sea sediment 
dating, 375, 378, 383 

Ozone, as greenhouse gas, 315-316, 

480, 482 

Ozone hole, 470, 471-472, 482 

Ozone layer, 316, 318 

P 

Pacific Ocean, 197 

Pacific plate, 143, 144 

Padre Island, 301 

Pahoehoe (lava type), 116, 120 

Paleocene epoch, 163, 403 

Paleomagnetism, 139-140 

Paleontologists, 436 

Paleozoic era, 163 

Pangaea, 137 

rifting, 181 

Panspermia, 421 

Parabolic dunes, 298 

Parallax, 59 

Paramecium, 398, 399 

Park, Jeffrey, 86 

Parkfield (California) segment of San An
dreas Fault, 86-87 

Partial pressures, 323 

Pascal, Blaise, 321 

Passive continental margins, 180-182 

Peat, 170, 458, 459 

Pegmphilatites, 452 

Pelagic organisms, 406 

Pennsylvanian period, 163 

Periglacial zones, 268-271 

Periods, 162, 163 

Permafrost, 269-271, 369 

Permeability, 237 

Permian period, 163, 459 

Permian-Triassic boundary extinction, 
404-405, 436 

Persian Gulf, 197 

Pesticides, 407 

Petroleum, 445, 458, 459-461 

search for, 466 

world distribution, 460-461, 461 

Petroleum window, 460, 461 

Petrophysics, 466 

Philippines plate, 143 

Phosphate minerals, 95 

Phosphorus, 406 

Photons, 50 

Photosphere, 52, 53 

Photosynthesis, 392, 424 

Phyllite, 174, 175 

Phylum, 397 

Physical weathering, 280-281 

Piles, 464 

Pioneers, 394 

Placer deposits, 454-455 

Planck's constant, 51 

Planetary accretion, 33 

Planets, see also specific Planets 

atmospheres, 332-333 

evolution, 34-35 

Jovian, 34, 38-39 

orbits, 27-28 

properties of, 34table 

terrestrial, 33, 35-38 

compared, 36-38 

Plants, 431-434 

Plate tectonic extinctions, 404-405 

Plate tectonics, 13-14, 15, 69, 106, 
142-154. See also Continental drift; 
Ring of Fire 

and continental divide location, 287 

Earth's major plates, 143 

and ecosystem diversity, 403-405 

and fractional melting, 130-131 

and metamorphism, 177-179 

origins of, 153-154 

plate margins, 147 

collision zones, 147, 152 

convergent, 147, 149-152 

divergent, 144-145, 147, 148-149 

transform fault margins, 147 

152-153 

plate speed, 143, 144-146 

Plate triple junctions, 181 

Platinum, 454 

Pleistocene epoch, 163 

glaciation during, 369-375, 378 

Pliocene epoch, 163 

Plucking, glaciers, 260 

Pluto, 30, 39 

Plutons, 125-126, 126 

Point bars, 229 

Polar cells, 346 

Polar front, 346 

Polar front jet stream, 347 

Polar glaciers, 258, 261 

Polar ice, 252, 265-268 

Polarization, and bird navigation, 413 

Polar wandering, 140, 187 

Pollen, as past climate record, 371, 372, 

373 

Polymerization, 416, 420 

in silicates, 95, 96 

Polynesian explorers, 195-196 

Polynya, 267 

Population balance, in ecosystems, 

394-396 

Population cycles, 396 

Population growth (human), 11, 396, 

472-473, 473 

Porosity, 237, 238 

Porphyry, 128, 128 

Porphyry copper deposits, 456, 457 

Positive feedback, in ecosystems, 

395-396 

Potassium-Argon dating, 165 

Precambrian period, 402 

Precession, 381, 382 

Precipitation (physical process), in hy-

drothermal mineral deposits, 449-452 

Precipitation (rain and snow), 326-327 

global warming and, 486 

ice ages, 370, 373-374 

Predator-prey relationships, 396 

Pre de Bar Glacier, 258 

Prediction, of earthquakes, 82, 86-87 

Pressure melting point, ice, 257, 258 

Prince William Sound earthquake of 

1964, 264 

Prisms, 60 

Procaryotic cells, 422, 423 

reproduction, 428 

Prominences, 56 

Proteins, 417, 418-419 

Protenoids, 420-421 

Proterozoic period, 402 

Proton-proton (PP) chain, 49 

Protons, 92 

Provinciality, 400 

Ptolemy, Claudius, 25 

P waves, 75, 76 

P wave shadows, 76 

Pycnocline, 202, 203 
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Pyrite, 96, 99 

crystal structure, 99 

Pyroclastic flows, 119, 123 

Pyroclastic rocks, 117, 130 

Pyroclasts, 117, 118 

Pyroxene, 129 

Q 

Quanta, 50 

Quartz, 96, 97, 129 

crystal structure, 98, 99 

Quartzite, 177 

Quaternary period, 163 

R 

Radiation, 13. See also Solar radiation 

Radiative layer, of the sun, 51, 52 

Radioactivity, and rock ages, 163, 

164-166 

Radiosondes, 321 

Radio telescopes, 61, 61 

Rain, formation in clouds, 326-327 

Rainfall, 226 

Rainforests, 390 

extinction of plants in, 391 

Rainshadows, 347 

Rakaia River, 230 

Raup, David, 436 

Rayleigh scattering, 319 

Recharge areas, 238-239 

Recrystallization, 105, 173-174 

Red giants, 62 

Red Sea, 197 

rifting in, 180-181, 181 

Red Sea graben, 450, 451 

Reef limestone, 170 

Reefs, 301-302 

Reflecting telescopes, 60, 61 

Reflection, 60 

Refracting telescopes, 60, 60 

Refraction, 60 

Refraction, of ocean waves, 215-216 

Regional metamorphism, 174 

Regolith, 5, 6 

Reid, H. F., 86 

Relative humidity, 324 

Remote sensing, 411-412 

Renewable resources, 445 

Reproduction, 428 

Reptiles, 402, 404-405, 434-435 

Residual mineral deposits, 455-456 

Resinous luster, 100 

Resources'. 

energy, see Energy resources 

minerals, see Mineral resources 

renewable and nonrenewable, 445 

Respiration, 422 

Retrograde motion, 24, 25-26 

Rhyolite, 115, 128, 130 

Rhyolite porphyry, 129 

Rhyolite tuff, 130 

Rhyolitic magma, 115, 117. See also 

Magma 

Ribonucleic acid (RNA), 418 

Richter magnitude scale, 78, 82 

Rifting, 148, 148, 180-181 

Rift Valley, 16 

Ring of Fire, 130-131, 131 

Rip currents, 214-215 

Rivers, see specific Rivers; Streams 

RNA (ribonucleic acid), 418 

Rock cycle, 105, 105-107 

and uniformitarianism, 107 

Rock flour, 293 

Rocks, 5. See also specific Rocks and 

rock types; Minerals 

characteristics, 103-105 

composition of Earth's crust, 103 

defined, 92, 103 
density, and seismic wave travel, 

75-76 
heat flow through, 13 

magnetism in, 138-139 

paleomagnetism, 139-140 
minerals most often found in, 

104table 

radioactive dating, 163, 164-166 

strength, and seismic wave travel, 77 

types of, 103 

Rossby waves, 346 

Roza flow, 123 

Runoff, 226 

S 

Sahel, desertification in, 475 

Salinity, of seawater, 199-201 

surface waters, 200, 200-201 

Saltation, 231 

wind-induced, 297 

Salton trough, 450, 451 

San Andreas Fault, 72, 78, 86-87, 153, 
183 

Sand dunes, 8, 297-299 

structure, 299 

types, 298 

Sand seas, 298-299 

Sandstone, 167, 168 

metamorphism, 177 
San Francisco earthquake of 1906, 

72-73, 78, 81 

Sargasso Sea, 209 

Satellite laser ranging, 187 

Satellite mapping, 411-412 

Satellite measurements, of plate speed, 
142 

Saturated zone, 236, 237-238 

Saturation vapor pressure, 323-324 

Saturn, 22, 23, 38-39 

Scattering, of solar radiation in atmos
phere, 319-320 

Schist, 174, 176 

Schmitt, 40 

Schneiderman, Jill S., 108 

Scientific method, 4 

Scotia plate, 143 

Sea breezes, 351 

Seafloor spreading, 140-141, 142 

Sea ice, 265-268. See also Icebergs 

and climate, 268 

formation, 265-266 

global distribution, 266 

movement, 266-268 

seasonal extent, 267 

Sea level, 6, 219-220 

global warming and, 486-487 

ice ages, 370-371 

Middle Cretaceous period, 379 

Seas, see Oceans; specific Seas 

Seawater, 5-6. See also Oceans 

composition of. mantle's role 
in, 106 

ions in, 199-200 

minerals from, 201 

salinity, 199-200 

Seconds, 33 

Sedimentary mineral deposits, 452-454 

Sedimentary rocks, 103, 160, 160-162 

chemical, 169-170 

clastic, 167-169 

formation, 105 

Sedimentary strata, 160-163 

Sediment flows, 285 

Sediment load, of a stream, 227, 
231-234 
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stream velocity and, 232 

types of, 231-232 

Sediments, 167 

Seedless plants, 431-432 

Segawa River, 390 

Seismic gaps, 82, 83 

Seismic imaging, 466 

Seismic sea waves, 81, 216 

Seismic waves, 73-77 

and interior structure of Earth, 76-77 

P waves, 75, 76 

S waves, 75, 76 

Seismographs, 73, 74 

Selenium, 473 

Sepkoski, J. John, 436 

Serpentine, 108 

Sexual reproduction, 428 

and ecological diversity, 400-402 

Shaanxi Province (China) earthquake of 

1556,79,80 

Shale, 167, 168 

metamorphism, 173, 174, 175-176 

oil shales, 458, 462-463 

petroleum formation in, 460 

Shear waves, 75 

Shell fusion, 63 

Sherman Glacier, 264 

Shield volcanoes, 120, 120-121 

Shiprock (New Mexico), 125 

Siberia, permafrost in, 270 

Siccar Point (Berwickshire, Scotland), 8, 

9 
Sierra Nevada, 150 

Silica, in magma, 114 

Silicate anion, 95, 96 

Silicate minerals, 95-96, 97 
differential stress metamorphism, 

172-173 
Sills, 126 

Siltstone, 167, 168 

Silurian period, 163, 402, 459 

Silvereye birds, 413 

Sinkholes, 291-292 

Slate, 174, 175 

Slave craton, 179 

Slip faces, 298 

Slope failures, 285 

Smelting, 445 

Smith, William, 162 

Snow and ice cover, 251-254. See also 
Glaciers; Sea ice 

average annual: Northern Hemi
sphere, 252 

global warming and, 486 

periglacial zones, 268-271 

permafrost, 269-271 

Snow cycle, 252 

Snowline, 252-254, 253 

Sodium carbonate, 452 

Sodium chloride, 100 

Sodium sulfate, 452 

Soft water, 241 

Sognefjord, 294 

Soil erosion, 407, 409 

Soil profiles, 282-283 

Soils, 281-284 

ancient, 283, 299 

erosion, 283-284 

types, 283 

Solar eclipse, 53 

Solar energy, 465 

Solar nebula, 31 

Solar radiation, 13, 15 

absorption/scattering in atmosphere, 
317,319-320 

Solar system, 29-41. See also Planets 

origin, 30-34 

South American plate, 143, 146 

South China Sea, 197 

Southeast tradewinds, 345 

South Equatorial Current, 204, 205 

Southern Ocean, 197 

Southern Oscillations, 207, 208 

Species, 396-397, 399 

Specific gravity, minerals, 101 

Spectral classes, stars, 58 

Spectrum, 50 

sun's, 53-55, 54, 55 

Speed, of a wave, 50 

Sphalerite, 96, 447-448, 450 

Spits, 300, 301 

Spodosols, 282 

Spreading axis, 144 

Spreading centers, 106, 144-145, 147, 

148-149 

Spreading pole, 144 

Stable platforms, 179 

Star dunes, 298 

Stars, 57-59, 62-65 

evolution, 62-65 

Hertzsprung-Russel (HR) diagrams, 
62 

luminosity, 57-59, 62 

spectral classes, 58 

State, changes of, 323 

Stellar evolution, 62-65 

Stellar parallax, 59 

Steno, Nicolaus, 98 

Stocks, 126 

Stomata, 431 

Storms, 353-356 

Storm surges, 355 

Strata, 160 

Stratabound mineral deposits, 454 

Stratigraphic correlation, 162-163 

Stratigraphic superposition, 161 

Stratigraphy, 160-163 

breaks in the record, 161-162 

law of original horizonality, 161 

principle of stratigraphic superposi
tion, 161 

stratigraphic correlation, 162-163 

Stratocumulus clouds, 328-329, 329, 

330 

Stratopause, 318 

Stratosphere, 318 

Stratovolcanoes, 120-121, 121 

landslides, 285 

Stratus clouds, 329, 330 

Streak, minerals, 100 

Streak plates, 100 

Stream capture, 236 

Stream channels, 226-227 

channel types, 228-231 

velocity distribution, 229 

Streamflow, 226 
Streams, 226-236. See also Drainage sys

tems; Groundwater 

changes with distance along, 228 

discharge, 227-228 

erosion by, 228, 229 

floods, 234-235 

gradient, 227 

human impact, 242-243 

hydrodynamics of, 227-231 

landforms of, 288-290, 289 

sediment load, 227, 231-234 

Stress, and metamorphism, 172-173 

Striations, glacier produced, 293 

Stromatolites, 422, 423 

Subbituminous coal, 458 

Subduction: 

and fractional melting, 130-131 
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Subduction zones, 106, 147 

Submergence, 219, 302 

Subtropical jet stream, 347 

Sulfate minerals, 95, 96 

Sulfide deposits, 449 

Sulfide minerals, 95, 96 

Sumatra, 150 

Sun, 13, 15, 45-57. See also Solar 

radiation 

active regions, 55-57 

birth of, 30-31 
energy output variations, and glacial 

periods, 384 

energy source (fusion), 49-51 

life cycle, 63-64 

luminosity, 47-49, 57 

motion, 46-47 

physical properties, 46 

spectrum of, 53-55, 54, 55 

structure, 51-53, 52 

Sunset Crater, 120 

Sunspot cycle, 57 

Sunspots, 56-57 

Superior craton, 179 

Supernovas, 30, 65 

Superplumes, 380, 381 

Surf, 214-215, 300 

Surface waves, 75 

Surface zone, oceans, 202, 203 

Surges, of glaciers, 263, 265 

Susitna Glacier, 263 

Suspended load, 231 

S waves, 75, 76 

S wave shadows, 76 

Sylvite, 452 

Symbiotic relationships, 405, 424 

T 

Taconites, 454 

Talc, 101 

Tamboro, 4, 384 

Tanco pegmatite, 452 

T'ang Shan (China) earthquake of 1976, 

71 

Tars, 461-462 

Tar sands, 462 

Tasman Sea, 197 

Taxonomic hierarchy, 39table 

Taylor, Frank B., 137 

Tectogene, 155 

Tectonics, see Plate tectonics 

Telescopes, 60-61 

Temperate glaciers, 257, 261 

Temperature (air), 317 

ice ages, 373-374 

trends: global warming, 482 

Temperature (oceans), 201-202 

Tephra, 117, 118, 118-119 

conversion to igneous rocks, 130 

Tephra cones, 120, 121 

Terminal moraines, 296 

Terminus, glaciers, 259, 260 

Terraces, 289, 303 

Terranes, 184 

Terrestrial planets, 33, 35-38 

Tertiary period, 163, 432-433 

Texture, of rocks, 103 

igneous rocks, 128 

Theories, 4 

Theory of the Earth, with Proofs and 

Illustrations, 7, 8 

Thermocline, 202, 203 

Thermohaline circulation system, 210, 

211,211-212 

and glacial periods, 383-384 

Thermosphere, 318 

Thompson, Lonnie G., 272 

Thunder, 353-354 

Thunderstorms, 353-354 

Tibetan Plateau, 272 

Tidal bore, 217 

Tidal bulges, 217-218 

Tidal currents, 218 

Tidal power, 218 

Tide-raising force, 217 

Tides, 216-218 

as energy source, 14, 15, 465 

Till, 168, 294 

Tillites, 168 

Tilt, of Earth's orbit, 381, 382 

Time, 32-33 

Time scales: 

in earth science, 7 

geologic, 162, 163 

for global change, 472 

Toba volcano, 384 

Tombough, Clyde, 30 

Topographic relief, 278 

Tornadoes, 338, 354-355 

F-scale, 354, 355table 

tracking, 356-357 

Torricelli, Evangelista, 320 

TOTO (Totable Tornado Observatory), 
357 

Toxic wastes, groundwater contamina
tion by, 245-246, 473-474 

Trace gases, and greenhouse effect, 479, 
480table 

Tradewinds, 343, 345 

Transform fault margins, 147 152-153 

continental, 182-183 

Trans-Hudson orogen, 179 

Transpiration, 6 

Transverse dunes, 298 

Trap rock, 130 

Tree-ring dating, 366, 367, 385-386 

Tremolite, fibrous, 108 

Trenches, 149 

Triassic period, 163, 402, 432 

Tributaries, 228 

Trophic pyramids, 393 

Tropical rainforests, 390, 391 

Tropopause, 318 

Troposphere, 317-318, 346 

Tsunami, 81, 113,216 

Tucker, Compton, 411 

Tuffs, 130 

Turbulent stream flow, 228 

Tyrolean iceman, 360, 361 

U 

Ultramafic rocks, 155 

Ultraviolet radiation, 316 

Unconfined aquifers, 240 

Unconformities, in stratigraphy, 161 

Undertows, 215 

Uniformitarianism, 8-9 

and rock cycle, 107 

Uniform stress, 172 

Unsaturated zone, 236 

Uplift, 304, 305-306 

rate calculation, 303 

Upswelling ocean currents, 206-209 

Urals, 182 

Uranus, 30, 39 

V 

Valley glaciers, 254-255, 255, 260 

Valley margins, 289 

Valley winds, 351-352 

Vapor pressure, 323-324 

Varves, 168, 169 
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Vascular systems, plants, 431 

Vegetation: 

global warming and, 486 

ice ages, 371-372 

role in climate system, 362-363 

Veldt, 414 

Venus, 20-21, 21, 38 

atmosphere, 332-333 

Very long baseline interferometry 

(VLBI), 187 

Vesicles, 117 

Vesicular rock texture, 117 

Villarica, 69 

Vine, Frederick, 141 

Viruses, 417 

Viscosity, 115 

Visible spectrum, 50 

Vitreous luster, 100 

Volcanic eruptions, 113-114. See also 

specific Volcanic eruptions; Magma 

climate effects, 113, 114, 119, 384 

explosive, 117-119 

great eruptions of history, 124table 

hazards of, 123-124 

landslides associated with, 287 

Middle Cretaceous period, 380-381 

nonexplosive, 116-117 

post-eruption, 124-125 

and weather, 3-4 

Volcanic gases, 114 

Volcanic necks, 126 

Volcanic pipes, 126 

Volcanic rock, 125 
Volcanoes, 114. See also Magma; Vol

canic eruptions 

types, 120-123 
Volcanogenic massive sulfide deposits, 

449 
von Laue, Max, 98 

W 

Walker, James C. G., 332 

Ward, Wes, 306 

Warm fronts, 327 

Warping, 303 

Water, see also Groundwater; Oceans; 

Streams 

hard vs. soft, 241 

hydrologic cycle, 192-193 

and mass-wasting, 284-285 

Water cycle, of the oceans, 5-6 

Water masses, oceans, 210-211 

Water pollution, 244-246 

Water table, 236-237 

and cave formation, 291 

Water vapor, in atmosphere, 315-316, 

322-325, 480. See also Clouds 

Water vapor capacity, 323-324 

Watt (energy unit), 14 

Wave base, 213 

Wavelength, 50, 213 

Wave refraction, 215-216 

Waves, 50 

Waves, ocean, see Ocean waves 

Weather, 314. See also Climate 

and air masses, 352-253 

historical records, 363-365 
severe storms, 353-356 

Weathering, 278-281. See also Denuda
tion; Erosion; Mass-wasting; Soils 

chemical, 279-280 

and phosphorus release, 406 

physical, 280-281 

Week, 32 

Wegener, Alfred, 137-138 

Weipa bauxite deposits, 456 

Welded tuff, 130, 130 

Wells, 239-240 

Welther, Barbra, 64 

West Antarctic Ice Sheet, 256 

West Australian Current, 205 

Western boundary currents, 205 

White dwarfs, 62 

Whittier (California) earthquake of 

1987, 87 

Windchill factor, 339 

Wind farms, 336, 337 

Windmills, 337 

Wind-produced landforms, 297-299 

Winds: 

global circulation patterns, 343-347 

harnessing, 337, 465 

local systems, 351-352 

Wind speed, 338 

factors affecting, 339-343 

Witwatersrand gold deposits, 454, 455 

World ocean, 197 

Wyoming craton, 179 

X 

X-ray diffraction, 98 

Y 

Year, 32 

Yellow River, 232 

Yellowstone National Park, 132, 395 

Yilmaz, Pinar Oya, 466 

Yosemite National Park, 280 

Younger Dryas event, 488-489 

Z 

Zaskar Range, 158 

Zinc, 454 

Zion National Park, 8 

Zircon, 303 

Zodiac, 47, 47, 48 




