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Preface
The evolution of Earth–space systems and networks in recent years has been accelerating at an 
extraordinary pace. The satellite systems have merged into a global integrated network provid-
ing telecommunication, navigation, broadcasting, and Earth observation services to the users. The 
 reliable communication is constrained by the radio propagation effects of the Earth–space links. 
The accurate design of Earth–space systems requires a comprehensive knowledge of the various 
propagation media and phenomena that differ on the frequency and the type of application. The 
choice of the relevant channel models is crucial in the design process and constitutes an important 
step in performance evaluation and testing of Earth–space systems.

The subject of this book is built around the two characteristic cases of satellite systems: the fixed 
satellite and the mobile satellite systems. The book presents the state of the art in satellite channel 
modeling. The frequencies of interest range from 100 MHz to 100 GHz (from VHF to W band), 
whereas the use of optical free-space communications is envisaged.

This book includes chapters that analytically present the state of the art in channel modeling 
and characterization of next-generation multiple-antennas fixed and mobile satellite systems, as 
well as propagation phenomena and fade mitigation techniques. Chapters presenting the research 
and the well-accepted satellite community results for land mobile satellite and tropospheric attenu-
ation time-series synthesizers are also included. Moreover, research advances on space–time tro-
pospheric propagation fields and optical satellite communication channel models are presented. 
Aeronautical communications channel characteristics and modeling and the relative radio wave 
propagation campaigns and stratospheric channel model for various applications and frequencies 
are also covered. Finally, propagation effects on satellite navigation systems and the corresponding 
models are included in this book.
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1 Next-Generation MIMO 
Satellite Systems
From Channel Modeling to 
System Performance Evaluation

Konstantinos P. Liolis and Pantelis-Daniel Arapoglou

1.1 INTRODUCTION

Satellite communications (SatCom) are currently undergoing a strong expansion to follow the dra-
matic increase in demand for higher capacity, improved quality of service (QoS), and ubiquitous 
connectivity. Characteristic examples of emerging paradigms in SatCom are the hybrid satellite/
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terrestrial transmission systems based on the ETSI (European Telecommunications Standardization 
Institute), DVB-SH (Digital Video Broadcasting—Satellite to Handheld) (DVB-SH, 2008), and 
DVB-NGH (Digital Video Broadcasting—Next-Generation Handheld) (DVB-NGH, 2013) stan-
dards that provide rich multimedia broadcast content to mobile users. Although benefiting from 
their large geographic coverage, satellite networks have some limitations compared to terrestrial 
networks, which make them suitable mainly for serving sparsely populated areas. Under these limi-
tations, new advanced technologies at the physical layer and system level are urgently required 
to boost the performance of SatCom and follow the capacity growth trends of terrestrial wireless 
communications.

In this course, the utilization of multiple-input multiple-output (MIMO) technology is a very 
promising candidate. In the last few years, single-user (SU) and multiuser (MU) MIMO trans-
mission systems have received significant attention from both the research community and the 
wireless industry due to their impressive potential capacity gains with respect to the conventional 
single-input single-output (SISO) transmission systems (Mietzner et al., 2009). The appealing gains 
obtained by SU MIMO techniques in terrestrial cellular and WiFi networks generate further inter-
est in investigating the applicability of the same principle in satellite networks (Arapoglou et al., 
2011a). However, the fundamental differences between the terrestrial and the satellite channels 
make such applicability a nontrivial and nonstraightforward task but instead, a rather challenging 
research subject. These differences are mainly related to the requirement for having line-of-sight 
(LOS) reception of satellite signals (due to the limited power arriving on the ground) and to the 
absence of scatterers in the vicinity of the satellite, which eliminate multipath-fading profiles over 
the space segment and lead to an inherent rank deficiency of the MIMO channel matrix. Further 
details on such key differences, which justify the increasing interest of the research community in 
MIMO SatCom, are highlighted in Horvath et al. (2007), Liolis et al. (2007), and Arapoglou et al. 
(2011a); and Petropoulou et al. (2014).

DVB-SH is a satellite-driven standard first published in 2007 (DVB-SH, 2008) that does not 
foresee any type of MIMO application. Nevertheless, this air interface has been adopted in the 
majority of research and development (R&D) works as the baseline system configuration, which 
is then extended to introduce MIMO applications. On the other hand, DVB-NGH was published 
in 2013 (DVB-NGH, 2013) and includes a sheer terrestrial base profile, a sheer terrestrial MIMO 
profile, a hybrid satellite/terrestrial profile, and a hybrid satellite/terrestrial MIMO profile, the last 
three being optional (Jokela et al., 2012).

Both DVB-SH and DVB-NGH standards in general refer to satellite digital multimedia broad-
casting (SDMB) systems. SDMB systems are used for the provision of digital mobile broadcasting 
at L (1/2 GHz) or S (2/4 GHz) frequency bands by means of geostationary or highly elliptical orbit 
satellites and a complementary ground component (CGC) to cover urban areas (see Figure 1.1). 
The typical applications envisaged are audio/video broadcasting and software updates for mobile 
platforms, an example being the commercially successful U.S. Sirius XM Radio system (DiPierro 
et al., 2010). The broadcasting mission of SDMB systems can be complemented by some interac-
tive return link capability for messaging services (Scalise et al., 2013), leading to interactive mobile 
satellite systems (Gallinaro et al., 2014).

Regarding the type of coverage, for European scenarios, a few linguistic beams reusing the system 
bandwidth in, for example, a three-color frequency reuse scheme is a suitable approach (Gallinaro 
et al., 2014) to customize the digital content to the specific language adopted in each region cov-
ered. This multibeam approach allows to focus the satellite power better and reuse the frequency 
among the beams when there is enough isolation. The satellite also feeds the CGC, which is typically 
deployed in densely populated urban areas, at Ku-band. The CGC repeaters typically convert the 
Ku-band downlink CGC feeder link signal into an S- or L-band DVB-SH terrestrial signal, either in 
the same (single-frequency network, SFN) or in a different (multiple-frequency network, MFN) fre-
quency band. An alternative coverage paradigm is the single beam continental U.S. coverage adopted 
by Sirius XM, where there is no need to service different languages over the coverage area.
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Fundamental in building any MIMO system are the MIMO channel degrees of freedom and 
diversity it offers. The possible diversity sources that can be exploited in a satellite environment to 
form an MIMO matrix channel are identified in Karagiannidis et al. (2007). This chapter focuses 
on two types of diversity, namely polarization and spatial, which result in two respective MIMO 
satellite system configurations for L/S-band SDMB systems: (i) Scenario A: single-satellite/dual-
polarization diversity configuration (see Figure 1.2) and (ii) Scenario B: dual-satellite diversity/
single-polarization configuration (see Figure 1.3). For these two MIMO satellite system configura-
tions, a novel unifying statistical model of the underlying MIMO land mobile satellite (LMS) fad-
ing channels is described, which extends the model in Liolis et al. (2010), Liolis (2011), and has not 

Gateway
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UTUT
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Urban area Rural area

CGC

FIGURE 1.1 DVB-SH system architecture.
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FIGURE 1.2 Single-satellite/dual-polarization diversity configuration: 2 × 2 MIMO LMS channel.
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been presented before in the literature. This generalized 2 × 2 MIMO LMS channel model unifies 
both cases of dual-polarization diversity and dual-satellite diversity, is fully parameterized, and can 
be easily fine-tuned upon the availability of experimental data. In addition, a useful step-by-step 
recipe of the corresponding MIMO LMS time-series generation for use in computer simulation is 
provided.

Beyond propagation channel-modeling aspects, the chapter also addresses performance evalu-
ation aspects of satellite systems employing MIMO signal-processing techniques particularly well 
aligned with the proposed MIMO LMS channel. In this regard, the outage capacity statistics of 
MIMO LMS-fading channels well suited to SDMB systems are evaluated through computer simula-
tions. Moreover, useful numerical results obtained through end-to-end system computer simulations 
are provided, which assess the gain of MIMO techniques over dual-polarized satellite systems.

The outcomes of recent European Space Agency (ESA) cofunded R&D activities, focusing on 
MIMO satellite channel measurements and hardware (HW) demonstration, are also overviewed. 
For completeness of this chapter, other open or ongoing research avenues of MIMO over satellite are 
briefly reviewed in the last section. The chapter concludes with general comments and directions on 
the applicability of MIMO technology over next-generation satellite systems.

1.2 MIMO SATELLITE SYSTEM CONFIGURATIONS

Two specific MIMO satellite system configurations for L/S-band SDMB systems are considered 
hereinafter:

• Scenario A: Single-satellite/dual-polarization diversity configuration (see Figure 1.2)
• Scenario B: Dual-satellite diversity/single-polarization configuration (see Figure 1.3)

1.2.1 Scenario a: Single-Satellite/Dual-Polarization DiverSity configuration

In Figure 1.2, both types of coverage (linguistic beam and single beam) lend themselves to a dual-
polarization per beam (DPPB) MIMO architecture (Liolis et  al., 2010; Arapoglou et al., 2011b), 
which consists of a single geosynchronous equatorial orbit (GEO) satellite with two right/left-hand 

UT

LHCP LHCP

LHCPLHCP

Satellite 2Satellite 1

FIGURE 1.3 Dual-satellite diversity/single-polarization configuration: 2 × 2 MIMO LMS channel.
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circularly polarized transmit antenna (RHCP/LHCP) set up as a DPPB payload and a user terminal 
(UT) with two colocated circularly polarized receive antennas. A vehicular type of UT is assumed.

The choice of circular polarization is related to the legacy coming from SISO mobile satellite 
systems to avoid the effect of Faraday rotation (depolarization). Nevertheless, as both polarizations 
are being transmitted, Faraday rotation can be removed at the receiver by operating in the polariza-
tion domain. Note that at the satellite antenna side, typically the antenna feed provides two linear 
polarization ports. The two circular polarizations can then be simply obtained using two different 
orthomode transducer topologies able to simultaneously generate the RHCP/LHCP inputs (ESA 
TAS-E, 2012). For a given overall radio frequency (RF) payload power, the transmission in two dis-
tinct polarizations within the same beam has the further advantage of reducing by 3 dB the power 
handling in the high-power part of the payload.

To perform a fair comparison between conventional SISO and dual-polarization MIMO systems, 
it has been assumed that the same overall RF satellite power will be present in a single- or dual- 
polarization system. While the satellite RF power is the same using DPPB, it allows doubling the 
available bandwidth per beam. From a system point of view and as explained in Arapoglou et al. 
(2010), adopting a DPPB architecture leads to an increased interbeam interference that depends 
on the number of beams and the frequency reuse scheme; this limits the operational signal-to-
noise-plus-interference ratio (SNIR). The design of a multibeam (linguistic) payload for European 
coverage using DPPB has been performed in ESA TAS-E (2012). In Byman et al. (2015), typical 
S-band SDMB link budgets for both a European multibeam linguistic beam and a single beam 
(continental U.S.-like) cases are provided. For the multibeam (linguistic) case, the LOS edge-of-
coverage SNIR for a vehicular type of terminal amounts to about 11.5 dB. In the single-beam case, 
thanks to the absence of another beam interference, the SNIR increases to 20 dB.

1.2.2 Scenario B: Dual-Satellite DiverSity/Single-Polarization configuration

In the joint use of two satellites (satellite or orbital diversity), the diversity is obtained by having 
two satellites separated by angular separation (see indicatively Lutz, 1996; Vazquez Castro et al., 
2002; Heuberger, 2008; DiPierro et al., 2010; Pérez-Neira et al., 2011). In Figure 1.3, both satellites 
transmit in single polarization (i.e., either RHCP or LCHP) resulting either in a distributed 2 × 1 
SISO configuration (single-antenna UT) or a distributed 2 × 2 MIMO configuration (dual-antenna 
UT, i.e., with antenna diversity). A vehicular type of UT is assumed.

A critical aspect of this scenario is the separation of the two satellites in the GEO arc in relation 
to the elevation angle toward them and the correlation properties of the channels formed by the two 
Earth–space paths. However, the blocking point for applying dual-satellite MIMO in SFN SDMB 
systems is the relative delay in the arrival of the signals originating from the two satellites, which 
is expected to be very large for any meaningful (from a channel correlation point of view) range of 
angular separations and, due to the broadcasting nature of the service, cannot be precompensated 
at the transmitter side. The result is that achieving synchronization and decoding the two streams 
becomes unfeasible in SFN mode. In case of MFN, a dual-satellite MIMO configuration has not 
been investigated so far, mainly because it requires two satellites in a simultaneous view, which 
is economically considered a less-attractive option. Results from a feasibility analysis on the use 
of orthogonal frequency division multiplexing (OFDM) as a potential countermeasure against the 
inherent issue of the relative delay in satellite diversity are provided (see Figure 1.13 later in chapter).

1.3  OVERVIEW OF RELEVANT STATE-OF-THE-ART WORK 
IN MIMO LMS CHANNEL MODELING

Before introducing the MIMO LMS channel model in the following section, it is important that we 
set the landscape of past modeling approaches referring to dual-polarization MIMO. Early devel-
opments included the dual-polarization channel model in Sellathurai et al. (2006) to support the 



6 Radio Wave Propagation and Channel Modeling for Earth–Space Systems

corresponding signal-processing schemes. The very first set of MIMO LMS measurements was 
conducted in Guildford, UK, at 2.45 GHz and presented in King (2007) and King and Stavrou 
(2007). To emulate the satellite scenario, an artificial terrestrial platform acting as the satellite 
transmitter was installed on a hilltop transmitting to a mobile vehicle (van) acting as a mobile ter-
minal. Large- and small-scale first- and second-order statistics were recorded, along with correla-
tion statistics over the delay and spatial/polarization domains. The data collected also enabled the 
development of a statistical MIMO LMS channel model.

On the basis of the same principles as King (2007) and King and Stavrou (2007), a flexible sta-
tistical MIMO LMS channel was introduced in Liolis et al. (2010). The main assumptions of this 
model, which is in wide use and will be further elaborated in the following section, are

• Log-normal distribution is assumed for the large-scale fading.
• Small-scale fading is generated separately and added to the large-scale fading.
• A Markov or semi-Markov process is used for modeling the change of channel state (e.g., 

good/bad state).
• For each environment, different statistics apply.

A consolidation of the statistical approach in MIMO LMS channel modeling is attempted in 
Carrie et al. (2013).

A second set of dual-polarization MIMO LMS measurement results came from the ESA 
MIMOSA project (Eberlein et  al., 2011; ESA MIMOSA, 2012), which covers two measurement 
campaigns: the first measurement campaign was performed in August 2010 at Erlangen and Lake 
Constance and its goal was to allow statistical analysis of the dual-polarized 2 × 2 MIMO channel 
from a real S-band satellite. A complementary measurement campaign (channel sounder-based field 
trial) took place in Berlin in March 2011, using a high tower for satellite transmission emulation 
aiming at covering the detailed evaluation of selected scenarios with respect to channel frequency 
selectivity and angle of arrival.

In Cheffena et al. (2012), an MIMO LMS channel model is parameterized by means of a physical 
model based on the multiple-scattering theory, which accounts for the signal attenuation and scatter-
ing by trees. Moreover, finite-difference time-domain electromagnetic computations are performed 
to characterize the scattering pattern of an isolated tree, and to calculate the MIMO-shadowing 
correlation matrix. In King et  al. (2012), the procedure for implementing a simple empirical–
stochastic-based model for the dual circular polar MIMO LMS channel is presented along with 
results to validate the model at low elevation. Given the simplicity of generating a Markov chain and 
correlated small- and large-scale fading, it is proposed as being highly appropriate for conformance 
testing for satellite MIMO applications.

The vast majority of the state-of-the-art MIMO LMS channel models listed above is based on 
a statistical narrowband approach. Instead, a completely different variant of MIMO LMS channel 
modeling is presented in Burkhardt et al. (2014) referred to as Quadriga model and based on the 
WINNER II class of channel models (EC FP6 IST, 2007). The WINNER II is a terrestrial wideband 
model relying on a mixed statistical and deterministic approach that in Quadriga is adapted to the 
satellite case allowing for antenna effects to be taken into account through angle-of-arrival modeling.

1.4 UNIFYING STOCHASTIC MIMO LMS CHANNEL MODEL

For the two MIMO satellite system configurations introduced, a novel unifying statistical model of 
the underlying MIMO LMS-fading channels is hereinafter proposed, which has not been published 
before. The modeling philosophy can be summarized as follows: even if limited (or no) experimen-
tal MIMO LMS channel models are available, statistical MIMO LMS channel models can be built 
by relying on solid modeling principles that allow for consolidating the model parameters when-
ever a plethora of datasets become available. In this regard, the proposed MIMO LMS channel 
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model takes into account the existing vast literature on SISO LMS and MIMO wireless channel 
modeling as well as the few experimental results available in the MIMO LMS context as appropri-
ate. However, the more experimental datasets become available, the better the parameterization can 
become.

Emphasis is put on the characterization of the downlink channel, that is, from the satellite(s) 
to the UT. Owing to the local environment in the vicinity of the mobile UT (i.e., mostly adjacent 
buildings and vegetation), the LOS link between the satellite(s) and the UT might be clear, partially 
or even fully obstructed that gives rise to multipath, shadowing, and blockage effects. The result-
ing fading channel is assumed to be narrowband (i.e., frequency nonselective) since the multipath 
echoes are not significantly spread in time (Loo, 1985; Pérez-Fontán et al., 2001; Prieto-Cerdeira 
et al., 2010).

In the following, the speed of the mobile UT is denoted by v (m/s) whereas the satellite elevation 
angle is denoted by θ (deg). Under the assumptions stated above, the MIMO LMS channel assumed 
in both Scenario A and Scenario B is modeled by a 2 × 2 MIMO fading channel matrix H = [hij] 
(i,j = 1,2), where hij represent the complex fading components of the four SISO LMS subchannels 
formed between the transmit and receive sides. Note that hij incorporate both the large-scale fading 
effects (i.e., those accounting for direct LOS shadowing) and the small-scale fading effects (i.e., 
those accounting for a diffuse multipath). For both Scenario A and Scenario B, a common unifying 
modeling methodology is followed comprising five main steps:

• Modeling of SISO LMS subchannel effects
• Modeling of cross-channel discrimination effects
• Modeling of spatial correlation of large-scale fading components
• Modeling of spatial correlation of small-scale fading components
• Modeling of temporal correlation

1.4.1 MoDeling of SiSo lMS SuBchannel effectS

For the modeling of the envelope |hij| (i,j = 1,2), the vast literature of SISO LMS channel model-
ing is employed. In this chapter, the Loo distribution (Loo, 1985) is assumed for |hij| because it 
has been fundamental to the modeling of the SISO LMS channel (Pérez-Fontán et al., 2001) and 
has been extensively used and validated in the frame of DVB-SH standardization (DVB-SH IG, 
2008).

Under this assumption, the 2 × 2 MIMO LMS-fading channel matrix H is expanded as

 
H H H= = + = + =[ ] [ ] [ ] ( )h h h i jij ij ij

� � , ,21
 

(1.1)

where

 
h h j h j h j i jij ij ij ij ij ij ij= = + =| | exp( ) | | exp( ) | | exp( ) (φ φ φ� � , ,21 ))

 
(1.2)

φij , �φij  are uniformly distributed over [0,2π), the envelope | |hij  of the large-scale fading components 
is assumed lognormally distributed with parameters (α, ψ), and the envelope | |�hij  of the small-scale 
fading components is assumed Rayleigh distributed with parameter MP. Thus, the Loo probability 
density function (PDF) of the overall envelope |hij| (i,j = 1,2) is given by (Loo, 1985)
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where α = 20 log10[exp(μ)] is the mean and ψ = 20 log10[exp( d0 )] is the standard deviation of the 
lognormally distributed large-scale fading components, MP = 10 log10(2b0) is the average power of 
the Rayleigh-distributed small-scale fading components (α, ψ, and MP are all expressed in dB, rela-
tive to LOS), and I0(⋅) is the modified Bessel function of the first kind and zero order.

The Loo statistical parameter triplet (α, ψ, MP) refers to the experimental dataset that is origi-
nally presented in Pérez-Fontán et al. (2001) and further properly revised in Prieto-Cerdeira et al. 
(2010). The specific choice of these parameters is pertinent to each operational scenario assumed. 
That is, different (α, ψ, MP) are obtained for different frequency bands: L (1/2 GHz) and S (2/4 GHz); 
for different user environments: intermediate/heavy/light tree shadowed, urban, suburban, and open 
rural; and for different elevation angles: θ = 40–80° (S-band) and θ = 10–70° (L-band). Specifically, 
two sets of narrowband experimental data were taken into account in Pérez-Fontán et al. (2001); 
Prieto-Cerdeira et al. (2010): one at S-band and another one at L-band. Both datasets were measured 
in moving-vehicle conditions. In this respect, note that the originally derived SISO LMS channel 
model in Pérez-Fontán et al. (2001) assumes a three-state Markov model with, namely, “clear LOS,” 
“moderate shadowing,” and “deep shadowing” states, whereas the revised model in Prieto-Cerdeira 
et al. (2010), which is adopted here, assumes a two-state semi-Markov model with “GOOD” and 
“BAD” states. According to the semi-Markov-state model (Bråten and Tjelta, 2002), the nonfade 
duration distribution, that is, the duration of the “GOOD” state is given by a power law distribution 
and that of the “BAD” states is given by a lognormal distribution. The methodology to obtain the 
Loo parameters (α, ψ, MP) based on tabulated experimental datasets is detailed in Prieto-Cerdeira 
et al. (2010).

Unlike the SISO LMS case where the characterization of statistical distribution for |hij| (i,j = 1,2) 
would suffice, in the MIMO LMS case addressed here, there are fundamental differences mainly 
due to the presence of multiple antenna elements both at the transmit and receive sides. The model-
ing of these differences is dealt with next for both cases of Scenario A and Scenario B.

1.4.2 MoDeling of croSS-channel DiScriMination effectS

1.4.2.1 Scenario A
In the case of polarization diversity, the cross-channel discrimination is referred to as cross-polar 
discrimination (XPD). The XPD of the large-scale fading components hij(i,j = 1,2) is related only to 
the XPD of the antenna, denoted by XPDant, whereas the XPD of the small-scale fading components 
�hij  (i,j = 1,2) is related to both XPDant and the cross-polar coupling (XPC) of the propagation envi-
ronment, denoted by XPCenv. Note that the antenna that is mainly critical in the presented analysis 
is that of the UT (i.e., reception side), whose XPD in most practical configurations of satellite net-
works is not greater than 15 dB. On the contrary, the XPD of the satellite antenna (i.e., transmission 
side) is assumed to approximate ∞ due to its very large value in practice. Thus, XPDant will denote 
hereinafter only the UT antenna XPD, which critically affects the analysis.

The power imbalance between the co-polar and cross-polar components in the cases of 0°/90° 
and ±45° polarization diversity configurations was investigated in detail in Oestges et al. (2004) 
and Sørensen et al. (1998) in the context of fixed, wireless, and mobile radio channels, respectively, 
through experimental results and, in particular, through the branch power ratio defined (in dB) as

 BPR = 10 10 11
2

22
2log ( [| | ] [| | ])E h E h/  (1.4)

where h11 and h22 refer to copolar components and E[.] denotes the expectation operator. In most 
examined scenarios, specifically those related to the ±45° polarization diversity case, it was found 
that BPR = 0 dB, that is, symmetry can be assumed. Thus, for the R/L-HCP circular polarization 
diversity of interest, symmetry is also assumed. This assumption is in line with experimental results 
obtained in the context of LMS channels and reported in King and Stavrou (2007), which further 



9Next-Generation MIMO Satellite Systems

indicate such power balance. On the basis of this symmetry assumption, the power of the small- and 
large-scale fading components is given by
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where i,j = 1,2, (α, ψ, MP) are expressed in linear scale (i.e., not in dB), βant ∈ [0,1] depends only on 
XPDant, and γ ∈ [0,1] depends on both XPDant and XPCenv.

Concerning the relationship between the XPD modeling factors βant and γ in Equations 1.5 and 
1.6 as well as the actual measurable parameters XPDant and XPCenv, one gets

 
XPDant ii ij ant antE h E h= = −10 10 110

2 2
10log ( [| |] [| | ]) log [( ) ]/ /β β

 
(1.7)

 XPCenv env env= −10 110log [( ) ]γ γ/  (1.8)

 γ β γ β γ= − + −ant env ant env( ) ( )1 1  (1.9)

γenv is related to the XPC of the propagation environment, XPCenv. Several works such as Lempiäinen 
and Laiho-Steffens (1998), Sellathurai et al. (2006), Brown et al. (2007), King (2007), and King and 
Stavrou (2007) propose specific values for parameters XPDant, XPCenv based on extensive measure-
ment campaigns, which are also taken into account in this chapter for Scenario A. Typical values of 
these parameters are provided in Table 1.1.

1.4.2.2 Scenario B
In the case of satellite diversity, similar to the cross-polarization discrimination effect, the attenu-
ation experienced from the different satellite depending on the receive antenna radiation pattern 
is taken into account. If ε ∈ [0,1] is a parameter depending on the antenna radiation pattern and 
denoting the cross-channel attenuation effect due to satellite discrimination, each receiver antenna 
is assumed to receive the signal from one satellite and attenuate the signal from the other satellite by 

ε ε/( ).1−  Thus, assuming symmetry in the problem, the cross-satellite antenna attenuation factor 
XSDant affecting the large-scale fading components hij  (i,j = 1,2) is modeled (in dB) as

 
XSDant ii ijE h E h= = −10 10 110

2 2
10log ( [| | ] [| | ]) log [( ) ]/ /ε ε

 
(1.10)

As an illustration, for hemispherical antenna radiation patterns, ε = 0.5 and thus XSDant = 0 dB.

Regarding the small-scale fading components �hij  (i,j = 1,2) in Scenario B, similar to the cross-
polarization discrimination effect in Scenario A, the attenuation experienced from the satellite 
depending on the receiver antenna radiation pattern is taken into account. Thus, assuming a similar 
symmetry in the problem and by simply interchanging ε and γ in Equations 1.5 and 1.6, similar 

expressions can be derived for E hij[| | ]2  and E hij[| | ]� 2  in the case of satellite diversity, as well.

1.4.3 MoDeling of SPatial correlation of large-Scale faDing coMPonentS

Owing to the huge Earth–space distance and the colocation of multiple antenna elements at the UT, 
the large-scale fading components hij  (i,j = 1,2) undergo a strong spatial correlation. If C denotes 
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the 4 × 4 positive semidefinite Hermitian covariance matrix for the large-scale fading components, 
a 2 × 2 channel matrix Hw corr,  with spatially correlated, identically distributed, and circularly sym-
metric complex Gaussian elements of zero mean and unit variance is generated as

 vec vecw corr w( ) ( ),
/H C H= ⋅1 2

 (1.11)

where vec(.) denotes the operator that stacks a matrix into a vector column wise, and Hw is the 2 × 2 
channel matrix with spatially uncorrelated, identically distributed, and circularly symmetric com-
plex Gaussian elements of zero mean and unit variance. After appropriately incorporating the mean 
α (dB) and standard deviation ψ (dB) obtained from Prieto-Cerdeira et al. (2010) in the Gaussian 
channel matrix Hw corr,  and then exponentiating to generate the lognormal channel matrix, the spa-
tially correlated 2 × 2 MIMO channel matrix H  accounting for the large-scale fading components 
comes up in the form

 vec vec w corr( ) [ ( ) ( / ) ( / )],H H= ⋅ +10 20 20ψ α
 (1.12)

The covariance matrix C in Equation 1.11 is different for the two considered cases of polariza-
tion diversity (Scenario A) and satellite diversity (Scenario B).

1.4.3.1 Scenario A

In the case of polarization diversity, experimental results characterizing C in the MIMO LMS 
context are reported in King (2007). Although these results refer to low satellite elevation angles, 
the polarization correlation coefficients affecting the large-scale fading components get relatively 
high values (i.e., close to 1) for all user environments examined. This indicates that even in the more 
general and practical case of higher-elevation angles, the polarization correlation coefficients will 
also get similarly high values and thus the same matrices C are also considered in this chapter (see 
Table 1.1).

At this point, note that in Carrie et al. (2013), it is claimed that the covariance matrix C proposed 
in King (2007) can be used to validate channel models but cannot be used as input parameters to 
state-oriented channels models. To this end, it is shown that the covariance matrix C is closely 
connected to the states parameters and a procedure is proposed to extract C from an experimental 
dataset that is compatible with state-oriented channel models (Carrie et al., 2013).

1.4.3.2 Scenario B
In the case of satellite diversity, there are scarce experimental results available in the literature 
(Milojevic et al., 2009), especially characterizing C in the MIMO LMS context. Nonetheless, based 
on the vast literature on SISO LMS channel modeling, here, it is proposed to model the shadowing 
correlation matrix C in the MIMO LMS case of interest as

 

C =



















1 1

1 1

1 1

1 1

ρ ρ
ρ ρ

ρ ρ
ρ ρ

w w

w w

w w

w w  

(1.13)

where ρw is the spatial correlation coefficient introduced in the large-scale fading components hij  
(i,j = 1,2) between two different satellites and the same receiver antenna. Note that due to the huge 
Earth–space distance and the relative smaller antenna elements’ separation distance, Equation 1.13 
further assumes that the spatial correlation introduced in the links between two receiver antennas 
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and the same satellite equals to 1 whereas that between the links from different satellites and differ-
ent receiver antennas equals to ρw considering that the satellite correlation dominates.

However, note that C in Equation 1.11 models the spatial correlation introduced among Gaussian 
channel inputs. Thus, to calculate the actual (measured) correlation coefficient ρLN  characterizing 
the lognormally distributed large-scale fading components, the following transformation applies 
(Liolis et al., 2007):

 
ρ ρ ψ ψ ψ ψLN w= − − −[exp( ) ] (exp( ) )(exp( ) )1 2 1

2
2
21 1 1/

 
(1.14)

where ψi (i = 1,2) are the standard deviations of the lognormally distributed large-scale fading com-
ponents hij (i,j = 1,2). That is, Equation 1.14 takes into account the general case of ψ ψ1 2≠  that 
corresponds to the case where the two satellites are characterized by different elevation angles 
(unbalanced satellite diversity). The shadowing correlation coefficient ρLN  in satellite diversity con-
figurations has been studied extensively based on experimental measurement campaigns for differ-
ent user environments, for example, in Vazquez Castro et al. (2002), Heuberger (2008), and Lacoste 
et  al. (2011), where it has been shown to depend on the mobile user environment, the azimuth 
separation of the two satellites, and their elevation angles. Also note that ρLN  has been estimated 
in the relevant literature as averaged over all channel states (i.e., possible combination of “GOOD” 
and “BAD” channel states). As no information is currently available for characterizing the spatial 
correlation introduced per channel state, the same correlation coefficient ρLN  is assumed here for 
all channel states.

1.4.4 MoDeling of SPatial correlation of SMall-Scale faDing coMPonentS

Owing to the angular spread δθ of the multipath components and the colocation of multiple antenna 
elements at the UT, the small-scale fading components hij (i,j = 1,2) also suffer from spatial correla-
tion, that is,

 vec vec w( ) ( )/� � �H C H= ⋅1 2
 (1.15)

where �Hw is the 2 × 2 channel matrix with independent identically distributed zero-mean circularly 
symmetric complex Gaussian elements of variance MP obtained from Prieto-Cerdeira et al. (2010), 

and �C is the 4 × 4 positive semidefinite Hermitian covariance matrix for the small-scale fading 
components based on the Kronecker product approach (Chuah et al., 2002)

 
� � �C R R= ⊗tx

T
rx  (1.16)

where ⊗ denotes the Kronecker product operator, the superscript T denotes matrix transposition, 

and �Rtx , �Rrx  are the 2 × 2 positive semidefinite Hermitian, covariance matrices of the transmit and 
receive sides, respectively, regarding the small-scale fading components. On the basis of Equations 

1.15 and 1.16, the spatially correlated small-scale fading component �H  is given by (Chuah et al., 
2002)

 
� � � �H R H R= ⋅ ⋅rx w tx

1 2 1 2/ /
 (1.17)

To further model the covariance matrices �Rtx , �Rrx , the cases of polarization diversity (Scenario 
A) and satellite diversity (Scenario B) are treated differently.
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1.4.4.1 Scenario A

In the case of polarization diversity, based on Equations 1.5, 1.6, and 1.17, �Rtx , �Rrx  are given by

 

� � � �

�
R HHrx

H rx

rx

E
MP

MP
= =

−

−













[ ]
( )

( )

1
2

1 2 1

2 1 1

γ γρ

γ γρ
 

(1.18)

 

� � � �

�
R H Htx

H tx

tx

E
MP

MP
= =

−

−













[ ]
( )

( )

1
2

1 2 1

2 1 1

γ γρ

γ γρ
 

(1.19)

where the superscript H denotes matrix-conjugate transposition and �ρrx , �ρtx  are the spatial correla-
tion coefficients introduced in the small-scale fading components at the receive and transmit sides, 
respectively. Typical values for the parameters γ, �ρrx , and �ρtx  can be found in the relevant literature, 
for example, in Lempiäinen and Laiho-Steffens (1998), Sellathurai et al. (2006), King (2007), and 
King and Stavrou (2007), according to the corresponding scenario assumed.

1.4.4.2 Scenario B

By simply interchanging ε and γ in Equations 1.18 and 1.19, the relevant covariance matrices �Rtx , 
�Rrx  in Equation 1.17 can be derived for the case of satellite diversity, as well. The relevant small-
scale fading spatial correlation coefficients �ρrx , �ρtx  depend on the angular spread δθ of the multipath 
components, which in turn depends on the user environment, on the elevation angle, as well as on 
the antenna element separation distance Δ at the receive and transmit sides, respectively.

In the context of MIMO LMS channels employing satellite diversity, available results for the cor-
relation coefficients �ρrx , �ρtx  are reported in King et al. (2005) and King (2007) that, however, refer 
to relatively low separation distances between satellites where the assumption of the rays arriving 
approximately parallel at the mobile UT holds. Nevertheless, small-scale fading correlation coef-
ficients have been widely studied in the conventional MIMO terrestrial wireless communications 
literature (Mietzner et al., 2009). In the MIMO LMS case of interest though, the distribution of the 
multipath power along the elevation angle is also relevant (Shafi et al., 2006). Thus, in the absence 
of currently available valid experimental results for the small-scale fading correlation coefficients in 
the case of Scenario B, educated intuitive estimation on the values of �ρrx , �ρtx  is employed (see Table 
1.2). To this end, in the case where the satellite separation distance is sufficiently large (e.g., 30° 
[Heuberger, 2008; DiPierro et al., 2010]), �ρtx  will get relatively low values for all relevant user envi-
ronments assumed because of the absence of scatterers in the vicinity of each satellite. Regarding 
�ρrx , in urban environments, it is expected to be higher with respect to suburban and open rural envi-
ronments since the latter have usually more widely spaced clusters of scatterers, that is, δθ is lower 
in urban user environments with respect to suburban and open rural environments.

1.4.5 MoDeling of teMPoral correlation

To model the temporal correlation induced as the UT moves at a certain speed v in the LMS envi-
ronment, the following two different scales of channel temporal variations are considered: interstate 
and the intrastate channel temporal variations.

1.4.5.1 Interstate Temporal Variations
In the SISO LMS case, the temporal evolution of the large-scale fading components is characterized 
by a stochastic process c(t) given by

 
c t( ) =





0

1

BAD

GOOD  
(1.20)
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which is modeled by a first-order two-state Markov chain model with a given absolute state prob-
ability matrix WSISO and state transitions probability matrix PSISO for the specific user environment 
considered (Prieto-Cerdeira et al., 2010).

1.4.5.1.1 Scenario A
In the 2 × 2 MIMO LMS case of polarization diversity, as described above, the polarization correla-
tion coefficient gets relatively high values, which further indicates that all the SISO LMS sublinks 
between the satellite and the UT follow the same sequences of “GOOD” and “BAD” channel states. 
Thus, the resulting Markov chain model for the MIMO LMS case of interest is also a two-state one 
with absolute state and state transitions probability matrices being the same as in the SISO LMS case.

1.4.5.1.2 Scenario B
In the 2 × 2 MIMO LMS case of satellite diversity, to model the interstate channel temporal varia-
tions, a four-state Markov chain model is employed here such as that proposed in Lutz (1996). To 
generate this four-state correlated model, the only parameters needed are the single-link two-state 
transition probabilities, which are obtained from Prieto-Cerdeira et  al. (2010) assuming a first-
order Markov model; and the desired correlation coefficient ρLN  (Lutz, 1996; Vazquez Castro et al., 
2002; Heuberger, 2008). Note that to characterize this four-state Markov model, 12 independent 
transition probabilities would have to be determined, which would imply to make pairs of channel 
measurements for each kind of environment, for different pairs of elevation and azimuth angles. The 
approach taken into account here instead is to characterize a two-state Markov model for each SISO 
LMS link and then to combine them to obtain the four-state Markov model by means of the correla-
tion coefficient ρLN  (Lutz, 1996). Thus, given the two-state Markov model transition probabilities 
PSISO,i(bi,gi) (i = 1,2) characterizing each SISO LMS link, the four-state Markov model transition 
probability matrix becomes

 
P P CMIMO u temp= +

 
(1.21)

where

 

Pu

g g g g g g g g

g b g b g b
=

− − − −
− − −

( )( ) ( ) ( )

( ) ( )( )

1 1 1 1

1 1 1
1 2 1 2 1 2 1 2

1 2 1 2 1 22 1 2
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1 1
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( ) ( )( ) ( )
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−
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− − 11 2 1 21 1) ( )( )b b b− −



















 

(1.22)

and Ctemp ∈�4 4x  whose coefficients are built through ρLN  as analytically described in Lutz (1996).

1.4.5.2 Intrastate Temporal Variations
Regarding the intrastate channel temporal variations, within each channel state, as the mobile UT 
moves at a certain speed v, the large-scale fading components undergo a temporal correlation. To 
model a specific coherence distance, there is a low-pass filtering process introduced in the large-scale 
fading components as detailed in Gudmundson (1991). Although originally developed for terrestrial 
mobile radio systems, the model in Gudmundson (1991) has also been successfully validated through 
experimental results for LMS systems (King, 2007). In this regard, for each state, a Gaussian random 
sequence of samples with zero mean and unit variance is first generated. One sample per transmission 
block of duration T is assumed. These Gaussian samples are then low-pass filtered to introduce the tem-
poral correlation, using the following low-pass infinite impulse response (IIR) filter of one coefficient

 y x A yn n n= + ⋅ −1  (1.23)
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where A = exp(−vT/rc), T is the sampling time being equal to the transmission block, and rc is the 
coherence distance. The filtered samples are then scaled by (1 − A2) to restore the statistics of the 
samples before the filtering. Finally, based on Equations 1.11 and 1.12, the uncorrelated Gaussian 
samples generated (incorporated in matrix Hw) are transformed into spatially correlated lognormal 
samples (incorporated in matrix H) for a given covariance matrix C and statistical parameters (α, ψ).

Regarding the small-scale fading components, to model their induced temporal correlation 
within each state, a simplified approach to decrease central processing unit (CPU) simulation time 
is followed. To this end, the generated multipath channel samples are assumed constant during a 
transmission block T (i.e., full temporal correlation within each block) but change independently 
from block to block. T is assumed equal to the channel coherence time, that is, the channel is 
sampled only once per block, which significantly reduces the CPU simulation time. The channel 
coherence time depends on the mobile UT speed, the operating frequency, and the specific user 
environment assumed. Typical values for the channel coherence time can be found in Gudmundson 
(1991) and King (2007), and refer to 2.5–10 ms depending on the specific S-band channel scenario 
under consideration. Note that the assumed block-fading model suffices to conduct statistical out-
age analyses (Ozarow et al., 1994) in delay-limited systems (Hanly and Tse, 1995), as is the case in 
DVB-SH systems with a relatively short forward error correction (FEC) code (DVB-SH, 2008) and 
where the LMS channel is slowly fading. In the more general case where this assumption of trans-
mission block T does not hold, other more sophisticated approaches modeling the Doppler spectrum 
with a low-pass low-order Butterworth filter (Prieto-Cerdeira et al., 2010) can be followed.

1.5  UNIFYING MIMO LMS CHANNEL SIMULATOR 
STEP-BY-STEP METHODOLOGY

The following step-by-step procedure outlines a useful methodology for computer simulation and 
time-series generation of the derived MIMO LMS channels. The channel time-series generator 
can be easily integrated in a comprehensive end-to-end system simulator for in-depth performance 
assessment of advanced MIMO-enabled SDMB systems employing advanced space/frequency/
polarization time-coding techniques (Bhavani Shankar et al., 2012) (see Figure 1.4). Note that the 
proposed MIMO LMS channel simulator step-by-step methodology unifies both cases of polariza-
tion diversity (Scenario A) and satellite diversity (Scenario B).

Step 1: Definition of Markov chain and generation of random walk
• Obtain state frame length, absolute state probability matrix WSISO, and state transition 

probability matrix PSISO for the two-state Markov chain model as described in Prieto-
Cerdeira et al. (2010) for the specific user environment assumed.

Source
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Bit
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Bit
interleaver

Bit
deinter-
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demapper

Space/
frequency/

polarization–
time
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MIMO LMS
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FIGURE 1.4 Block diagram for end-to-end simulation of MIMO satellite system.
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• In the case of polarization diversity (Scenario A), assume a two-state Markov chain model 
similar to the one described in Prieto-Cerdeira et al. (2010) for the SISO LMS case. In the 
case of satellite diversity (Scenario B), follow the approach analytically described in Lutz 
(1996) and outlined above, based on which, a four-state Markov chain is created by means 
of the correlation coefficient ρLN  defined in Equation 1.14 between the two respective SISO 
LMS links. This results in the four-state Markov model transition probability matrix PMIMO.

• Let P(i,j) denote the transition probability from state i to state j, St the current state, St+1 the 
next state, and N the total number of possible states, that is, N = 2 (Scenario A—polariza-
tion diversity) and N = 4 (Scenario B—satellite diversity). Given the current state St, the 
next state St+1 can be generated as follows: Generate U ~ Uniform(0,1); set i = 1 and test the 
condition U P S i

j

i

t≤
=1Σ ( , ); if true, then the new state is St+1 = i; otherwise, test the condi-

tion for i = i + 1.

Step 2: Calculation of Loo statistical parameter set (α, ψ, MP)
• Each time a new channel state is reached, a Loo statistical parameter triplet (α, ψ, MP) 

is drawn from the corresponding joint distribution and for the specific user environment 
assumed, as described in detail in Prieto-Cerdeira et al. (2010).

Step 3: Generation of large-scale fading components
• For each state and for each polarization or spatial dimension, a Gaussian random sequence 

of samples with zero mean and unit variance is generated. One sample per transmission 
block of duration T is assumed.

• These samples are then low-pass filtered to introduce the temporal correlation, using the 
one-coefficient low-pass IIR filter of Equation 1.23.

• The filtered samples are then scaled by (1 − A2) to restore the statistics of the samples 
before the filtering.

• The spatial correlation among the Gaussian-generated samples of each dimension is intro-
duced using the covariance matrix C and the related operation in Equation 1.11, which 
results in a Gaussian spatially correlated 2 × 2 matrix with zero mean and unit variance.

• According to the lognormal statistical parameters (α, ψ) drawn in Step 2, these Gaussian spa-
tially correlated samples generated are then exponentiated accordingly as shown in Equation 
1.12 to generate the spatially correlated lognormally distributed 2 × 2 channel matrix H.

• The cross-channel discrimination (cross-polarization discrimination in Scenario A or 
cross-channel attenuation in Scenario B) effects with respect to the cochannel component 
are then introduced for the specific user environment assumed through the related opera-
tions in Equation 1.5, which results in the channel matrix H  of Equation 1.1.

Step 4: Generation of small-scale fading components

• Generate a 2 × 2 channel matrix �Hw assuming independent identically distributed zero-
mean circularly symmetric complex Gaussian elements with variance MP.

• Within each channel state, assume that the generated multipath channel samples are constant 
during a transmission block T but change independently from block to block. T is assumed 
equal to the channel coherence time, that is, the channel is sampled only once per block.

• The spatial correlation among elements of �Hw is introduced using the multipath covari-

ance matrices �Rtx , �Rrx  and the operations in Equations 1.15 and 1.16, which results in the 

spatially correlated small-scale fading matrix �H.
• The cross-channel discrimination (cross-polarization discrimination in Scenario A or 

cross-channel attenuation in Scenario B) effects with respect to the cochannel component 
are then introduced for the specific user environment assumed through the related opera-

tions in Equation 1.6, which results in the channel matrix �H  of Equation 1.1.
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Step 5: Combination of large- and small-scale fading components
• Combine the generated large- and small-scale fading components by simply adding the 

signals in each MIMO channel at each time sample as indicated in Equation 1.1, that is, 
H H H= + � . Note that the produced time series are normalized with respect to the LOS 
power level since the Loo statistical parameters (α, ψ, MP) in Prieto-Cerdeira et al. (2010) 
are normalized, as well.

1.6 MIMO SATELLITE SYSTEM PERFORMANCE EVALUATION

Next, useful numerical results on the MIMO satellite systems performance are provided based 
on the proposed MIMO LMS channel models for both cases of polarization diversity (Scenario A) 
and   satellite diversity (Scenario B). To this end, specific MIMO LMS channel scenarios are 
assumed for each case whose proposed parameters pertinent to the analysis are given in Tables 1.1 
and 1.2, respectively. Moreover, the outage capacity Cout,q (i.e., the information rate guaranteed for 
(1 − q)100% of the channel realizations (Ozarow et al., 1994)) of an MIMO LMS channel is evalu-
ated through Monte Carlo simulations over 10,000 channel realizations using the proposed MIMO 
LMS channel simulator. Note that since broadcasting systems are of interest, the channel H is con-
sidered perfectly known only to the UT receiver (via training and tracking) while the transmitter is 
assumed to have no channel knowledge. In addition, the performance of specific MIMO transmis-
sion techniques over MIMO LMS channels is evaluated through detailed computer simulations 
based on the proposed channel model for Scenario A.

1.6.1 Scenario a

First, the time series generated for the 2 × 2 MIMO LMS channel in the case of polarization diver-
sity assuming operation in an open rural, suburban, and urban environment is illustrated in Figure 
1.5. Input parameters assumed are the ones reported in Table 1.1. A sequence of “GOOD” and 
“BAD” channel states along the UT-traveled distance can be seen. Within each user environment, 
note that the level of all “GOOD” states is not the same. This also applies for all “BAD” states and it 
is because every time a new channel state is reached along the UT-traveled distance, a new Loo sta-
tistical parameter triplet (α, ψ, MP) is drawn from the corresponding joint distribution. The increase 
in the amount of multipath fading when moving from an open rural to an urban environment can 
also be observed. Moreover, it can be seen that the channel XPD between the copolar hii (i = j = 1,2) 
and the cross-polar hij (i ≠ j = 1,2) components is not constant along the UT-traveled distance, which 
is mainly due to the XPCenv. The temporal and polarization correlation between each of the compo-
nents of the channel samples is also effectively incorporated.

In Figure 1.6, the 1% outage capacity of a 2 × 2 MIMO LMS channel assuming operation in an 
open rural environment is plotted versus SNR to investigate the effect of the terminal antenna XPD. 
As XPDant increases, the cross-polar interferences become weaker, the MIMO channel becomes 
diagonal, and the outage capacity achieved increases.

In Figure 1.7, the 1% outage capacity of a 2 × 2 MIMO LMS channel assuming operation in a 
suburban environment is plotted versus SNR to investigate the effect of the satellite elevation angle. 
As θ decreases, the signal is blocked with higher probability; the “BAD” state becomes more domi-
nant and thus the outage capacity achieved by the respective MIMO case decreases.

In Figure 1.8, the 1% outage capacity of a 2 × 2 MIMO LMS channel assuming operation in an 
urban environment is plotted versus SNR to investigate the effect of the polarization correlation 
between the small-scale fading components. As �ρrx (or �ρtx) decreases, the outage capacity achieved 
by each considered MIMO case increases. Comparing Figures 1.6 and 1.7 to Figure 1.8, the latter 
indicates that the outage capacity achieved in an urban environment is much lower than that in open 
and suburban environments, as expected. However, in all cases simulated above, including the case 
of the harsh urban environment where the satellite signal is usually blocked, there is a significant 
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capacity gain evident between the respective MIMO LMS and SISO LMS performance curves. 
Summarizing the results, in harsher multipath environments, the absolute MIMO performance 
(capacity) deteriorates, but the relative gain with respect to SISO performance increases.

Beyond outage capacity results, the MIMO LMS channel model described in this chapter can 
be used to derive system performance evaluation results via computer simulations. Indeed, as 
briefly reviewed next, the model in Liolis et al. (2010) along with some datasets from the MIMOSA 
campaign have been used in past publications to assess the gain offered by MIMO in a purely 
satellite setup corresponding to Scenario A. According to MIMO theory, an MIMO technique 
is designed to offer either multiplexing gain or diversity gain. To increase the multiplexing gain, 
a spatial multiplexing (SM) technique is usually adopted or another more sophisticated space– 
frequency–time coding, such as Alamouti or the Golden code (Bhavani Shankar et  al., 2012). 
These schemes were tested in several independent simulation platforms, all based on the DVB-SH 
waveform (Cioni et al., 2010; Arapoglou et al., 2011c, 2012; Kyröläinen et al., 2014). Specifically, 
Cioni et al. (2010) and Arapoglou et al. (2011c) present simulation results in a DVB-SH framework 
of various MIMO schemes for OFDM and time division multiplexing (TDM), respectively, while 
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FIGURE 1.5 Time series generated for a 2 × 2 MIMO LMS channel (Scenario A—polarization diversity): 
open rural, suburban, and urban environment.
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Arapoglou et al. (2012) investigates the impact of interleaver length, cross-polarization isolation, 
imperfect channel estimation, and nonlinear amplification on MIMO performance. It seems that 
key properties of the dual-polarization LMS channel as analyzed throughout the chapter favor 
the simpler SM-like transmission schemes. To complement this statement, Table 1.3 provides an 
extract of the simulation results obtained in Kyröläinen et  al. (2014), where it is observed that 
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for typical system and channel parameters, SM can result in gains up to 3 dB over SISO at equal 
spectral efficiency levels. The results in Table 1.3 have been collected for an intermediate tree-
shadowed (ITS) parameterization of the MIMO LMS channel in Liolis et al. (2010) corresponding 
to a UT speed of 60 km/h and for the longest possible depth of the interleaver (10 s). They refer to 
the same error second ratio ESR5(20) level, which is fulfilled in a time interval of 20 s if there is 
at most 1 s in error.

1.6.2 Scenario B

In Figure 1.9, the time series generated for the 2 × 2 MIMO LMS channel in the case of satellite 
diversity assuming operation in an open rural, suburban, and urban environment is provided. Input 
parameters assumed are the ones reported in Table 1.2. The sequence of (“GOOD,” “GOOD”), 
(“GOOD,” “BAD”), (“BAD,” “GOOD”), and (“BAD,” “BAD”) channel states along the UT- traveled 
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TABLE 1.3
Gain of MIMO over SISO and 2 × SISO in a Single-Satellite Dual-Polarization DVB-SH 
Configurationa

DVB-SH-A MIMO Scheme Gain over SISO 16QAM 1/3
SM QPSK 1/3 Golden QPSK 1/3 Alamouti SFBC 16QAM 1/3 Alamouti STBC 16QAM 1/3 2 × SISO QPSK 1/3

2.9 dB 2.6 dB 2.4 dB 1.7 dB 0.5 dB

a The 2 × SISO scheme in Table 1.3 corresponds to an independent encoding and decoding of the two polarizations 
(Arapoglou et al., 2011b). SFBC and STBC correspond to the space–frequency and space–time variants of Alamouti.
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distance can be observed. Moreover, similar observations to those made for Figure 1.5 apply in 
this case, as well. However, note that since both satellites transmit on the same polarization and 
the receiver antennas are assumed hemispherical, there is no significant cross-channel attenuation 
between the diagonal and cross-diagonal elements of the channel matrix H.

In Figure 1.10, the 1% outage capacity of a 2 × 2 MIMO LMS channel assuming satellite diver-
sity and operation in an open rural environment is plotted versus SNR. In particular, the effect of 
cross-satellite discrimination due to antenna radiation pattern, XSDant is investigated. Since the 
parameter XSDant in Scenario B (satellite diversity) plays a similar role to that of XPDant in Scenario 
A (polarization diversity), the results observed in Figure 1.10 regarding the effect of XSDant on the 
outage capacity achieved are similar to those in Figure 1.6.

In Figure 1.11, the 1% outage capacity of a 2 × 2 MIMO LMS channel assuming satellite diver-
sity and operation in a suburban environment is plotted versus SNR. In particular, the effect of 
the shadowing correlation coefficient is investigated. As can be seen, as ρLN  increases, the outage 
capacity achieved decreases.

In Figure 1.12, the 1% outage capacity of a 2 × 2 MIMO LMS channel assuming satellite diver-
sity and operation in an urban environment is plotted versus SNR. In particular, the effect of the spa-
tial correlation coefficient �ρrx of small-scale fading components at the receiver side is investigated 
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whereas �ρtx  = 0 is assumed. Given that only the multipath components are affected by these spatial 
correlation parameters, both satellite links are forced to be in the relevant “BAD” state. Of notable 
interest is the small difference between the two MIMO LMS curves for �ρrx = 0.5 and �ρrx = 0.9. 
The results observed in Figure 1.12 are similar to those observed in the relevant Figure 1.8 in the 
case of Scenario A (polarization diversity).
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In Figure 1.13, results from a feasibility analysis on the use of OFDM as a potential countermea-
sure against the inherent issue of the relative delay in satellite diversity are provided. As discussed 
above, a critical aspect of Scenario B and the blocking point for applying dual-satellite MIMO in 
SDMB systems is the relative delay in the arrival of the signals originating from the two satellites, 
which is expected to be very large for any meaningful (from a channel correlation point of view) 
range of angular separations. The result of this is that achieving synchronization and decoding the 
two streams becomes unfeasible in SFN mode. To assess the feasibility of OFDM use in satellite 
diversity MIMO systems, we consider both the cyclic prefix (CP) duration and the maximum rela-
tive propagation delay. The guard interval length depends on the subcarrier number. In the DVB-SH 
standard, for each mode, four values are possible for the CP duration: (i) 8 k mode: (CP Max/Min) 
224/28 μs; (ii) 4 k mode: (CP Max/Min) 112/14 μs; (iii) 2 k mode: (CP Max/Min) 56/7 μs; and (iv) 
1 k mode: (CP Max/Min) 28/3.5 μs. To this end, Figure 1.13 shows the worst-case relative delay 
seen by the UT. We assume a coverage area with a 2000-km diameter and assume that satellites are 
synchronized so that a UT in the center of the coverage area receives both signals with zero relative 
delay. Then, we evaluate the relative delay as seen by two UTs at the edges of the coverage area as 
the angular separation increases. One satellite is assumed to be located at 10° east while the second 
satellite moves eastward. A beam centered in Berlin is assumed. As can be seen, for angular separa-
tions less than approximately 35°, it is possible to use OFDM, while for larger angular separations, 
the relative delay exceeds the maximum guard interval. That is, for certain angular separations, 
band sharing between two satellites in OFDM mode is not feasible as the difference in propagation 
delay from two satellites exceeds the DVB-SH-compliant OFDM signal CP length.

1.7 OVERVIEW OF MIMO SATELLITE TECHNOLOGY HW DEMONSTRATION

Intensive ESA R&D efforts over the last decade devoted to developing the MIMO technology culmi-
nated in 2013 with the completion of the MIMO HW demonstrator developed by a project team led 
by Elektrobit as part of the ESA ARTES 5.1 program (ESA MIMOHW, 2013; Byman et al., 2015). 
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The activity resulted in a comprehensive laboratory HW demonstrator (test bed) for a hybrid satellite/
terrestrial S-band mobile digital broadcasting system. The physical layer is based on an enhanced 
version of the DVB-SH standard exploiting dual-polarization MIMO technology. This complete digi-
tal MIMO HW demonstrator, the first of its kind, allows in-depth verification and optimization of 
the MIMO techniques applied to satellite-broadcasting networks, as well as complementing and 
confirming the theoretical or simulation-based findings published before the HW was developed.

This novel technology requires light modifications to the DVB-SH standard, particularly since 
the DVB-SH standard does not specify the pilot patterns for multistream transmission. Thus, the 
transmitter unit for the OFDM mode slightly diverges from the standard to allocate pilot sequences 
that allow MIMO channel estimation at the receiver. Overall, the changes to the DVB-SH standard 
are very minimal. This MIMO test bed was run to perform a comprehensive system test campaign 
to evaluate a number of performance aspects of a dual-polarization DVB-SH system (Byman et al., 
2015) using the measured MIMOSA channel samples from Burkhardt et al. (2014) and the channel 
model in Liolis et al. (2010) elaborated in this chapter. The key findings out of a huge volume of 
laboratory measurements are summarized in Kyröläinen et al. (2014), and a sample of the results is 
reproduced here.

Figure 1.14 depicts the results for MIMO (SM), 2 × SISO, and SISO in a spectral efficiency ver-
sus LOS SNR plot, which was run for a mixture of propagation environments (open, suburban, and 
tree shadowed) referred to as MIX, an output of the MIMOSA measurement campaign (Burkhardt 
et al., 2014). The first conclusion is that MIMO always performs better than SISO and 2 × SISO, 
with the improvement becoming higher as the SNR increases. There are two ways of interpret-
ing this improvement: either by fixing the spectral efficiency and quantifying the power saving 
from employing MIMO or by assuming an operational SNR and then evaluating the corresponding 
improvement in data rate. As an illustration, with SISO technology based on DVB-SH, a typical 
system configuration would be the one based on QPSK 1/2 (1 bit/symbol). For that level of spec-
tral efficiency, MIMO yields at least 3 dB of valuable on-board power savings compared to SISO. 
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Note that the same ESR5(20) will in general correspond to a different frame error rate (FER), a fact 
that explains the differences in slope between the SISO, 2 × SISO, and MIMO curves. In general, 
it is remarked that the MIMO gain in an LMS DPPB case for a given ESR5(20) performance target 
increases with the LOS SNR. Recalling the link budget results from Byman et al. (2015), one can 
conclude that the single-beam satellite configuration operating at around 20 dB of SNIR has the 
highest potential for DPPB MIMO.

1.8 ADDITIONAL MIMO SATELLITE AVENUES OF R&D

After a decade of R&D efforts, the mobile satellite-broadcasting MIMO technology is quite mature 
and has reached the level of a faithful laboratory demonstration based on real satellite measure-
ments. Dual-polarization satellite MIMO and its terrestrial complementary component allows 
to increase the spectral efficiency of hybrid digital mobile-broadcasting networks with a limited 
increase of power compared to conventional SISO solutions. Alternatively, dual-polarization MIMO 
allows reducing the satellite equivalent isotropically radiated power (EIRP) for achieving the same 
throughput of current systems. These improvements are feasible with an affordable increase in 
receiver complexity.

In recent years, however, two additional areas of satellite R&D related to MIMO technology have 
emerged as potentially very promising, namely SU MIMO for interactive satellite services and MU 
MIMO in multibeam-fixed broadband-interactive systems. As these areas are strongly linked to 
satellite MIMO technology, it is worth summarizing the developments in each.

1.8.1 Su MiMo for MoBile Satellite interactive ServiceS

The exploitation of DPPB may also be considered for a mobile satellite interactive system (MSS). 
Nowadays, L-band multibeam MSS systems are typically based on high-power geostationary sat-
ellite platforms and a large single-antenna reflector (typically >9  m) with a feed array RF front 
end and a transparent digital onboard processor (OBP) generating several hundreds of user beams 
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(see, e.g., Inmarsat’s I4 constellation of GEO satellites). The current state-of-the-art L-band payload 
supports a single polarization/beam with a four- (or higher) color frequency reuse scheme. Doubling 
the number of polarizations/beams will require a major payload mass and power increase as the 
number of RF chains has to be doubled. However, a DPPB approach may be adopted only on spe-
cific “hot spots” over the coverage area, thus reducing the stress on the satellite platform resources.

The study of potential benefits from dual-polarization MIMO for interactive satellite systems 
is a topic still not well covered by the literature. Some indication of the potential dual-polarization 
MIMO gains achievable has been obtained in the context of the ESA ARTES 1 Contract (2014), 
where a MIMO bit-interleaved coded modulation (BICM) transmission system model is adopted. 
The selected MIMO approach is very similar to the one previously described for digital satel-
lite broadcasting. The main difference of the air interface is that in interactive systems, the time 
interleaver size is limited by the latency constraints. The simulated air interface features QPSK 
modulation with Turbo FEC code rate ranging from 0.34 to 0.87 and an 80-ms time interleaver. For 
performing the simulations, the maritime parameterization of the dual-polarization MIMO chan-
nel model in Sellathurai et al. (2006) has been employed. In the maritime case, dual-polarization 
MIMO allows to double the throughput with approximately a 3-dB power increase instead of 4–6 dB 
required by a conventional single-polarization SISO system (e.g., through increasing the code rate). 
The MIMO gain is critically dependent on the system C/I due to cochannel intrasystem interference 
and the operating environment. Preliminary results indicate that the MIMO gain reduces for lower 
C/I values and for the ITS type of channels.

Moreover, note that satellite MIMO for propagation environments other than the vehicular LMS 
environment considered in this chapter (e.g., maritime, aeronautical, and railway environments) are 
under further investigation also awaiting for relevant commercial developments.

1.8.2 Mu MiMo (PrecoDing) in MultiBeaM-fixeD BroaDBanD-interactive SySteMS

The content of the chapter as well as the references listed hitherto refer to SU MIMO applied over 
mobile satellite systems. In contrast, there is a growing interest from academia and standardiza-
tion on MU MIMO applied over fixed-satellite systems (Arapoglou et al., 2011a). Because of the 
limited fixed-satellite service (FSS) spectrum available to broadband systems operating predomi-
nantly at Ka-band (20/30 GHz), increasing the frequency reuse amid the multiple-spot beams of 
high-throughput satellite (HTS) systems is the main avenue for substantially improving capacity 
and reducing the offered cost per bit. Nevertheless, increasing the frequency reuse leads to a high 
increase in intrasystem interference between the cochannel beams, which renders the use of an 
additional spectrum futile.

To address the issue of high interbeam interference in aggressive-frequency reuse multibeam 
configurations, joint processing of the signals intended to the different beams can be carried out 
at the transmitter (usually the gateway or hub) for interference management. This processing, 
referred to under the generic term precoding or beamforming and falling under the category of MU 
MIMO signal-processing techniques, “reverts” the impact of the satellite RF channel and interfer-
ences. This way, the additional spectrum can be exploited and a much higher system capacity can 
be delivered compared to existing systems. A precondition for an efficient forward-link precoding 
is that the UTs (receivers) provide high-quality reports of their channel conditions (amplitude and 
phase) back to the gateway (transmitter) that is responsible for deriving the appropriate precoding 
matrix.

The studies on precoding in a fixed-satellite system context, starting from the early works in 
Caire et al. (2005) up to the more recent ones (Christopoulos et al., 2012; Zheng et al., 2012) have 
mainly focused on evaluating various linear and nonlinear precoding techniques over the multi-
beam satellite channel. It turns out that simple linear techniques already grasp the largest part of the 
potential MU gains with manageable complexity and deliver improvements that at least double the 
throughput of existing systems (Christopoulos et al., 2012; Zheng et al., 2012).
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Despite the extremely promising results reported by these studies, the actual application of pre-
coding techniques in the forward link of a DVB-S2- (digital video broadcasting—satellite sec-
ond generation) based broadband-interactive system has been hindered by a number of practical 
limitations, the most important one being the lack of appropriate signaling and framing support. 
Nevertheless, the DVB recently issued the DVB-S2 extension (DVB-S2X) with an optional specifi-
cation that provides the necessary framing and signaling support to interference management tech-
niques (DVB-S2X, 2014). Thereby, all elements to support precoding in terms of a physical layer 
have been put in place and the technique is awaiting a proof of concept.

1.9 SUMMARY AND CONCLUSIONS

This chapter addresses the potential of applying MIMO in next-generation SatCom systems, cov-
ering from propagation channel modeling to system performance evaluation and standardization 
aspects. It mainly focuses on L/S-band SDMB systems and considered two specific MIMO diver-
sity configurations: (i) single-satellite/dual-polarization diversity scenario and (ii) dual-satellite 
diversity/single-polarization scenario. For both scenarios, a novel unifying statistical model of the 
underlying MIMO LMS-fading channels is presented, which unifies the inherently different cases 
of polarization diversity and satellite diversity, is fully parameterized, and can be easily fine-tuned 
upon the availability of experimental data.

Furthermore, outage capacity statistics of the assumed MIMO LMS channels are provided in 
both cases of polarization diversity and satellite diversity. On the basis of these simulation results, 
the effects of several critical channel-modeling parameters, such as the spatial and temporal cor-
relation, shadowing, XPD, antenna radiation pattern, elevation angle, and user environment, are 
numerically quantified. In all simulated cases, the observed capacity gains between the respec-
tive MIMO and SISO LMS-fading channels are considerable. Moreover, the end-to-end system-
level performance of MIMO DVB-SH dual-polarized satellite system has been assessed and useful 
numerical results are provided. In all simulated cases, DVB-SH standard has been adopted as the 
baseline satellite system configuration, which has been extended to introduce MIMO applications. 
Actually, it turns out that this extension from SISO DVB-SH to MIMO DVB-SH is feasible with 
minor modifications to the existing standard, namely a change in the pilot pattern for channel esti-
mation. It is also shown that dual-polarized MIMO LMS channels favor simple MIMO SM trans-
mission schemes where typical gains up to 3 dB over SISO at equal spectral efficiency levels are 
demonstrated.

Finally, different ongoing research avenues of MIMO applicability over next-generation satellite 
systems are highlighted and two recently emerged and potentially very promising areas of MIMO 
satellite R&D are overviewed, namely SU MIMO for interactive mobile satellite services and MU 
MIMO in multibeam-fixed broadband-interactive systems. Currently, L- and S-band satellite opera-
tors in Europe and elsewhere are considering the option of adding this exciting new technology in 
their next-generation constellations.
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2.1 INTRODUCTION

In modern satellite communication systems, the reliable design is constrained by the radio prop-
agation effects, the interference, and the noise that are inherently present in all radio systems 
(Panagopoulos, 2014). New and rate-demanding satellite applications have been evolved and have 
led to the employment of higher-frequency bands. The current satellite communications use geo-
synchronous Earth orbit (GEO) satellites and fixed-satellite services usually employ (Panagopoulos 
et al., 2004a) Ku- (12/14 GHz) and Ka- (20/30 GHz) bands. These frequency bands are used for 
direct-to-user (DTU) applications, for broadcasting satellite applications, for feeder links, and satel-
lite backhaul networks. Next-generation low Earth orbit (LEO) satellite systems will also operate 
at higher frequencies, that is, Ka-band due to a high available bandwidth and the congestion of 
conventional frequency bands, such as X-band and Ku-band (Rosello et al., 2012). These frequency 
bands for nongeostationary Earth orbit (NGEO) satellites may be used either for Earth-observation 
links or telecommunication links (Rosello et al., 2012; Toptsidis et al., 2012). However, there are 
numerous activities mostly from the European Space Agency (ESA) for the exploitation of Q/V 
(33–50 GHz) and W (75–110 GHz) bands. Q/V band is proposed either for feeder links or for DTU 
applications, while W band is studied for feeder links and backhauling applications.

For the installation of the satellite communication systems, the impact of the phenomena must 
be accurately quantified through experimental data, analytical theoretical models, and empirical or 
semiempirical models (Crane, 2003). In this chapter, we focus on the nonionized atmosphere. These 
effects take into account (ITU-R, P. 618-11, 2013) the loss of the signal (pointing error) due to beam 
divergence of the ground terminal antenna, the absorption, the scattering, and the depolarization 
by gases (water and ice droplets in precipitation and clouds), in a reduction of the effective antenna 
gain, due to phase decorrelation across the antenna aperture, caused by irregularities in the refrac-
tive-index structure and fast fluctuation of the signal due to turbulence (wet and dry scintillation).

Consequently, the loss due to propagation phenomena induced on an Earth–space slant path, 
relatively qualified to the free-space loss, is the sum of various influences such as attenuation due to 
atmospheric gases; attenuation due to rain and clouds and other precipitation (e.g., snow); focusing 
and defocusing of the beam; reduction to the antenna gain due to wave-front incoherence; scintilla-
tion and multipath effects; and attenuation due to sand and dust storms (Crane, 2003).

The fade margin namely the system gain that ensures the specified quality of service (QoS) of 
the satellite link must be much greater to compensate the transmission and propagation impair-
ments for satellite communications operating at frequencies much more than 10 GHz. The larger 
fade margins are not feasible of technical and economic reasons. The cost of the ground station 
would increase dramatically. The fade margins should satisfy at least the availability specifications 
proposed and predicted in ITU-R, P. 618-11 (2013) model for the estimation of the total attenua-
tion. The total attenuation (the effect of multiple sources of simultaneously occurring atmospheric 
attenuation) should be considered for the evaluation of the fade margins for satellite links operating 
at frequencies above about 18 GHz, and especially if they operate with low-elevation angles.

Consequently, to design modern satellite communication networks effectively and efficiently 
and with a view to operating under a low fade margin and satisfy the strict QoS requirements, 
appropriate fade mitigation techniques (FMTs) have been proposed (COST 255, 2002; Crane, 2003; 
Panagopoulos et al., 2004a; Castanet et al., 2007).

Summing up in this chapter, we present the propagation phenomena through an ionized atmo-
sphere (very briefly) that play a significant role for frequencies below 3 GHz; we present the tro-
pospheric effects that are the most important ones for the spectrum above 10 GHz. In addition, the 
prediction models that are well accepted in the satellite communication society are presented. The 
proposed FMTs are categorized with respect to their applications and studied with emphasis on 
modeling, prediction methods, and experimental work done in past and future trends. Finally, the 
outcomes of recent ESA cofunded research and development (R&D) activities, focusing on chan-
nel measurements using ALPHASAT (Koudelka, 2011; Codispoti et al., 2012) are also overviewed. 
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For completeness of this chapter, other open or ongoing research issues of fixed-satellite systems 
(FSS) are briefly reviewed in the last section. The chapter concludes with general comments and 
directions.

2.2 PROPAGATION PHENOMENA AND MODELING

2.2.1 frequencieS of oPeration Below 3 ghz (ionoSPheric effectS)

When the signal propagates through the ionosphere, the following effects may occur to a slant path 
(ITU-R, P. 618-11, 2013): rotation of the polarization (Faraday rotation) due to the interaction of 
the transmitted electromagnetic wave with the ionized medium in the Earth’s magnetic field along 
the path; group delay and phase advance of the signal due to the total electron content (TEC) accu-
mulated along the path; fast fluctuation of amplitude and phase (scintillations) of the signal due to 
small-scale irregular structures in the ionosphere; a change in the expected direction of arrival due 
to refraction; and Doppler effects due to nonlinear polarization rotations and time delays. For the 
satellite system’s design, the impact of the ionospheric propagation can be summarized (ITU-R, P. 
618-11, 2013): the TEC accumulated along the slant path through the ionosphere causes rotation of 
the polarization (Faraday rotation), time delay of the transmitted signal, and a change in the apparent 
direction of arrival due to refraction; ionospheric irregularities that further cause excess and random 
rotations and time delays; and dispersion or group velocity distortion of the satellite system carriers. 
The frequency dependence of the most important ionospheric effects can be found in Table 2.1.

2.2.2 frequencieS of oPeration aBove 10 ghz (troPoSPheric effectS)

In this section, the most significant tropospheric phenomena affecting the FSS operating above 
10 GHz (see Figure 2.1) are presented briefly along with the well-accepted models in the related 
literature. The most important tropospheric propagation effects with a small explanation of their 
physical cause are tabulated in Table 2.2.

2.2.2.1 Atmospheric Gaseous Attenuation
The signal attenuation due to atmospheric gases is caused by absorption. It depends on the frequency, 
elevation angle, altitude above sea level, and water vapor density (absolute humidity). The impact of 
atmospheric gaseous attenuation increases for frequencies above 10 GHz, especially for low-elevation 
angles. In the Recommendation ITU R P.676-10 (ITU R P.676-10, 2013), a full methodology for the 

TABLE 2.1
Frequency Dependence of the Most Important 
Ionospheric Effects

Ionospheric Effect Frequency Dependence

Faraday rotation 1/f 2

Propagation delay 1/f 2

Refraction 1/f 2

Variation in the direction of arrival (rms) 1/f 2

Absorption ≈1/f 2

Dispersion 1/f 3

Source: Adapted from ITU-R. P. 618-11, International Telecommunication 
Union, Geneva, 2013.
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calculation of gaseous attenuation can be found based on millimeter-wave propagation model (MPM). 
In the literature, the MPM was proposed by Liebe (1989). In ITU R P.676-10 (2013), an approximate 
method for frequencies up to 350 GHz can also be found. Vertical profiles of pressure, temperature, 
and water vapor density, are inputs in the model and can be obtained from annual reference models of 
ITU-R. P. 835 (ITU-R. P. 835-5, 2012). In a simpler model, the approximation algorithms as well as 
surface meteorological data and maps of integrated water vapor content for various time percentages 
derived by ITU-R. P. 836-4 (2009) for the calculation of the gaseous absorption are used.

2.2.2.2 Atmospheric Attenuation Due to Hydrometeor Precipitation
When the satellite signal (either uplink or downlink) is propagating through rain, snow, hail, or ice 
droplets, it suffers from power loss due to hydrometeor scattering (see Figure 2.1 and Table 2.2). 
The most dominant fading mechanism is rain attenuation due to rainfall rate that mostly affects the 
heavy-rain climatic regions. For frequencies up to 30 GHz, the hydrometeor absorption is the domi-
nant phenomenon. For frequencies above 30 GHz, the hydrometeor scattering is a greater limiting 
factor. The power loss of the signal in dB is analogous to the square of the frequency, which is due 
to the combined effect of hydrometeor scattering and absorption. Rain attenuation mainly depends 
on the rainfall rate and the raindrop size distribution and is greater for lower-elevation angles.

For the calculation of the specific rain attenuation (Ao, dB/km), the power law model (Olsen et al., 
1978) is the most accepted one and provides a very simple expression in terms of rainfall rate (R, mm/h)

 A aRo
b( )dB/km =  (2.1)

GEO satellite

FIGURE 2.1 Fixed-satellite slant path affected by tropospheric propagation impairments.

TABLE 2.2
Tropospheric Propagation Impairments Affecting Satellite Communication Systems

Propagation Impairment Physical Origin

Radiowave signal attenuation, sky noise increase Absorption due to gases and scatter due to hydrometeors

Signal depolarization Phase shift and differential attenuation due to raindrop shape and 
ice crystals

Tropospheric signal scintillation Refractive-index variations in the troposphere

Refraction and atmospheric multipath Tropospheric density variations

Propagation delays and delay variations Free-space propagation and time variations due to the troposphere

Intersystem interference Spatial inhomogeneity of the propagation medium—troposcatter
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where a and b are two parameters of specific attenuation that depend on the raindrop size distribu-
tion, the elevation angle, frequency, and polarization (ITU-R. P. 838-3, 2005). The rain attenuation 
along the radiopath can be calculated as

 
A A x dxo

L

( ) ( )dB = ∫
0  

(2.2)

where L is the slant path that is affected by rain and is calculated using the 0° isotherm level. The 
most accepted raindrop size distributions are the Marshall–Palmer model (Marshall and Palmer, 
1948) for temperate climatic regions and the Ajayi–Olsen model (Ajayi and Olsen, 1985) more 
appropriate for subtropical and climatic regions. In Kanellopoulos et al. (2005), the MAS (method 
of auxiliary sources) is employed for the calculation of the forward-scattering amplitude from a 
Pruppacher–Pitter raindrop (Pruppacher and Pitter, 1970) and the results have been applied for the 
evaluation of the exceedance probability and is compared with experimental data with very encour-
aging results (Georgiadou et al., 2006).

In the literature, there are numerous propagation models for the prediction of rain attenua-
tion that can be classified into (i) empirical, (ii) semiempirical, (iii) statistical, and (iv) physical– 
mathematical models. The most accepted empirical model is the ITU-R model that is given in the 
updated Recommendation ITU-R P. 618-11. It is a step-by-step algorithmic model that results in the 
calculation of the exceedance cumulative distribution function (CDF) of rain attenuation given by 
a specific location that is the ground terminal, the electrical, and geometrical characteristics of the 
satellite link as well as the rain height found in ITU-R P. 839-4 (2013). The rainfall rate value, which 
is exceeded for 0.01% of time that is needed, can be found either from local measurement or using 
data from ITU-R rainmaps (ITU-R P. 837-6, 2012). In Figure 2.2, the exceedance probability of 
rainfall rate from ITU-R rainmaps for three different climatic regions is presented. The differences 
between the climatic regions are obvious.

A variety of models exists for the prediction of rain attenuation. For the statistical models, it is 
assumed that the rainfall rate and rain attenuation follow the same probability distributions. Afterward, 
employing a proper spatial coefficient model either for rainfall rate or specific attenuation that is usu-
ally isotropic, the statistical terms of rain attenuation are analytically found in terms of the statistical 
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parameters of rainfall rate. The most well-accepted statistical models in the related radiowave propa-
gation literature are based on lognormal distribution (Lin, 1975; Kanellopoulos and Koukoulas, 1987; 
Kanellopoulos et  al., 2000a; Panagopoulos and Kanellopoulos, 2003a,b; Bertorelli and Paraboni, 
2005), gamma distribution (Morita and Higutti, 1976; Panagopoulos and Kanellopoulos, 2002a), 
Weibull distribution (Livieratos et al., 2000; Panagopoulos et al., 2005), and very recently on inverse 
Gaussian distribution (Kourogiorgas and Panagopoulos, 2013a,b; Kourogiorgas et al., 2013a). The 
outage probabilities of the previously briefly described statistical models adopting an unconditional 
distribution (including rainy and nonrainy time) for rain attenuation are the following:

Unconditional lognormal distribution:
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Unconditional gamma distribution:
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Unconditional Weibull distribution:
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Unconditional inverse Gaussian distribution:
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Details for the above expressions can be found in the corresponding papers. A great advantage of 
the statistical models is that with the proper modifications (an appropriate spatial correlation coef-
ficient), they can also be used for the prediction of point-to-point rain attenuation statistics. A simple 
model based on regression-fitting analysis on a statistical model that has been produced by Weibull 
distribution is presented in Panagopoulos et al. (2005). Other long-term rain attenuation prediction 
models are those that are based on the simulation of the raincells such as EXCELL (Capsoni et al., 
1987), multi-EXCELL (Luini and Capsoni, 2011), HYCELL (Feral et al., 2003a,b), and the Leitao–
Watson model (Leitao and Watson, 1986).

In Figure 2.3, the rain attenuation exceedance probability curves using the ITU-R P. 618-11 
Recommendation model for a hypothetical satellite link in Athens, Greece with Hellas Sat 2, for fre-
quencies 14, 30, and 50 GHz, are presented. It simulates uplink frequencies of Ku, Ka, and V bands. 
It is obvious that for greater frequencies, the attenuation increases leading to very large fade margins.

2.2.2.3 Attenuation Due to Clouds
Cloud attenuation is important for the evaluation of the satellite links performance for higher- 
frequency bands above 10 GHz. The impact of cloud attenuation increases with the increase of 
frequency. For operation at Ku band (12/14 GHz), it is considered negligible but for operation at Ka, 
Q/V, and W bands, the cloud attenuation should be properly incorporated in the satellite link budget 
analysis (Panagopoulos et al., 2004a). Cloud and gaseous absorption determine the satellite system’s 
performance during nonrainy periods.

The liquid water content is the physical cause of cloud attenuation. Several models have been 
developed in the literature (Salonen and Uppala, 1991; Luini and Capsoni, 2014a,b). Figure 2.4 
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depicts the application of ITU-T P.840-6 model (ITU-R. P. 840-6, 2013) for the prediction of cloud 
attenuation for three downlink frequencies for a hypothetical link in Athens using Hellas Sat 2. In 
Resteghini et al. (2014), another model that has global applicability is presented and is based on the 
average properties of four cloud types (Stratus, Nimbostratus, Cumulus, and Cumulonimbus) and 
their occurrence probabilities. Very recently an engineering model has been presented for the pre-
diction of long-term cloud attenuation statistics using a time-series synthesizer (Lyras et al., 2015) 
based on stochastic differential equations (SDEs). It has been employed for optical frequencies but 
similarly, it can be used for RF frequencies.
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2.2.2.4 Attenuation Due to Melting Layer
The layer of the atmosphere that is above the effective rain height (0° isotherm level) where the 
snow and the ice are melting into rain precipitation is called a melting layer. It has been shown for 
slant paths with low-elevation angles and during light rain, it plays a significant role in the measured 
attenuation. A prediction model for the attenuation due to a melting layer that verifies the above 
experimental observation can be found in Zhang et al. (1994).

2.2.2.5 Sky Noise Increase
With the increase of the attenuation, we also observe the increase of the noise, something that is 
expected due to the scattering phenomena from the precipitation hydrometeors. The following for-
mula can be used for the calculation of the sky noise temperature taking into account the dominant 
fading mechanism rain attenuation (Kourogiorgas et al., 2015a)

 
T T Tsky mic

A
equiv

AR R= + −− −
cos

/ /( )10 1 1010 10

 
(2.7)

where Tcosmic is equal to 3°K and for the cosmic noise and Tequiv is the equivalent noise temperature 
of the receiver under clear sky conditions considering the impact of the water vapor and the oxygen 
and can be computed with the following formula:

 
Tequiv

A AWV OX= − − +275 1 10 10( )( )/

 
(2.8)

For the accurate evaluation of the signal-to-noise ratio (SNR), the above expressions should be 
considered to incorporate the statistical behavior of the propagation phenomena.

2.2.2.6 Radiowave Signal Depolarization
Frequency reuse satellite systems have been proposed from the 1970s with a view to increasing the 
capacity of space telecommunication systems. However, this method is restricted due to the depo-
larization effects on the atmospheric propagation paths. Differential phase shift and differential 
attenuation that produced due to the nonspherical nature of the scatterers along the propagation 
paths, are the main causes of depolarization. The nonspherical scatterers are the raindrops and the 
ice crystals. The single-polarized satellite links are not affected by these phenomena. The depolar-
ization of the signal results in cross-polar interference; that is, part of the transmitted power in one 
polarization interferes with its orthogonal polarization. Metrics of the depolarization effects are the 
cross-polarization discrimination (XPD) and the cross-polarization isolation. In ITU-R P. 618-11, 
there is a well-accepted empirical method for the calculation of long-term statistics of hydrometeor-
induced cross-polarization, XPD, in terms of copolar rain attenuation that is evaluated for the same 
percentage of time. XPD depends on polarization tilt angle, the frequency of operation and the 
elevation angles, and finally the distribution of the canting angles. The ice crystals depolarization 
factor can be calculated in terms of XPD due to rain and the required exceeded time percentage. 
In Kanellopoulos and Panagopoulos (2001), the impact of ice crystals depolarization to the radio 
interference between adjacent satellite systems has been considered.

Very recently, the dual-polarized satellite link has been evaluated as a multiple-input multi-
ple-output (MIMO) technique. A new channel model based on SDEs for the evaluation of dual- 
polarization satellite channel has also been introduced and the outage capacity of the dual-polarized 
channel has been presented (Kourogiorgas et al., 2015b). The main capacity is increased with the 
use of dual-polarization MIMO compared to a single-polarization system. The improvement is 
almost twofold for most of time percentages due to the use of a double bandwidth (second polariza-
tion) with respect to single input and single output (SISO). That is why the MIMO capacity is very 
similar when using two single-polarization SISO (2xSISO).



41Propagation Phenomena and Modeling and Evaluation of FMTs

2.2.2.7 Tropospheric Scintillation
The phenomenon of fast fluctuations of the received signal is due to the space–time variations of 
the magnitude and the profile of the refractive index that cause variations in the angle of the arrival 
of the received signal. The fluctuations increase with the frequency and depend on the slant path 
length and decrease with the increase of the antenna beamwidth. The scintillation can be catego-
rized as a wet scintillation during a rain event or dry scintillation when we have clear sky. A model 
for the calculation of the scintillation depth is presented in ITU-R P. 618-11 where the scintillation 
does not depend only on the electrical and the geometrical characteristics of the satellite link but 
also on the wet term of radio refractivity. The model has been tested mostly for the Ku band and 
from the model, it can be seen that with the increase in the elevation angle, the scintillation depth 
is  decreasing, while with the increase in the frequency of operation, the scintillation depth is also 
increasing. Other models for the estimation of the impact of the received signal can be found else-
where (Mousley and Vilar, 1982; Vasseur, 1999; Kourogiorgas and Panagopoulos, 2013a,b).

2.2.2.8 Total Attenuation-Combined Propagation Effects
In the literature, various models have been proposed for the prediction of the exceedance probabil-
ity of each attenuation component. The main tropospheric propagation phenomena and the corre-
sponding ITU-R recommendations for their prediction of the attenuation components are presented 
in Table 2.3. However, the proposal of a unified model that would combine the impact from all 
the tropospheric phenomena and would predict the exceedance probability of total attenuation is 
not an easy subject. The main problem is to find the interdependencies between the propagation 
effects. For example, a melting layer is associated with low-intensity rain, while gaseous absorption 
increases when there are rainfall events and this is due to the increase of the water vapor content in 
the atmosphere. If we want to make a reliable design and keep the outage probability very low, all 
the rest propagation phenomena should be considered for the calculation of the corresponding fade 
margins. Especially when the availability that must be guaranteed is low, apart from rain attenua-
tion, all the other effects must be taken into account. There are various methods for combining these 
effects considering if the effects are fully correlated or uncorrelated (COST 255, 2002).

A simple approach is that all the attenuation effects may be considered correlated and therefore, 
the total attenuation Atot (dB) can be calculated with the coherent summation

 A A A A A Atot G C R ML S= + + + +  (2.9)

TABLE 2.3
ITU-R Models for Tropospheric Propagation Prediction

Propagation Effect—
Attenuation Component

ITU-R 
Recommendation

Model Parameters and 
Range of Validation Range of Validity

Oxygen attenuation P.676-10 (09/2013) Surface/ground level or profile 
temperature and pressure

Up to 350 GHz

Water vapor attenuation P.676-10 (09/2013) Pressure, temperature, and water 
vapor density at ground level or 
profile IWVC pdf

Up to 350 GHz

Cloud attenuation P.840-6 (09/2013) ILWC pdf Up to 200 GHz

Rain attenuation P.618-11 (09/2013) Rain height Up to 55 GHz

Long-term rain attenuation 
frequency scaling

P.618-11 (09/2013) Attenuation, frequency From 7 to 55 GHz

Scintillation P.618-11 (09/2013) Wet term of radio refractivity, Nwet 4–20 GHz

Rain and ice crystals 
depolarization

Depolarization scaling

P.618-11 (2013) Attenuation 6–55 GHz 

4–30 GHz
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where AG (dB) is the gaseous attenuation, AC (dB) is the cloud attenuation, AR (dB) is the rain attenu-
ation, AML (dB) is the melting layer attenuation, and AS (dB) is the attenuation due to scintillation.

Another approach is the calculation of the total attenuation through summation of the compo-
nents of total attenuation for the same certain exceedance percentage of time (probability level) p%. 
That means that if we have two attenuation elements with the corresponding values AI(p%) (dB), 
AII(p%) (dB), for a percentage of time p% the total attenuation is given as

 A p A p A ptot I II( %) ( %) ( %)= +  (2.10)

Moreover, another methodology for the calculation of the cumulative distribution of total attenu-
ation considering two uncorrelated phenomena, is the convolution method. That means the cumula-
tive distribution of the total attenuation is calculated from

 

P A p A P A A dAt tot tot

Atot

( ) ( ) ( )= −
−∞
∫ 1 2

 

(2.11)

where p1(A) is the probability density function (PDF) of induced attenuation due to propagation phe-
nomenon 1 and P2(A) is the complementary cumulative distribution function (CCDF) of the induced 
attenuation due to propagation phenomenon 2.

In addition, the exceedance probabilities of two propagation phenomena can be summed if they 
can be considered disjoint. A characteristic example is the case that the CCDF of attenuation in 
rainy and nonrainy time is available, and the CCDF of total attenuation could be calculated as

 P A A P A A P A Atot thr no rain rain thr( ) ( ) ( )_> = > + >  (2.12)

Another methodology for the calculation of the total attenuation is the root-square summation 
according to the following expression:

 
A p A p A ptot I II( %) ( %) ( %)= +2 2

 
(2.13)

that underestimates the predicted total attenuation value in comparison to the summation of equi-
probable values.

For the calculation of total attenuation in terms of time series, there is another methodology that 
is applied if the attenuation values are known for the given time stamps tj. That means the total 
attenuation can be computed through the following expression:

 

A t A ttot j k j

k

K

( ) ( )=
=

∑
1  

(2.14)

From the above time series, the total attenuation first- and second-order statistics can be calculated.
Finally, another method for the calculation of total attenuation effects considering that its compo-

nents are partially uncorrelated and already proposed in ITU-R P. 618 is given through the formula:

 A P A P A P A P A PT G R C S( ) ( ) ( ( ) ( )) ( )= + + +2 2

 
(2.15)

where AT, AG, AR, AC, and AS are the total attenuation, the gaseous attenuation, the rain and cloud 
attenuation, and the scintillation fade depth, respectively, at a given probability. In Equation 2.15, 
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the total attenuation has been computed following ITU-R. P. 618-11 for a satellite downlink from 
Hellas Sat (39°E) to a ground terminal located in Athens, Greece, operating at Ka and Q bands, 
respectively. The deterioration of the propagation phenomena and their impact on the total attenua-
tion due to the increase of the frequency of operation is obvious in Figure 2.5.

2.2.2.9 Aggravation of Intersystem Interference Due to Propagation Phenomena
Interference may occur between two radio systems that are sharing the same frequency band (spec-
trum coexistence). The impact of harmful interference may become greater considering that the 
radio is adjacent. The intersystem interference may occur between a satellite system and terrestrial 
systems or between satellite systems where their satellites (space segment) are in adjacent orbital 
positions. Under clear sky conditions, the intersystem interference is mainly caused by the signal 
leakage of the side lobes of the communication antennas. In the general case, intersystem interfer-
ence may cause all the forms of interference: cochannel and copolar interference and cross-polar 
interference. The interference calculations are important for the cognitive satellite and cognitive 
hybrid satellite terrestrial systems (Vassaki et al., 2013, 2015). The quantitative metrics of inter-
system interference are mainly the carrier-to-interference ratio CIR(C/I), the interference-to-noise 
ratio INR(I/N), the carrier-to-noise plus interference ratio CNIR (C/N + I), and in the more general 
case the carrier-to-noise plus total interference ratio CNTIR (C/N + TI) including depolarization 
effects. The above metrics are taking their nominal values under clear sky conditions. However, 
from the propagation impairments perspective, the interference is deteriorated due to the spatial 
inhomogeneity of the propagation phenomena. Most specifically, the above metrics can be calcu-
lated under rain conditions and it is important to evaluate their statistical behavior. For example, 
in Figure 2.6, we consider a dual-cognitive satellite communication scenario that both satellite 
systems operate at the same frequency bands. We consider the wanted link from GEO satellite that 
in the cognitive terminology is called either incumbent or primary and the interfering link in the 
cognitive terminology is called either a cognitive or secondary link. If we consider that we have a 
cognitive satellite scenario (Sharma et al., 2013a,b), the two ground stations are coordinated (cogni-
tion of the spectrum sharing). The wanted (incumbent) link is the WS-GT1, and the cognitive one 
is the IS-GT2. There are two interfering links: (a) WS-GT2, which interferes the communications 
of the cognitive user and (b) IS-GT1, which interferes with the incumbent link. In Figure 2.6, the 
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variables of rain attenuation induced on the four satellite slant paths are also shown: (i) AW (dB) is 
the rain attenuation induced on the desired link of an incumbent user (WS-GT1), (ii) AI (dB) is the 
rain attenuation induced on the desired link of the cognitive user (IS-GT2), (iii) AIW (dB) is the rain 
attenuation induced on the interfering link of an incumbent user (IS-GT1), and (iv) AWI (dB) is the 
rain attenuation induced on the interfering link of the cognitive user (WS-GT2). All these are con-
sidered random variables.

As described previously, to assess the performance of the wanted link, the CIR statistics are 
needed to estimate the effect of the power level of interference to the signal power. The clear sky 
CIR is calculated using simple transmission theory taking into account the antenna diagrams of the 
satellite transponder and of the ground terminals.

The CIR in dB scale for the incumbent users also considering rain attenuation is

 
CIR SIRp CS W IWA A

dB dB= − +,  
(2.16)

where CIRCS is the signal-to-interference ratio under clear sky conditions at dB values and Ap and Asp 
are the rain attenuation random variables in dB that correspond to rain attenuation values induced 
in the links as this was explained before. Similarly for the cognitive user, the SIR in dB values is

 
CIR CIRs CS I WIA A

dB dB= − +,  
(2.17)

Equations 2.16 and 2.17 show the dependence of SIR under rainfall conditions, on the differential 
rain attenuation (Kourogiorgas and Panagopoulos, 2014; Panagopoulos et al., 2014). For the evalua-
tion of the impact of interference, we are interested in calculating the following outage probabilities:

 
P P A Aout p p th W th W, ,,= ≤ ≤ CIR CIR

 
(2.18)

 
P P A Aout s s th I th I, ,,= ≤ ≤[ ]CIR CIR

 (2.19)

The probabilities of ( , , ),A A j W Ij th j≤ =  refer to the cases that the wanted satellite link or 
 cognitive user is available with Ath,j that are the thresholds for the two links for the various services 
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FIGURE 2.6 Interference satellite scenario: Cognitive approach.
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provided. Similarly, one can calculate CNIR under rain fades taking into consideration the basic 
transmission theory, the antenna side lobes gain, and then calculate the outage probability in terms 
of CNIR:

 
P Pout th= ≤[ ]CNIR CNIR

 (2.20)

In ITU-R P. 1815 (2007), a model for the prediction of the joint differential rain attenuation 
statistics between a satellite and two locations on the surface of the Earth is presented employing 
the statistical model presented in ITU-R P. 618-11 (2013) for site diversity (SD) performance predic-
tion, that means the slant paths are considered parallel. Moreover (ITU-R, P. 619-1, 1992), a simple 
empirical model for the calculation of differential rain attenuation statistics is presented consider-
ing converging adjacent slant paths. Other models in the literature that incorporate the aggrava-
tion of the satellite system due to differential rain attenuation are Kanellopoulos et al. (2000a,b), 
Panagopoulos and Kanellopoulos (2002a), and Panagopoulos et al. (2002, 2005), considering vari-
ous climatic conditions and general geometrical configurations.

2.3 FADE MITIGATION TECHNIQUES

All the propagation phenomena discussed in the previous sections exhibit space–time variations 
and differ from the deterministic system losses that can be evaluated in a static approach of the sat-
ellite link availability evaluations. Some tropospheric phenomena show greater space–time varia-
tions than others and for this reason we must incorporate them in the analysis stochastically. The 
propagation effects influence significantly for less than 1% of the annual time and for this reason 
we have to accurately calculate the extra-required fade margin to satisfy the prescribed availability 
and the QoS specifications. The availability is defined as the time percentage during a year that a 
specific figure of merit such as bit-error ratio (BER) is lower than a certain threshold beyond which 
an outage of the satellite link occurs.

 P Pavail th= ≤[ ]BER BER  (2.21)

The availability can also be defined with a similar probability using other figures of merit, such 
as carrier-to-noise ratio (CNR), CNIR, packet error ratio (PER), frame error rate (FER), etc. The 
choice of the figure of merit depends on the satellite service and on the data that are available to 
the satellite radio designers. Another metric is the satellite link reliability that is given through the 
annual percentage of time that BER is greater than a specific BER threshold:

 
P Psp th= >[ ]BER BER

 (2.22)

The above probabilistic metrics can also be described in terms of total attenuation and the cor-
responding exceedance probabilities can also be defined. The static approach for the satellite link 
design is to choose a percentage of time for availability and then the fade margin is defined as the 
difference in dB between the precipitation total attenuation leading to an outage and the clear sky 
attenuation.

To satisfy the QoS requirements and with a view to exploit higher millimeter-wave frequencies, 
high-availability systems must be designed in which a small fraction of time is significant for system 
design and due to the fact that total attenuation induced into the system can take high values for 
this small fraction of time, the application of a high fixed-power margin to deal with total attenu-
ation (especially rain attenuation) does not give the optimum and efficient engineering solution, as 
this extra power will remain unexploited for the greatest time percentage of the year. Consequently, 
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FMTs must be proposed to protect the system from atmospheric attenuation and to operate at smaller 
fade margins. The FMTs based on different design approaches regarding the satellite signal impair-
ments due to tropospheric propagation, are categorized in the following three major classifications 
(Castanet et al., 1998; Panagopoulos et al., 2004a): (i) power control techniques, (ii) link adaptation 
techniques, and (iii) diversity techniques.

2.3.1 general concePt anD aPPlication of fMtS

In this section, the general concept and some comments for the application of FMTs in the satellite 
communication systems will be given. First of all, the FMTs under consideration follow the same 
four steps (see Figure 2.7): (i) measurement of propagation conditions by monitoring the satellite 
link quality, (ii) the information is sent in the satellite gateway where the decision for the FMT 
is made, (iii) short-term prediction of attenuation, and (iv) decision for the appropriate FMT and 
reconfiguration of the transmission parameters.

Considering the procedure described in Figure 2.7, it can be easily deduced that for the two of the 
major points of the procedure, it is really difficult to have an accurate solution. The first step, which 
is the attenuation measurement, is usually linked, for example, with the corresponding measure-
ment of BER at the output of the receiver and then the Eb/N0 threshold. This indirect method needs 
much extra measurements to estimate the fade level. Moreover, the third step is also very crucial 
for the FMT performance since the short-term prediction of the total atmospheric attenuation is 
one of the most difficult tasks due to the random nature of the various physical phenomena. There 
are numerous research projects and papers on this subject. A whole chapter in this book is devoted 
to time-series synthesizers of propagation phenomena that are required for the evaluation and the 
implementation of the FMTs. More specifically for the third step of the above-described procedure, 
the dynamics or the second-order statistics (fade duration, fade slope, power spectrum, autocorrela-
tion function, etc.) are usually employed to design prediction algorithms. An important issue is to 
effectively decompose the dynamic characteristics of the propagation phenomena in the frequency 
domain using filters (low-pass filters for the gaseous absorption, midterm frequencies for clouds and 
rain, and a higher-frequency filter for scintillation). As explained previously, the phenomenon that 
plays the most important role in the satellite link reliability is rain attenuation; consequently, in this 
section, we present two well-established and well-accepted models and new metric definitions on 
rain attenuation dynamic characteristics that can be easily extended and applied to various FMTs.

First, we present a metric for second-order statistics of rain attenuation, the hitting-time statistics. 
Hitting-time distribution describes the diffusion processes, which are modeled with SDEs. Rain 
attenuation phenomena are well described using SDEs. Hitting-time distribution of rain attenuation 
random process has been presented in Kanellopoulos et al. (2007). In Kanellopoulos et al. (2007), 

Information sent to
satellite gateway.

Second step

Short-term prediction of
attenuation.
�ird step

Reconfigure the
transmission parameters

using the appropriate FMT.
Fourth step

Attenuation measurement
on the Earth-station

ground terminal.
First step

FIGURE 2.7 FMTs as a control loop in four steps.
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the hitting-time distribution has been employed for the accurate determination of the dynamic input 
parameter of Maseng–Bakken (M–B) rain attenuation model (Maseng and Bakken, 1981).

For the rain attenuation stochastic process A(t) (dB), the random variable called hitting-time τh is 
defined as the time needed for the stochastic variable to reach a rain attenuation specific value Ath 
in finite time, given that at the starting point (t = t0), the random process has an initial value A0. The 
definition of the hitting time as well as the fade duration metrics are depicted in Figure 2.8.

A more general definition for the hitting-time distribution is given in Karatzas and Shreve (1991) 
and is considered as the time needed for the stochastic variable to reach one of the two thresholds 
Amin or Amax in finite time, given that at the starting point, the random process has an initial value 
A0, with Amin ≤ A0 ≤ Amax. The complementary cumulative density function of hitting-time random 
variable, can be obtained from the expression below

 
P A t A M A A A M A A Ahτ τ τ≥ =[ ] = ∞ −| ( ) ( , , , ) ( , , , )min max min max0 0 0 0  (2.23)

 where M can be obtained if the inverse Laplace transform (ILT) is applied to the function U of
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Here, it must be noticed that the ILT of the second term of the right-hand side of Equation 2.24 
is M(Amin, Amax, A0, λ) and it vanishes due to the subtraction in Equation 2.23. Therefore, this term is 
ignored. Consequently, to compute the CCDF of hitting time for rain attenuation, the function u( ) is 
defined through M–B model. For the calculations of rain attenuation hitting-time distribution, we con-
sider Amax → ∞ and Ath = Amin and in this way, we calculate the hitting time as described in Figure 2.8. 
After algebra and using the assumptions of M–B model, we can calculate the function u( ):
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FIGURE 2.8 Definition of hitting time on a rain attenuation event.
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where Γ is the gamma function and Φ is the Kummer’s function of the first kind and dA(s−1) is the 
dynamic parameter of the slant path rain attenuation.

Hitting-time distribution is an important metric for diffusion processes that can be employed 
from the radio communication engineers to characterize the channel models. For rain attenuation 
modeling, the hitting-time statistics reflect the dynamic properties of the satellite channel that is 
modeled with SDEs. In the next section, the advantages and methods for using hitting-time distribu-
tion to advanced FMTs and how they can be employed in future satellite communication systems 
and evaluation of the system are pointed out.

At this point, we present a two-dimensional stochastic model that correlates the induced rain 
attenuation values in the time domain (Karagiannis et al., 2013). It may be used for various FMTs 
since it provides a useful tool for the generation of simulated frequency–time-correlated time series. 
It can be used, for example, for efficiently implementing an up-link power control scheme or as a 
general framework for the effective choice of power control algorithms taking into account rain 
attenuation values at different frequencies.

We assume the rain attenuation stochastic processes ad(t), au(t) (dB) induced on the slant paths 
(downlink and uplink) that generally operate at different frequencies fd, fu, respectively, and follow 
the system of SDEs:
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The subscripts d and u denote downlink and uplink and the random variables of rain attenuation 
follow the bivariate lognormal distribution and equivalently the random variables ln ad(t), ln au(t) 

follow the bivariate Gaussian distribution and the static parameters are σ σa
d

m
d

a
u

m
ua a, ln , , ln  (Papoulis 

and Pillai, 2002). W Wt t
1 2,  are independent Wiener processes known as Brownian motion processes 

(Karlin and Taylor, 1975). Using the following well-known nonlinear transformations:
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the system in expression (2.28) of the linear system of SDEs becomes of Ornstein–Uhlenbeck kind 
(Karatzas and Shreve, 1991)
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In the above equations βu, βd are the dynamic parameters of rain attenuation of the uplink and the 
downlink, respectively, that are basically different since they are referred to different frequencies 
(Panagopoulos and Kanellopoulos, 2003a,b; Kanellopoulos et al., 2007). Moreover, the parameters 
sij, 1 ≤ i, j ≤ 2 (matrix S elements) are the parameters that combine and correlate the independent 
Wiener processes for the derivation of the correlated white noise in the two links. The solution of 
the above system in Equation 2.30 is given as the vector stochastic process

Xt t
d

t
u T

X X=  , , from Karlin and Taylor (1981) and Karatzas and Shreve (1991)
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and και S = [sij]1≤i, j≤2. More details for the calculation of the elements sij, 1 ≤ i, j ≤ 2 through the 
covariance matrix can be found in Karagiannis et al. (2012, 2013).

From these models, two important final close formulas can be calculated that are very important 
for the optimization of the application of FMTs. The first one is the transition probability of the 
reduced random variable in Equation 2.29 of the uplink considering a specific time lag t, given the 
value of rain attenuation on a specific link:
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The rest parameters in the right-above equation can be also found in Karagiannis et al. (2013). 
The second one is the expected value of rain attenuation at a specific time lag t considering the rain 
attenuation on the second link is given:
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The error of the prediction is defined as the difference of the real measured value and the pre-
dicted value from the model that means
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This value is also a random variable with zero-mean value since the conditional expectation is a 
conditional estimator and finally, its variance can be obtained
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Some general guidelines and two important models that can be used for the optimum design and 
evaluation of FMTs have been presented in this section.
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2.3.2 Power control techniqueS

In the category of power control techniques, we generally consider the variation of EIRP (effective 
isotropic radiated power) in dBW that is defined as the product of the antenna gain and the transmit-
ted power. That means here, we present EIRP control that is considered as either the variation of the 
carrier power or the antenna gain to compensate the stochastic variations of the propagation losses. 
The adjustment can be implemented either at the Earth stations (then we have uplink power control—
UPLC), or onboard satellite transponder (downlink power control—DLPC). Another technique that 
belongs to this category is the spot beam shaping (SBS) technique, where the antenna diagram is 
properly adjusted to dynamically compensate the variations of the atmospheric attenuation.

The power control techniques, in principle, can be designed and implemented in two ways: (i) 
open-loop power control where the transmitted power is controlled based on the measurements of 
the received power either from a pilot signal at a different frequency or from the information signal 
itself and (ii) the closed-loop power control where the transmitted power is adjusted after receiving 
feedback information from the receiver. In practice, when it is applied to real satellite systems, the 
closed-loop system must take into account the propagation delay due to the round trip time between 
the Earth stations. For this reason, when the closed loop is applied, hybrid techniques including 
prediction algorithms are considered. For geostationary satellite systems, this delay almost makes 
the application of a closed control loop power control since the most aggravating tropospheric phe-
nomena have generally short durations (Panagopoulos et al., 2004a). For this reason, for the rest of 
the section, we will consider only the open-loop principle for the application in satellite communica-
tion systems.

The ULPC is achieved by adjusting the transmitted power of an Earth terminal with a view to 
keeping the power flux density at the satellite’s transponder input at a certain predefined level. At 
this point, we have to differentiate the two types of transponders. For a regenerative satellite, the 
UPLC system takes into account only the uplink, while for the transparent transponders, the UPLC 
system of the Earth station aims to compensate both the uplink and the downlink power variations 
due to atmospheric phenomena. The two main drawbacks of the ULPC technique is the causal of 
adjacent channel interference due to the increased power transmitted through the sidelobes and the 
adjacent satellite interference. The adjacent satellite interference occurs due to the increased power 
that is received by the satellites that are in a closed orbit to the receiving satellite.

The DLPC system is a technique that will be implemented in the satellite transponder and unlike 
the ULPC, it is much more difficult due to the satellite size and the satellite weight constraints. In 
a DLPC system, adjacent channel interference may occur, the intermodulation interference and the 
intersystem interference. Intermodulation interference is caused by the nonlinear amplification of 
the multiple carriers, while intersystem interference is caused by the interference of the Earth–space 
system to terrestrial networks due to the increased power.

Another EIRP control technique is the SBS that is achieved by the adjustment of the antenna 
gain. A GEO satellite that covers a wide region may provide services using a spot beam that the 
antenna beam width is reduced and the gain is increased. In this technique short-term weather 
predictions are needed that may be derived from satellite images or numerical weather products. 
Using these predictions, the antenna gain may be changed in the region that is mostly affected by 
the atmospheric phenomena at the specific time instance. Given the meteorological conditions, the 
optimization of the spot beams may be static or dynamic (Paraboni et al., 2009a,b).

Generally speaking, the power control techniques when they are used to improve the availability 
of a link may cause interference to adjacent links and for this reason, the whole analysis should 
be considered as a cognitive system taking into account satellite and terrestrial networks and a 
unified and holistic interference calculation problem with a probabilistic solution should be given 
(Panagopoulos et al., 2013).

In the power control techniques, the methodology of hitting time and the dynamic frequency-
scaling model may be used (Kourogiorgas et al., 2012). First of all, in a power control system, the 
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transmitted power of the signal is modified according to the current state of the rain attenuation 
value. For example, if the rain attenuation value increases above a certain threshold, the transmitted 
power will also be increased to deal with rain attenuation. To design a system in which the energy 
efficiency as well as the availability are considered, the employment of the hitting-time distribu-
tion for the various power thresholds should lead to more efficient results. In this application, with 
hitting-time statistics, we have an accurate way to have a distribution function for the time needed 
to reach a certain value of rain attenuation, which may be the new power control threshold. The 
hitting-time statistics may be applied for both uplink and DLPC schemes. To measure the distribu-
tion of the time for a passage from one threshold to another, the metric of hitting time must be used. 
Moreover, in the case in which the FMT control loop is not able to measure the rain attenuation val-
ues for a short time, the hitting-time statistics must be used to define the time needed to use a certain 
power to compensate rain attenuation or the time needed to change to a higher or lower transmit-
ted power to keep the system available. Generally speaking, transmitted power should follow rain 
attenuation channel hitting-time distribution to optimize the FMT control loop performance.

2.3.3 link aDaPtation techniqueS

Techniques that are belonging to this category focus on properly modifying the manner that the 
signals are transmitted either by the Earth station terminals or by satellite transponders, whenever 
the link quality is deteriorated. The different types of signal processing should be available in 
more than one node of the satellite network. They can be classified into three categories: adaptive 
modulation (AM), adaptive coding (AC), and data rate reduction (DRR). The first two categories in 
the modern satellite systems (DVB-S2-based systems) (ETSI STANDARD DVB-S2, 2005, 2006) 
are almost considered simultaneously for defining the levels of their application and for this rea-
son, they have ACM—adaptive coding and modulation technique. The DVB-S2 has introduced the 
possibility of adapting transmission amid a set of modulation and coding schemes to significantly 
enhance the satellite link throughput.

Historically, the satellite links have been designed to a constant coding and modulation strategy 
that means a single modulation and coding scheme have been selected and are not changed during 
the satellite communication.

2.3.3.1 Adaptive Modulation
AM decreases the required Eb/N0 → SNR (dB) for a certain bit-error probability, by reducing the 
spectral efficiency (bps/Hz) when the SNR at the input of the demodulator decreases due to propa-
gation effects (Filip and Vilar, 1990). That means during heavy rainfall events, the AM techniques 
exchange spectral efficiency for power requirements, while in the power control techniques, there 
is an adjustment in the power transmission. In Figure 2.9, we can see the implementation of the 
AM technique (e.g., considering M-PSK modulation schemes), that means when the attenuation 
increases and the SNR decreases and to avoid the outage, we are moving to lower-modulation 
schemes. Consequently, when the atmospheric attenuation is low, the satellite link can operate 
at higher-modulation schemes and moves to more robust ones when the atmospheric attenuation 
increases. The technique is preferably implemented as a closed FMT control loop where the receiv-
ing Earth station communicates with the transmitting station through a terrestrial return link in low 
rates (Castanet et al., 1998).

For open-loop AM techniques, a modem that will be able to adapt to the changing modulation 
formats must be available. This is the current state-of-the-art DVB-S2 and DVB-RCS protocols.

2.3.3.2 Adaptive Coding
AC is another FMT that may be used by the satellite communication networks. The coding is 
employed in the satellite links to detect and correct the errors in bits and this is done by adding 



52 Radio Wave Propagation and Channel Modeling for Earth–Space Systems

redundancy to the information signal. As the redundancy increases, the error probability is decreased 
but, at the same time, the bandwidth required also increases. Consequently, the error correction 
coding can be seen as a trade-off between bandwidth and the power requirements to achieve a 
certain error probability. The decoding process takes place at the satellite receiver without using 
any feedback by the transmitters. This type of error correction is known as FEC (forward error 
correction). In another type of error correction coding called ARQ (automatic repeat request), error 
detection and correction is achieved by retransmitting the erroneous blocks of bits. ARQ is widely 
implemented in satellite packet communications under the main limitation of the large propagation 
delays involved and that we have delay-tolerant services.

The error-correcting codes have been initially designed for use against randomly spaced errors, 
that is, those caused by thermal noise or multipath phenomena. However, after the emergence of 
satellite links operating above 10 GHz, where fading caused by precipitation is the main reason for 
signal degradation, errors occur in bursts and not independently. Therefore, the availability of a 
satellite link can be preserved by varying the rate of codes more resistant to bursts (Panagopoulos 
et  al., 2004a). A technique known as interleaving is effective at minimizing the effect of burst 
errors by spreading each message in time. The idea behind this technique is to apply coding to the 
columns of a shift register arranged as a matrix and then transmit the coded word row wise, so that 
after descrambling, the errors are spread and can be considered as independent. However, interleav-
ing proves to be efficient only against very short fades, particularly against scintillation. Whenever 
the link suffers from severe propagation impairments, more efficient coding schemes that may be 
employed within the scope of AC may originate from concatenated codes, that is, combinations of 
block codes with convolutional codes. For the rest of the time, a less-complex coding scheme may 
be used. An example of concatenated codes widely used in practice to combat error bursts is to 
combine the Reed Solomon outer code and use convolutional coding as the inner code together with 
Viterbi decoding at the receiver.
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2.3.3.3 Adaptable Coding and Modulation Strategies
As already discussed previously, the exploitation of changing coding and modulation formats to 
increase availability and throughput takes place simultaneously in the current communication sys-
tems. The first degree of adaptability is a plan for static–variable coding and modulation schemes. 
The modulation and coding schemes are preprogrammed off-line so as to be modified in the cor-
responding thresholds. The static–variable and coding scheme finds a very good application for 
the LEO satellite downlinks for Earth-observation applications (Toptsidis et al., 2012). The prepro-
grammed modulation and coding schemes are designed according to the varying link geometry and 
the long-term distribution of atmospheric attenuation in various elevation angles.

Another strategy is the dynamic-coding and modulation strategy and is another step toward 
achieving the optimal channel capacity. In this strategy, again, the actual propagation phenomena 
are not taken into account, but a factor that separates clear sky and rainy conditions is considered. 
The main motivation behind this differentiation is that the most aggravating atmospheric impair-
ments such as deep fades occur for small percentages of time. That means two sets of modulation 
and coding schemes are preprogrammed off-line: the first set covering the higher modulation and 
coding schemes corresponding to a fade margin only because of clear sky effects and a second set 
that contains the lower modulation and coding schemes that are consistent with the prediction of 
total attenuation including rain effects. From the system point of view, we have moved from an 
open-loop system to a close-loop system. More elegant solutions also use information from meteoro-
logical satellites (satellite imagery forecasting) known as nowcasting or even deployed meteorologi-
cal sensors (e.g., rain gauge meters) in a wider area.

The highest degree of adaptability is considered in the ACM strategy, which fully exploits all the 
system degrees of freedom. In this technique, the modulation and coding schemes are fully adapted 
to the actual propagation phenomena induced on the satellite link. The ACM scheme in its imple-
mentation is similar to a power control technique, since the optimum rain attenuation thresholds for 
changing ACM schemes have to be evaluated. The average hitting time between two rain attenua-
tion threshold values can be defined using the hitting-time statistics. Consequently, the thresholds 
of rain attenuation will be defined using the hitting-time statistics to design an optimal system that 
exploits the various modulation and coding schemes. The average time that the satellite link stays 
(uses) on the modulation and coding level is analytically calculated. The FMT control loops for an 
ACM scheme in case that channel measurements with a small sampling time are not feasible, the 
hitting-time statistics must be used to define the time needed to change the scheme as this is actually 
the time between two threshold values of rain attenuation.

2.3.3.4 Data Rate Reduction
In this signal-processing technique, the information data rate is reduced whenever the FMT control 
loop predicts a deep atmospheric fade. This technique has been designed during the OLYMPUS 
experiment (Castanet et al., 2002) for the simulation of a video-conferencing system. The method is 
very similar to the AM and coding strategies since this procedure results in data spreading using a 
pseudorandom sequence. The gain obtained from this DRR in terms of the margin over the required 
threshold varies from 3 to 9 dB. This procedure results in data spreading with higher-processing 
gains corresponding to higher-spreading factors.

2.3.4 DiverSity techniqueS

Diversity techniques are a countermeasure against propagation phenomena. They used to be called 
diversity protection schemes. They constitute the most efficient FMTs, since rain-induced attenu-
ation that is the dominant factor deteriorating the availability and performance of a satellite link 
operating above 10 GHz, shows significant space–time variations and these variations are fully 
exploited by the diversity techniques. The set of diversity techniques consists of SD, orbital diversity 
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(OD) or satellite diversity (SatD), frequency diversity (FD), and time diversity (TD). The first two 
techniques take advantage of the spatial inhomogeneous structure of the rainfall medium, whereas 
FD and TD are based on the spectral and the temporal dependence of rain, respectively. There 
are two well-known metrics that are widely used to describe diversity performance: the diversity 
improvement I and the diversity gain G (Panagopoulos et al., 2004a). The improvement metric is 
defined as the ratio of the single-site time percentage and the multiple-site time percentage, at which 
a given attenuation level is exceeded. On the other hand, diversity gain is defined as the difference 
between the single-site attenuation threshold and multiple-site attenuation threshold exceeded for a 
given time percentage (Panagopoulos et al., 2004a). Equivalently, these metrics can also be defined 
in terms of the corresponding SNR values.

There are many signal processing that may be implemented for the combination of the signals 
considering them in various degrees of freedom (space, angle, frequency, and time). Here, we pres-
ent the most popular ones: the selection combining (SC) and maximal ratio combining (MRC) 
diversity schemes for two receiving terminals. In the SC scheme, the link with the highest SNR is 
selected from the receiver to communicate, while in MRC scheme, the receiver combines the two 
signals received at the two antennas of the receiver, that the SNR of the received signal is the sum 
of the SNR of the two signals. The latter summation holds considering the SNR in linear terms. 
Another difference between the MRC and SC diversity techniques is that for the former technique 
(MRC), the sum of the SNR of the two signals received at the antennas on the receiver side takes 
place after cophasing these two signals at the receiver side, while in the latter one, there is no need 
for cophase of the two signals. The received SNRr in linear terms, that is, watts, can be calculated 
as (Kourogiorgas et al., 2013)
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with SNR1 that is the SNR of the signal received by the first ground terminal and SNR2 is the SNR 
of the received signal in the second ground terminal. An equivalent method to describe the perfor-
mance of the SC receiver is the usage of atmospheric attenuation values, and consequently the joint 
total atmospheric attenuation Ad (dB)

 A A Ad = min( , )1 2  (2.38)

2.3.4.1 Site Diversity
In the SD technique, two or more ground terminals are communicating with the same satellite and 
the Earth–space path with the least attenuation, that is, a higher SNR is selected resulting in an SC 
scheme; for example, as explained above, SD takes advantage of the rainfall rate inhomogeneity 
with distance between the two or more radio paths (see Figure 2.10).

Therefore, the probability of simultaneous rain attenuation occurring on two or more network 
routes is less than the probability of rain attenuation occurring on each individual path. In SD, the 
joint cumulative distribution is of great importance, since the outage of an SD system can be cal-
culated. Various models have been developed for the prediction and calculation of the three above-
mentioned metrics: joint exceedance probability, improvement factor, and diversity gain. More 
particularly, there has been a segmentation of these models into empirical and physical based. In 
empirical models, the following are included: Hodge model (Hodge, 1982): in this model, the diver-
sity gain is computed by modeling the effect of the frequency, the baseline distance, the elevation 
angle, and the baseline orientation in the diversity gain. It is an empirical model since its parameters 
have been derived after a regression-fitting analysis to the available experiment. This model has 
a limitation that the baseline distance must be less than 20 km and greater than 1.7 km. National 
Technical University of Athens (NTUA)-simplified model (Panagopoulos et al., 2005): an empirical 
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formula is proposed for the computation of the diversity gain, based on Hodge methodology. This 
model is presented here:
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In the above relationship, G G G G GA D fS, , , ,θ ∆  
 are the factors expressing the dependence of the 

SD gain on the single-site attenuation AS (dB), the site separation distance D (km), the com-
mon elevation angle of both slant paths θ (degrees), the frequency of operation f (GHz), and the 
orientation of the baseline between the two Earth stations Δ (degrees). As far as the attenuation 
threshold AS (p%) of an average year is concerned, one can resort to either the ITU-R model 
or to local experimental data. The above model has been derived from the application of an 
extended regression-fitting analysis to the results that are derived from the analytical model in 
Panagopoulos et al. (2004a).

Some extra empirical models are in Allnutt and Rogers (1982), Goldhirsh (1982), and Dissanayake 
and Lin (2000). However, more sophisticated SD models have also been developed that are based 
on the physical statistical properties of the medium: ITU-R 618.11 Section 2.2.4.2 model that is 
the Paraboni–Barbaliscia model (Paraboni and Barbaliscia, 2002), where the cumulative CDF 
of rain attenuation for an unbalanced system is calculated assuming that rain attenuation follows 
the lognormal distribution and adopting a spatial correlation function derived from radar mea-
surements. The EXCELL model has also been used for the derivation of joint statistics of rain 
attenuation in Bosisio and Riva (1998). Matricciani (1994) model is an extension of the two-layer 
model. NTUA physical models (Kanellopoulos et al., 1990, 1994; Panagopoulos and Kanellopoulos, 
2003a,b; Kourogiorgas et  al., 2012) compute the unbalanced joint CCDF of rain attenuation in 

Ground terminals

GEO satellite

FIGURE 2.10 Configuration of an SD system.
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which single-site rain attenuation is assumed lognormal, gamma, and 4, respectively, and the joint 
statistics of rain attenuation follow the joint bivariate lognormal, gamma, and inverse Gaussian 
distributions. The spatial correlation adopted for the specific rain attenuation is an extension into 
two paths of the one proposed by Lin (1975). The objective of the physical statistical models is to 
calculate the joint exceedance probability of a dual-unbalanced SD scheme that is defined as

 P P A A A Aout th th= ≥ ≥[ , ]1 1 2 2  (2.40)

That means the double integral below has to be calculated:

 

P f A A dA dAout A A

AA thth

= ⋅ ⋅
∞∞

∫∫ 1 2

21

1 2 1 2( , )

 
(2.41)

In Livieratos et  al. (2014), a new method for calculating the joint first-order statistics of rain 
attenuation for spatially separated satellite links has been developed based on copula functions. The 
advantage of a copula method is that it does not make any assumption on the kind of distribution 
of rain attenuation and it uses a dependence index that takes into account the dependence of two 
variables even if these are linked through a nonlinear expression.

The models that have been proposed for prediction of the performance of SD systems are com-
pared using (ITU-R, P. 311-15, 2015) error criterion for the CCDF. Here, we present some compari-
son results that have been published in Panagopoulos et al. (2005) comparing the NTUA-simplified 
model performance with some well-accepted models on ITU-R databank (ITU-R SG 3 Databank) 
(Tables 2.4 and 2.5).

Finally, using the physical statistical model presented in Kourogiorgas et al. (2012), that is based 
on inverse Gaussian distribution, we have evaluated the performance of a hypothetical SD system 
located in Athens, Greece, operating at 40 GHz (Q band) for separation distances of 10, 20, and 
50 km, respectively, shown in Figure 2.11. The diversity gain as the distance increases is obvious. 

TABLE 2.5
Results of a Comparative Test between the Model in Equation 2.36 
and Other Models (35 Experiments D > 15 km)

Prediction Model Mean Error (%) Rms Error (%)

NTUA-simplified model −0.3 16.9

Hodge model −6.7 16.4

Matricciani model 5.1 15.7

TABLE 2.4
Results of a Comparative Test between the Model in Equation 2.36 
and Other Models (41 Experiments D < 15 km)

Prediction Model Mean Error (%) Rms Error (%)

NTUA-simplified model −3.6 12.7

Hodge model −8.7 16.1

EXCELL model 4.9 13.8

Matricciani model 8.0 19.2
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Moreover, one can observe that the single-link operation without SD at 99.99% at 40 GHz would be 
very difficult to be achieved due to the very high-required fade margin.

A different system version of SD technique is the Smart Gateway diversity (Kourogiorgas et al., 
2013) that is used as an uplink diversity scheme in multibeam satellite networks for the feeder links 
to implement the Terabit satellite concept. Its performance can be calculated with similar propa-
gation models. In Panagopoulos et al. (2007), a model for the performance of SD in stratospheric 
systems using the total attenuation modeling has been presented.

2.3.4.2 Orbital Diversity
SD technique can be considered as the most efficient diversity scheme; from a technical perspec-
tive, its cost-effectiveness is under investigation, given that SD requires at least two Earth station 
installations along with a terrestrial connection (either wireless or through a fiber optic). Another 
diversity technique is the OD (or SatD) that allows Earth stations to choose between multiple satel-
lites (see Figure 2.12).

Similar to SD, OD also adopts a reroute strategy for the network and, therefore, can be applied 
only for FSS (Matricciani, 1987). OD is implemented more economically compared to SD, since 
switching and all the other diversity operations can be carried out in a single Earth station, with 
backup satellites already considered in an orbit. A possible very good application of OD technique 
may be its use in medium Earth orbit (MEO) satellite systems in the modern O3b system. As 
expected, the SD technique in terms of diversity gain is much superior since the separation of the 
alternative slant paths in SD schemes is greater than the separation found in OD systems; conse-
quently, the decorrelation of the propagation medium is much greater, and the correlation coefficient 
is much smaller. This point is investigated in Panagopoulos et al. (2004b) that compares the two 
basic geometrical parameters of SD and OD to obtain the optimum technical solution between 
the two diversity alternatives. Experimental data coming from OD experiments are far less than 
relevant data concerning SD systems. In this context, the model in Panagopoulos et al. (2004b) can 
be used to this direction and converts experimental data of SD systems into OD systems and leads 
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to a reliable design of a satellite system. In Kanellopoulos and Reppas (1991), the dual-OD system 
is studied and an analytical model based on the bivariate lognormal distribution is given, while in 
Panagopoulos and Kanellopoulos (2002b), a triple-OD model is presented using trivariate lognor-
mal distribution. Both models have been compared with experimental data with very encouraging 
results. Finally, among the prediction methods concerning the performance of OD systems, the 
simple model proposed by Panagopoulos and Kanellopoulos (2003b) and the analytical model pro-
posed by Matricciani (1997) should be stated. The simple pocket calculator formula for the predic-
tion of the OD gain that has been presented in Panagopoulos and Kanellopoulos (2003b) is based on 
a regression-fitting analysis implemented on an analytical propagation model. The resulting model 
characterizes OD gain as a function of single-link attenuation depth, angular separation, link fre-
quency, path elevation angles, and the local statistics for the point rainfall rate. The simple model 
reproduces the analytical method with root mean square (rms) error less than 0.5 dB and moreover, 
it has been tested with experimental data with quite encouraging results.

Finally, using the physical statistical model presented in Panagopoulos and Kanellopoulos 
(2002b), that is based on lognormal distribution, we have evaluated the performance of a hypotheti-
cal OD system located in Athens, Greece, operating at 20 GHz (Ka-band) with angular separations 
of 45° and 70°, respectively. As the separation angle increases, the diversity gain is also increased 
(Figure 2.13).

2.3.4.3 Time Diversity
TD is a less-studied diversity alternative for satellite communication systems. In principle, it is based 
on retransmitting the corrupted information at times when the channel is expected to have better 
conditions, that is, at time spacings exceeding the channel coherence time. Actually, it resembles the 
ARQ FMT implemented in media access control (MAC) layer and falls under the general category 
of error correction. The difference between the two techniques is that ARQ is characterized by a 
fixed or random retransmission period, while in the TD system, the information is retransmitted 
after having the duration of the unfavorable propagation phenomenon estimated. Obviously, the per-
formance of the TD technique is related to the time period selected for retransmission, which ranges 
from a few seconds to several hours. One of its main advantages when compared to other diversity 
techniques is that TD does not require additional RF equipment or complicated synchronization 
procedures, since it involves only a single-satellite link and a single-reception unit. This leads to 

GEO satellite
GEO satellite

FIGURE 2.12 Configuration of an OD system.
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the fact that TD option is much more cost efficient. Nevertheless, buffer and registers are required 
to implement TD in practical systems. However, the application of the TD technique is restricted 
to delay-tolerant applications (nonreal-time ones), such as video on demand or multimedia and data 
transfer, and seems particularly attractive for broadcasting services.

In TD technique, an advantage is taken that rainfall rate and rain attenuation are decorrelated 
in the time domain and therefore, when the time instances of repetition are distanced in the time 
domain, the probability to have high values of rain attenuation in both time instances is lower than 
the probability to have high values in one of the two instances. The outage prediction of a TD system 
is given as

 P A t A A t t ATD thr thr= > + >Pr( ( ) , ( ) )∆  (2.42)

Here, we have to refer to the analytical models in the literature (Arapoglou et al., 2008; Fabbro 
et al., 2009; Kourogiorgas et al., 2013b). An empirical correlation coefficient has been presented in 
Fabbro et al. (2009) that has been obtained after processing the databases. The second approach is 
based on the exploitation of the transition probability expressions of M–B model and it has been 
used in Arapoglou et al. (2008) and Kourogiorgas et al. (2013b). It has been shown that the two 
approaches have similar results.

Finally, using the physical statistical model presented in Kourogiorgas et al. (2013a), that is based 
on M–B model, we have evaluated the performance of a hypothetical TD system located in Athens, 
Greece, operating at 30 GHz (Ka-band uplink) and the exceedance curves have been drawn for time 
lags (delays) of 30, 60, and 120 s, respectively (see Figure 2.14).

Moreover, the concept of hitting-time statistics may be employed in TD systems, to define the 
time needed to retransmit the data, supposing that the time of the first transmission is experiencing 
high attenuation, the statistics of the hitting time shall be used, as the latter gives you an estimation 
of the period between the initial point and the threshold value that the received data are guaranteed. 
An optimum retransmission protocol based on hitting-time statistics can be designed (Kourogiorgas 
et al., 2012).
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2.3.4.4 Frequency Diversity
The satellite link suffers more from precipitation factors (fading, scintillation, depolarization, 
etc.), as analytically discussed previously. For this reason, since most of the satellite transponders 
have available onboard repeaters operating at various frequency bands (e.g., Ku, Ka-bands), the 
lower bands may be exploited when atmospheric phenomena occur. This simple technique is well 
known as FD, employs the use of high-frequency bands during clear sky conditions, and switches 
over to spare channels at lower-frequency bands when the attenuation due to rain exceeds a cer-
tain  threshold. The diversity gain is very significant when the difference in the frequency band 
increases. There are many drawbacks in this technique since additional equipment-specific RF 
hardware and an extra antenna must be provided for every Earth station. Nevertheless, with the 
evolution of  software-defined radios, the cost of the implementation of an FD system may be dra-
matically reduced. Moreover, when we employ the lower-frequency band, the capacity available is 
much limited; consequently, services that demand a large bandwidth may be excluded.

A general comment is that almost all the models described above mostly refer to rain attenua-
tion and not to the rest of the atmospheric components, that means that the FMTs have been mostly 
designed to compensate for rain attenuation. This has been done since at lower frequencies, the 
impact of them is less important, but now, the modern satellite communication networks are mov-
ing to higher-frequency bands, and the models and the performance of FMTs should be revisited.

2.3.5 coMBineD fMtS

In this section, there will be a description of the employment of combined FMTs to combat the 
tropospheric propagation phenomena. As clearly stated, the above-described FMTs are either cost 
ineffective, such as FD and SD (even the cost has been reduced to the last decade) or yield to inad-
equate gains (fade margin reductions) to have DTU applications and services (Panagopoulos et al., 
2004a). Consequently, the advanced satellite communication systems use some of these techniques 
in a combined way (combined FMTs) to design a more sophisticated and powerful fade compensa-
tion scheme and increase the time availability. At this point, we will present some general ideas 
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without referring to satellite standards. An important technique for the implementation-combined 
FMTs is the employment-adaptive multifrequency TDMA (MF-TDMA) schemes. In principle, 
adaptive MF-TDMA systems may employ a resource-shared approach by reserving a pool of time 
slots within the frame shared among all Earth terminals during periods of high signal tropospheric 
attenuation (Panagopoulos et  al., 2004a). These time slots are exploited to provide the systems 
with the capability of lower coding/data rates and modulation schemes of a lower level, to employ 
ACM and DRR FMTs and thus achieve the necessary additional fade margin to properly operate. 
Consequently, as a result, when a satellite ground terminal is subjected to fading, an appropriate 
portion of the shared resource via a change in the time planning is allocated. The gain achieved by 
employing such a flexible TDMA system is the aggregate gain of the AM, AC, and DRR FMTs. 
A possible problem may arise if a link outage occurs in case the shared resource is already allocated 
to other satellite terminals of the network. This relative outage time is influenced by the correlation 
of the attenuation events, that is, the exceedance of the fade margin in multiple sites simultaneously. 
For this reason, a concurrent time series of the total tropospheric attenuation in various locations of 
the world are important for the design of satellite communication networks.

Moreover, except from the ACM techniques, other diversity schemers may be used to increase 
the availability and further reduce the fade margins. For this reason, to achieve an availability of 
99.999%, space diversity techniques are used. Very recently, it has been shown that even for a very 
small separation distance of the two Earth stations, the diversity gain may be significant. For this, 
the pico-scale diversity may be used, for example, by a company within its premises and along with 
ACM achieves low fade margins even for high-frequency bands (above 30 GHz).

For the implementation of radio resources management schemes in multibeam satellite networks, 
numerous papers have been presented showing that it is important to consider the channel state and 
the propagation models before proceeding to the allocation of the radio resources (bandwidth and 
power).

Another adaptive FMT recently proposed is the adaptive reconfigurable antenna front end 
(PoliMi-Space Engineering). The technique may counteract the attenuation effects due to the propa-
gation in Ka-band by means of a satellite system that is able to allocate the available power in an 
optimized manner. The meteorological phenomena are generally localized and do not occur simul-
taneously across the whole area. Instead of a fixed front end, the reconfigurable antenna approach 
may reduce the power required by the system, modifying the spatial distribution of the transmitted 
power to counteract the time-variant atmospheric attenuation. The reconfigurable system control is 
obtained by taking as input the weather conditions all over the served region. Such antennas can 
be used in multibeam satellites such as in the Terabit/s concept or in broadcasting services. The 
reconfiguration scheme is composed of a set of multiport amplifiers (MPAs) that is used to feed a 
beam-forming network of N elements (Paraboni et al., 2009a). An optimization algorithm has been 
implemented to control the excitation coefficients of the MPA. The NNS parameter (number of 
nonserved users) has been used as a figure of merit to be minimized.

To sum up, since individual FMTs successfully compensate only a fraction of the total attenu-
ation and, furthermore, correspond to a specific range of availability, they can be simultaneously 
applied in the form of combined FMTs.

2.3.6 Satellite StanDarDS with fMtS

The digital video broadcasting (DVB) via a satellite standard has been initially designed to offer 
digital video services but has been proved to be a very attractive and successful protocol to pro-
vide multimedia applications via a satellite. The return protocol known as DVB-return channel via 
satellite (RCS) employs smaller spot beams while the forward link employs global beams. All the 
required procedures are controlled by the network control center (NCC) that is installed in the sat-
ellite gateway and one of its main task is when an atmospheric event is detecting, a reconfiguration 
of the burst time plan.
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DVB-S2 is the second-generation specification for satellite broadcasting—developed by the 
DVB Project in 2003 and supported by ESA. It benefits from more recent developments in channel 
coding (LDPC codes) combined with a variety of modulation formats (QPSK, 8PSK, 16APSK, and 
32APSK). When used for interactive applications, such as Internet surfing, it may implement ACM, 
thus optimizing the transmission parameters for each individual user, depending on the satellite link 
conditions. The modes that are available are backward compatible allowing the existing operation 
of DVB-S set-top boxes to continue working in the satellite users premises.

The DVB-S2 system has been designed for several satellite broadband applications: (i) broadcast 
services for standard-definition television and high-definition television; (ii) interactive services for 
consumer applications including access to the Internet; (iii) professional applications; and (iv) data 
content distribution and Internet trunking.

DVB-S2X is a very recent extension of DVB-S2 satellite digital-broadcasting standard. It has 
been standardized in March 2014 as an optional extension of DVB-S2 standard. It will also become 
an ETSI (European Telecommunications Standards Institute) standard. Efficiency gains up to 51% 
can be achieved with DVB-S2X, compared to DVB-S2. The most important transmission capability 
improvements are higher-modulation schemes (64/128/256APSK), smaller roll-off factors, and gen-
eral improved filtering making it possible to have a smaller carrier spacing. In principle, DVB-S2X 
has been designed for the very low SNR regions.

Another standard for the return link is DVB-RCS2 that was approved in 2011 and 2012 with its 
mobility extensions (DVB-RCS2 + M) to support mobile/nomadic terminals and direct terminal-to-
terminal (mesh) connectivity. Its features include handovers between satellite spot beams, spread-
spectrum features to meet regulatory constraints for mobile terminals, and continuous-carrier 
transmission for terminals with high traffic aggregation. It also includes link-layer FEC, used as 
a countermeasure against shadowing and blocking of the satellite link. The following modulation 
schemes are eligible in DVB-RCS2 BPSK, QPSK, 8PSK, 16QAM, and constant envelope—CPM 
and regarding channel coding 16-state PCCC turbo code (linear modulation) SCCC (CPM) exists.

There are numerous papers in the literature that are related to the performance of FMTs in next-
generation satellite standards and at this point, we state some also considering the performance of 
intersystem interference evaluation: (Gremont et al., 1999; Malygin et al., 2002; Noussi et al., 2009; 
Panagopoulos et al., 2013, 2014; Enserink et al., 2014).

2.4 TELECOMMUNICATION AND PROPAGATION EXPERIMENTS

In the history of the satellite communications propagation experiments, the most significant experi-
ments that have taken place in the last four decades are (a) advanced communications technol-
ogy satellite (ACTS) experiment, (b) OLYMPUS experiment, and (c) ITALSAT experiment. Other 
experiments were with the SIRIO satellite in the 1970s.

In the ACTS experiment that was led by National Aeronautics and Space Administration 
(NASA) Ka-band, satellite propagation measurements were conducted (Gargione, 2002). Beacons 
signal have been installed on the ACTS satellite: downlink frequencies at 20.185 and 20.195 GHz 
and uplink frequencies at 27.505 GHz. The sites that have participated in the experiment were in 
the United States, Canada, Mexico, and generally, they have been chosen as areas with varying 
climatic characteristics and weather conditions to be able to develop global precipitation prediction 
models. During this experiment, many raw data have been collected to produce copolar attenua-
tion exceedance curves; fade duration; fade slope; interfade durations; and SD (double and triple). 
Unfortunately, unwanted effects of water on the antenna reflector surface (wet-antenna effects) were 
noted, and so the measurement has been considered problematic. There have been developed mod-
els (Crane, 2002) to correct the experimental data and some of them have been included in the 
ITU-R databanks.

ESA has set an experimental telecommunication satellite OLYMPUS in an orbit from 1989 to 
1993. The payloads that were carried were including communications payload, broadcast payload, 
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and propagation beacons at Ku (downlink 12.5 GHz) and Ka (downlink 19.77 and 29.66 GHz 
uplink). From propagation-modeling view, OLYMPUS propagation experiment (OPEX) is of great 
interest. About 50 beacon receives have been installed across Europe, Ottawa, Blacksburg, and 
Lewis in North America. From the raw data time series rain attenuation statistics, SD statistics, fre-
quency and polarization scaling, spectra, and the variance of the scintillation have been computed. 
The depolarization data and studies that have been measured and conducted during OLYMPUS 
experiment are of great importance. During 4 years of its operation, the satellite was not fully avail-
able and there are periods without raw data. Another problem with OLYMPUS satellite was that it 
was not so stable; so, preprocessing techniques have been developed to derive reliable-attenuation 
time series by removing the movement of OLYMPUS satellite.

ITALSAT satellite was launched in January 1991 carrying a telecommunications payload and 
for conducting propagation measurements. Three frequencies were used for the performance 77 of 
the experiments at 18.7, 39.6, and 49.5 GHz. The beacon at 18.7 GHz covered the Italian territory 
while the other two beacons covered the whole European continent. The life of the satellite lasted 
for 9 years and the measuring sites were located at Italy, Germany, Netherlands, and the United 
Kingdom. However, in most regions, the data are time limited as these were recorded for a small 
amount of time and cannot be useful to produce the long-term statistics. Significant studies from 
ITALSAT have been conducted in the United Kingdom (Ventouras et al., 2006).

Since July 2013, ALPHASAT has been launched (25° E), with its telecommunication payload 
conceived, financed, and realized in Italy; it is actually composed of two separated experimental 
payloads: a 40/50-GHz telecommunication section that performs a three-spot transponder and a 
Ka/Q propagation section providing a geographical beacon centered on Europe. The ALPHASAT 
payload is called ALDO dedicated to the memory of Professor Aldo Paraboni of Politecnico di 
Milano, who was the principal investigator of this project but passed away in 2011. The main objec-
tives of the ALPHASAT propagation experiment are to provide representative propagation data of 
the coverage area across Europe of current Ka-band multimedia systems. Moreover, ALPHASAT 
experiments’ objective is to demonstrate the effectiveness of FMTs in improving the achievable data 
throughput in a real Q/V band satellite link. All the FMTs described in the previous section will be 
tested and redesigned not only taking into account rain attenuation but all the propagation effects 
leading to total attenuation.

2.5 OPEN-RESEARCH ISSUES AND CONCLUDING REMARKS

Q/V and W bands are promising solutions for the operation of the future satellite communication 
systems, either for satellite feeder links or for DTU satellite links. To design reliable satellite sys-
tems at these high-frequency bands, new propagation models are required to be developed with a 
view to capturing better tropospheric effects.

The existing propagation model in the literature and in ITU-R has been tested using previous 
experiments (the last four decades), that is, they have not been validated with measurements espe-
cially above 30 GHz. The empirical models in the literature have been derived taking into account 
experiments at Ka-band and consequently, their validity at higher frequencies has to be reexamined 
and tested.

Rain attenuation modeling and all the models for the rest of the tropospheric components in 
total should be carefully reexamined considering the experimental data from the new experiments. 
A further research direction on this subject is the development of new statistical radio propagation 
models tackling the problem of space–time variations of the satellite channel more generally in 
amplitude and phase that is a very critical point in current multiantenna satellite networks.

Another open-research direction is finally to develop statistical propagation-based models for the 
radio interference between the adjacent satellite and terrestrial including the space–time variations 
of the tropospheric propagation phenomena and the assumptions that the radio systems employ 
FMTs or not. In addition, in the signal-processing techniques that are developed in the framework 



64 Radio Wave Propagation and Channel Modeling for Earth–Space Systems

of cognitive hybrid satellite and terrestrial networks, the propagation phenomena should be incor-
porated to make them more realistic and accurate.

Summing up, this chapter presents the tropospheric propagation phenomena that deteriorate the 
radio signal transmission in FSS and services are presented along with well-accepted models for 
their accurate prediction. Finally, FMTs that are employed in the modern fixed-satellite communi-
cation standards are rigorously discussed and evaluated.
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3 Mobile Satellite Channel 
Characterization

Athanasios G. Kanatas

3.1 INTRODUCTION

The growing demand for comprehensive broadband and broadcast/multicast high-speed wireless 
communication services, global coverage, and ubiquitous access have prompted the rapid deploy-
ment of satellite networks. These networks can strongly support terrestrial backhaul networks by 
providing uninterrupted radio coverage to stationary, portable, and mobile receivers, bringing com-
munications to sparsely populated or underdeveloped areas, and still maintaining exclusive status 
in traditional maritime and aeronautical markets from the wide area perspective due to their unique 
coverage feature. Nevertheless, the development of next-generation systems envisages the syner-
getic integration of heterogeneous terrestrial and satellite networks (Evans et al., 2005; Giuliano 
et  al., 2008; Kota et  al., 2011) with different capabilities, providing voice, text, and multimedia 
services at frequencies ranging from 100 MHz to 100 GHz as well as at optical frequencies, which 
gives rise to new services, architectures, and challenges.

As the mobile communications sector has definitely been the fastest-growing area of the tele-
communications industry due to its ability to connect people on the move, systems that provide 
mobile satellite services (MSS) are seen to be critical to the development of current and future net-
works (Ohmori and Wakana, 1998; Richharia, 2001; Swan and Devieux, 2003; Ilcev, 2005).

According to the Radio Regulations (RR No. S1.25) (ITU, 2012), MSS is a radio communication 
service between mobile Earth stations (MES) and one or more space stations, or between MES by 
means of one or more space stations. The MSS includes the land (road or railway) mobile satellite 
service (LMSS), the maritime mobile satellite service (MMSS), and the aeronautical mobile satel-
lite service (AMSS), depending on the physical locale of the mobile terminals (ITU, 2002). The 
terminals supported vary from vehicle mounted to handheld devices. Moreover, flexible small-sized 
Wi-Fi routers have entered the market such as IsatHub by Inmarsat (Inmarsat, 2015), SatSleeve 
by Thuraya (Thuraya, 2015), and IridiumGO!TM by Iridium (Iridium, 2015), enabling the typical 
mobile communications smartphones to be used as satellite phones. New broadband networks are 
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designed and are in the process of launching, for example, Global Xpress by Inmarsat (Inmarsat, 
2015), providing high-speed services in diverse terminals and vehicles.

An LMSS was first proposed by the Communications Research Center (CRC) of Canada 
(DOC Report to MOSST, 1981; ADGA/Touch-Ross and Partners, 1982) and later by the Federal 
Communications Commission (FCC) and National Aeronautics and Space Administration (NASA) 
in the United States (Anderson et  al., 1982; Castruccio et  al., 1982; LeRoy, 1982; Abbot, 1984; 
Cocks et al., 1984). In LMSS, the MES is located on different types of cars, trucks, buses, trains, 
and other civil or military vehicles, providing commercial, logistics, and business communications. 
Historically, MMSS was the first mobile satellite service offered in the 1970s by COMSAT and in 
the 1980s by Inmarsat. In MMSS, the MES is located on-board merchant or military ships, other 
floating objects, rigs, or offshore constructions, hovercrafts, and/or survival craft stations, provid-
ing commercial, logistic, tactical, defense, and safety communications. In AMSS, different types 
of terminals in airplanes, helicopters, and other civil or military aircraft can be used to provide 
logistics, air traffic control, safety, telemedicine, in-flight office, business, infotainment, and private 
high-speed broadband communications, primarily along national or international civil air routes. 
Figure 3.1 illustrates different types of mobile terminals.

The main characteristics of the new-generation geostationary satellite orbit (GSO) and non-GSO 
satellite systems are the frequency bands used, the fixed and steerable multiple narrow spot beams, 
the on-board processing for some of them, and the ability to generate kilowatts of power. Most cur-
rent MSS operate in the L- and S-bands, although the operation of MSS in higher frequencies up to 
Ka-band will satisfy the increasing demand for bandwidth (Inmarsat, 2015; Thuraya, 2015; Iridium, 
2015). Therefore, a high-speed broadband is expected to be provided by the 20–30 GHz band, using 
a large number of transponders.

To understand the practical technical difficulties and limitations of MSS, a detailed knowl-
edge and characterization of the underlying radio channel, under various propagation conditions 
and scenarios, is crucial. Then, efficient and reliable MSS can be designed and accurately tested, 
before their implementation. Using this knowledge, MSS can be designed to obtain optimal or near- 
optimal performance. This philosophy has been the driving force behind the research activity on all 
types of wireless communications systems. Although measurement campaigns are expensive, time-
consuming, and difficult to carry out, conducting measurements and collecting measured channel 
data is a precondition for the successful validation of the results of preliminary theoretical efforts. 
Hence, the characterization of the satellite radio channel through real-world channel measurements 
has received the attention of many researchers.

FIGURE 3.1 Different types of mobile terminals of MSS.
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Motivated by this observation, this chapter attempts to shed light on a variety of research activi-
ties with reference to the characterization of the mobile satellite radio channel through measure-
ment campaigns, when single- or multiantennas are employed. A presentation of the measurement 
setup and a critical description of the main results obtained from these measurements are included. 
Apart from considering the vehicular terminal case, the nomadic and pedestrian/handheld terminal 
cases are also examined in LMSS, which invoke limited mobility and different antenna character-
istics. Since scarce information is available in the literature on the experimental characterization of 
MMSS and AMSS, the spotlight is on the LMSS and especially the multiantenna systems, which 
have the potential to be at the head of future LMSS due to the possible enhancement in terms of 
channel capacity and link reliability that can be achieved compared to conventional single-antenna 
systems (Paulraj et al., 2004; Arapoglou et al., 2011b). Future research directions on the character-
ization of MSS systems are also underlined.

3.2 PROPAGATION PHENOMENA FOR MSS

The use of MSS involves propagation environments for the transmission of radio signals different 
from that in conventional mobile terrestrial systems (MTS). The most basic losses that occur in an 
MSS are losses due to free-space attenuation. Although these losses have a major impact on the sig-
nal strength of the line-of-sight (LoS) component, due to the large distance the signals travel from 
the transmitter to the receiver, the situation is even worse. The transmission to/from a satellite from/
to an MES takes place in a complex propagation environment with a moving transmitter/receiver 
and a multiplicity of obstacles in the path affecting the mobile satellite channel. As shown in Figure 3.2, 
the radio waves traveling between a satellite and an MES experience several kinds of propagation 
impairments—the effects of the ionosphere, the effects of the troposphere, and the terrain and local 
environment fading and shadowing effects (Sheriff and Fun Hu, 2001; Ippolito, 2008).

The combined influence of these impairments on a satellite–Earth link can cause random fluc-
tuations in amplitude, frequency, phase, angles of arrivals, depolarization of electromagnetic waves, 
and shadowing, which result in degradation of the signal quality, increase in the error rates of the 
radio links, and degradation of system reliability. Unfortunately, even with state-of-the-art high-
power satellites with narrow spot beams or multiple satellite constellations, link availability is not 
always possible when the signal is blocked or suffers from fading. Therefore, signal degradation 
caused by attenuation and multipath should be accurately calculated in order to allow for the nec-
essary link margins. Moreover, the received signal is disturbed by radio noise from the receiver 
antenna, atmospheric gases, rain, clouds, surface emissions, cosmic background noise, and interfer-
ence from other subscribers or other services. Although the frequency is the major factor affecting 
the propagation characteristics, the type of service, that is, land, maritime, or aeronautical, is crucial 
for the determination of the intensity of the phenomena.

For frequencies greater than about 3 GHz, the ionosphere is transparent to radio waves and the 
main propagation phenomena are caused by the troposphere, the terrain, and the local to the MES 
environment on Earth. The tropospheric effects include atmospheric gaseous attenuation and pre-
cipitation attenuation and depolarization. At frequencies lower than 10 GHz, these effects are not 
important, but at higher frequencies, one should consider the reduction in signal amplitude, the 
increase in noise temperature, and the depolarization due to rain and ice particles. The princi-
pal interaction mechanism involving the gaseous constituents in the atmosphere (oxygen, nitrogen, 
argon, etc.) and a radio wave is molecular absorption. The absorption occurs at a specific resonant 
frequency or narrow band of frequencies. Therefore, a radio wave propagating through a satellite–
Earth communication link will experience reduction in the received signal’s amplitude level due to 
attenuation by different gaseous constituents in the atmosphere. The amount of fading due to gases 
is characterized mainly by the altitude above sea level, the frequency, the temperature, the pressure, 
and the water vapor concentration (ITU-R P.676-10). The precipitation causes attenuation to elec-
tromagnetic waves and can take many forms in the atmosphere. Hydrometeor is the general term 
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referring to the products of condensed water vapor in the atmosphere, observed as rain, cloud, fog, 
hail, ice, or snow. The latter (hail, ice, and snow) play a minor role in the attenuation. Rain drops 
absorb and scatter the electromagnetic waves affecting the availability of the communication links 
(ITU-R P.838-3, 2005; ITU-R P.840-6, 2013; ITU-R P.618-12, 2015).

Another tropospheric effect is refraction and scintillation, that is, the changes of the angle of 
arrival and rapid signal amplitude variations, caused by corresponding refractive index changes. 
These two phenomena are important at frequencies greater than 10 GHz and at links with elevation 
angles lower than 10°. Amplitude scintillations increase with frequency and with the path length, 
and decrease with the antenna beamwidth. There are two more effects caused by the changes of the 
refractive index in the troposphere, the decrease in antenna gain due to wavefront incoherence and 
the beam spreading loss, but both are negligible compared to other propagation phenomena (ITU-R 
P.618-12, 2015).

The local to the MES environment is responsible for multipath fading, Doppler fading, and shad-
owing. The multipath fading is the small-scale amplitude and phase variation, caused by the reflec-
tions, diffractions, and diffuse scattering by terrain obstacles, man-made structures, and surface 
roughness. This fading usually degrades the bit error rate (BER) performance for digital links. The 
same multipath components are responsible for a possible wave depolarization and the correspond-
ing power transfer from the desired polarization state to the orthogonal one, causing an impairment 
of cross-polarization discrimination.

Shadowing effects are due to the presence of obstacles in the LoS path from the satellite to the 
MES and result in severe signal degradation. In LMSS, the obstacles and the scatterers may be 

Ionosphere

Troposphere

FIGURE 3.2 An MSS suffering from the effects of the ionosphere, the troposphere, and the local environ-
ment on the terrain.
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roadside trees, buildings of varying heights, dimensions, and densities, and other artificial struc-
tures, utility poles, mountains and hills, the user’s body, etc. (ITU-R P.681-8, 2015). The received 
signal experiences losses due to shadowing or blocking of the LoS component. The appearance of 
the foliage medium in the path of the communication link of LMSS has been found to play a signifi-
cant role on the quality of service (QoS) (Goldhirsh and Vogel, 1987; Mousselon et al., 2003; Sofos 
and Constantinou, 2004). Generally, the foliage effects are due to a tree, a line or multiple lines 
of trees, or a forest. Hence, designers of LMSS require information regarding signal degradation 
effects of foliage at different frequencies and foliage types for various geographic locations. The 
development of foliage loss prediction methods is also desirable. Discrete scatterers such as the ran-
domly distributed leaves, twigs, branches, and tree trunks can cause attenuation, scattering, diffrac-
tion, and absorption of the radiated waves. Figure 3.3 demonstrates the effect of shadowing from the 
canopies of the trees. In MMSS, multipath components result from reflections to the sea surface and 
possibly the ship (ITU-R P.680-3, 1999). In AMSS, the phenomenon is limited and is present at low 
aircraft altitudes (ITU-R P.682-3, 2012). Doppler shift takes place when there is relative movement 
between the transmitter and the receiver and becomes important for high relative velocity. There are 
techniques to correct a constant Doppler shift; nevertheless, the problem is bigger when multipath 
components suffer from different Doppler shifts.

For frequencies greater than 30 MHz and below 3 GHz, the radio waves propagate through the 
ionosphere but additional propagation phenomena affect the signal transmission. In this frequency 
region, ionospheric scintillation may occur, that is, rapid fluctuations of the amplitude and phase 
of the electromagnetic waves due to electron density irregularities in the ionospheric region from 
200 to 600 km. These electron density inhomogeneities cause refractive focusing and defocusing 
of radio waves and lead to amplitude and phase fluctuations. Ionospheric scintillation is important 
at frequencies less than 1 GHz, at regions with low latitude and at auroral zones. Solar activity is a 
factor that worsens the scintillation effect. According to ITU-R P.531-12 (2013), at a frequency of 

FIGURE 3.3 An LMSS suffering from the effect of shadowing from tree canopies.
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1 GHz, the scintillation may take up values peak-to-peak of 20 dB or higher. At 3 GHz, the peak-to-
peak value drops to 10 dB. Another phenomenon that is important in this frequency region and for 
linearly polarized waves is the Faraday rotation, that is, the progressive rotation of the polarization 
plane of an electromagnetic wave due to the presence of free electrons in the signal path from the 
satellite to the MES. The rotation is inversely proportional to the frequency squared (∝1 2/f ) and 
directly proportional to the integrated product of the electron density and the component of Earth’s 
magnetic field along the propagation path. It is negligible for high frequencies. It can be overcome 
using circularly polarized waves. It has been observed that at L-band, the rotation may reach the 
value of 50° or greater, depending on the electron density (ITU-R P.531-12, 2013). The free electrons 
in the ionosphere are also responsible for the group or propagation delay, that is, the reduction of the 
propagation velocity of the waves. Group delay is inversely proportional to the frequency squared 
(∝1 2/f ) and is negligible at L- and S-bands. A value of 0.25 μs is given in ITU-R P.531-12 (2013) 
at 1 GHz, whereas at 3 GHz, this value decreases to 0.028 μs.

3.3 CHANNEL CHARACTERIZATION OF SINGLE-ANTENNA MSS

This section presents MSS channel characterization activities performed using single-antenna sys-
tems, that is, targeting single-input single-output (SISO) systems. The majority of the measurement 
campaigns cover the LMSS channel and the propagation phenomena of shadowing and multipath fad-
ing caused by obstacles in the propagation path and scatterers in the local environment. Nevertheless, 
there are few campaigns for MMSS and AMSS presented herein. LMSS systems provide services 
in environments such as urban, suburban, or rural areas and often operate under mixed propagation 
conditions, that is, clear LoS, slight shadowing, and occasional full blockage. This behavior has led 
the research community to the development of statistical models based on semi-Markov chains. The 
great importance of the terrain effects makes LMSS vulnerable to outage and decreases the system 
availability in the range from 80% to 99%. On the contrary, MMSS indicate a very different propaga-
tion scenario, where the modeling of the specular ground reflection is largely ignored. In the case of 
MMSS, reflections from the surface of the sea provide the major propagation impairment, which is 
especially severe when using antennas of wide beamwidth and operating at a low elevation angle. In 
particular, terrain and local environment effects for MMSS are blockage from ship structures along 
the Earth–satellite path, multipath from ship structures, and multipath from the ocean at low grazing 
angles when low-gain antennas are used. The AMSS radio channels need to be carefully specified due 
to safety regulations, in order to obtain a high degree of reliability. Note that a land mobile channel-
type environment could be envisaged, as long as the aircraft is in the airport. Then, the channel is 
subject to sporadic shadowing due to buildings, other aircrafts, and obstacles. The aeronautical chan-
nel is further complicated by the maneuvers performed by an aircraft during the course of a flight, 
which could result in the aircraft’s structure blocking the LoS to the satellite. The body of the aircraft 
is also a source of multipath reflections, which need to be considered, whereas the speed of an aircraft 
introduces large Doppler spreads. Specific broadband multipath models are needed for the AMSS dur-
ing the aircraft final approach to land when communication availability and reliability and navigation 
accuracy and integrity are important. Therefore, for landing procedure, the ground reflections and the 
reflection from the fuselage are significant. The latter is short-delayed but strong multipath affecting 
broadband communication signals.

3.3.1 DeScriPtion of MeaSureMent caMPaignS anD reSultS

An extended insight into the typical narrowband single-antenna channels of LMSS, MMSS, and 
AMSS at several frequency bands, for example, VHF, UHF, L-, S-, Ku-, K-, and Ka-band, and dif-
ferent propagation environments was acquired through experimental research efforts over the last 
few decades.
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3.3.1.1 Measurements for LMSS
The first channel measurements for LMSS were sponsored by NASA in 1977–1978 and were car-
ried out by Hess using the ATS-6 satellite at 860 MHz (UHF-band) and 1550 MHz (L-band), for 
elevation angles ranging from 19° to 43° (Hess, 1980). The measurements took place in different 
environments using a mobile test van where the measurement equipment was located. A quarter-
wave whip over ground plane antenna was used with right-hand circular polarization. Excess path 
loss measurements were obtained and the effect of the local environment on the signal propagation 
was investigated. The experimental results indicated that the excess path loss varies from 25 dB 
in urban areas to 10 dB to suburban/rural areas. The high values of excess path loss were due to 
the shadowing created by buildings and the low elevation angles. There was no noticeable differ-
ence in excess path loss between 860 MHz and 1550 MHz links. A statistical analysis showed that 
local environment and vehicle heading are the most important parameters. Moreover, second-order 
statistics were examined providing decreased level crossing rate (LCR) and increased average fade 
duration (AFD) compared to typical Rayleigh fading conditions. Therefore, shadowing was consid-
ered more important than multipath fading giving a reduced spatial (antenna) diversity gain of 4 dB. 
Similar communications and position-fixing experiments are reported in Anderson et al. (1981).

In 1981–1983, a satellite channel measurement campaign was conducted at the Communications 
Research Centre (CRC) through the Canadian Mobile Satellite (MSAT) program (Anderson and 
Roscoe, 1997). Measured data for the path loss of a satellite system were collected in a suburban 
area, that is, a residential area of Ottawa, on streets bordered by one- and two-story houses, and 
rural areas, that is, roads passing through predominantly forested, hilly terrain, at the ultra-high 
frequency (UHF) band (800 MHz and 870 MHz) and the L-band (1542 MHz) (Butterworth and 
Matt, 1983; Huck et al., 1983; Butterworth, 1984a,b). A helicopter emulated the satellite transmitter 
equipped with an inverted conical log-spiral antenna for the UHF-band, whereas for the L-band, 
Inmarsat’s MARECS A satellite was used. The signal was received by a conical log-spiral antenna 
and a drooping crossed dipole for the UHF-band and the L-band, respectively. Various scenarios 
were simulated with the helicopter for different elevation angles from 15° to 20°. However, the cor-
responding elevation angle for the L-band was 19°. Data were recorded as a function of distance 
traveled with a sampling distance of 5 cm at UHF and 2.5 cm at L-band. The results obtained using 
a helicopter and the GEO MARECS A satellite in a suburban area at UHF- and L-band revealed 
that good signal levels appear when the satellite is in LoS (Butterworth and Matt, 1983; Huck et al., 
1983; Butterworth, 1984a,b). Besides, severe losses due to shadowing were also visible. This was 
confirmed by the results in Vogel and Hong (1988), where a difference of 1–1.3 dB was observed. 
The signal envelope and signal phase data were extracted by transforming the rectangular coor-
dinates, that is, in-phase (I) and quadrature (Q) components, to polar coordinates, that is, enve-
lope and phase. The measurement results of CRC also demonstrated that an excess loss margin of 
11.5 dB would be required for a 90% area coverage in West Carleton at an elevation angle of 15° 
(Butterworth, 1984a). The results also show that the signal level decreases when the elevation angle 
decreases. Moreover, signal-level spread for various elevation angles is much larger for heavy shad-
owing than it is for light shadowing. Indeed, there is less shadowing (blockage) by trees for higher 
elevation angles than there is for lower elevation angles. In addition, light shadowing is generally 
experienced when traveling through sparsely wooded areas, whereas heavy shadowing is experi-
enced when traveling through densely wooded areas. The results also show that the autocorrelation 
function almost linearly decreases with time lag due to the strong LoS component (Loo et al., 1986).

In 1983 and 1984, Vogel and Smith carried out preliminary experiments using stratospheric 
balloons at 869 MHz (Vogel and Smith, 1985). The transmitter was carried for 12 h by the balloon 
and the measurements were made in a van at elevation angles from 10° to near 35° while traveling 
on rural U.S. highways. The antennas utilized both at the transmitter and receiver are identical cir-
cularly polarized drooping crossed dipoles and the sampling interval was λ/8. Link margins of the 
order of 2–8 dB were measured and second-order statistics were derived.
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Vogel and Goldhirsh carried out extensive channel measurement campaigns mainly sponsored 
by NASA for LMSS at UHF-, L-, S-, and K-band. The attenuation and fading statistics for shadow-
ing and multipath from roadside trees was investigated using different platforms, that is, helicopter 
(Goldhirsh and Vogel, 1987, 1989; Vogel and Goldhirsh, 1988), remotely piloted aircraft (Vogel and 
Goldhirsh, 1986), stratospheric balloon (Vogel and Hong, 1988), tower-mounted transmitter (Vogel 
and Goldhirsh, 1993; Vogel et al., 1995), or a geostationary satellite (Vogel and Goldhirsh, 1990; 
Hase et al., 1991; Vogel et al., 1992; Vogel and Goldhirsh, 1995). Goldhirsh and Vogel (1992) pre-
sented a review of these campaigns. The elevation angle range covered was from 20° to 60°.

Several different trees were measured and the average single tree attenuation under full foliage 
conditions was found to range from 6.3 to 15.5 dB in UHF-band. The corresponding largest attenu-
ation measured was from 7.7 to 19.9 dB. The comparison with L-band measurements resulted in a 
scaling factor of 1.31–1.38 for the attenuation in dB. The range of values reported for the average 
attenuation at L-band was from 3.5 to 20.1 dB. The results of measurements on fade distributions 
over mountainous terrain (canyons) implied that at the 1% and 5% levels, 4.8 and 2.4 dB fades were 
on average exceeded at UHF-band and 5.5 and 2.6 dB at L-band, respectively. This may be com-
pared to roadside tree fading of 15 and 9 dB. Percent level is defined as the percentage of time that a 
faded signal is exceeded. Results on the effect of trees in full bloom and the dependence of fade dis-
tribution as a function of elevation angles are also given in Goldhirsh and Vogel (1989). At K-band, 
the corresponding 1% fade for different trees ranges from 25 to 43 dB. Moreover, the median atten-
uation for trees without foliage was found to be 3 dB smaller than the median attenuation at L-band 
(Vogel and Goldhirsh, 1993). Hase et al. (1991) presented the results from a measurement campaign 
conducted in Australia where the transmitter was the Japanese Experimental Test Satellite-V (ETS-V). 
It was shown that the cumulative distributions of fade and nonfade durations follow a lognormal and 
power law, respectively. At 1% probability, fades last 2–8 m and nonfades 10–100 m.

Narrowband channel measurements at L-band (1.54 GHz), and for elevation angles ranging from 
13° to 43° were conducted by the German Aerospace Research Center (Deutsche Forschungsanstalt 
für Luft- und  Raumfahrt [DFVLR], now DLR) in several European cities using MARECS satellite 
(Lutz et al., 1991). The results of Lutz et al. showed that for an elevation of 24° and at a 9% level, 
the faded signal is more than 10 dB below an “unfaded” level for a highway environment. For urban 
areas (Munich, Germany) and for a 10-dB fade as before, the probability level is at 60%, that is, at a 
40% level. More narrowband and wideband measurements were conducted by the DLR at 1.82 GHz 
using a light aircraft carrying a test transmitter (Jahn and Lutz, 1994; Lutz et al., 1995; Jahn et al., 
1996) at elevation angles from 15° to 75°. Shadowing of 15–30 dB was recorded whereas a link 
margin of 10–30 dB was calculated for 95% and 98% service availability in urban and suburban 
environments, respectively. For the wideband measurements, a signal bandwidth of 30 MHz was 
used and the delay spread was calculated for urban, suburban, and highway environments from 15° 
to 75°. The delay spread values range from 500 ns to 2 μs.

A propagation experiment at 1.5 GHz was performed in Europe in the framework of the European 
Space Agency’s (ESA’s) PROSAT program using MARECS-B2 in rural, suburban, densely wooded, 
railroad, and urban environments (Benarroch and Mercader, 1994). The results show that the dif-
fuse multipath signal always was at least 11 dB below the direct signal. The fades for a 10% level 
and an elevation of 39° were 10.6, 2.0, and 2.0 dB for urban, suburban, and rural areas, respectively, 
whereas for a 10% level and an elevation of 13°, the fades were 13, 11, and 9 dB for urban, suburban, 
and rural areas, respectively. The unfaded signal availability was in the range of 80%–90% in rural 
and suburban environments of Europe with high and intermediate elevation angles. The availability 
is smaller (60%) at 13° and 30% in urban environments or thick woods at 26°.

Using a light aircraft as the transmitter platform, Renduchintala et al. (1990) conducted measure-
ments at several elevation angles and under diverse terrain conditions. For a 10% level and at an 
elevation of 40°, the fades are 5.6, 6.0, and 16.4 dB for tree-shadowed, suburban, and dense urban 
areas, respectively. However, at an elevation of 60° and for a 10% level, the fades are 4, 1, and 
14.2 dB for tree-shadowed, suburban, and dense urban areas, respectively.
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A light aircraft carrying a continuous-wave (CW) beacon was also used in Smith et al. (1991, 
1993) in open, urban, suburban, and tree-shadowed environments, where channel measurements 
were conducted for an LMSS at L- and S-bands and at elevation angles of 40°, 60°, and 80°. The 
results of Smith et al. (1993) depicted that the fades were 3.5, 5.5, and 5.9 dB for suburban, urban, 
and tree-shadowed areas, respectively, for a 10% level.

Butt et al. (1992) used a helicopter to mount a transmitter and simulate an elevation of 60–80° 
over suburban, wooded, and open areas. The frequencies used in this campaign were 1297.8 MHz 
(L-band), 2450 MHz and 2320 MHz (S-band), and 10.368 GHz (Ku-band). The main results of this 
campaign were that the high elevation angles tend to reduce the fade levels due to shadowing and 
multipath, while attenuation increases with frequency. Numerical results depicted that the fades 
at L-band and at 60° were 5.0 and 7.5 dB for suburban and wooded areas, respectively, for a 10% 
level, whereas at 80°, the values decrease to 2.5, 3, and 0.9 dB for suburban, wooded, and open 
areas, respectively. At S-band, the corresponding values at 60° were 6.0 and 8.8 dB for suburban 
and wooded areas, whereas at Ku-band the corresponding values were 13 and 18.5 dB, respectively.

A helicopter was also used as a transmitter in Bundrock and Harvey (1988), where the authors 
conducted measurements for an Australian LMSS. Results are given for two different tree densities, 
for elevation angles of 30°, 45°, and 60° and for frequencies of 893, 1550, and 2660 MHz. These 
results show that at 1550 MHz and a 45° elevation angle, attenuation values of 5.0 and 8.6 dB were 
exceeded 10% of the time for roadside tree densities of 35% and 85%, respectively.

Wakana et  al. (1996) and Obara et  al. (1993) conducted L-band measurements with ETS-V 
at expressways for various elevation angles (40–48°) in Japanese cities, whereas Yoshikawa and 
Kagohara used ETS-V on open areas and main roads in Japanese cities at elevation angles 34° and 
47° (Yoshikawa and Kagohara, 1989). Other measurements concerning the ETS-V are reported in 
Matsumoto et al. (1992), in Kyoto city, and in Ikegami et al. (1993). The results in Wakana et al. 
(1996) and Obara et al. (1993) showed Rician factor values from 15.5 dB to 24.7 dB and fade levels 
in the range from 5.3 to 32.3 dB for a 1% level and from 1 to 23.4 dB for a probability of 10%. 
The results of Yoshikawa and Kagohara showed that the received power distribution in open areas 
is well fitted by the Nakagami–Rice distribution. The attenuation measured due to utility poles 
ranges from 6 to 8 dB, whereas the attenuation due to trees ranges from 10 to 20 dB. The received 
signal level is 3 dB lower than the unfaded LoS signal at a 10% level. The results of Matsumoto 
et al. (1992) underlined that the received power distribution in roads with light shadowing is well 
fitted by Rice distribution. Moreover, the received power level fluctuation is dominated by heavy 
shadowing, whereas both fade and unfade duration distributions for 0 dB threshold are lognormal. 
In unshadowed areas, the LCR peak value is 1 and 3 m at 0 dB threshold for directional and omni 
antennas, respectively. The results in Ikegami et al. (1993) showed that the maximum excess delay 
is within 1 μs and the maximum delay spread is 0.2 μs. The coherence bandwidth was approxi-
mately 1 MHz.

Kanatas and Constantinou (1998) conducted measurements in an urban environment, that is, 
in typical narrow urban streets with heavy traffic and large building blocks, at 1800 MHz, using a 
helicopter to mount the transmitter and to simulate high elevation angles (60–80°). The transmitter 
consisted of a signal generator supplying a tone at 1800 MHz, a 10-W power amplifier, a watt meter, 
and a crossed-drooping dipoles antenna. The receiver was located on a land vehicle moving with 
constant speed along the streets and consisted of an inverted-V crossed-drooping dipoles antenna, 
band-pass filter (BPF), low-noise amplifier (LNA), ICOM R7000 receiver, and data-acquisition 
system. The results in Kanatas and Constantinou (1998) showed that the fades range from 0.9 to 
25.8 dB depending on the elevation angle for a 10% level and for an urban environment with narrow 
streets and high buildings. For a 1% level, the corresponding fade depth ranges from 2.4 to 33.8 dB. 
Overall, the analysis in Kanatas and Constantinou (1998) indicates a considerable increase of the 
fade depth compared to suburban and rural environments and that the fade depth decreases with 
the increasing elevation angle. Moreover, the signal attenuation depends on the width of the streets, 
average building height, and vegetation at the edges of the streets.
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The roadside attenuation due to vegetation or man-made structures on the digital audio radio 
satellite (DARS) services at 2.33 GHz (S-band) was investigated in Mousselon et al. (2003). The 
XM Radio DARS system was employed, which consists of two geostationary satellites to cover 
the North American continent and the measurements were realized in southwest Virginia, which 
offers terrain that ranges from mountainous rural to open suburban. The measurements considered 
either unshadowed or vegetative shadowed cases. Unshadowed propagation was assumed to follow 
a Ricean distribution with an average Ricean factor of 15.75 dB, whereas the shadowed propagation 
was assumed to follow a vegetative shadowed distribution, which is a combination of a lognormal 
distribution and a Rayleigh distribution Mousselon et al. (2003).

Propagation measurements at L-band (1600 MHz) and UHF-band (800 MHz) were also per-
formed in Trabzon, Turkey, in 1993 and 1996, respectively, for 14 different tree types and an eleva-
tion angle of 30° (Cavdar, 2003). The transmitter was on the top of a high building, whereas the 
receiver was located in a van. Dipole antennas with vertical polarizations were used at the trans-
mitter side for both bands. The L-band receiver antenna was a drooping dipole and the UHF-band 
receiver antenna was a quarter-wave dipole antenna. The variations of the tree attenuation were 
examined during several months, with and without foliage, and the average values of the attenuation 
were found to be 8.60 and 11.00 dB for UHF- and L-band, respectively. The scaling factor between 
L- and UHF-band attenuations in dB was determined to be 1.32. Fade depths of 27 dB at L-band 
and 23.5 dB at UHF-band were calculated at 1% level.

Basari et al. (2010) used the geostationary satellite Engineering Test Satellite VIII (ETS-VIII) of 
the Japan Aerospace Exploration Agency (JAXA) and a vehicle-mounted antenna system for chan-
nel measurement purposes in various environments, that is, open field areas and blockage areas, in 
Japan at an elevation angle of 48° and at the S-band (2.5 GHz). A global positioning system (GPS) 
module was utilized to provide accurate information of the vehicle’s position and bearing. The 
received signal power and the average BER were simultaneously retrieved. The results showed that 
different environments give different degrees of attenuation, which affects the BER performance in 
terms of fade depth. For LoS measurements, the fade depth at 10% level is 4 dB, whereas the fade 
depth caused by utility pole and trees is 7 dB at 10% level for single pole and sparse foliage blockage 
and 11 dB for dense foliage.

Numerous measurements were carried out using Olympus (Pike et al., 1989; Pike, 1993; Loo, 
1994, 1996; Murr et al., 1995), Italsat (Damosso et al., 1994; Borghino et al., 1996; D’Amato et al., 
1996; Buonomo et al., 1997; Kubista et al., 1998, 2000), EUTELSAT (Dutronc and Colcy, 1990), 
(NASA’s) Advanced Communications Technology Satellite (ACTS) (Pinck and Rice, 1995; Rice 
et  al., 1996), the geostationary satellite Astra (Scalise et  al., 2008) and the COMETS satellite 
(Wakana et al., 2000), in the Ku-, Ka-, and mm-wave frequency bands. Although the mm-wave fre-
quencies cover the range from 30 to 300 GHz, sometimes frequencies above 10 GHz are also called 
mm-wave frequencies. The use of Ku- and Ka-band for satellite communications is traditionally 
limited to stationary services and imposes several tropospheric impairments, such as rain attenu-
ation, gaseous absorption, cloud attenuation, scintillation, depolarization, and atmospheric noise. 
Nevertheless, a good knowledge of the effects due to the environment in the vicinity of the MES is 
necessary, in order to plan future MSS. Specifically, similar to lower frequencies, shadowing/block-
age and multipath are observed.

Loo (1994, 1996) described the propagation measurements conducted at CRC using the Olympus 
satellite. An experimental 4.2-m Ka-band terminal (Pike et al., 1989; Pike, 1993) was used to access 
the Olympus satellite at Ottawa, Canada at an elevation angle of 14.2°. A CW signal at 28.072 GHz 
frequency was transmitted from the 4.2-m terminal and was down-converted at 18.925 GHz and 
received by a mobile terminal traveling at a speed of 10–20 km/h in the direction of the satellite. 
The mobile terminal was equipped with a standard gain horn antenna with a beamwidth of 10° at a 
frequency of 18.925 GHz. The received CW signal was further down-converted to an intermediate 
frequency (IF) of 4.8 kHz for storing proposes. The main result of the campaign was that the signal 
envelope for MSS at Ka-band can be modeled as shadowed Rician, and the phase can be modeled 
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as Gaussian. However, weather conditions should be considered and the main assumption was that 
the two fading processes are independent, yielding a multiplicative model.

Borghino et al. (1996) used Italsat to conduct their measurements in Turin at an elevation angle 
of 37.8°. Details on the design of the experiment are given in Damosso et al. (1994). Their results 
showed attenuation of 15–20 and 5–9 dB for trees with and without leaves, respectively. Similar 
results were presented in D’Amato et al. (1996). Using Italsat, Buonomo et al. (1997) conducted 
measurements over a range of elevation angles, 30–35°. Their results showed that for a 10% level, the 
fades are 0.9, 7.2, 9.8, 10.1, and 21.8 dB for open, suburban, mixed, tree-shadowed, and urban areas, 
respectively, and for a 1% level, the fades are 9.1, 16.3, 15.6, 17, and 26.6 dB, respectively. Kubista 
et al. (1998, 2000) presented the effects of shadowing/blockage at Ka-band using the 18.7 GHz bea-
con of the Italsat satellite. The co-polar signal component (horizontal polarization) was measured 
in a number of representative environment types, that is, urban, suburban, and tree-shadowed, in 
several European countries and for elevation angles between 28° and 36°. The MES was a van pro-
vided by ESA allowing mobile measurements to be carried out at constant velocity of 20 km/h. The 
receiving antenna was of the Cassegrain type with a gain of 38 dB and a 3-dB beamwidth of 2.4°. 
The results in Kubista et al. (1998, 2000), underlined that large link margins should be implemented 
and mitigation techniques, for example, multisatellite diversity, are required to provide reasonable 
availabilities and reliable MSS at Ka-band both in tree-shadowed and built-up environments. The 
authors provide availability levels for tree shadowing margins in built-up areas for different MES 
route orientations with respect to the satellite (0°, 45°, and 90°).

A measurement campaign using EUTELSAT I-F1 satellite and the OmniTRACS land mobile 
communication system were performed in 1989 at the Ku-band in a total of seven countries of 
Europe: the United Kingdom, France, Spain, Italy, Germany, the Netherlands, and Switzerland 
(Dutronc and Colcy, 1990). The measured data collected corresponded to 150 h of operation for the 
forward link and 150 h of operation for the return link, during which time around 10,000 alpha-
numerical messages were sent in each direction. The results suggested that there is about a 5 dB 
margin in the forward link transmission when reception is on the −2.5 dB contour of the Eurobeam, 
that is, a zone covering almost all of the EUTELSAT Signatories. The system is very resistant to 
TV interference and short signal interruptions and ensures service availability. However, although 
the performance is good in open areas, that is, highways, the message throughput reduces in urban 
areas due to the increase in the required number of message retransmissions.

Measurements using ACTS at an elevation of 46° were presented in Pinck and Rice (1995) and 
Rice et al. (1996). The measurements were performed at 19.914 GHz using a high-gain reflector 
receiver antenna mechanically steered with a pointing error less than 2°. The results of Pinck and 
Rice showed that for a 10% level, the fades are 0.8, 3.5, and 29.5 dB for lightly, moderately, and 
heavily shadowed suburban areas, respectively. As a concluding remark, the authors mention that a 
complete channel characterization should include the fade exceedance levels, the average fade dura-
tions, and the percentage of signal outage.

Scalise et al. (2008) describe a measurement campaign performed in Munich at an elevation of 
about 34° for a Ku-band LMSS system, which was commissioned by the ESA. A test signal using 
horizontal polarization was transmitted by the geostationary satellite Astra and received by means 
of a low-gain 10 × 10-cm flat antenna with 19 dBi gain. The antenna and the low-noise block (LNB) 
were mounted on a mechanically steerable platform, which was placed on top of a measurement van 
provided by the DLR. Four propagation environments were considered; a rural environment (con-
sisting mainly of relatively open areas, tree alleys, and forests), a suburban environment (composed 
of small obstacles, such as family houses or villas with gardens), an urban environment (character-
ized by large and high buildings that produce severe blockage effects), and a highway environment 
(representing an open area with bridges and tunnels). The measurement results revealed that for 
the highway and urban environments, the increase of the link margin does not provide significant 
improvement and alternative techniques should be used, for example, techniques based on long 
interleavers or time diversity techniques. Moreover, the authors provided a three-state statistical 
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channel model with the corresponding probability density functions (PDFs) describing the fast 
 fading processes.

Wakana et al. (1999, 2000) present results from urban measurements at K-band (20.986 GHz) 
in Tokyo city using COMETS satellite. This satellite was launched in 1998 and was designed to 
achieve a geostationary orbit. However, owing to an engine failure, the achieved orbit was highly 
elliptical and the corresponding elevation angles ranged from 37° to 80°. The authors provide Rician 
distribution fitting for the received signal envelope with factors from 15 to 20 dB. The propagation 
channel can be classified into two states in urban environments: LoS or blocked due to building and 
trees. Moreover, a fade margin of 5 dB was measured for 98% of the total distance at high elevation 
angles.

In 1998, the DLR performed an extremely high frequency (EHF)-band experiment using a trans-
mitter in an airplane (CESSNA 207) and a receiver in a vehicle (Jahn and Holzbock, 1998). The 
carrier frequency was 40.175 GHz, so the receiver consisted of two-stage downconverters trans-
ferring the signal at 1.8 GHz where channel sounders are available. Narrowband and wideband 
measurements took place with a bandwidth of 30 MHz for the latter case. Moreover, two types of 
antennas were used, one omni and one highly directive antenna. The measurements took place in 
a rural environment with an elevation angle of 25°, 35°, and 45°, and in an urban environment with 
an elevation angle of 15°, 25°, 35°, and 45°. The omnidirectional antenna picks up more multipath. 
The Rice factor in nonshadowed conditions for the steered high-gain antenna is 21.5 dB, whereas 
the omnidirectional antenna yields a Rice factor of 17 dB. The wideband measurement was taken 
in a tree-shadowed rural environment at 25° elevation using the omnidirectional antenna. There are 
only few (2–4) echoes with short delays (30–100 ns), and a couple of echoes with delays of 350, 600, 
and 850 ns. The echo attenuation is in the range of 20–30 dB.

Table 3.1 summarizes the aforementioned measurement campaigns for single-antenna LMSS 
systems.

3.3.1.2 Measurements for MMSS
For MMSS systems, the multipath fading from the ocean occurs when low-gain antennas are 
used for low elevation-angle scenarios. An experimental investigation on the multipath effects 
for MMSS scenarios at 1.5 GHz (L-band) and at elevation angles ranged from 15° to 0° was 
reported in Fang et al. (1982a,b). In this measurement campaign, a terminal on a ship equipped 
with an antenna of 1.2 m diameter transmitted/received to/from the MARISAT F-1 satellite over 
the Atlantic Ocean. Time-division multiplexing (TDM) carriers for Teletype and voice carriers 
for telephone and data transmissions were monitored and analyzed. The results underlined that 
the mean carrier reduction and peak-to-peak fluctuations were severe at elevation angles below 2°, 
where, for example, the peak-to-peak fluctuations of the carrier-to-noise ratio were smaller than 
4 dB. Cumulative signal distributions relative to the mean values demonstrated that peak-to-peak 
fluctuations exceeded 10 dB with a probability of 42% in the angular interval of 0.5–2°. Besides, 
a mean carrier-to-noise ratio drop of less than 2 dB is observed when passing from 10° to 5° 
elevation angle. The maximum fade level at 5° caused by signal fluctuations was less than 6.5 dB 
for 99% of the time, whereas the fading was less than 4.4 dB for 99% of the time, at an elevation 
angle of 10°.

The characteristics of multipath fading and the fade durations due to sea surface reflections were 
extensively investigated by Karasawa and Shiokawa (1984, 1987, 1988) and Karasawa et al. (1986). 
They developed simplified prediction models for the fade depths as a function of elevation angle, 
wave height, and antenna gain, based on measurements at L-band. The models were adopted by the 
International Telecommunication Union-Radio Sector (ITU-R) in ITU-R P.680-3 (1999). The fade 
depth was defined as the dB difference between the signal level of the direct incident wave and a 
threshold level that the resultant signal level exceeds with a probability of a specific percentage of the 
time. Karasawa et al. (1990) developed an analytical fading model for what is called “wind-wave” and 
“swell” and they compared their results with those in Matsudo et al. (1987) and Ohmori et al. (1985). 
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It was shown that the fading depth tends to peak for wave heights between 1 and 2 m, and the mul-
tipath fading reaches 8 dB, 5 dB, and 4 dB for antenna gains 15 dBi, 21 dBi, and 15 dBi at elevation 
angles of 5°, 5°, and 10°, respectively. In the same paper, Karasawa et  al. provided a relationship 
between frequency, wave height, and fading depth.

Higuchi and Shinohara (1988) describe the results of the basic propagation characteristics of 
Standard-C system obtained from the field trial using Inmarsat’s satellite of Indian Ocean Region at 
L-band. During the experiment, the ship Earth station was installed on a small vessel, which sailed 
around the Osaka bay in the western part of Japan where the Indian Ocean Region (IOR) satellite is 
seen at 6° of elevation angle. The mean wave height during the experiment was less than 1 m. The 
ship Earth station antenna was a nonstabilized omnidirectional antenna called quadrifilar helix. 
The signal fading depth for 99% of time was calculated at around 7 dB.

Several narrowband field trials were undertaken by DLR in 1979–1980 and 1983 to character-
ize the MMSS at L-band using the in-phase and quadrature components of the received signal 
with different antennas, at different elevation angles and sea conditions (Hagenauer et al., 1987). 
The field trials were categorized in three tests using different satellites, namely, the Indian Ocean 
MARISAT at 73°E, the Atlantic Ocean MARISAT at 15°W, and the Atlantic Ocean MARECS at 
26°W. The routes followed by the ships carrying the receiver stations included the Mediterranean 
Sea, with elevation angles from 0° to 15°, the North Atlantic, with elevation angles from 0° to 15°, 
and the North Sea and Atlantic Ocean, with elevation angles from 4° to 30°. It was found that the 
AMSS channel can be modeled by Rice distribution with a Ricean factor, or carrier over multipath 
power ratio, taking its lowest value (8–9 dB) at the edge of satellite coverage at 5° elevation angle. 
The Ricean factor increases with elevation angle. The influence of the sea condition is insignificant 
compared to the influence of elevation. Shadowing effects due to the ship’s superstructure cause a 
signal degradation of 8 dB. The 99% fading range at 5° is 12 dB. The average duration of fades at 
−3 to −5 dB below average signal power is approximately 0.1 s. Finally, the Doppler offsets are of 
the order of ±10 Hz with a rate of 1 Hz/s.

Perrins and Rice (1997) describe shipboard measurements at Ka-band using the ACTS. The 
receive antenna of the mobile terminal preserved at 20 GHz, a gain greater than 18.8 dBi over a 12° 
elevation beamwidth for elevation angles between 30° and 60°. During the measurement campaign, 
six significant fades above 10 dB were noted.

Table 3.2 summarizes the aforementioned measurement campaigns for single-antenna MMSS 
systems.

TABLE 3.2
Summary of Measurement Campaigns for Single-Antenna MMSS

Reference Location Ship/Platform
Satellite or 
Emulation

Frequency 
Band

Elevation 
Angle

Fang et al. (1982a,b) 1978/USA Mobil Aero Oil Tanker MARISAT L-band 0–15°

Karasawa and Shiokawa 
(1984, 1987a,b), 
Karasawa (1986)

1983/Japan Ferry boat “Saroma” MARISAT L-band 5–15°

Ohmori et al. (1985) 1980 and 1983/
Japan

Coast tower Inmarsat IOR VHF- and 
L-band

5°

Higuchi and Shinohara 
(1988)

1987/Japan Small vessel Inmarsat IOR L-band 6°

Hagenauer et al. (1987) 1979, 1980, and 
1983/Europe

Research vessels 
“Bannock,” “Meteor,” 
and “Gauss”

MARISAT IOR, 
MARISAT AOR, 
MARECS AOR

L-band 0–15°
0–15°
4–30°

Perrins and Rice (1997) 1996/USA U.S. Navy USS Princeton ACTS Ka-band 30–60°
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3.3.1.3 Measurements for AMSS
The first successful experiments for AMSS were carried out in 1964 (Ilcev, 2005). Pan Am airlines 
and NASA program succeeded in achieving aeronautical satellite links at the very high frequency 
(VHF) band using the Syncom III GEO spacecraft.

The first extended measurement campaign to demonstrate the feasibility of satellite communi-
cations to mobile platforms, especially aircrafts, was undertaken by the MIT Lincoln Laboratory 
in 1965–1966 (Lebow et al., 1971). The LES-3 satellite was used as a transmitter and various U.S. 
Air Force aircrafts were equipped with receiving facility in the 225–400 MHz (VHF/UHF) band. 
The measurements were taken under a variety of satellite elevation angles. Most of them over the 
ocean, although some were made over land, ice, and snow. The AMSS channel was measured and 
parameters such as airborne noise, radio-frequency interference in the aircraft and the satellite, 
ionospheric scintillation, multipath over ocean, and fading conditions were examined. The received 
signals were processed and measures such as correlation of fading across the frequency band, cor-
relation of fading with time, and the fading probability distribution were derived. Especially for the 
fading, the four alternative solutions are discussed in Lebow et al. (1971) to minimize the degrading 
effects of multipath propagation, including vertical or circular polarization, antenna pattern, and 
frequency diversity. The roughness of the ocean surface was examined and a Rician distribution 
was observed for very rough sea surfaces where diffusion components dominate.

Sutton et al. (1973) present results from an extensive measurement campaign involving a KC-135 
jet airplane, the ATS-5 satellite, and a ground station at L-band. The measurements were performed 
over the ocean between August 1971 and May 1972 using an experimental airborne antenna system 
of a 15 dBi quad-helix and a 13 dBi downward-looking crossed-dipole antenna placed to receive 
the multipath components. The Doppler spectrum of the scattered signal was Gaussian shaped with 
bandwidth that increased with the grazing angle. This agrees with the model provided by Bello 
(1973). Moreover, it was observed that upon reflection of an incident circularly polarized wave, a 
predominate polarization sense reversal occurred. The observed frequency selective fading char-
acteristics were in agreement with theoretical time dispersion predictions. Typical values from the 
measured data are given in Tables 1 and 2 of ITU-R P.682-3 (2012).

Channel measurements for an AMSS at the L-band were also presented in Neul et al. (1987). The 
17 flights were performed with a twin jet “Falcon” along routes with a constant elevation angle with 
respect to the Atlantic-Ocean-Region MARECS satellite. Four different antenna units were installed at 
the aircraft; a conformal, electronically steerable, phased array mounted on the upper left side for recep-
tion of the direct signal, a mechanically steerable helix antenna installed near the tail, pointing toward 
the specular reflection point, a printed patch element, and a crossed dipole both fixed behind one of the 
windows for the reception of the combined direct plus reflected signal. The L-band signal was down-
converted to an IF frequency of 70 MHz in the front end, fed through an IF amplifier, mixed down to 
baseband in the channel prober, filtered, and finally recorded on analog tape. The received signal at the 
aircraft was mixed down to baseband to acquire the in-phase (I) and quadrature (Q) components in order 
to estimate the amplitude and phase variations. Based on the measured data, results regarding the PDF 
of the received signal were obtained. These results showed that the reflected signal followed a Rayleigh 
distribution, when the direct and received signals were received separately. However, a Rician distribu-
tion is suitable, when the composite direct and reflected signals are simultaneously received. The root 
mean square (RMS) Doppler spread was evaluated to be in the range of 10 Hz at 5° elevation to 330 Hz 
at 44° elevation angle. The carrier to multipath power ratio was found to range from 5 dB at 5° elevation 
to 15 dB at 55° elevation angle. The mean fade duration with respect to a threshold of 5 dB below mean 
power was 4 ms at 5° elevation and decreases to 0.3 ms at 44° elevation angle.

In 1989, a NASA/FAA/COMSAT/Inmarsat collaborative experiment at L-band was performed to 
demonstrate and evaluate a digital mobile satellite terminal developed by Jet Propulsion Laboratory 
(JPL) (Jedrey et al., 1991). The experiment included the establishment of a satellite link between 
COMSAT coast Earth station in Southbury and a Boeing 727 B100 aircraft flying along the east 
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coast of the United States, through the Inmarsat MARECS B2 satellite. The worst-case perfor-
mance was observed in the presence of heavy turbulence and was approximately 1.0 dB worse than 
that measured in the laboratory for additive white Gaussian noise (AWGN). The fading-induced 
degradation for clear weather conditions was estimated to be 0.3 dB.

Hoshinoo (1991) presents results from measurement performed using the ETS-V satellite and a 
Boeing 747 on the North Pacific route at L-band. The range of elevation angle was from 10° to 45°. 
The main results drawn from the experiment was that the carrier-to-multipath power ratio was over 
16 dB, whereas the 1%–99% fading range due to sea reflections was from 1.5 to 3.5 dB. The LCR 
increases from 20 to 200 as the satellite elevation angle increases.

Field trials for an AMSS operating at the Κ/Ka-band using the ITALSAT-F1 geostationary Earth 
orbit (GEO) satellite were presented in Holzbock et al. (1999). The measurements were performed 
in different flight scenarios and weather conditions, that is, rainy, cloudy, sunny, flights below, 
throughout, and above clouds, in an area of Munich, Germany. The measurement setup consisted of 
an antenna rack and a rack holding the control, monitoring, and downconverter units. The receiver 
was equipped with a steered Cassegrain antenna produced by the DLR with a beamwidth of 4.2° 
and consisted of two-stage demodulators transferring a 18.685 GHz signal to 2.15 GHz and then 
to 70 MHz IF band. The antenna platform was top mounted on the aircraft between the wings and 
tail structure. Rotary joints enabled full-service coverage from −7° to 90° in elevation and several 
rotations in azimuth. Geographical data, that is, latitude, longitude, altitude, and attitude data, that 
is, pitch, roll, magnetic heading, and Doppler compensation data were monitored during all flight 
trials and stored. The results highlighted that during the normal flight cruising with no shadowing, 
the received power was nearly constant and the variation from the mean value could be described 
using a Rican probability density function, with a high Rician factor of 34 dB. However, when 
multipath fading or shadowing occurred due to maneuvers or at low elevation angles, the reception 
level decreased during the inclination of the body of the airplane and the wing disturbed the signal 
reception. Reflection due to the tail or nose structure or mean received power variation by clear or 
rainy weather was also observed. Fade values of up to 15 dB caused by the wings of the airplane 
were measured during flight maneuvers. Fade depths due to diffraction and shadowing of 2–3 dB 
were observed when the tail crossed the satellite path. Shadowing or diffraction may also occur 
on ground by buildings when the airplane is at the terminal or on taxiway. The mean difference 
between two measured signal levels while flying under and above clouds was 0.78 dB. Table 3.3 
summarizes the aforementioned measurement campaigns for single-antenna MSS systems.

3.4 CHANNEL CHARACTERIZATION OF MULTIPLE-ANTENNA MSS

During the last few decades, the multiple-input multiple-output (MIMO) technology (Paulraj et al., 
2004) has played an important role in revolutionizing the terrestrial wireless networks and brought 

TABLE 3.3
Summary of Measurement Campaigns for Single-Antenna AMSS

Reference Location Aircraft/Platform
Satellite or 
Emulation

Frequency 
Band

Elevation 
Angle

Lebow et al. (1971) 1965–1966/USA U.S. Air Force aircrafts LES-3 VHF/UHF-band N.A.
Sutton et al. (1973) 1971–1972 KC-135 jet airplane ATS-5 L-band 9–31°
Neul et al. (1987) 1986/Europe Twin jet Falcon MARECS AOR L-band 4–70°
Jedrey et al. (1991) 1989/USA Boeing 727 B100 MARECS B2 L-band N.A.
Hoshinoo (1991) 1990/Japan Boeing 747 ETS-V L-band 10–45°

Hozbock et al. (1999) 1998/Germany Dornier 228 D-CALM ITALSAT-F1 K/Ka-band 35°

Note: N.A. stands for not available.
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wireless gigabit vision closer to reality, leading to growing acknowledgment from the research com-
munity, industry, and wireless standardization bodies, for example, IEEE 802.11n, 3rd Generation 
Partnership Project 2 (3GPP2), Ultra Mobile Broadband (UMB), and Digital Video Broadcasting–
Second Generation Terrestrial (DVB-T2). Satellite communication systems have not been immune 
from this wave of innovation and the application of MIMO techniques to satellite systems has 
gained great interest due to the standardization activities on the finalized DVB-Satellite to Handheld 
(DVB-SH) standard (ETSI EM 302 583, 2007; Alamanac et  al., 2009; Kyröläinen et  al., 2014) 
and the prospective DVB-Next Generation Handheld (DVB-NGH) (Sangchul et al., 2012; Gomez-
Barquero et al., 2014) standard. Figure 3.4 illustrates a typical structure of a MIMO DVB-SH hybrid 
satellite–terrestrial network.

The information theory behind MIMO technology suggests the application of spatial multiplex-
ing and/or space–time coding techniques, where time is complemented with the spatial dimen-
sion inherent in the use of multiple spatially distributed antennas. To successfully exploit MIMO 
advances and retain MIMO performance gain, the existence of sufficient antenna spacing as well 
as a rich scattering environment, which renders the fading paths between the antenna elements of 
the transmitter/receiver uncorrelated, is a prerequisite. Then, the fading signal paths between the 
antenna elements of the transmitter/receiver are typically independent. However, the terrestrial and 
the satellite channels differ substantially, which makes the applicability of MIMO techniques to 
satellite systems a challenging subject (Arapoglou et al., 2011a). In particular, the huge distance 
between the satellite segment and the terrestrial stations degrades the satellite radio link to an 
effective keyhole channel with only one transmission path. Then, the correlation among the MIMO 
subchannels caused by a deficient multipath environment leads to a substantial loss in channel 
capacity with respect to the ideal level (Tulino et al., 2005). According to (King et al., 2005), an 
antenna elements separation of at least 1.5 × 105 wavelengths is required to achieve low correlation. 
Therefore, the deployment of multiple antennas at single satellites does not seem beneficial due to 
spatial limitations. Although the use of multiple satellites overcomes the aforementioned constraint, 
several drawbacks then appear, such as waste of the limited satellite bandwidth for the transmission 
of the same signal, lack of synchronization in reception, scheduling issues, intersymbol interfer-
ence, and high implementation cost.

The ambitious adoption of MIMO technology in the satellite segment has recently begun to 
be theoretically and experimentally investigated by academia and space agencies by applying 
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FIGURE 3.4 An MIMO DVB-SH hybrid satellite–terrestrial network.
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multielement antennas on either one or both sides of the satellite radio link forming multiple-input 
single-output (MISO), single-input multiple-output (SIMO), and/or MIMO satellite channels. Most 
of the research efforts have been directed toward applying MIMO in MSS rather than in fixed satel-
lite system (FSS), since MSS usually exhibits multipath propagation near the terrestrial end of the 
satellite link. The overwhelming majority of previous work has focused on exploiting the following 
aspects of diversity (Liolis et al., 2007) or a combination of them:

 1. Site diversity, where multiple cooperating and sufficiently separated terrestrial stations 
communicate with a single satellite.

 2. Satellite diversity, also called angle or orbital diversity, through multiple sufficiently sepa-
rated satellites and a single terrestrial station equipped with multiple single polarization 
antennas or diversity through hybrid satellite–terrestrial MIMO systems.

 3. Polarization diversity, where a single dual-orthogonal polarized satellite communicates 
with a single terrestrial station equipped with a dual-orthogonal polarized antenna. Figure 
3.5 demonstrates the principles of satellite and polarization diversity.

Most of the research activities are in favor of the polarization domain (Horváth et al., 2007), 
which stepped up due to the recent advances in MIMO compact antennas (Getu and Andersen, 
2005) and intends to overcome possible space limitations of single satellites and counter potential 
drawbacks of multiple satellite constellations. However, the polarization diversity can only increase 
the throughput by a factor of two, whereas satellite multiplicity can succeed in m-fold capacity 
increase, where m is the number of satellites. To further increase channel capacity and exploit space-
polarization-time coding, the satellite and polarization diversity could be combined using multiple 
satellites each utilizing a dual-polarization scheme (Pérez-Neira et al., 2011). In general, the perfor-
mance of polarization diversity is limited by the on/off signal blockage phenomena and the highly 
correlated rainfall medium dominating at frequency bands well above 10 GHz (Liolis et al., 2007). 
Faraday rotation in the ionosphere can also significantly affect polarization diversity. Therefore, 
satellite systems opt for circular polarization (Saunders and Aragón-Zavala, 2007), whereas legacy 
terrestrial systems usually employ linear polarization.

3.4.1 DeScriPtion of MeaSureMent caMPaignS

An LMSS SIMO configuration using S-band payload on ESA ARTEMIS GEO satellite was evalu-
ated in the framework of the ORTIGIA research project (Heuberger et al., 2008) co-funded by ESA. 

Ionosphere

Troposphere

SISO Sat 1 SISO Sat 2
Single-satellite

LHCP

Local scattering Local scattering

RHCP

LHCP RHCP

FIGURE 3.5 A simple representation of an LMSS system exploiting dual-satellite or polarization diversity.
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The scope of this project was to verify the techniques introduced by the DVB-SH standard to coun-
teract fading in satellite and terrestrial environments. The experiments were performed in rural, 
tree-shadowing, highway, suburban, and urban areas in Erlangen, Germany, and comprised satel-
lite, terrestrial, and hybrid satellite–terrestrial architectures. The mobile reception unit included a 
van equipped with a directive and omnidirectional antennas. The follow-up of the ORTIGIA project 
was the J-ORTIGIA project (Pulvirenti et al., 2010), which aimed at the performance optimization 
of the DVB-SH standard in hybrid satellite–terrestrial networks and performed onfield trials using 
the satellite S-band payload on Eutelsat W2A satellite in urban, suburban, highway, and rural envi-
ronments in Pisa, Italy. A DVB-SH receiver developed by the Fraunhofer IIS was used and allowed 
for antenna diversity setup with up to four antennas.

Arndt et al. (2011) present a measurement campaign conducted in 2009 along the east U.S. coast 
for land mobile satellite (LMS) applications, covering a distance of 1000 km. The campaign tar-
geted the achievable antenna diversity gain for various antenna configurations using a high-power 
satellite (ICO-G1) acting as a transmitter. The carrier frequency used was 2.185 GHz (S-band) and 
various environments, that is, highways, rural, suburban, urban areas, and areas with trees were 
examined. The receiver was positioned in a van equipped with four antennas placed front, back, left, 
and right on the rooftop of the vehicle. A channel measurement equipment developed by Fraunhofer 
IIS was used to record in parallel the signals from each antenna. Moreover, a GPS receiver logged 
details related to the exact measurement time and the vehicle position, whereas a front camera 
behind the windscreen and a fisheye camera on the van’s rooftop captured the environmental char-
acteristics. Along the measurement route, the elevation angle varied between 29° and 46°.

Heuberger (2008) presents a measurement campaign using two broadcasting satellites in geosta-
tionary orbit with 30° separation in urban, residential, and rural environments. The results include 
fade correlation in time and space of the signals from the two satellites. The measurements were 
performed in the United States using two operational XM satellites (S1 at 85°W and S2 at 115°W) in 
the 2332.5–2345 MHz band with a bandwidth of 1.5 MHz and an active quadrafilar helix left-hand 
circularly polarized (LHCP) antenna. The length of the measurement trials was 2300, 4300, and 
4600 m for the urban, residential, and rural area, respectively.

Heyn et al. (2011) and Arndt et al. (2012) present two experiments carried out by ESA in the 
frame of the Mobile satellite channeL with Angle DiversitY (MiLADY) project. The campaigns 
used satellites from the existing GEO, Sirius highly elliptical orbit (HEO) and medium Earth orbit 
(MEO) constellations. The first campaign took place along the east coast of the United States using 
2 XM GEO satellites and 3 HEO satellites for Satellite Digital Audio Radio Services (SDARS) 
at S-band. The received signals were sampled with a high sample rate (2.1 kHz) in urban, subur-
ban, tree-shadowed, forest, commercial, and highway/open environments. The second campaign 
was conducted around Erlangen in Germany using 20 Global Navigation Satellite Systems (GNSS) 
MEO satellites belonging to GPS and/or GLONASS and transmitting at L-band. The latter cam-
paign covered different propagation environments with a high variability of angle diversity con-
stellations. The permanent availability of at least eight satellites enabled the detailed analysis of 
slow fading correlation for a wide range of elevation and azimuth angle combinations of multiple-
satellite constellations. The GNSS campaign was divided in two parts. In the first part, the GNSS 
antenna was mounted on a van at a height of 2 m. A measurement round-trip of 38 km was driven 
10 times, covering several environments, that is, suburban, forest, open, and commercial, in and 
around Erlangen. In the second part, the GNSS antenna was mounted at a height of 3.1 m onto two 
city buses, driving along an identical route for 3 days.

The potential MIMO channel capacity of a land mobile dual-satellite system was experimen-
tally investigated in King and Stavrou (2006a), where a measurement campaign was carried out in 
Guildford, UK. Two collocated in the same orbital slot, low elevation (mean elevation angle 15°) geo-
stationary satellites operating at 2.45 GHz carrier frequency with 200 MHz bandwidth were emu-
lated using a hilltop. Each emulated satellite was separated by 10 wavelengths corresponding to two 
GEO satellites residing in a cluster and carrying a right-hand circularly polarized (RHCP) antenna. 
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Besides, a dual-antenna vehicle containing two RHCP antennas separated by four wavelengths was 
used in main road, suburban, and urban environments.

Lacoste et al. (2010) provide results on spatial and circular polarization diversity techniques for 
the LMSS, MISO, and SIMO channel at S-band. The experiment was performed in the small French 
city called Auch using a channel sounder developed by Centre National d’Etudes Spatiales (CNES) 
able to perform multilink simultaneous measurements with a bandwidth of 100 kHz. A helicopter 
equipped with two collocated transmitters was employed to emulate a GEO satellite at a 35° elevation 
angle, flying at about 2600 m above the ground. The first transmitter at 2172 MHz was connected 
to an RHCP antenna and the second one at 2172.5 MHz to an LHCP antenna. The receive antennas 
were two identical vertically polarized (V-polarized) dipoles spatially separated by a distance of 
11.5 cm. These antennas were located on a mast at the rear of the measurement van to emulate the 
configuration for pedestrian use. The measurement data were collected in different propagation envi-
ronments: a tree-lined road with quite dense vegetation, a suburban area with relatively spaced build-
ings, a high-density built-up urban area, and a continuous combination of all these environments.

The French Aerospace Lab ONERA and CNES designed and performed one more experiment 
to investigate dual circular polarization MIMO and SIMO configurations and to characterize both 
GEO LMSS and nomadic satellite channels at 2.2 and 3.8 GHz (Lacoste et al., 2012). The term 
“nomadic” refers to the nonstationary characteristics of the environment close to the receiver, for 
example, a tree swaying due to wind. To emulate the GEO satellite, two terrestrial transmitters 
were situated on a mountain surrounding Saint Lary village in France, maintaining elevation angles 
between 20° and 30°. The configuration guaranteed a free first Fresnel ellipsoid. The transmitter 
was equipped with two RHCP and LHCP patch antennas, whereas the receiver was located on the 
van rooftop and equipped with two types of antennas, a dual-polarized (RHCP and LHCP) antenna 
(2.2 and 3.8 GHz) and two V-polarized dipoles.

The measurement campaign presented in King and Stavrou (2006b, 2007) was the first to inves-
tigate the wideband characteristics of LMSS MIMO systems equipped with dual-orthogonal polar-
ized antennas. The measurements took place in Guildford, UK, and three different environments 
were investigated, tree-lined road, suburban, and urban environments. The emulated satellite trans-
mitter provided low elevation angles ranged from 7–18°, 5–10°, and 5–15° in the three environ-
ments, respectively. An Elektrobit Propsound wideband MIMO channel sounder configured for a 
2.45 GHz carrier frequency and 200 MHz bandwidth was used. This sounder system was based on 
exceptional fast data acquisition and storage concept providing real-time assessment of virtually any 
channel data during the ongoing channel measurement in the field. Both the transmitter and receiver 
were controlled through a personal computer and were capable of controlling radio-frequency (RF) 
switches, which were synchronized in order to make time-multiplexed MIMO measurements. To 
emulate a downlink satellite scenario, the transmitter was a terrestrially based artificial platform 
on a hilltop containing directional RHCP and LHCP antennas, whereas the receiver was a van 
employing omnidirectional RHCP and LHCP antennas. The scattering created some depolariza-
tion from RHCP to LHCP and from LHCP to RHCP, which were represented in a 2 × 2 polar-
ized MIMO channel matrix. Figure 3.6 shows these four channels, where the subscripts R and L 
denote the RHCP and LHCP antennas at each end of the link and nR and nL represent the AWGN 
at each antenna. A similar measurement setup was also realized in Mansor et al. (2010). However, 
the receiver terminal employed two RHCP and LHCP reference antennas and one dual circularly 
polarized contrawound quadrifilar helix antenna (CQHA). This antenna is a vertical array of two 
miniaturized quadrifilar helix antennas with opposite winding direction to radiate orthogonal cir-
cular polarization that allows the performance investigation of collocated antennas in MIMO sys-
tems. Mansor et al. (2010) compare the performance of the CQHA antenna with the one achieved 
by the spatially separated reference antennas. The measurements included obstructed-LoS (OLoS) 
and non-line-of-sight (NLoS) areas with different characteristics of the co-polarized and cross-
polarized received signals. The satellite transmitter again was emulated by positioning the transmit-
ter platform on top of a hill, maintaining an elevation angle of 10°.
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In order to develop a stochastic channel model for LMS MIMO channels, the authors not only 
utilized existing measurements provided in King and Stavrou (2006b, 2007), Mansor et al. (2010), 
and King et  al. (2012), but also carried out two measurement campaigns in Guildford, UK, to 
accommodate higher elevation angles (Ekpe et al., 2011). In the first measurement campaign, the 
satellite was emulated by mast-mounted directional RHCP and LHCP antennas placed on a hill. 
The carrier frequency used was 2.43 GHz. The vehicular mobile receiver used omnidirectional 
RHCP and LHCP antennas mounted on the roof of a vehicle driven along preselected routes in 
a rural environment. The second measurement campaign was conducted in a suburban area for a 
2.5 GHz carrier frequency and 15–37° elevation angles. To emulate the satellite, a mast mounting 
two RHCP and LHCP directional antennas was installed on a tower block.

The performance of the SS-DP MIMO concept for mobile reception using small car-roof anten-
nas was the main target of the project MIMOSA funded by ESA. The measurement campaigns were 
designed at 2.187 GHz carrier frequency and 5 MHz bandwidth and were conducted to statistically 
analyze a dual-polarized 2 × 2 MIMO channel from a single EUTELSAT W2A satellite acting as 
the transmitter (Eberlein et al., 2011). This configuration enables mobile reception and is typical for 
applications such as DVB-SH. Both the transmitter and the receiver were equipped with LHCP and 
RHCP antennas and different propagation environments were measured, that is, urban, suburban, 
rural highway, and forest. To facilitate the separation of the four subchannels, the RHCP and LHCP 
signals were transmitted on interlaced grids with a small frequency offset of the LHCP with respect 
to RHCP. The mobile measurement equipment was capable of simultaneously recording six antenna 
ports. Therefore, multiple antennas were used at the mobile terminal with different characteristics 
to test SIMO, MISO, and MIMO configurations providing 12 measured subchannels in each run.

Table 3.4 summarizes the aforementioned measurement campaigns for multiple-antenna LMSS 
systems.

3.4.2 DeScriPtion of exPeriMental reSultS

King and Stavrou (2006a,b) present the channel capacity improvement of a dual-satellite single-
polarized (DS-SP) LMSS MIMO system and a single-satellite dual-polarized (SS-DP) LMSS 
MIMO system over a single-satellite single-polarized (SS-SP) LMSS SISO system. The available 
channel capacity was estimated for a signal-to-noise ratio (SNR) of 15 dB. The main results are 
illustrated in Table 3.5. It is obvious that the SS-DP and DS-SP MIMO systems significantly out-
perform the SS-SP SISO system in terms of outage capacity. These results also depict that the 
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FIGURE 3.6 The outline of the dual-polarized MIMO channel model.
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SS-DP system performs better than the DS-SP system and suggest that using dual polarization is 
more beneficial than implementing two distinct transmitters. An interesting observation from the 
SS-DP measurement campaign was that at low received powers, the co-polarized and cross-polarized 
 components carry similar power in all environments. This is not true in urban environments and 
for higher received power. The channel capacity for several configurations (2.2 GHz, 3.8 GHz, 
SISO, SIMO, and SS-DP MIMO) was also investigated in Lacoste et  al. (2012). The capacity 
results showed that the MIMO configuration outperforms the SISO, as expected. In addition, for 
outage probabilities lower than 15%, the SIMO system performs evenly well.

Mansor et al. (2010) evaluated and compared the channel capacity of the CQHA antenna with 
that of spatially separated reference antennas. The experimental results depicted that the CQHA has 
nearly the same capacity performance as the reference antennas in NLoS environments, whereas 
in obstructed LoS (OLoS) areas with Ricean K-factor equal to approximately 5 dB, suitable ori-
entation of the CQHA is required. Besides, the co-located CQHA gives lower correlation than the 
reference antenna in OLoS areas, while the correlation reduces with decreasing Ricean K-factor in 
all scenarios. Results for the 50% outage SISO and MIMO channel capacity and for 20 dB SNR are 
shown in Table 3.6.

The model developed by Ekpe et al. (2011) is a stochastic channel model for small-scale fading 
characteristics. The effects of channel correlation on the capacity of an SS-DP LMSS MIMO chan-
nel were investigated using this model. Specifically, the capacity for the dual circular polarization 
multiplexing (DCPM) was compared with the theoretical capacity of an equal power allocation 
MIMO system. The results showed that at high correlation (co-polar 0.95 and cross-polar 0.7) and 

TABLE 3.6
A 50% Outage Capacity of LMSS SISO and LMSS 
MIMO Channels Using CQHA for OLoS and NLoS 
Scenarios at 20 dB SNR

SNR = 20 dB
50% Outage Capacity (bits/s/Hz)

OLoS NLoS
SISO 5.5–6.5 6

MIMO 8–11 9.5–10.5

Source: Adapted from Mansor, M.F.B., T.W.C. Brown, and B.G. Evans, 
IEEE Antennas Wireless Propagation Letters, 9, 712–715, 2010.

TABLE 3.5
A 50% Outage Capacity of SS-SP SISO, SS-DP MIMO, and DS-SP LMSS MIMO Channels for 
Different Propagation Environments and 15 dB SNR

SNR = 15 dB

50% Outage Capacity (bits/s/Hz) 10% Outage Capacity (bits/s/Hz)

SS-DP DS-SP SS-DP DS-SP

SISO MIMO SISO MIMO SISO MIMO SISO MIMO
Road 0.39 0.96 0.62 1.13 0.02 0.14 0.06 0.12

Suburban 0.8 1.35 0.44 0.84 0.09 0.37 0.06 0.12

Urban 0.27 0.67 0.33 0.63 0.03 0.26 0.12 0.24

Source: Adapted from King, P.R. and S. Stavrou, IEEE Vehicular Technology Conference (VTC-Fall), Montreal, Canada, 
2006a; King, P.R. and S. Stavrou, IEEE Antennas Wireless Propagation Letters, 5(1), 98–100, 2006b.
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with SNR values less than 10 dB, the DCPM provides slightly better channel capacity than equal 
power allocation MIMO. However, at SNR values above 12 dB, traditional MIMO gives better 
performance, while lower channel correlation (co-polar 0.5 and cross-polar 0.3) negatively influ-
ences the capacity of DCPM but has an insignificant impact on the capacity of equal power alloca-
tion MIMO. Therefore, DCPM does not succeed with reducing channel correlation, whereas low 
receiver SNRs in highly correlated MIMO channels ensure the satisfactory performance of DCPM. 
Moreover, it was found that the relationship between the Rice factor and the channel correlation 
follows an exponential growth pattern.

Two measurement campaigns were designed and carried out during the MIMOSA project. The 
first campaign targeted the statistical analysis of the MIMO channel characteristics (Eberlein et al., 
2011). The overall statistics of the MIMO channel and the large-scale fading channel states (good/
bad states) were experimentally investigated and analyzed. The results showed that the correlation 
for the dual-polarized antenna pair is higher than the correlation of the two single-polarized antennas. 
The relationship between the co-polarized signal and the cross-polarized subchannel for different 
environments was also shown. Specifically, for suburban environments the cross-polarized signal 
may be even stronger than the co-polarized signal. In addition, the strength of the direct component 
(LoS) and multipath component (NLoS) was also estimated. The Rice factor varies from 0 to 20 dB 
for tree shadowing, whereas values between −10 and 5 dB where observed for the cross-polarized 
signal.

The cross-polarization discrimination (XPD) in the NLoS and OLoS areas was used to study the 
depolarization of the received signal due to the channel conditions (Mansor et al., 2010). The XPD is 
defined as the ratio of co-polarized average received power to the cross-polarized average received 
power. Therefore, two ratios are defined, one for the RHCP and one for the LHCP. The results 
showed that the increasing density of trees along the measurement road in the NLoS area increases 
channel depolarization. The results in Lacoste et al. (2012) indicated that the S-band antennas XPD 
is higher than the XPD measured with C-band antennas. Multipath power statistics to characterize 
the influence of antenna types (RHCP, LHCP, or V-polarized dipole) and frequency band were also 
estimated. A difference lower than 1 dB between 2.2 and 3.8 GHz dual-polarized antennas was 
observed, whereas a difference higher than 1 dB in terms of multipath power was recorded between 
circularly polarized and dipole antennas.

King et al. (2012) developed a stochastic channel model based on existing measurements in a 
typical tree-lined road of a suburban environment in Guildford, UK. The model requires the calcu-
lation of a correlation matrix of all MIMO subchannels. Therefore, the correlation matrix for large-
scale fading was initially constructed based on the calculation of the correlation of the shadowing 
between all the combinations of receiver branches. For a 2 × 2 MIMO system, the dimension of the 
correlation matrix is 4 × 4. The large-scale fading correlation coefficient between LMSS MIMO 
narrowband channels in the combined spatial/polarization domain was also estimated in King 
(2007). The results in Table 3.7 confirmed that strong correlation exists (close to 1) between each 
pair of these channels for all propagation environments examined. These values were expected, 
since both antennas were co-located at one satellite and likewise co-located at one vehicle. The 
results in King (2007) also indicated that the correlation coefficients get similarly high values, 
in the case of higher elevation angles. Further experimental results or accurate simulations using 
ray-tracing models are required in other areas with different propagation conditions in order to 
investigate the dependence of the correlation values on the specific sites. These average large-scale 
correlation coefficient matrices have already been used for the evaluation of MIMO satellite sce-
narios by ESA (Yamashita et al., 2005; Liolis et al., 2010b; Arapoglou et al., 2011c; Shankar et al., 
2012; Kyröläinen et al., 2014).

King et al. (2012) derived the standard deviation and mean values of shadowing from the mea-
sured data. In NLoS areas, the mean value for the co-polar component was −20.5 dB, whereas that 
for the cross-polar component was −21.5 dB. The standard deviation was evaluated as 6.5 and 6 dB 
correspondingly. In LoS areas, the mean value for the co-polar component was −1.5 dB, whereas 
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that for the cross-polar component was −4.5 dB. The standard deviation was evaluated as 4.0 and 
3.0 dB correspondingly. The measurements also provided data concerning the Rice K-factor, for 
which values ranging from 0 to 10 for co-polar data were observed. The results depict that a high 
Rice K-factor corresponds to an inherently high co-polar correlation and high XPD (15 dB), whereas 
a low Rice K-factor leads to low correlation with greater variance and XPD close to 0 dB.

King and Stavrou (2007) properly normalized the measured raw data extracted from the wide-
band MIMO channel sounder with respect to the free-space loss (FSL) and delay, at each distance 
between the emulated satellite and the vehicle. Then, the wideband fading characteristics were stud-
ied. Results for the first delay bin for co-/cross-polarized channels are gathered and displayed in 
Table 3.8. The coherence distance was found to increase with excess delay. In addition, the results 
concerning the coherence time showed that the median normalized coherence time, τfd, where fd 

TABLE 3.7
Average Large-Scale Correlation Coefficients between LMSS MIMO Channels for 
Different Propagation Environments

Large-Scale Fading

Correlation Coefficients (King, 2007)
Correlation Coefficients (King 

et al., 2012)

R/R L/L R/L L/R R/R L/L R/L L/R

Urban R/R 1.00 0.86 0.86 0.92

L/L 0.86 1.00 0.89 0.85

R/L 0.86 0.89 1.00 0.93

L/R 0.92 0.85 0.93 1.00

Suburban R/R 1.00 0.76 0.76 0.83

L/L 0.76 1.00 0.83 0.75

R/L 0.76 0.83 1.00 0.78

L/R 0.83 0.75 0.78 1.00

Main road R/R 1.00 0.86 0.85 0.90 1.00 0.86 0.85 0.9

L/L 0.86 1.00 0.91 0.87 0.86 1.00 0.91 0.87

R/L 0.85 0.91 1.00 0.88 0.85 0.91 1.00 0.88

L/R 0.90 0.87 0.88 1.00 0.9 0.87 0.88 1.00

Source: Adapted from King, P.R. et al. IEEE Transactions on Antennas and Propagation, AP-60(2), 606–614, 2012; 
King, P.R., Modelling and measurement of the land mobile satellite MIMO radio propagation channel. PhD 
dissertation, University of Surrey, 2007.

TABLE 3.8
Coherence Distance for the First Delay Bin, RMS Delay Spread, and Correlation 
Coefficient for Different Propagation Environments

Propagation 
Environment

Coherence Distance 
First Delay Bin (M)

RMS Delay Spread 
(NS)

Correlation 
Coefficient

Co- Cross- Co- Cross- Co- Cross-

Tree-lined road 29 31 54 58 0.62 0.72

Suburban 132 160 29 44 0.38 0.42

Urban 204 291 63 58 – –

Source: Adapted from King, P.R. and S. Stavrou, IEEE Transactions on Wireless Communications, 6(7), 2712–
2720, 2007.
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is the maximum Doppler frequency, for co-polarized tree-lined road channels was 0.86 at 0 ns, 
decreasing to 0.44 at 10 ns, 0.28 at 20 ns, and 0.18 at 30 ns. Hence, the coherence time decreases 
with increasing delay. However, higher excess delays had similar coherence times to the 30 ns delay 
point. The delay domain fading correlation coefficients were also obtained between each pair of 
bins in the delay domain and it was shown that increased delay separations have a lower correlation 
coefficient due to the longer and different shadowing path. Moderate correlations were found in the 
first delay bin for the tree-lined road and suburban environments, whereas no significant correlation 
was found in the first delay bin for the urban environment. The direct path correlation coefficients for 
co-/cross-polarized channels and the RMS delay spread of the impulse response are also presented 
in Table 3.8. Since the small-scale correlation between MIMO channels directly controls the perfor-
mance of MIMO systems, an investigation of the correlation between MIMO channels in the LMSS 
dual polarization system was also obtained and showed that the correlation decreases with increas-
ing excess delays. Besides, identically located scatterers, that is, nonisotropic scattering, cause high 
correlation, while separately located scatterers, that is, isotropic scattering, lead to low correlation.

Heuberger (2008) presented fade correlation results in time and space from the two broadcasting 
GEO satellites. Three types of environment were analyzed—urban, residential, and rural areas. The 
diversity gain was calculated by simulation based on measured fading characteristics and for sev-
eral network configurations, that is, for single-satellite space diversity, two-satellite space diversity, 
single-satellite time diversity, and two-satellite space and time diversity. Typical values range from 
4.1 dB for two-satellite space and time diversity to 2.3 dB for two-satellite space diversity in resi-
dential areas and to 0.3 dB for one-satellite time diversity. The gain is below 1 dB in the rural area 
for all network configurations. The analysis from single-satellite measured data showed that the 
coherence distance is around 4 m in the rural area, 7 m in the residential area, and up to 18 m in the 
urban area due to the local blockage variation introduced by the buildings. Moreover, the correla-
tion coefficient of dual satellite fades is sufficiently small and below 0.3 for the rural and residential 
areas, whereas the correlation reached values of up to 0.7 in the urban area.

Lacoste et al. (2010) provide fading margin results versus percentage coverage for SISO, SIMO, 
and MISO measurements of the LMSS channel at S-band. The first observation is related to the 
SISO channels unbalance, which is expected to degrade the performance of diversity combining 
techniques. Next, it shows that MISO and SIMO diversity techniques reduce the fading margin for 
a given target coverage (better than 90%) for high availability systems. However, for coverage less 
than 80%, diversity techniques are not effective due to the high values of the Rice K-factor usually 
observed in suburban areas. SIMO spatial diversity performs better than polarization diversity for 
high availability LMSS systems. Specifically, possible maximum ratio combining (MRC) gains 
from 4 dB up to 8 dB can be achieved depending on the target coverage in a mixed environment. 
Nevertheless, combining circular polarization diversity with spatial diversity leads to a slight reduc-
tion in the fading margin.

Arndt et al. (2011) based the evaluation of antenna diversity gain on the estimation of the Word 
Error Rate (WER) for physical layer configuration provided in ETSI Satellite Digital Radio (ETSI 
SDR). The actual channel capacity was primarily estimated from the measured data and the WERs 
were derived. Then the authors calculated the required carrier-to-noise ratio (C/N) for a target 
WER of 5% for single- and multiantenna reception using selection combining (SC) and MRC in six 
different environments. Figure 3.7 depicts typical calculated values of the required C/N for single-
antenna reception and four antennas using MRC in several propagation environments. One observes 
that the required C/N highly depends on the probability of obstruction by several obstacles in the 
environment. The problem is severe in urban areas where terrestrial repeaters might be required to 
ensure adequate QoS. It was shown that the corresponding antenna diversity gain of each antenna 
configuration is independent from the environment. The MRC technique that provides a power 
combining gain, a fading reduction gain, and a gain due to an improved overall antenna pattern, 
performs better than the SC technique. The SC would require four antennas to achieve the same 
performance as a two-antenna MRC.
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Arndt et  al. (2012) presented the results of the GNSS and SDARS systems in terms of state 
probabilities and state duration statistics for different environments and orbital positions of the 
satellites for both single- and dual-satellite reception. Two states were used to model the received 
signal. The state identification was performed by using a threshold of 5 dB below LoS. The single-
satellite analysis showed that the “bad”-state probability (Lutz et al., 1991; Prieto-Cerdeira et al., 
2010), which corresponds to heavy shadowing/blockage, increases with the increase of the angle 
between satellite azimuth and driving direction from 0° to 90°. However, the “bad”-state probability 
decreases with increasing satellite elevation and for elevation angles larger than 70°, the influence of 
the driving direction is insignificant. The “bad”-state probability in urban and forest areas is gener-
ally higher than in other environments. In addition, the SDARS and GNSS measurements extracted 
similar results for urban areas, whereas lower signal availability is obtained for SDARS in subur-
ban, forest, commercial, and open areas. The dual-satellite and multisatellite analysis indicated that 
the reception depends on the type of the environment, the elevation angle of each satellite, and the 
azimuth of each satellite relative to the driving direction. The same analysis yielded results con-
cerning the correlation coefficient between the states of two satellites as a function of the azimuth 
separation derived. For small azimuth separations, both state sequences are highly correlated, with 
typical correlation values of 0.9. However, the correlation is minimized for azimuth separations 
between 60° and 120° and slightly increases toward 180° azimuth separation. The correlation coef-
ficient also depends on the elevation angle separation between two satellites.

Heuberger et al. (2008) experimentally investigated the service availability of the satellite com-
ponent of DVB-SH in S-band in several propagation environments. The results showed that the 
availability is extremely high, almost always 100%, in highway and rural environments with afford-
able satellite equivalent isotropically radiated power (EIRP). In light tree-shadowed and subur-
ban areas, the service availability is still rather high. However, in urban, dense-urban, and indoor 
scenarios, the quality of the service is degraded and the deployment of a terrestrial repeater is 
necessary. Then, the hybrid configuration leads to service availabilities in the order of 90%. The 
performance enhancement obtained using hybrid reception in areas, where neither the satellite nor 
the terrestrial segment allows for unexceptionable reception, was also demonstrated in Pulvirenti 
et al. (2010). The results depicted that the service availability is over 90%.

0 2 4 6 8 10 12 14 16 18 20 22 24 26

Urban

Forest

Suburban

Intermediate tree
shadowed

Highway

Commercial

Single antenna Four antennas

FIGURE 3.7 Required C/N in dB for 5% WER using one or four antennas in several propagation 
environments.
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The measurements in Liolis et al. (2010b), Ekpe et al. (2011), Arndt et al. (2012), and King et al. 
(2012) resulted in channel models that can be used as a cost-effective and time-saving approach for 
the test, optimization, and performance evaluation of multiantenna LMSS systems. Specifically, 
a simple stochastic channel model was generated and validated in Ekpe et al. (2011) by exploiting 
DCPM, under LoS and OLoS fading conditions. King et al. (2012) implemented and validated an 
empirical-stochastic dual circularly polarized LMSS MIMO narrowband channel model based on 
the Markov chain approach to account for the “on/off” nature of the observed data at low elevation 
angles, while different approaches for dual-satellite state narrowband channel modeling based on 
experimental data were presented in Arndt et al. (2012). Nevertheless, all the previously presented 
results are site-, scenario-, channel sounder equipment-, antenna-, and frequency-dependent and 
therefore, further measurement campaigns with multiantenna elements and new technology equip-
ment should be designed and are required in order to unify them into a MIMO satellite radio chan-
nel within ITU-R. Another important issue is to take advantage of the MIMO LMSS real-world 
measurements in order to develop step-by-step methodologies for the simulation and time-series 
generation of MIMO LMSS channel models (Liolis et al., 2010b).

3.5 SUMMARY AND FUTURE RESEARCH DIRECTIONS

This chapter presented a review on the progress of channel measurements for MSS obtained from 
many investigators worldwide and the important milestones that have been already achieved. 
Various platforms, such as satellites, balloons, helicopters, airplanes, and transmitters placed on 
the top of a high building or hill as pseudosatellites were used to emulate the satellite component 
at various elevation angles and propagation environments. Much data was collected in frequencies 
ranging from UHF-band (800 MHz) to Ka-band (20/30 GHz). Overall, the following conclusions 
can be drawn from the described channel measurement campaigns for single-antenna MSS:

• The LMSS strongly depend on the propagation environment, for example, urban, subur-
ban, or rural.

• High values of excess path loss are expected due to shadowing created by buildings, espe-
cially at low elevation angles.

• The signal attenuation increases with the frequency, the density of vegetation, and the 
decrease of the elevation angle.

• In urban environments, signal attenuation depends on the width of the streets, the average 
building height, and the vegetation at the edge of the streets.

• Weather conditions are of major importance at frequencies greater than 10 GHz and large 
link margins should be foreseen at K- and Ka-band.

• Moreover, mitigation techniques should be implemented at large frequencies in order to 
provide reasonable availabilities and reliable services in tree-shadowed and built-up areas.

• In MMSS, reflections from the sea surface should be considered especially for antennas 
with wide beamwidth and at low elevation angles.

• In MMSS, multipath components from ship structures and the ocean are important.
• In AMSS and during the normal flight cruising, multipath from the aircraft body cause 

signal degradation.
• In AMSS, the maneuvers increase the fade depth due to the interaction of the signal with 

the aircraft body or local scatterers when the airplane is at the terminal or on taxiway.
• In AMSS, the aircraft speed introduces increased Doppler spread.

Nevertheless, as satellite communication infrastructures have been widely used for the provision 
of communication services, the idea of implementing and experimenting with multiple antennas on 
both sides of the link allows for a further expansion of the boundaries of satellite systems perfor-
mance. It is envisaged that multiantenna satellite systems will be potentially capable of providing 
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and delivering a compelling range of current and next-generation services. In order to exploit the 
advantages of applying MIMO technology to satellite networks, the satellite operators and system 
designers will design and construct new types of satellite systems. The experimental results for 
multiple-antenna MSS described the benefits of polarization and satellite diversity mainly in terms 
of the achievable data rate and suggested that exploiting dual polarization fairly better succeeds in 
upgrading the system performance than invoking two distinct satellite transmitters. Nevertheless, 
several critical issues should be readdressed and revised, before official system implementations 
take place. Specifically, the results underlined that higher correlation is maintained for the dual-
polarized antennas due to the co-located antennas, high availability LMSS give prominence to 
spatial diversity rather than polarization diversity at the receiver, and the two-satellite diversity 
prospers, when short interleavers are considered. The results also examined particular scenarios 
with distinct characteristics and underlined several special circumstances. For instance, although 
MIMO LMSS are preferred, the performance of SIMO LMSS systems for low outage probability 
is adequate. Moreover, CQHA can be used instead of spatially separated reference antennas to 
overcome space limitations and achieve significant capacity improvement, while DCPM can be 
used to attain the benefits of MIMO technology over highly correlated channels and low SNR. 
Furthermore, the results highlighted practical issues and reported that the correlation coefficient 
between the MIMO channels and the XPD are functions of the strength of the LoS component and 
the density of the scatterers in NLoS environments and increase as the Rice K-factor increases and 
the multipath becomes sparse. The correlation and the XPD are also directly related to the geometry 
of the link, that is, the azimuth and elevation angles, the orientation of the antenna arrays, and the 
excess delay. Besides, the results revealed the demand for hybrid terrestrial–satellite configura-
tions to preserve satisfactory QoS in areas where high C/N is necessary, for example, urban areas. 
Overall, the most promising MIMO satellite and hybrid satellite scenarios from a system point of 
view are (Kyröläinen et al., 2014): (a) a GEO satellite with two orthogonally polarized antennas set 
up as a dual polarization per beam payload and a satellite terminal with the two co-located orthogo-
nally polarized (RHCP/LHCP) receiver antennas and (b) a hybrid satellite/terrestrial system with 
one satellite and one terrestrial base station or repeater jointly transmitting data to users, employing 
either single- or dual-polarized antennas in single- and multifrequency networks.

Although the results from current real-world channel measurement campaigns constitute a basis 
for the characterization of the single- and multiple-antenna satellite channel and are indicative of a 
promising evolution for MSS, the experiments were performed in specific areas, where the influence 
of the fluctuating direct and diffuse components of the signal significantly differs. Therefore, future 
research efforts may be devoted to collecting measured channel data in various areas and improve 
and/or extend the validity of current results. Then, accurate channel models for satellite systems can 
be developed for as much as thoroughly validated against experimental data.

Sophisticated precoding (Diaz et  al., 2007) and space-polarization-time coding techniques, 
for example, Golden codes (Belfiore et  al., 2005) can be utilized and experimentally tested and 
then introduced into the DVB-Second Generation (DVB-S2) and DVB-SH standards. Moreover, 
experimental characterization of MIMO MSS operating at frequencies above 10 GHz is necessary 
in order to introduce mobility into DVB-S2 systems and study the performance of future broad-
band applications, such as the provision of high-speed Internet access, audio and video on demand, 
and file transfer to vehicles, airplanes, trains, and ships. Then, both local environment propaga-
tion effects, for example, multipath, shadowing, and blockage due to the local environment in the 
vicinity of the terrestrial receiver, and tropospheric effects, for example, rainfall, oxygen absorp-
tion, water vapor, clouds, and precipitation, are involved as shown by some preliminary studies (Li 
et al., 2001; Andersen et al., 2006; Morlet et al., 2007; Alamanac et al., 2010; Liolis et al., 2010a; 
Arapoglou et al., 2012). In this regard, several measurement campaigns at the Ku- and Ka-bands 
were previously conducted for conventional single-antenna LMSS systems (Kubista et al., 2000; 
Scalise et al., 2008), while the DVB-Return Channel via Satellite for Mobile Applications (DVB-
RCS + M) specification (EN 301 790 V1.5.1., 2009) has been recently approved. Finally, it would be 
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interesting to investigate the feasibility and possible benefits of tri-polarized MIMO (Quitin et al., 
2012) in LMSS scenarios with reference to the data rate enhancement and the robustness of the 
MIMO performance.
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4 Land Mobile Satellite 
Channel Models

Fernando Pérez-Fontán

4.1 INTRODUCTION

The land mobile satellite (LMS) channel has received increasing attention in the past few years 
for a number of very interesting applications, including bidirectional communications, broadcast, 
and global navigation positioning. The kind of terminals involved includes mobile, handheld, and 
nomadic. Moreover, the attention toward this channel was initially centered on frequencies in the 
 L- and S-bands with some research also in C-band. However, the interest has been extended to 
higher-frequency bands such as Ku and Ka, where there is a greater availability of larger bandwidths. 
Moreover, this channel covers various satellite orbit options, including geostationary (GEO), low/
medium Earth orbits (LEO, MEO), highly elliptical orbits (HEO), etc. LMS systems also involve 
the possibility of using constellations of satellites and may be aided with an ancillary terrestrial 
component such as a network of urban gap fillers.

To plan new systems with adequate error rate performances, a deep knowledge of the propaga-
tion channel is needed. This has triggered the development of a number of channel models. In this 
chapter, an overview of the various propagation mechanisms intervening will be presented followed 
by a survey of the existing modeling approaches developed in the past few years, including purely 
statistical through to physical–statistical. The models presented deal with the various issues of inter-
est starting with purely narrowband models on to models dealing with multiple satellite configura-
tions trying to improve the coverage quality. Then, the discussion goes on to look into wideband 
models.

Special attention is paid to the requirements imposed on the modeling by global navigation 
systems, where continuity has to be preserved along the timeline for all multipath components, in 
contrast to the “drop” or snapshot approach used in communications. Other issues to be dealt with 
are scenarios such as satellite-to-indoor links. Topics such as the use of MIMO configurations, 
including those relying on the use of the polarization dimension or satellite aeronautical cases, are 
dealt with in other chapters of this book.

Throughout, the attention will be focused on modeling alternatives whereas model parameters 
are mostly left out but can be consulted in the abundant references provided.
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4.2 COMPONENTS AND PROPAGATION IMPAIRMENTS

The LMS link traverses three distinct layers: the ionosphere, the troposphere, and the local envi-
ronment in the vicinity of the terminal. Among the effects caused by the ionosphere, which is 
populated by free electrons forced to resonate by the passage of the transmitted waves, are scintil-
lation, Faraday rotation, delays, and dispersion. For communications applications, all such effects 
are already very small at L-band and negligible at higher frequencies. Faraday rotation can be 
countered by the use of circular polarization. However, in navigation applications, the above effects 
are very important when estimating the distances to each satellite, and very precise models of 
the ionosphere must be used. In some terminals, the use of a second frequency helps estimate the 
current state of the ionosphere. More detailed information on ionospheric effects can be found in 
ITU-R Rec. P.531-12 (2013).

In the case of the troposphere, several effects can also be considered affecting the received 
signal. Again there are attenuations, dispersion, delay, scintillation, etc. The main source of attenu-
ation at low frequencies like L-band is rain but this is practically negligible. As we go higher in 
frequency to Ku- and Ka-bands, rain can significantly degrade link performance. The presence of 
variable amounts of humidity in the atmosphere is the source of changing refraction conditions, 
which affects the delay in navigation system distance measurements. The presence of gases such as 
oxygen or water vapor also presents peaks of attenuation at given frequency bands. More informa-
tion on tropospheric effects can be found in ITU-R documents such as ITU-R Rec. P.676-10 (2013), 
ITU-R Rec. P.618-11 (2013), and ITU-R Rec. P.681-8 (2015).

In this chapter, we pay attention only to the modeling of local effects. This third layer affect-
ing the link is made up of natural and man-made features, such as trees, bridges, buildings, and 
smaller elements such as passing cars or pedestrians and small urban elements such as lamp posts 
and traffic signs. Again, the signal is subjected to attenuation, spreading, depolarization, delay, etc. 
(Karaliopoulos and Pavlidou, 1999). This chapter concentrates on this third layer where issues such 
as slow and fast signal variations, specular and diffuse scattering, etc. will be discussed, which all 
together give rise to a very challenging channel to model.

As to the types of users being addressed by LMS services, one possible classification is as a func-
tion of their mobility. In this respect, most available models have addressed the vehicular user or the 
pedestrian, handheld terminal user with hemispheric, nondirective antennas picking up the multipath 
contributions from all directions. More and more, especially with the use of higher-frequency bands, 
directive antennas are possible, for example, in public transport systems capable of providing higher 
data rates. Special attention should be given to the nomadic user wanting to perform high rate trans-
missions with the special characteristic that he/she is willing to select the best possible spot for per-
forming the communication in the vicinity of the point where the decision to communicate took place.

Normally, the modeling of the LMS channel is based on the supposition that there are three main 
components making up the channel: the direct, the specular, and the diffuse scattered contributions. 
In the low-pass equivalent representation, they can be represented by phasors (Davarian, 1987; 
Karaliopoulos and Pavlidou, 1999), that is,

 
� �r t H f t a j a j a jc Dir Dir Spec Spec Diff( ) ( , ) exp( ) exp( ) exp(= = + +∑φ φ φφDiff )∑  

(4.1)

where each of the three terms contains amplitudes and phases. Equation 4.1 presents a narrowband 
view of the channel, that is, at a single frequency, for example, the carrier fc, where delay is consid-
ered negligible. The coherent, amplitude and phase combination of all the above contributions gives 
rise to time variations, especially due to changes in the phase term as the terminal moves. Also the 
static user experiences fade due to moving scatterers.

The direct, wanted signal may be subjected to blockage or shadowing as the terminal moves 
and goes behind an obstacle or when a moving obstacle such as a truck intercepts the link. This is 
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a significant effect given that the link margin is quite limited in many applications and, especially, 
in the uplink in bidirectional communication applications. The received signal conditions change 
drastically from the clear to the shadowed or blocked conditions and thus, the so-called states are 
normally defined to describe these markedly different conditions (Figure 4.1).

Moreover, the modeling of the direct signal and the other contributors is carried out as a function 
of the type of environment where the terminal is at or traveling through, thus classifications and model 
parameterizations in terms of scenarios such as urban, suburban, open, highway, etc. are very common.

The presence of obstacles and features in the traversed scenario also gives rise to scattering phe-
nomena where rays are generated off various illuminated surfaces. These rays are not very strong 
compared to the direct signal but they still can contribute significant energy levels, especially in the 
case the direct signal is partially or totally blocked. When combined at the receiver, they give rise 
to fading effects. Moreover, they arrive delayed with respect to the maybe much attenuated direct 
signal, giving rise to delay dispersion effects, which in turn give rise to intersymbol interference and 
frequency-selective effects.

If the obstacles reflecting the signal in the direction of the terminal are small or large but rough, 
they tend to reradiate in all directions, thus the name diffuse scattering. Not so common is to find 
large features, for example, a large smooth building face giving rise to strong specular reflections 
in the direction of the terminal. In these cases, the reflected, specular component could be as strong 
as the clear direct signal.

Specular rays will normally undergo a significant attenuation when the pseudo-Brewster angle is 
exceeded and the sense of rotation of the incoming circular polarized component is switched. We will 
consider that specular rays are rarely observed and will pay more attention to the diffuse contributions.

It is important to find out whether it is necessary to carry out a wideband analysis or whether a 
simpler narrowband model will suffice. This is not an absolute decision but depends on the band-
width of the signals to be transmitted. The criterion is to compare the channel’s delay spread or its 
coherence bandwidth with the characteristics of the transmitted signal: its symbol rate or its band-
width. With respect to existing measurements (Arndt, 2015), Parks et al. (1997) report delay spreads 
for L- and S-bands to be in the order of 30–90 ns. Jahn et al. (1995) reported that the measured delay 
spreads were of 500 ns to 2 μs at L-band; this is equivalent to coherence bandwidths from 0.5 to 
2 MHz. Prieto-Cerdeira et al. (2010) reported that narrowband conditions are supposed for DBV-SH 
signals with a bandwidth of 5 MHz.
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Arndt (2015) reviewed a number of current systems citing their respective bandwidth, that is, 
Iridium operating at L-band uses a bandwidth of 31.5  kHz (Evans, 1997), XM radio operating at 
S-band has a bandwidth of 1.84 MHz (Michalski, 2002), Sirius radio also at S-band has a bandwidth 
of approximately 4 MHz (Akturan, 2008), DVB-SH at S-band BW = 1.7, 5, 6, 7, and 8 MHz (DVB 
BlueBook A120, 2008-05), S-UMTS at L/S-band BW = 5 MHz (ESTEC, 2000), and Inmarsat’s 
BGAN system L-band BW = 200 kHz (Franchi et al., 2000). However, satellite navigation systems 
such as GPS or Galileo, especially their enhanced versions, spread over bandwidths greater than 
10 MHz. This means that most communication systems at low frequencies L-, S-bands will nor-
mally be narrowband while navigation systems will require wideband channel modeling.

In addition to time spreading, the various contributions pertaining to the three categories dis-
cussed are subjected to Doppler. Each component depending on its direction of arrival with respect 
to the direction of travel of the terminal undergoes a Doppler shift. As the received signal is com-
posed of various components each with different Dopplers, there is an effect known as Doppler 
spread or frequency spreading. When producing synthetic time series for testing new physical lay-
ers, it is important to define adequate Doppler spectra, which affect the so-called second-order 
statistics such as the coherence time of the channel, the fade duration, or level crossing rate.

There is another Doppler-related effect, which is due to the movement of non-GEO satellites. 
For instance, low Earth orbit (LEO) satellites stay overhead for only a few minutes and thus travel 
at important speeds. This gives rise to a significant Doppler shift that has to be compensated for in 
both the transmit and receive directions.

4.3 EMPIRICAL/STATISTICAL CHANNEL MODELS

Here, empirical and statistical models are dealt with in the same section since their main difference 
is that statistical models describe in more detail the characteristics of the channel by making physi-
cal assumptions that are built into the selected distributions. But, in any event, the parameters of 
empirical and statistical models are drawn from experimental data.

A model classification would include empirical, statistical, and deterministic/physical models. 
Hybrid approaches are also common as well as practical and will be discussed in detail in another 
section. Empirical models try to describe the evolution of one or several parameters, for example, 
the attenuation, as a function of the elevation angle, using experimental data as a starting point. 
Normally, these models are developed using single or multiple regression techniques depending 
on whether the model depends on a single or multiple inputs. A discussion on empirical models is 
provided in Kanatas and Constantinou (1996).

Physical or deterministic models require detailed inputs describing the propagation scenario: 
terrain (Braten, 2000), building, land usage databases, and the use of theoretical models. The ulti-
mate case would be a direct application of Maxwell’s equations. Normally, ray-tracing techniques 
(Dottling et al., 2001) combined with the uniform theory of diffraction (UTD), or physical optics 
(PO) techniques provide very detailed results with any time resolution as required, for each con-
tribution given that their trajectories are tracked throughout the propagation scenario, for example, 
double-reflected and reflected–diffracted rays. Moreover, theoretical propagation models are also 
able to provide polarimetric information, that is, for the co- and cross-polar received contribu-
tions. The disadvantage is that the time required for computing simple results is quite long (Aguado 
Agelet et al., 2000). The applicability of these techniques is important, for example, in analyzing 
very specific situations such as the propagation environment around a GPS reference station. In 
addition, these are necessary to gain more insight into the propagation phenomena present at a par-
ticular location and its comparison with detailed analyses of measurements, for example, through 
high-resolution and ray-tracing techniques (Fleury et al., 1999; Jost et al., 2012). Such efforts are 
required for making new progress in our knowledge of propagation phenomena.

Statistical models make physical assumptions as to how the channel is arranged: the presence of 
a direct and a number of scattered contributions, for example. However, their parameterization has 
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to be carried out from experimental data. Normally, such models are produced for a given opera-
tional scenario such as urban, suburban, and so on, and their parameters are produced for a number 
of satellite elevation ranges, for example, from 20° to 30°, from 30° to 40°, and so on. The selected 
statistical distributions should be flexible enough so as to be valid through the whole range of eleva-
tions, that is, the same phenomena are assumed to be present with different intensities, reflected in 
the different parameters for the same distribution.

However, the received signal’s dynamics are normally much more involved, requiring the 
description, at the same time, of the direct signal and the multipath, with possible shadowing effects 
superposed varying at different rates. This has led to the use of combined distributions, and finally, 
the use of states when the signal cannot be described by a single distribution or combination of 
distributions. Normally, single distributions are valid for short sections of traveled route; for longer 
stretches, mixed distributions are necessary; and finally for complete routes of tens to hundreds of 
kilometers, the use of states is mandatory.

To overcome the shortcomings of the above models, hybrid techniques combining the advantages 
of the various basic approaches have been defined under the general category of physical–statistical or 
virtual city models, which will be discussed after the statistical modeling approach has been reviewed.

As mentioned earlier, if the inverse of the delay spread induced by the local environment, the 
coherence bandwidth, is small compared with the system’s bandwidth, we can safely follow a 
narrowband modeling approach. As discussed in Arndt (2015), current satellite communication 
and broadcasting systems with bandwidths of about 5 MHz can be modeled using a narrowband 
approach.

We analyze next the statistical distributions used for LMS channel modeling. Normally, for cov-
erage predictions only, the voltage or power distribution is required. For more detailed analyses and 
for generating time series for simulation of the physical layer, second-order statistics are required 
where the rate of variation is accounted, for example, in the form of Doppler spectra or autocorrela-
tion functions for the fast multipath-induced variations and autocorrelation functions for the slow, 
shadowing-induced variations. Finally, Markov chains are used for state transitions, for example, 
for larger-scale modeling.

Statistical distributions have built-in assumptions on the nature of the propagation phenomenon 
and its components. Typical distributions used in radio wave propagation modeling are the Rayleigh, 
Rice, lognormal, and Nakagami-m (Abdi et al., 2003).

However, simple, common distributions, in some instances, cannot fully describe the behavior 
of the received amplitude variations. This is why combinations of distributions are also usually 
employed. When there is a mixture of fast and slow variations, it is common to use distributions 
requiring two or three parameters. Still stationary conditions may be assumed from the point of 
view of the distribution parameters, which should remain constant.

Typical distributions used for this are the Loo (1984) (Figure 4.2), Suzuki (1977), or Corazza-
Vatalaro (1994) models. Loo’s and Corazza-Vatalaro’s are three parameter distributions while 
Suzuki’s has only two parameters. There have been a number of other, more sophisticated approaches 
where up to four parameters are needed (Table 4.1) (Arndt, 2015). Other combinations of distribu-
tions can be found in Patzold et  al. (1998), Hwang et  al. (1997), Vatalaro (1995), Xie and Fang 
(2000), and Simunek et al. (2013). A discussion and comparison of the various models can be found 
in Abdi et al. (2003). In Figure 4.2, a phasor representation of Loo model’s physical assumptions is 
illustrated: a direct signal phasor is subjected to lognormal variations while the diffuse scattering 
phasor is the result of the coherent addition of many individual contributions. The diagram presents 
an instantaneous snapshot. In time, each phasor is rotating due to changes in the terminal, satellite, 
or scatterer positions. The Loo probability density function (pdf) is as follows:
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where r is the received signal envelope normalized with respect to the line-of-sight (LOS) level, I0 
the zeroth-order modified Bessel function, and the model parameters M and Σ, both in dB, are the 
mean and the standard deviation of the direct signal’s amplitude, a, and MP = 10 log(2σ2), also in 
dB, is the normalized diffuse multipath power.

To model the nonstationary behavior of the channel for longer sections of the terminal route 
and include the overall peak-to-peak variations in the received signals, we need to define states, 
where the above combined distributions are applicable. Moreover, state transitions and their prob-
abilities have to be defined. Arndt (2015) collated a list of such model, which is reproduced in 
Table 4.2.
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FIGURE 4.2 Loo model assumptions. (After Loo, C., ICC’84—Links for the Future: Science, Systems and 
Services for Communications, Proceedings of the International Conference on Communications, 2, 588–594, 
May 14–17, 1984.)

TABLE 4.1
Combined Distribution Models for the Land Mobile Satellite Channel

Model Complex Channel �r r jrI Q= + Distributions

Suzuki (1977) �r RS j= exp( )φ R: Rayleigh, S: lognormal, ϕ: uniform

Loo (1984) �r R j S jM= +exp( ) exp( )φ φ0 R: Rayleigh, S: lognormal, ϕM, ϕ0: uniform

Corazza and Vatalaro (1994) �r RS j= exp( )θ R: Rice, S: lognormal, θ: uniform

Vatalaro (1995) �r RS j x jy= + +exp( )θ 1 1 R: Rice, S: lognormal, x1, y1: Gaussian

Hwang et al. (1997) �r AS j RS j= + +1 2exp( ) exp[ ( )]φ θ φ R: Rayleigh, A: constant, S1, S2: lognormal

Patzold et al. (1998) �r S j x jy= + +exp( )θ 1 1 S: lognormal, x1, y1: Gaussian

Xie and Fang (2000) �r RS j= exp( )θ R: Beckmann, S: lognormal

Abdi et al. (2003) �r R j S jM= +exp( ) exp( )φ φ0 R: Rayleigh, S: Nakagami

Source: Adapted from Arndt, D., On channel modelling for land mobile satellite reception, PhD thesis, Technische 
Universität, Ilmenau, 2015.

Note: S corresponds to the direct signal and slow-fading processes and R corresponds to the multipath component.
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The model that first introduced the concept of state in LMS channel modeling was due to Lutz 
et al. (1991). A two-state model, “good” and “bad,” was proposed for LOS and NLOS (non-LOS) 
conditions. In the good state, the variations were fitted to a Rice distribution while the bad state was 
characterized by a Suzuki (1977) distribution, which assumes Rayleigh fading for short distances 
whose local average power is subjected to slower lognormal variations. State transitions were mod-
eled by a two-state Markov chain. Figure 4.3 illustrates the state model and Figure 4.4 its associated 
time series generator.

Other models were later proposed where more states, mainly three, were proposed (Karasawa 
et  al., 1995; Akturan and Vogel, 1997; Pérez-Fontán et  al., 1997) corresponding to three condi-
tions: LOS, moderate shadowing, and heavy shadowing/blockage conditions. We discuss briefly 
with reference to Figure 4.5 the model proposed in Pérez-Fontán et al. (1997). The aim was to use 
the same statistical framework for all states. To cover the wide dynamic range encountered, three 
states were selected all following the same Loo (1984) distribution, that is, the combination of local 
Rice variations where the multipath power remained constant within each state but the direct signal 
was subjected to slow lognormal variations (Figure 4.2). The very slow variations were left for the 
states, which absorbed most of the possible dynamic range in the signal.

TABLE 4.2
Available Multistate Models for the Narrowband LMS Channel

Model Model Structure Comment

Lutz et al. (1991) Rice + Suzuki

Wakana (1991) Rice + Rice/Rice Different attenuations for non-LOS 
states are assumed

Barts and Stutzman (1992) Rice + Loo

Karasawa et al. (1995) Rice + Loo + Rayleigh

Akturan and Vogel (1995) Rice + Loo + Loo or Rayleigh Fish-eye photos for state extraction

Pérez-Fontán et al. (1998) Loo + Loo + Loo Reference model for DVB-SH 
(DVB BlueBook A120, 2008-05)

Rice and Humpherys (1997) Rice/Rice + Suzuki Extension of two-state Lutz model for 
K-band with two “line-of-sight” states 
regarding antenna pointing errors

Mehrnia and Hashemi (1999) Rice + Nakagami

Pérez-Fontán et al. (2007a) Loo + Loo Enhanced version of three-state model

Ming et al. (2008) Rice/Rice + Loo + Rayleigh/Rayleigh

Source: Adapted from Arndt, D., On channel modelling for land mobile satellite reception, PhD thesis, Technische 
Universität, Ilmenau, 2015.

First-order Markov chain

Good Bad

PGG = 1 – PGB PBG

PGB

PBB = 1 – PBG

FIGURE 4.3 First-order Markov chain model with two states proposed by Lutz. (After Lutz, E. et al. IEEE 
Transactions on Vehicular Technology, 40, 375–386, 1991.)
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A full parameterization based on ESA measurement campaigns was provided in Pérez-Fontán 
et al. (2001); moreover, details on the time variation structure were also proposed in terms of shad-
owing correlation lengths and minimum state durations. The assumed Doppler spectrum was based 
on a uniform distribution of scatterers about the moving terminal. This is equivalent to the so-called 
Clarke/Jakes spectrum. Instead of using a U-shaped Doppler filter, a generator based on a point 
scatterer model was used. In fact, this allowed the introduction of an associated wideband model as 
discussed in another section. The model is used as the reference model for the DVB-SH standard 
(DVB BlueBook A120, 2008-05).

Overall fading r(t)

Bad state

Rayleigh over lognormal fadingRich fadingGood state

Direct signal, a

Channel state
shadowing: Dg and Db

Lognormal fading, μ and σ

Spectral shaping
Doppler filter

Complex Gaussian process

e(t)s(t)

H( f )

FIGURE 4.4 Lutz model time series generator. (After Lutz, E. et al. IEEE Transactions on Vehicular Techno-
logy, 40, 375–386, 1991.)
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State-based models with more than three states (five and six) were proposed in Ming et al. (2008) 
and Dongya et al. (2005).

A key element in the evaluation of the received signal quality is an adequate model for the state 
durations. Short outages where the received signal goes below a given Eb/N0 threshold can be over-
come by forward error correction (FEC) coding. Longer fades are overcome by means of interleav-
ing. Sizing up the parameters employed in these techniques very much depends on the availability 
of adequate state duration models (Braten and Tjelta, 2002).

The modeling of state transitions was first approached using first-order Markov chains. However, 
the simulated durations produced in this way, once significantly long measured data was available, 
was found not to match well with the measurements. ITU-R Rec. P.681-8 (2015), Braten and Tjelta 
(2002), and Milojevic et al. (2009) indicated that this behavior does not fit the experimental observa-
tions. Two approaches were proposed to overcome this limitation and lack of flexibility, one was the 
use of semi-Markov chains (Braten and Tjelta, 2002) (Figure 4.6), and the other was using dynamic 
Markov chains (Ming et al., 2008; Milojevic et al., 2009).

In Markov models, the probability of being in a given state and the duration of the states are 
determined by the transition probabilities, that is,

 p N n p p ni i i
n

i i( ) ( )| |= = − =−1 1 with 1,2,…  (4.3) 
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where pi|i means probability of remaining in state i, pi is the probability of being in state i, n is the 
time step index, and N is a given number of time steps, that is, the duration of the dwelling in a 
particular state.

In semi-Markov models, however, state duration distributions are defined: typically, lognormal 
for the bad state and power law (Braten and Tjelta, 2002) for the good state, (Vogel et al., 1992; 
ITU-R Rec. P.681-8, 2015), that is,
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where d is the duration variable and D is a given duration. The other terms in the equations are 
model parameters.

In the case of dynamic Markov models, the transition probabilities change depending on the 
 current state duration (Milojevic et al., 2009).

An evolution of state models was later proposed based on these ideas in Pérez-Fontán et  al. 
(2007a) and Prieto-Cerdeira et al. (2010). Previously, each state, good, bad, and intermediate, were 
assumed to follow the same distribution with constant parameters. This is unrealistic giving fairly 

Semi-Markov model

Good Badpdf of duration
of Good state

pdf of duration
of Bad state

FIGURE 4.6 Semi-Markov model.
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nonuniform behaviors in each specific state event (Figure 4.5). One simplification, and improve-
ment was to go back to the initial idea of using two states (Lutz et al., 1991) but having with each 
outcome a distribution with a different parameter set (Figure 4.7).

Each time a state, good or bad, is drawn, the general distribution used in both states, Loo’s, is 
assigned a different parameter set drawn from empirical expressions derived for each state in the 
measurements. In previous models, a single distribution encompassing all the data belonging to a 
single state was analyzed together to provide a single parameter set.

Each state was modeled using the Loo distribution with parameters MA, ΣA, and MP; however, as 
mentioned above, these parameters themselves follow specific distributions, that is,

• The mean of the lognormal variations in the direct signal was fitted to a Gaussian 
distribution

 f M NA( ) ( , )≡ µ σ1 1  (4.7)

• While the standard deviation of the lognormal variations in the direct signal were fitted to 
another Gaussian distribution

 f M NA A( ) ( , )Σ | ≡ µ σ2 2  (4.8)

 whose parameters depend on MA through empirically fitted second-order polynomials. 
For more details, see Prieto-Cerdeira et al. (2010).

• Finally, the multipath power parameter was also fitted to another Gaussian distribution 
independent of A,

 f M NA( ) ( , )≡ µ σ1 1  (4.9)

It was later observed, using extensive CNES (French Space Agency) data (Pérez-Fontán et al., 
2013) that MP could be linked to the direct signal as illustrated in Figure 4.8, where K(dB) is the 
instantaneous Rice factor or carrier to multipath ratio, defined as

 K A MP(dB) (dB) (dB)= −  (4.10)
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FIGURE 4.7 Two-state model with different parameter sets in each state event. (After Prieto-Cerdeira, R. 
et al. International Journal of Satellite Communi cations and Networking, 28, 291–315, 2010.)
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This idea can be included in time series generators implementing the Loo’s model within each 
state (Pérez-Fontán et al., 2008a) as illustrated in Figure 4.9.

The model proposed in Prieto-Cerdeira et al. (2010) also adopted the semi-Markov approach for 
both states “good” and “bad,” but fitted lognormal distributions for both states (Pérez-Fontán et al., 
2007a). The model was validated with L- and S-band data and further enhanced based on CNES 
data for S- and C-bands (Pérez-Fontán et al., 2013).

Further enhancements proposed in Pérez-Fontán et al. (2013) include an improved modeling of 
the transition region between the states in order not to produce unrealistic sharp changes in signal 
level. This was achieved by introducing such transition regions whenever necessary in order not to 
exceed certain experimentally derived slope (dB/m) values in the variations of A.

Statistical models in general address specific operational scenarios such as urban, suburban, and 
so on, and specific elevation angles. Such models fail to take into account a fundamental element of 
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the channel, which is the driving direction with respect to the satellite link. Imagine a user driving 
in a Manhattan-like scenario. If the link is aligned with the driving direction, the coverage would be 
good, perfect in fact, regardless of the elevation angle. If we now drive along transversal streets, the 
coverage would be extremely poor. This fact is lost in traditional statistical models such as the ones 
discussed previously, since the model parameters would originate from the actual mix of along, 
across, and intermediate angles traveled during the associated measurement campaign.

More recent statistical models have paid attention to the driving direction relative to the link. 
To be able to do so, there is the need for a huge measurement campaign encompassing a fair mix 
of driving directions only achieved during ESA’s MiLADY project (MiLADY, 2010). Rieche et al. 
(2014) presented a model that, in addition to elevation, takes into account the driving direction, still 
remaining within the frame of the two-state model approach discussed above.

As we go higher in frequency, the channel presents more features that were not so visible or 
blurred at the lower bands (L-, S-, and C-band). This is the case shown in Figure 4.10 measured at 
Ka-band (Pérez-Fontán et al., 2011a). In this respect, as the wavelength decreases, smaller obstacles 
can clearly be seen in the measured data. This means that, in addition to states that reflect macro-
blockage/shadowing events, there are small spikes in the time series, which can be modeled using 
periodic processes as in the case of the poles supporting tramline overhead electric wiring, as shown 
in Figure 4.10.

4.4 PHYSICAL–STATISTICAL MODELING

An alternative that is more computationally intensive but intrinsically takes into account such things 
as the driving direction is the so-called physical statistical or virtual city approach. The basic idea is 
to represent the various operational environments in terms of a small number of canonical shapes: 
plates, cylinders, boxes, etc., which are easy to analyze from an electromagnetic point of view. 
These synthetic scenarios have to represent the characteristics of the actual operational scenarios 
to be encountered by the user, for example, in terms of building height distributions, separation 
between buildings, and so on. From the electromagnetic modeling side, there is the wide range of 
options, for example, building effects can initially be treated as blocking elements using a simple 
on–off model. A step forward is using knife-edge diffraction, and further improvements can be 
based on Fresnel–Kirchhoff theory, UTD, and others. Similarly, EM models can be initially scalar 
and then enhanced to take into account the polarization.

Similarly, building scattering effects can be modeled using ray-tracing, UTD, PO, etc. The 
degree of sophistication in the definition of buildings can go from the assumption of flat, smooth 
surfaces to including some roughness-related parameters.

In addition, small urban features such as traffic signs and lights or lamp poles, drawn randomly 
in the synthetic scene according to specific laws derived from observations at different operational 
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scenarios can further enhance their representation and hence, the reproduction of the path loss and 
its variability, as well as other features such as angles of arrival (AoA), times of arrival, etc.

Vegetation modeling can also be included in this approach. In this case, tree trunks and canopies 
can be modeled as cylinders. Distributions of positions, separations, sizes, etc. can be obtained from 
visual observation. This information can also be drawn from fish-eye pictures or movies taken in 
the chosen representative locations.

A physical statistical model/simulator should be able to synthesize wideband channel parameters 
with a particular emphasis on realistic multipath modeling, including amplitude, phase, polariza-
tion, delay, DoA (direction of arrival), and Doppler as key parameters. To enhance its versatility, the 
design of the simulator shall not require extensive measurement campaigns so that there is no need 
to tune the selected physical models. Moreover, it has to handle satellite diversity, receiving space 
diversity, frequency diversity, and polarization diversity, and MIMO configurations. Models follow-
ing this approach have been proposed, for example, in Karasawa et al. (1995), Tzaras et al. (1998), 
Oestges and Vanhoenacker-Janvier (2001), Pérez-Fontán et al. (2007b), and Ait-Ighil et al. (2013).

The direct path’s blockage model represents the attenuation due to building shadowing. Several 
models could be used, depending on the system requirements. For example, as presented later on 
for analyzing shadowing correlation effects in multiple satellite diversity configurations, a simple 
ray intersection algorithm from the transmitter to the receiver could be used. In this simple model, 
if the direct path is intersected, a constant attenuation is applied to the direct path in addition to the 
path loss. Very efficient in terms of time computation, this model is mainly suitable for generating 
on/off time series for satellite diversity studies, replacing the generator of correlated Markov chains 
based on statistical models. An alternative could be based on UTD (Aguado Agelet et al., 2000) to 
reproduce the diffraction phenomenon taking place on building edges. This alternative is more time 
consuming.

A simpler, scalar (nonpolarimetric) approach is based on Fresnel–Kirchhoff diffraction model-
ing (Vauzelle, 1994; Hristov, 2000), similar to knife edge but taking into account more than one 
building edge, represented by boxes, not just the top edge or a side edge, and combing edge effects 
coherently. The surfaces of calculation of F–K diffraction are illustrated in Figure 4.11. A simple 2D 
approach could be improved by using a 3D approach, thus improving the reproduction of the signal 
in the state transition areas.

For multipath contributions, using UTD (Aguado Agelet et  al., 2000) plus ray-tracing on flat 
smooth cuboids, would just yield the specular contributions. These can exist if real smooth surfaces 
are encountered and if the pseudo-Brewster angle is not exceeded, otherwise a circular polariza-
tion switch to the cross-polar component takes place. Second-, third-, and higher-order specular 
reflections would complete the otherwise very sparse channel impulse response obtained. A more 
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realistic approach is to take into account the presence of diffuse scattering happening at rough sur-
faces and small urban features. These can originate everywhere in the scene and not just where the 
possible specular reflection points are located.

One possible approach is to assume isotropic scattering (Pérez-Fontán et al., 2007b) originat-
ing at small surface elements on the facades, mainly on the side of the street opposite the satellite. 
Same street side scattering is generated when dual bounce effects occur. This discretization could 
be produced in small squares with sizes depending on the required resolution. They can be modeled 
in terms of normalized radar cross section (RCS) values, σ0. The actual RCS of one tile would be 
σ = Sσ0 m2, with S being the area of the tile. Tiles, however, have to be small enough, especially 
for short distances to the terminal on the street so as not to produce physically excessive scattered 
power using the bistatic radar equation since the RCS is in fact a far-field concept. The values of the 
normalized RCS have to be derived, in principle, empirically, which should also provide pattern-
related information and elevation angle dependencies.

A theoretically based approach to calculate the above RCS values supposes that the building 
facades can be described by squared protruding and receding plates with homogeneous dielec-
tric constants (Figure 4.12) (Valtr and Pérez-Fontán, 2011). The plates represent the architectural 
features that can be usually found on a facade such as windows. Physical optics (PO) (Diaz and 
Milligan, 1996) is an appropriate method to study such a complex shape of the facade since it allows 
a discrete meshing of the scatterers; moreover, it can be used in near-field conditions. A great deal of 
work has been carried out in the modeling of rough building surfaces as discussed in Degli-Esposti 
et al. (2007).

One further step could be to assume a more complex building face roughness pattern as illus-
trated in Figure 4.13 (Ait-Ighil et al., 2013). In this case, windows especially make up the more 
salient feature in a building face; these are usually composed of an area set back from the nominal 
surface, which produces some dihedral features. Moreover, we can consider in the rest of the facade 
a general regular roughness characteristic.

The 3CM (three-component model) has been proposed in the context of mobile satellite commu-
nications and navigation. It is a simplified EM building scattering model (Ait-Ighil et al., 2013). Its 
principle is to divide the scattering function of any complex facade into three different mechanisms 
depending on its architecture: specular reflections, backscattering, and incoherent scattering. The 
specular reflection takes place on smooth and wide surfaces such as flat walls or windows, and is 
based on physical optics (PO) techniques. The incoherent scattering component is due to rough sur-
faces and small elements present on complex facades. In this case, the model developed by Barrick 
(1968) is used. The backscattering component comes from double bounce reflections taking place 
on protruding and receding corners such as balconies or windows. In this case, a hybrid geometrical 
optics (GO)–physical optics (PO) approach is used, as illustrated in Figure 4.13.

From satellite

Elevation, θ

Terminal Azimuth, φ

FIGURE 4.12 Description of a rough building face using squared protrusions on a dielectric plate.
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In any realistic operational scenario, the presence of trees is common and thus presents a signifi-
cant influence on channel behavior. One possible approach is the one presented in Figure 4.14 where 
a tree is assumed to consist of two elements treated separately: the trunk and the canopy. The trunk 
is assimilated either to a screen with no depth on which the Kirchhoff diffraction scalar theory is 
applied. Alternatively, PO can be used to model its effects, not only as a contributor to shadow-
ing but also to scattering, both in forward and backward directions. The canopy is modeled as a 
cylindrical volume V, with a radius R and a height Hc, containing randomly distributed branches. It 
is assumed to be responsible for both attenuation of the direct signal and diffuse multipath. Pérez-
Fontán et al. (2011a) proposed a model for Ku-band where there is a diffraction–absorption-related 
component on which a stochastic component is superposed.

Abele et al. (2010) proposed the use of the radiative energy transfer (RET) theory (Caldeirinha, 
2002; Rogers et al., 2002). The random nature of tree foliage supports the use of the transport theory 
for modeling propagation through the canopy (Rogers et al., 2002).

Another alternative was proposed in Cheffena and Pérez-Fontán (2010), Cheffena and Pérez-
Fontán (2011), Cheffena et al. (2012), and Israel et al. (2014), where multiple scattering theory (MST) 
(Ishimaru, 1999) was extended based on the ideas in de Jong and Herben (2004) from horizontal 
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FIGURE 4.13 3CM—Three-component model building scattering contributions. (After Ait-Ighil, M. et  al. 
SCHUN—A hybrid land mobile satellite channel simulator enhanced for multipath modelling applied to satel-
lite navigation systems, in EuCAP 2013, 7th European Conference on Antennas and Propagation, Gothenburg, 
Sweden, April 8–12, 2013.)
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paths to the slant path geometry, typical in satellite channels. This model provides us with three 
components, a loss through the canopy, and a narrow-angle coherent component about the direct 
path plus a wider-angle incoherent component. This last component allows the calculation of mul-
tipath contributions in the backscattering direction as illustrated in Figure 4.14. This model has also 
been linked to a wind swaying tree model (Cheffena and Ekman, 2009) describing the signal varia-
tions for static terminals in Cheffena and Pérez-Fontán (2011).

4.5 SATELLITE DIVERSITY

LMS is a very harsh channel where outages can be unsurmountable given the limited fade margins 
available. One possible solution is using satellite diversity, that is, shadowing and blockage can be 
overcome if the terminal can have an alternative satellite to connect to. A more sophisticated con-
cept is also using a terrestrial component providing an alternative connection, especially in the very 
hard dense urban environments: gap fillers. A key element to the success of such systems is that 
the blockage/shadowing effects for the alternative links are uncorrelated. This has led research into 
shadowing cross-correlation models as well as into simultaneous multiple-link models.

Shadowing cross-correlation tends to decrease as the angular spacing between links increases. 
Measurements have been reported in Jahn and Lutz (1994) where the multiple satellite link geom-
etry was simulated using circular flight measurements. Additional results are provided in Robert 
et al. (1992) and Tzaras et al. (1998).

Alternative ways for producing cross-correlation information was using zenith pointing, fish-eye 
camera pictures conveniently processed to separate into three clear classes: LOS, shadowed, and 
blocked for the full upper hemisphere (Akturan and Vogel, 1997). It is possible to associate to each 
class a given signal distribution in such a way that route or environment type signal statistics can 
be generated.

The main application of correlation information is for being used in combination with statis-
tical models. One such model was proposed in Lutz (1996) where the original two-state model 
was converted to four-states: good–good, good–bad, bad–good, and bad–bad, and where the cross- 
correlation coefficient was used to drive the generation process (Figure 4.15).

A physical–statistical model for two satellites was developed in Tzaras et al. (1998) where a 
canonical street canyon was studied assuming a simple geometry with constant building heights 
and street width (Figure 4.16), yielding a model for ρ as a function of an azimuth spacing Δθ 
and two elevation angles (φ1, φ2). A similar approach based on an on–off model was proposed in 
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FIGURE 4.15 First-order Markov model for two satellites. (After Lutz, E., International Journal of Satellite 
Communi cations, 14, 333–339, 1996.)
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Vazquez-Castro et al. (2001), where a three-segment model was proposed as illustrated in Figure 
4.17. Further, in Vazquez-Castro et al. (2002), the model presented in Vazquez-Castro et al. (2001) 
was extended to include more realistic conditions using random building heights and widths follow-
ing distributions from several European cities (London, Guildford, and Madrid).

As an example, a synthetic urban scenario analyzed using 2D Fresnel–Kirchhoff diffraction is 
presented in Figure 4.18a–c (Pérez-Fontán and Mariño Espiñeira, 2008) where the deterministically 
computed shadowing time series were cross-correlated. It is clear how the angular spacing has an 
impact on the correlation coefficient.

4.6 MODELING THE WIDEBAND LMS CHANNEL

As indicated earlier, the LMS channel has, in general, very small delay spread values. This signifies 
that current communication systems at the lower frequencies, L- and S-bands, do not require the 
use of wideband models for physical layer performance evaluation. The same may occur at Ku- or 
Ka-band where new communication systems are envisaged. The use of more directive antennas 
makes it more difficult to pick up long delayed echoes. In any case, there has been a limited interest 
in describing the wideband behavior of this channel for communication applications, in case larger 
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FIGURE 4.16 Physical–statistical model. (After Tzaras, C.S.R. Saunders, and B.G. Evans, IEEE-APS 
Conference on Antennas and Propagation for Wireless Communications, November 1–4, 1998.)
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bandwidths are transmitted or less directive antennas are possible at the higher-frequency bands, as 
discussed in Pérez-Fontán et al. (2011a) where an omnidirectional antenna was used with a receiver 
operating at Ka-band. A Hercules aircraft flying in circles around the receiver at a relative short dis-
tance was used to simulate the satellite. This permitted the development of a wideband model with 
one or two exponentially decaying multipath clusters (Figure 4.19). Still very small delay spread 
values were recorded.

Coming back to the lower bands, the narrowband assumption is mostly correct for two-way com-
munications or broadcast applications. In the case of satellite navigation systems, based on direct 
sequence spreading techniques, the echoes that count and may cause distance estimation errors 
are those within the duration of one transmitted chip of the ranging code. In this case, a wideband 
knowledge of the channel is relevant.

The time-spreading and time-varying nature of the channel are normally represented in the 
delay-time domain using a complex impulse response representation in its low-pass equivalent ver-
sion, that is,
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alternatively, in the frequency–time domain by
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with complex amplitude �a tn( ) and delay τn for the nth signal component.
For simulation purposes, the time-varying impulse response is usually converted to tap delay-

line (TDL) form taking into consideration the sampling requirements of the transmitted signal 
(Figure 4.20) (Tranter et al., 2004). The time-varying taps are assumed to be uncorrelated random 
fading processes whose average powers decay according to specific laws. In Figure 4.20, the path 
from the satellite to the terminal is represented by a delay, a loss, and a phase/frequency shift term. 
As the signal arrives in the local environment, it undergoes time spreading, Doppler spreading, and 
slow and fast fading. The decay with delay is represented by weights Wi, the fast fading and Doppler 
spreading by Ri, and the slow variations by Si. The spacing Δτ between taps has to accommodate the 
transmitted signal bandwidth and the channel’s Doppler spread.
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FIGURE 4.19 Observed delay spread modeling at Ka-band with nondirective antennas. (After Pérez-
Fontán, F. et al. Statistical and physical–statistical modeling of the LMS, channel at Ku- and Ka-band, in 
European Conference on Antennas and Propagation, EuCAP 2011, Rome, Italy, April 11–15, 2011a.)
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Jahn et al. (1996) proposed a measurement-based model for L-band where the various received 
components are spread out in delay, namely, direct path, near echoes, and far echoes (Figure 4.21). 
The direct path is subjected to shadowing and follows a Rice distribution in the LOS state or by a 
Suzuki distribution in the non-LOS state. Then, near echoes are produced in the neighborhood of 
the terminal with delays up to 600 ns and its number is Poisson distributed appearing with exponen-
tial arrivals in the delay axis while their decay is also exponential (linear in dB). Finally, far echoes 
were found to follow uniformly distributed delays up to a maximum value. Again their number is 
Poisson distributed. As in the near-echo case, their amplitudes follow a Rayleigh distribution.

A simpler model (Pérez-Fontán et al., 2001) extends a three-state model in the delay domain for 
L- and S-bands. That is, the multipath power is expanded according to exponential arrivals relative 
to the direct signal. The number of assumed rays was 50 but any number would suffice (depending 
on the application) while maintaining the total multipath power. The assumption made also gives 
rise to lineal power delay profiles in logarithmic units. Unlike in Jahn et al. (1996), no long echoes 
are considered.
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The usual approach followed in TDL models is that the different taps are uncorrelated. Moreover, 
the tap spacings are constant throughout the simulation process. This means that a specific echo 
whose delay changes in time across various taps is bunched together with other echoes making up 
a tap. This is not a good approach in the case of navigation given that the history of each echo has 
an impact in the estimation of the distance to a satellite. This means that TDL modes with constant 
delays may lead to a wrong representation of the channel. This means that a more appropriate 
approach is going back to representations of the channel based on the impulse response where the 
delays of the main contributions are allowed to vary and take up continuous valued delays. This is 
inherently linked with the physical–statistical models discussed earlier where individual delays can 
be tracked down through the entire simulation session. Similarly, models based on point scatterers 
permit this feature.

When processing wideband measurements, it is important to use advanced techniques that allow 
the tracking of individual echoes across consecutive measured snapshots (Jost et al., 2012). However, 
work toward the simplification of dense scattering environments is still necessary; otherwise, the 
simulation process can become unwieldy and time consuming.

4.7 MODELING THE SATELLITE-TO-INDOOR PROPAGATION CHANNEL

We now review some ideas proposed in regard to the satellite-to-indoor channel. Serving users 
inside buildings from a satellite is a very challenging issue given the limited margins already pro-
vided for outdoor users. However, it is still possible to reach into rooms near external building 
walls. Satellite-to-indoor measurement and modeling results can be found in Axiotis and Theologou 
(2003), Bodnar et al. (1999), Veltsistas et al. (2007), Kvicera and Pechac (2011), Jost et al. (2011), and 
Pérez-Fontán et al. (2008b, 2011b).

Several issues need modeling: the entry loss and the distribution of the received energy in the 
delay domain. Entry loss is the most critical of these effects given its very large values, while the 
delays are in the order of some tens of nanoseconds. The main contribution will be the unblocked 
direct signal illuminating the external walls of a building; reflections and diffractions off other 
building faces will show lower levels. If the direct signal is blocked, then indirect illuminating 
sources will play a role.

Entry loss is the result of very complex processes, including transmission through building mate-
rials and paths through different external and internal walls, the roof, the floor, through windows, 
glass facades, etc. where window glass can also be metal tinted, thus giving rise to strong attenu-
ations. Moreover, satellite paths are very much dependent on the incidence angle: elevation and 
relative azimuth.

ITU-R Rec. P.1411-7 (2013) defined building entry loss, with short-range terrestrial paths in 
mind, as the excess loss due to the presence of a building wall (including windows and other fea-
tures). It may be determined by comparing signal levels outside and inside the building at the same 
height. The building entry loss value has to be propagated further on within the building to account 
for the actual distances from the external wall to locations within the same room or within other 
rooms. Additional losses within the building itself are due to partitions and furniture in the rooms. 
The geometry of the path can in some cases be described by a single angle, the so-called grazing or 
entry angle instead of the relative azimuth and elevation. Further definitions on building entry and 
penetration loss are provided in Jost et al. (2013).

Channel models, as in the case of the LMS channel, can be classified as empirical, statistical, or 
analytical. An empirical approach was proposed in Pérez-Fontán et al. (2008b) for the entry loss, 
while a statistical model was proposed also in Pérez-Fontán et al. (2011b) for the spreading effects. 
The model is based on a combination of two existing models: one developed in the frame of the 
European COST 231 Action (COST 231 1999) and applied by Glazunov and Berg (2000) to the 
assessment of indoor wireless-to-satellite interference levels, and the other by Saleh and Valenzuela 
(1987), including its directional version (Spencer et al., 2000) (modified Saleh–Valenzuela model).
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The basic result of the developed model is a received echo structure (impulse response/scat-
tering matrix) consisting of a maximum of five echo ensembles (four external walls and the 
roof). In reality, the observations reported indicated the presence of only one ensemble of echoes 
propagated into the building directly from the transmitter. Note that this ensemble further con-
sists of clusters of echoes and individual echoes or rays. The assumed scenario is depicted in 
Figure 4.22.

The COST 231 model calculates the excess path loss through a given external wall to a point 
inside the building, a distance d meters away from it, using the expression (COST 231, 1999),

 
L W W L LExcess e Ge gr( ) ( sin( )) max( , )dB = + − +1 2

1 2ψ
 

(4.13)

where L1 = Wi p and L2 = α(d − 2)(1 − sin(ψgr))2, and p is the number of internal walls traversed; d is 
the distance within the building up to the terminal; ψgr is the entry angle with respect to the external 
wall; We is the external wall perpendicular incidence attenuation; WGe is the additional loss due to 
incidence angles away from the normal to the wall; Wi is the loss through internal walls; and α is a 
loss per meter due to furniture and other indoor features.

Taking into account the definition given earlier, the building entry loss part of the COST 231 
model would be

 
L W WEntry e Ge gr( ) ( sin( ))dB = + −1 2ψ

 
(4.14)

for terminals in rooms with external walls.
The entry angle seems to be the most important geometrical parameter and its influence has been 

quantified (Pérez-Fontán et al., 2008b) together with the influence of the relative incidence azimuth 
and elevation. Measurements of the entry loss, rather than following a (1 − sin(ψgr))2 trend with the 
grazing angle as in the previous baseline equation, have shown an evolution of the form

 
L A BEntry gr( )dB = − ψ

 (4.15)

where ψgr is in degrees. Parameters obtained by measurement fitting were provided in Pérez-Fontán 
et al. (2011b).

From satellite

Entry angle, ψgr

Elevation, ε

Relative azimuth, ϕ

Normal to building

FIGURE 4.22 Outdoor-to-indoor propagation geometry.
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For the wideband case, a modified version of the S&V model (Saleh and Valenzuela, 1987) 
(Figure 4.23) was used. The S&V model makes the assumption that echoes arrive in clusters, the 
overall impulse response being

 

h j Tkl

kl

kl l kl( ) exp( ) ( )τ β φ δ τ τ= − −∑∑
 

(4.16)

The S&V wideband model was extended in Spencer et al. (2000) to include AoA. From measure-
ments carried out in indoor environments, it was found how ray clusters are not only spread out in 
time/delay but also in AoA. Thus, the original Saleh–Valenzuela model was extended to include 
AoA, θ, as indicated by the equation

 

h Tkl

kl

kl l kl l kl( , ) exp( ) ( ) ( )τ θ β φ δ τ τ δ θ θ= − − − −∑∑ j Θ
 

(4.17)

index l indicates cluster number and index kl indicates ray number k within a cluster l. Angle θ is 
measured here on the horizontal plane. A more complex model could also include the elevation 
angle. The model for the AoA, θ, is a zero-mean Laplace distribution with standard deviation σ, 
that is,

 
p kl kl( ) exp( |)θ

σ
θ σ= −1

2
2| /

 
(4.18)

and where θkl is uniformly distributed between 0 and 2π. A full parameterization of this model is 
provided in Pérez-Fontán et al. (2008b).

A more intensive, but narrowband, campaign was carried out in Kvicera and Pechac (2011), 
where a remote-controlled airship was used as a pseudosatellite. The empirical models developed 
for an NLOS, that is, with direct illumination of the facade where the receiver was located. The 
receiver was positioned indoors in front of a window.

An almost linear rise of penetration loss (dB) with elevation for the LOS case was observed and 
the following model was proposed:

 L A BPL LOS, ( )dB = + α  (4.19)

Multipath
clusters

Overall decay
envelope

Cluster decay

Individual path

Po
w

er

Delay

FIGURE 4.23 Proposed cluster structure (in linear units) in the Saleh–Valenzuela model.
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with the loss in dB and the elevation angle, α, in degree. The terms A and B are model parameters. 
For the NLOS case, penetration loss first rises with elevation and then tends to be nearly constant at 
high elevation angles. The following model was proposed:

 L C DPL NLOS
E

, dB( ) ( )= − −90 α  (4.20)

again with the elevation angle, α in degree, and where C, D, and E are model parameters.
A statistical wideband propagation model for the satellite-to-indoor channel suitable for naviga-

tion applications was presented in Jost et al. (2013), where a deterministic part based on diffractions 
and reflections off windows and walls in the room where the user is located and the definition of 
various scatterer types extracted from measurements was proposed. The continuity of all ray tra-
jectories, a key requirement for navigation applications is fulfilled for any closed trajectory of the 
user within the room.

4.8 SUMMARY

In this chapter, an extensive review of the approaches followed for modeling the LMS channel was 
presented. The text concentrated on providing the main ideas behind these models but not so much 
the details, which can be found in the references provided. The LMS channel has been mainly 
described using statistical models in which parameters are derived from experimental data. As the 
length of the terminal route increases, there is the need to use more complex approaches; thus, for 
short distances, a single distribution suffices, and then combinations of distributions are used and, 
finally, for long routes, maybe representing the duration of one call, the viewing of a news broadcast 
or the duration of a navigation session, states are used.

One approach that provides mode information is the so-called physical–statistical or virtual city 
approach where the environment is described in terms of a limited number of canonical elements 
such as screens, boxes, etc. They are randomly laid out based on statistical distributions such as 
building heights. These synthetic scenarios are analyzed using more or less complex deterministic 
models such as ray-tracing. They provide a deeper insight into the various channel phenomena, 
which are inherently directional, wideband, and polarimetric. Moreover, they directly contemplate 
the possibility of analyzing simultaneous multiple satellite links and also MIMO configurations.

Attention has also been paid to the modeling of satellite diversity issues through a statistical and 
a physical–statistical approach. Finally, the wideband case, though not very frequent in communica-
tions, is important in navigation applications. A short discussion on the satellite-to-indoor channel 
has also been provided.
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5 Propagation Effects on 
Satellite Navigation Systems

Roberto Prieto-Cerdeira 

5.1 INTRODUCTION

Navigation is related to resolving how to travel from one place to another. Throughout history, 
finding accurate methods of positioning and navigation has been a major challenge for scientists, 
astronomers, and mariners, and a mechanism of great discovery. Celestial navigation allowed lati-
tude determination through the observation of angular measurements to the sun or known celestial 
bodies. The longitude determination problem was far more challenging. It was not until the eigh-
teenth century when ships would be able to determine longitude more accurately with the use of 
chronometers in order to keep track of the time at departure port, which together with the actual 
time, would allow the estimation of the time difference into geographical separation (Sobel, 1998). 
The advent of radio navigation (using radio signals for determining position) during the twenti-
eth century, proved valuable for a number of new applications including flight navigation. Several 
terrestrial radio navigation techniques were developed and many exist today, employing angular, 
range, or Doppler measurements. In the 1960s, the first satellite navigation system (Transit) was the 
pioneer of the current Global Navigation Satellite Systems (GNSS) (Parkinson et al., 1995).

Modern GNSS such as the initial GPS from the United States and GLONASS from Russia, 
and more recent systems such as the European Galileo and Chinese Beidou, are based on satellite 
constellations in medium Earth orbit (Beidou, also including satellites in geostationary [GEO] and 
inclined geosynchronous orbits [IGSO]). These satellites broadcast ranging signals in the L-band. 
Other regional GNSS from India and Japan include navigation and/or augmentation satellites in 
GEO and/or IGSO (with data and ranging signals also in the L-band, and S-band for the Indian 
IRNSS system). The core of these systems is the availability of time typically provided by means of 
atomic clocks on the satellites which allows for accurate ranging measurements at the receiver. With 
the availability of more than three satellites in view, it is possible to resolve for position, usually one 
more is required for correcting clock errors at the user receiver, and with more satellites it is possible 
to compensate for geometry and other limiting factors.
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Satellite-based augmentation systems (SBAS) augments GNSS, providing real-time integrity and 
accuracy for safety-of-life applications (civil aviation as the main application but also maritime, 
land mobile, etc.). They include the American WAAS, the European EGNOS, the Indian GAGAN, 
and the Japanese MSAS belonging to a network of interoperable SBAS systems complying with 
standards defined by the International Civil Aviation Organization (ICAO).

Signals from the modern GNSS are based on direct-sequence spread spectrum (DSSS), based 
on high symbol rate pseudorandom sequences (PRNs) modulated with a given spreading shape. A 
spreading symbol is known as a chip, its length as chip period, and the spreading sequence rate as 
chip rate. The PRNs are reproducible sequences that intend to present autocorrelation properties of 
true infinite random sequences (total correlation for the sequence perfectly aligned with a replica 
of itself and decaying rapidly for the replica shifted by one chip; total uncorrelation between two 
different sequences). The PRNs are usually modulated with data (navigation message) at low rates, 
but also pilot sequences (with no data modulated) are included in recent signals.

Spread-spectrum signals offer three main advantages for satellite navigation: “precise rang-
ing; access to different satellites, each one broadcasting a known PRN (CDMA); and, rejec-
tion of narrowband interference by the bandwidth spreading operation” (Kaplan and Hegarty, 
2006). Ranging is performed by calculating the transit time of the signal from the satellite to 
the receiver using the autocorrelation function of a broadcast PRN by a satellite and a locally 
generated replica in the receiver. True ranges are contaminated by a number of errors such as 
ionospheric and tropospheric propagation delays or clock errors, thus calling pseudorange to 
the range estimates. Apart from code pseudoranges, GNSS receivers may use carrier phase 
for positioning, which is more precise than the code due to more reduced noise but it requires 
solving the ambiguity of the number of cycles between satellite and receiver. A simplified dia-
gram of the code and carrier phase ranging system including satellite and receiver is included 
in Figure 5.1.

Local replica

Code

Autocorrelation function

Carrier phase

FIGURE 5.1 Diagram of GNSS code and carrier phase ranging.
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The GPS coarse acquisition (C/A) civil signal is based on Gold codes modulated onto a BPSK 
rectangular spreading shape with a chip rate of 1.023 Mcps (chip length of 977.5 ns and main lobe 
bandwidth of 2.046 MHz). The code period for the C/A codes is 1 ms. Data is BPSK modulated on 
top of the spreading signal at 50 bps. The C/A signal is modulated into the L1 (1575.42 MHz) car-
rier frequency. The precise (P) military signal is similar to C/A but with a chip rate 10 times larger, 
much longer code period, and encrypted codes accessible only by authorized users. The P signal 
is modulated in L1 and in L2 (1227.6 MHz) frequencies. For Galileo and GPS modernization, new 
signals have been selected with a variety of bandwidths, sequence properties, code periods, with 
data modulation at various data rates and without data (pilot signals), etc. As an example, binary 
offset carrier (BOC) modulations have been proposed. BOC signals include spreading shapes 
formed by a rectangular signal multiplied by a square wave subcarrier allowing more flexibility on 
the power distribution within the available frequency spectrum regulated for satellite navigation. 
Also, civil signals at different carrier frequencies have been introduced to minimize the impact 
of ionospheric propagation group delay error on the ranging signals and to increase robustness of 
the system.

For GNSS, different propagation mechanisms (diffraction, reflection, and scattering) are encoun-
tered by the signal broadcast from the satellite affecting receiver performance. The propagation 
effects that impact performance (accuracy, availability, integrity and/or continuity of service) are 
due to Earth’s atmosphere and characteristics of the local environment of the receiver. In this sense, 
Earth’s atmosphere can be classified into the troposphere, whose main effect is a group delay in the 
navigation signal due to water vapor and the gas components of the dry air, which is non-dispersive 
(independent of frequency); and the ionosphere, the ionized part of the atmosphere, that induces a 
dispersive group delay that is significantly larger than the one from the troposphere. Other iono-
spheric effects such as scintillations and refraction may be present. The local environment may 
affect the navigation signal in various ways such as fading due to shadowing, the signal is scattered 
and/or diffracted by obstacles (buildings, vegetation, etc.) between satellite and receiver; multipath, 
where replicas of the signal arrive to the receiver with a certain delay and phase due to reflection 
and diffraction with surrounding objects. Ambient noise and interference, although not considered 
radiowave propagation effects, have an impact on navigation performance.

Applications based on GNSS positioning for difficult environments, such as urban canyons, 
indoor environments, or forests, requires a rigorous modeling of the electromagnetic radio channel 
in order to be able to assess receiver performances in controlled laboratory conditions with respect 
to their target conditions.

In addition to the effects on pseudorange and carrier phase of navigation signals, radiowave 
propagation affects many aspects of a GNSS mission, including TT&C and mission uplink com-
munications, two-way laser and S-band ranging, data dissemination, or search-and-rescue. This 
chapter focuses only on propagation effects on navigation signals.

In order to evaluate how propagation affects positioning and navigation, it is important to under-
stand how propagation affects the primary GNSS observables code and carrier phase. The basic 
GNSS observables for a given signal are the code observable
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j j j j j
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j
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expressed here in meters, where ρ j is the true range between the receiver and satellite j, c is the 
speed of light, (dt − dt j) is the clock error between satellite and receiver clocks, T j is the tropospheric 
delay, rel j is the relativistic effect, αn · I j is the ionospheric delay (an advance in carrier phase, notice 
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the different sign), K KPn Rx Pn
j

, +  are code hardware biases at receiver and satellite, k kLn Rx Ln
j

, +  are 
carrier phase hardware biases at receiver and satellite, respectively, MPn

j  is the code multipath error 
and mLn

j  carrier phase multipath error, εPn
j  is code noise and εLn

j  carrier phase error, λLn Ln
jN  is car-

rier phase ambiguity, and wLn
j  is carrier phase wind-up. In these formulas, the components directly 

affected by propagation aspects are troposphere and ionosphere delay, multipath, and in the case 
of fading, noise may increase. These components will be described and models for each of them 
presented in the next sections.

For a more detailed description of GNSS system, signals, and data processing, there are various 
texts available, including Kaplan and Hegarty (2006) and Sanz Subirana et al. (2013).

5.2 IONOSPHERIC EFFECTS

The ionosphere is a region of weakly ionized gas in Earth’s upper atmosphere, between the ther-
mosphere and the exosphere, lying between about 50 kilometers up to several thousand kilometers 
from Earth’s surface (Davies, 1990). The ionosphere affects radio wave propagation in different 
ways such as refraction, absorption, Faraday rotation, group delay, time dispersion, and scintilla-
tions, and these effects are dispersive. Faraday rotation, which is the rotation of the polarization due 
to the interaction of the electromagnetic wave with the ionized medium in Earth’s magnetic field 
along the path (ITU-R, 2013), is often neglected for satellite navigation and satellite communica-
tions in the L-band through the use of circular polarization.

Most ionospheric propagation effects are directly related to the level of ionization in the iono-
sphere, and in particular to electron density. The total electron content (TEC) is the electron density 
integrated along a slant (or vertical) path between a satellite and a receiver. It is expressed in TEC 
units (TECu) where 1 TECu = 1016 electrons/m2.

Ionospheric electron density and, in general, all ionospheric effects depend on different factors 
such as the time of day, location, season, solar activity (which is related to the epoch within the 
solar cycle), or level of disturbance of the ionosphere, such as those happening during geomagnetic 
storms. In the same manner, on a time scale of the order of several months, solar activity follows a 
periodic 11-year cycle. The level of solar activity (and hence the solar cycle) is usually represented 
by solar indices such as the sun spot number (SSN) or the solar radio flux at 10.7 cm (F10.7), and 
the level of geomagnetic activity is often represented by geomagnetic indices such as Ap, Kp, or 
Dst. The evolution of solar and geomagnetic indices including the solar cycle 23 and 24 (January 
1995–June 2015) is depicted in Figure 5.2.

5.2.1 ionoSPheric Delay error

The ionosphere is a dispersive medium and starting from the propagation model of an electronic 
wave in a medium, the ionosphere delay can be represented in its analytical form as the sum of 
contributions related to the signal carrier frequency. The refractive index and thus the delay are 
frequency dependent, in particular, the higher the frequency, the smaller the ionosphere effect. In 
general, an important characteristic of the ionosphere delay is that it has opposite signs in carrier 
phase and pseudorange observables. In particular, the ionosphere refractive index can be expressed 
as a series expansion:
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where the term a1 (first-order term) is the most important parameter and it is directly correlated to 
the number of free electrons in the signal path (TEC). Higher-order terms that usually account for 
differences at the millimeter level and up to few centimeters in the worst case (Hernández-Pajares 
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et al., 2014) should be considered only for high-precision applications where all other error sources 
of similar or higher orders of magnitude may be estimated as well. For more details on effects and 
modeling of higher-order effects, see Bassiri and Hajj (1993), Petrie et al. (2010), and Hernández-
Pajares et al. (2014). Neglecting higher-order errors, the group delay experienced by an electromag-
netic wave propagating through the ionosphere is directly proportional to the TEC (neglecting) as 
follows:
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where dIgr is the group delay error (m), ngr is the group refractive index in the ionosphere, f is fre-
quency (Hz), N is electron density (electrons/m3), sTEC is slant TEC, and path is the propagation 
path between the receiver and the satellite. For phase delay, the expression for group refractive index 
should be replaced by the phase refractive index considering its relation ngr = n + f(∂n + ∂f). The 
first-order ionospheric phase delay experienced by the signal is given by
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It is observed that the phase is advanced by the same amount as the group delay.
At the GPS L1 frequency (1575.42 MHz), the group delay is approximately 16 cm for 1 TECu. 

For oblique paths between satellite and receivers, the TEC is designated as sTEC in comparison 
to vertical TEC (vTEC) for zenith paths. A simple model to convert the vTEC value into sTEC for 
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FIGURE 5.2 Evolution of solar (sun spot number and solar flux F10.7) and geomagnetic indices (Ap and Dst) 
between January 1995 and June 2015—parts of solar cycle 23 and 24. (Data from NOAA/NGDC, NOAA/
SPWC, and WDC for Geomagnetism, Kyoto.)



138 Radio Wave Propagation and Channel Modeling for Earth–Space Systems

a given elevation angle follows the assumption that all the ionospheric electron density content is 
concentrated in a single thin layer at a given height close to the height of maximum electron den-
sity. The conversion uses a mapping function (also known as obliquity function or slant conversion 
 factor) FIPP as follows:

 sTEC F vTECIPP( ) ( )ε ε= ⋅  (5.6)

where ε is the elevation angle of the station–satellite ray link. Notice that the ionospheric pierce 
point (IPP) is the coordinate point where the station–satellite ray link intersects with the ionospheric 
layer.

The most common ionospheric mapping function is the geometric approximation (see geometry 
in Figure 5.3). After doing the necessary mathematical arrangements, one can derive the following 
expression for the mapping function:
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where Re is the radius of Earth and hion is the height of the ionospheric layer (e.g., 350 km).
In order to estimate the ionospheric delay contribution using GNSS observations, dual-

frequency observations are required since the ionosphere is a dispersive media. This implies that 
the observations on different frequencies have to be combined in order to retrieve the ionospheric 
delay. In this context, the available observables are those in code and phase. These observables 
have their advantages and drawbacks that will be the issue that will drive their performance. 
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FIGURE 5.3 Scheme to derive the geometric mapping function.
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As already mentioned, the code observable is more noisy and less precise than the phase one but 
unambiguous. Thus, combining Equations 5.1 and 5.2 for two different frequencies, the expres-
sions for code and phase for the ionospheric combination or geometry-free combination for L1 
and L2 frequencies are
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where αII j = (α2 − α1)I j is the ionospheric delay in meters of LI, KPI,Rx and KPI
j  are the code interfre-

quency biases for the receiver and the satellite, respectively (also known as differential code biases), 

and similarly kLI,Rx and kLI
j  for the interfrequency biases for phase. The use of phase observables is 

more complex since it implies the calculation of an ambiguity term for each satellite–station arc, 
which increases the numbers of unknowns.

It is also possible to obtain ionospheric estimation through vTEC global ionospheric maps 
(GIMs) available from one of the International GNSS Service (IGS), Ionosphere Associate Analysis 
Centers (IAACs), centers delivering ionospheric products, CODE (Center for Orbit Determination 
in Europe, University of Berne, Switzerland), ESA/ESOC (European Space Agency/European 
Space Operation Center of ESA, Darmstadt, Germany), JPL (Jet Propulsion Laboratory, Pasadena, 
USA), and UPC (Technical University of Catalonia/gAGE, Barcelona, Spain) (Hernández-Pajares 
et al., 2009). They are provided in IONEX format (Schaer et al., 1998). Nowadays, IGS also pro-
vides final and rapid ionospheric products in IONEX formats obtained through the combination of 
GIMs from the IAACs. The GIMs files provide global maps with a temporal resolution of 2 h and 
a spatial resolution of 5° in longitude and 2.5° in latitude. In a daily file, there are 13 vTEC maps 
with 13 vTEC root mean square (RMS) maps in order to provide information about the accuracy 
of the measurement. Final products are provided with a latency of several days and rapid prod-
ucts with slightly lower accuracy are provided with a latency of roughly 24 h. Apart from IGS,  
other institutions provide global and regional GIMs IONEX files with various accuracies, update 
rates, and latencies, for example, generating ultrarapid vTEC map products with 15 min temporal 
resolution or below and latencies within a few hours (Hernández-Pajares et al., 2015; European 
Space Agency (ESA), 2015; Deutsches Zentrum für Luft- und Raumfahrt e.V. (DLR), 2015), and 
even two-layer vTEC models maps are becoming available (Rovira-Garcia et al., 2015). Figure 
5.4 shows an example of a global map of vTEC for a solar maximum condition from IGS final 
ionospheric products. The figure shows that in the region around the geomagnetic equator, the 
ionosphere has the largest vTEC values and the strongest gradients, whereas in the mid-latitude 
regions, the daytime vTEC values are less than half the value found in the equatorial anomaly 
region. The vTEC shape in the picture moves approximately westwards along lines of geomagnetic 
latitude at Earth’s rotation rate of 15° per hour.

It is important to mention that the accuracy of GIMs is limited by the number of stations and the 
time and space resolution, and although they represent an invaluable data source, they cannot be 
considered an error-free reference of the ionosphere. In order to estimate accurate vertical or slant 
TEC, it must be considered that errors due to mapping function, time interpolation, and space inter-
polation may occur, and it will be particularly pronounced in areas where no IGS stations are avail-
able and interpolation is used (e.g., oceans). When data to a larger network of stations is available, 
three-dimensional tomographic approaches (Mitchell and Spencer, 2003; Hernández-Pajares et al., 
1999; Rovira-Garcia et al., 2015) may provide a more accurate reference ionosphere. In the cases 
where TEC estimation is required and single stations are available or the network is too sparse, 
one approach for estimating the ionosphere exploits dual-frequency carrier phase measurements 
together with GIMs (Montenbruck et al., 2014; Prieto-Cerdeira et al., 2014). The GIMs are used 
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to level the geometry-free combination of carrier phases. The alignment of the ionospheric carrier 
phase combination with a previously computed sTEC (from a GIM) has the advantage of avoiding 
local errors affecting the pseudorange measurements, such as multipath, which produces significant 
errors in the pseudorange alignment procedure.

The ionosphere can be categorized in three main regions according to characteristics and intensity 
of effects. The boundaries are defined by geomagnetic latitude. They are equatorial regions, mid-
latitude regions, and auroral/polar regions. The boundaries are roughly represented in Figure 5.5 for 
nominal geomagnetic activity.
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For equatorial or low-latitude regions, for instance, the ionospheric effects are considerably stron-
ger. The regions around the geomagnetic equator (equatorial anomaly, located at around  ±15–20°) 
present the largest values of TEC and also the largest ionospheric disturbances and irregularities. 
These high TEC values are produced by the electromagnetic (E × B) drift force that cause a fountain 
effect transporting the plasma away from the magnetic equator toward higher latitudes peaking at 
the anomaly “crests” (SBAS Ionospheric Working Group, 2003). During post-sunset hours, large 
depletions or “bubbles” of electron density are observed. They can be large in absolute value but 
small in longitudinal extent; thus, they may go undetected in the reference station measurements 
(Klobuchar et  al., 2002; Doherty et  al., 2002). These depletions are associated with small-scale 
irregularities that produce intense amplitude and phase scintillation effects. Also, large spatial and 
temporal electron density gradients are observed in low-latitude regions.

High-latitude regions (auroral/polar regions) are considered for geomagnetic latitudes larger than 
around 65°. The ionosphere of the auroral regions normally causes lower ionospheric delays than 
that of the mid-latitude regions; however, the variability of the auroral ionosphere tends to be greater 
than that of the mid-latitude regions. The polar cap (above ~75°) is a small size area, which presents 
large TEC variability (SBAS Ionospheric Working Group, 2003); within this area, the polar cusp is 
the area where Earth’s magnetic field is reduced, creating a cone where barely no magnetic activity 
is observed; the behavior is difficult to predict (however, very few satellite paths would cross the 
ionosphere through the cusp). In the polar cap, TEC daily dependencies are less predictable and 
are often driven by polar cap patches (structures with plasma density enhancements) (Weber et al., 
1986; Prikryl et al., 2010).

During geomagnetic disturbed periods, severe effects may be observed at mid-latitudes since the 
boundaries of the mid-latitude regions are shortened from auroral and equatorial areas.

Although the differences between various regions are related to large- and small-scale character-
istics, in order to illustrate such differences, a long-term large-scale characterization of the different 
regions is presented based on different percentiles from vTEC values obtained from GIMs over 
Solar Cycle 23 obtaining the approximate percentiles shown in Table 5.1.

Carrier smoothing is used in GPS receivers to reduce the effects of multipath and thermal noise 
(effects described at the end of this chapter). The noisy code measurements are used to estimate 
the bias on more precise but ambiguous carrier measurements by means of averaging with a Hatch 
filter (Hatch, 1983). However, the code–carrier divergence, that is, the effect on which the code is 
delayed proportionally to the TEC and the carrier is advanced by nearly the same amount, limits 
the use of the smoothing method by introducing a bias when large temporal ionospheric gradients 
are encountered due to the fact that the ionospheric delay over the code is assumed to be constant 
during the averaging period. The filter bias is equal to negative twice the ionospheric rate of change, 
times the time constant (Walter et al., 2004). The ionospheric rate of change during nominal peri-
ods in mid-latitudes is below 1 mm/s. In solar maximum conditions and based on statistics over 
long observation periods, rates of change of 8 mm/s can be considered a reasonable bound for quiet 
solar maximum days, and the largest observed gradient in Continental US (CONUS) is 150 mm/s 

TABLE 5.1
vTEC Reference Values (in TECu) for Different Percentiles and Latitudes Based on 
Analysis of IGS GIMs Data during Solar Cycle 23

68th 90th 95th 99th

High latitudes 18 28 35 50

Mid-latitudes 25 50 60 90

Low latitudes 45 80 95 120

Global 25 60 65 105
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(Walter et al., 2004). For a 100-s smoothing, required for SBAS receivers, a gradient of 8 mm/s is 
equivalent to a filter bias of −1.6 m, and 150 mm/s to −30 m, respectively.

For GNSS dual-frequency receivers, an ionospheric-free linear combination may be used in 
order to remove the first-order ionospheric delay for code and phase, respectively:
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This combination eliminates the ionospheric delay contribution at the expense of increased noise 
and multipath error. The increase depends on the frequency separation of the two signal frequencies 
used. Given the assumption that noise at the two frequencies is independent, the noise variance of 
the ionospheric-free combination is calculated as follows:
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and assuming that the noise in both frequencies are identically distributed
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this relation is often given related to factor γ = f fP P1
2

2
2/  as follows:
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As examples, the value of Knoise is equal to 2.98 for GPS L1–L2 combination and 2.59 for Galileo 
E1–E5a or GPS L1–L5 combinations.

For GNSS single-frequency receivers, correction algorithms based on empirical or climatologi-
cal models are driven by broadcast parameters in the navigation message. For the GPS system, the 
ionospheric correction algorithm (ICA) (Klobuchar, 1987) uses eight coefficients to describe the 
ionosphere, which is represented as a thin-shell model. This model performs rather well in mid-
latitude regions but the representation of the equatorial anomaly is limited. The GPS ICA algorithm 
was designed to remove about 50% of the ionospheric error although larger correction capabilities 
are usually observed during nominal periods. For Galileo, a new algorithm has been developed using 
NeQuick G model, an adaptation of the NeQuick empirical climatological electron density model 
(Hochegger et al., 2000; ITU-R, 2013) suitable for trans-ionospheric applications, which generates 
electron density for given space, time, and solar activity conditions from a minimum set of anchor 
point characteristics. This model is driven by an effective ionization level broadcast in the naviga-
tion message. For further details of the Galileo single-frequency algorithm and its performance, 
see European Union (2015) and Prieto-Cerdeira et al. (2014). Other correction models available to 
GNSS receivers are based on correction/augmentation data from wide-area differential networks. 
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The correction model for SBAS such as WAAS or EGNOS is defined in MOPS DO-229 (RTCA, 
2006). The MOPS ionospheric model represents the ionosphere as a thin shell at the height of 
highest electron density (this is assumed to be a sphere with a radius of 6728 km, equivalent to 
350 km above Earth’s surface). The information on discrete points (ionospheric grid points [IGPs]) 
of the shell on a regular grid, the ionospheric grid, is provided to SBAS users. The IGPs are spaced 
at 5° latitude/longitude for mid- and equatorial latitudes. The ionospheric corrections at the IGPs 
are broadcast to the user as part of the SBAS messages in the form of a grid ionospheric vertical 
delay (GIVD) for the ionospheric delay corrections, and integrity information through the grid iono-
spheric vertical error indicator (GIVEI), which is an index that characterizes the total error bound 
from all possible error sources: measurement, estimation, slant-to-vertical correction, spatial/tem-
poral interpolation, etc.

As a general rule of thumb, during solar maximum periods, ionization levels are larger and 
therefore absolute parameters are also larger. On the other hand, during geomagnetic disturbed 
periods, resulting from the interaction between space weather solar events and Earth’s magnetic 
field, the ionosphere may deviate from the typical (geographical, diurnal, and seasonal) behavior. 
Geomagnetic storms are more frequent during active periods of the solar cycle but their strength 
is not necessarily correlated with solar activity peaks (this can be observed in Figure 5.2 compar-
ing large values of Ap or low values of Dst with respect to SSN and solar flux). The ionospheric 
effects on performance observed by GNSS receivers tend to increase with solar or geomagnetic 
activity, respectively, but looking only at solar or geomagnetic global indices (SSN, F10.7, Ap/Kp, 
Dst) is not an unambiguous direct indicator that GNSS receivers may be significantly affected by 
the ionosphere. For that reason, a different regional parameter has been developed specifically for 
GNSS: the Along Arc TEC Rate (AATR index) has proven to be an effective independent indicator 
of ionospheric activity that degrades GNSS performance (Sanz Subirana et al., 2014), with

 
AATRi = ∆

∆
sTEC

M t( ( ))ε 2

 
(5.15)

where sTEC is slant total electron content, t is time, Δt ranges between 30 and 60 s, and M(ε) is the 
mapping function with respect to elevation ε. The AATR index at a given location is defined as the 
hourly RMS of all the individual instantaneous AATRi for all satellites in view. The AATR index 
over several stations in Europe during the St Patrick’s storm day in 2015 is presented in Figure 5.6 
showing the impact on stations in Scandinavia and Iceland, which was observed as reduced avail-
ability of the EGNOS system during that period.

5.2.2 ionoSPheric ScintillationS

Ionospheric amplitude and phase scintillations are the other main ionospheric effects on GNSS 
signals. They are observed as rapid fluctuations of amplitude and/or phase of the radio wave signal, 
respectively, caused by refraction and diffraction due to small-scale irregularities that modify the 
ionospheric refractive index. Strong scintillations can induce cycle slips and loss of lock in GNSS 
receivers on one or more signals simultaneously. Scintillations depend on the location, time of day, 
season, solar, and geomagnetic activity. An example of ionospheric scintillations in a station in 
Tahiti, French Polynesia is presented in Figure 5.7 where for the period of observation, about half 
of the satellites in view for GPS, GLONASS, and Galileo constellations are affected by scintilla-
tions. During nominal conditions, strong levels of scintillation are rarely observed in mid-latitudes, 
but they may be encountered daily during postsunset hours in low-latitude regions. A graphical 
representation of the depth of scintillation, geographical distribution, and time-of-day occurrence 
for two levels of solar activity is presented in Figure 5.8. Low-latitude scintillation is seasonally 
dependent and is limited to local night time hours (SBAS Ionospheric Working Group, 2010). The 
high- latitude region can also encounter significant scintillation and it is strongly dependent on 
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geomagnetic activity levels, but can occur in all seasons and is not limited to local night time hours 
(SBAS Ionospheric Working Group, 2010).

The most commonly used parameter to characterize intensity fluctuations is the scintillation 
index S4 (ITU-R, 2013), defined by the equation

 

S4 = 〈 〉 − 〈 〉
〈 〉







I I
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(5.16)

where I is intensity (proportional to the square of the signal amplitude) and 〈 〉 denotes averaging, 
usually over a period of 60 s. Likewise, phase scintillations are often characterized by the standard 
deviation of phase variations, the phase scintillation index σφ

 
σ ϕ ϕϕ = 〈 〉 − 〈 〉2 2

 
(5.17)

where φ is carrier phase in radians and 〈 〉 denotes averaging, usually over a period of 60 s. The 
evolution of the S4 index for all GPS and Galileo satellites in view from a station in Cape Verde 
from 19–21 h local time on March 15, 2013 is presented in Figure 5.9, it is observed that only a few 
satellites are affected.

Scintillation strength may, for convenience, be classified into three regimes, see ITU-R (2013) 
for amplitude scintillation thresholds; for phase scintillation, various thresholds are proposed in 
Doherty et al. (2003) and Rodrigues et al. (2004).
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Scintillation Regime Amplitude Scintillation Phase Scintillation (rad)

Weak S4 < 0.3 σφ < 0.25–0.3

Moderate 0.3 ≤ S4 ≤ 0.6 0.25–0.3 ≤ σφ ≤ 0.5–0.7

Strong S4 > 0.6 σφ > 0.5–0.7

The scintillation index S4 is related to the peak-to-peak fluctuations of the intensity. The exact 
relationship depends on the distribution of the intensity. The probability distribution function that 
best describes the intensity distribution is the Nakagami-m (Nakagami, 1960), particularly for weak 
and moderate scintillations. The probability density function of a Nakagami-m is given by
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where r is the envelope (amplitude) of the received complex signal, Γ(x) is the gamma function, 
Ω is the average power (usually normalized to unity), and m is the Nakagami-m coefficient, which 
is related to the scintillation index S4 by

 
m = 1

42S  
(5.19)

In addition to the amplitude and phase scintillation indices, the power spectral density (PSD) 
needs to be specified for a full characterization. Both amplitude and phase scintillation follow an 
inverse power law relationship following Tf −p, where T is the spectral strength at 1 Hz and p is the 
spectral index. For amplitude scintillations, lower frequencies are attenuated with respect to phase 
scintillations. For more details on ionospheric scintillation spectra, see Rino (1979) and Knight and 
Finn (1998). Spectral indices ranging from 1 to 6 have been observed (ITU-R, 2013). Relevant spec-
tral components usually appear up to 10–20 Hz, which constrain the minimum sampling frequency 
of instruments measuring scintillation to sampling rates larger than 40 Hz (commonly 50 Hz for 
GNSS-based instruments in the L-band).

For frequency scaling, typically, the following relation on S4 is used:
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with n = 1.5 recommended for L-band frequencies. In Wheelon (2003), values of n derived from 
satellite measurement data between several pairs of frequencies from 30 MHz up to 6 GHz are 
presented ranging from 1–2. This relationship is valid particularly for weak scattering assumptions 
(higher elevations, low S4 values). For high S4 values, the relation saturates with n approaching 0.

As previously mentioned, scintillation effects differ at low and high latitudes, and are not observed 
at mid-latitudes except for strong geomagnetic storms. At high-latitudes, the effect is mainly driven 
by the interaction of solar radiation with Earth’s magnetic field, and therefore, more dependent on 
geomagnetic activity, whereas at low latitudes it is driven by solar activity and therefore linked to 
solar cycle and seasons.

In general, scintillation activity is correlated with solar activity, increasing during solar maxi-
mum periods and with also seasonal dependencies. According to SBAS Ionospheric Working Group 
(2010), “from South America through Africa to the near East” indicates “the presence of scintilla-
tion in all seasons except the May–July period.” On the contrary, “in the Pacific sector, scintillations 
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are observed in all seasons except the November–January period.” The dependence of scintillation 
with season for different longitudes was reported in (Aarons, 1993). For equatorial region during 
the solar maximum period and worst season, strong scintillations might be expected to appear up to 
around 20% of the time between sunset and midnight.

The spatial distribution of scintillation phenomena is characterized by randomly distributed 
patches that vary in size and drift speed (ranging from 50 to 150 m/s) (SBAS Ionospheric Working 
Group, 2010). The spatial distribution of patches is not homogeneous and therefore satellites at dif-
ferent orientations in the sky will observe time-varying scintillation levels with a somewhat arbitrary 
spatial correlation. This patchy pattern may manifest on very-large-scale structures, and can also 
cause significant variation in ionospheric delay and a loss of lock on the signal, whereas other smaller 
structures may not cause loss of the signal, but still can affect the integrity of the signal by producing 
ranging errors. Finally, owing to the patchy nature of irregularity structures, other satellites could 
remain unaffected. The correlation of deep signal fades is considered low between different satellites 
(below 15%) as reported in Seo et al. (2011). For high-latitude scintillations, “the irregularities move 
at speeds up to ten times larger in the polar regions as compared to the equatorial region. This means 
that larger sized structures in the polar ionosphere can create phase scintillation and that the mag-
nitude of the phase scintillation can be much stronger” (SBAS Ionospheric Working Group, 2010).

Moderate and strong scintillations affect the performance of GNSS receivers, inducing tracking 
errors and potentially cycle slips for carrier-phase tracking or even loss of lock. Amplitude scintilla-
tion can create deep signal fades that interfere with a user’s ability to receive GNSS signals whereas 
phase scintillation describes rapid fluctuations in the observed carrier phase obtained from the 
receiver’s phase lock loop (PLL). Existing analyses are usually performed using ionospheric models 
and data for nominal averaged situations; however, the effects of strong scintillation cases on GNSS 
are not fully characterized.

Tracking performance under scintillation conditions depends on intensity of scintillation but also 
on tracking capabilities of the receiver. Closed-form analytical expressions of the tracking error 
variance at the output of classical PLL in GPS L1, L2, and L5 receivers have been derived in Knight 
and Finn (1998), Conker et al. (2003) and Kim et al. (2003) as:

 
σ σ σ σφ φ φ φε

2 2 2 2= + +S T OSC  
(5.21)

where σφS

2 , σφT

2 , and σφOSC

2  are phase scintillation, thermal noise, and oscillator noise, respectively, and 
thermal noise expression depends on S4, C/No, predetection integration time, and PLL bandwidth. This 
formulation allows the estimation of tracking behavior under a certain number of scenarios but it has to 
be used with caution as it does not take into account explicitly the time correlation of the channel, or in 
other words, considers that throughout the receiver integration time the C/No is stationary, which is not 
necessarily the case under severe scintillation conditions. Also, the expression presents singularities at 
S4 = 0.707 and S4 = 1, therefore, it can be used for moderate and low scintillations only.

Various models exist for predicting and simulating nominal ionospheric scintillation characteris-
tics. One of them is the WBMOD (Secan et al., 1995), which is “an empirical model which produces 
statistical predictions of trans-ionospheric activity as a function of radio frequency, day of year, time 
of day, ionospheric latitude and longitude, SSN, and magnetic activity.” It is a climatological model, 
that is, it predicts average behavior, rather than instantaneous behavior (Cervera et al., 2001). There 
are other analytical models, such as the Cornell scintillation model (Humphreys et al., 2009), that 
are able to generate complex time series of scintillation from selected S4 index and decorrelation 
time, based on the generation of filtered white noise, with characteristics derived from a library of 
scintillation observations, but without establishing dependencies on location, time, etc. Another 
theoretical model, the global ionospheric scintillation model (GISM) (ITU-R, 2013; Béniguel and 
Hamel, 2011), is based on a multiple-phase screen technique, which involves resolution of the 
propagation equation for a medium divided into successive layers, each of them acting as a phase 
screen. This model provides reliable results for equatorial scintillations provided that the medium is 
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accurately specified. It is driven by a background electron density climatological model (NeQuick). 
GISM is able to predict S4 and σφ indices for given locations, geometries, times, and SSN but also 
complex time series of scintillation for isolated events. Examples of intensity and phase scintillation 
times series from GISM are presented in Figures 5.10 and 5.11, respectively.

5.3 TROPOSPHERIC EFFECTS

The neutral (non-ionized) part of Earth’s atmosphere lies from Earth’s surface up to about 50 km, 
the troposphere being its bottom layer, ranging up to 6–10 km in the poles and 15–20 km in the 
equator, depending on the season. The troposphere is responsible for most of the effects due to the 
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neutral atmosphere observed in GNSS signals. It is mainly composed of dry air molecular gases 
and water vapor. The main observed effect on GNSS signals is a propagation delay due to the 
refractivity of the medium, which results in propagation phase and group delay, which accounts for 
up to several meters, if not corrected, and path bending (below a few centimeters). Opposite to the 
frequency dependence of ionospheric delays, the troposphere is a non-dispersive media; thus, the 
delay is constant to all GNSS frequencies. Moreover, the group and phase tropospheric delays have 
the same magnitude and sign.

The tropospheric delay is the result of two components: delay due to dry air, which accounts 
for about 90% of the total delay and which is more predictable (due to the constant ratio of its 
constituents) and correctable; and delay due to water vapor, which is more variable and difficult 
to  predict. Thus, the total tropospheric delay in the slant direction to a GNSS satellite—slant path 
delay (SPD)—can be divided into a hydrostatic and a wet component (Martellucci and Prieto-
Cerdeira, 2009):

 SPD m ZHD m ZWDh w( ) ( ) ( )ε ε ε= ⋅ + ⋅  (5.22)

where SPD is slant path delay (m), as a function of elevation angle ε, ZHD and ZWD are zenith 
hydrostatic delay and zenith wet delay (m), and mh(ε), mw(ε) are the mapping functions to project 
from zenith to slant, for the hydrostatic and the wet path delay, as a function of elevation angle ϵ. 
Ray bending is usually accounted for by modern mapping functions. ZHD and ZWD are related 
to the air refractivity N (refractivity is related to air refractive index as N = 10−6(n − 1)), which is 
determined by
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where Nd is dry air refractivity, Nv is water vapor refractivity, P is air total pressure (hPa), T is tem-
perature (K), e is partial pressure of water vapor (hPa), K1, K2, and K3 are air refractivity coefficients 
(derived empirically), and Zd and Zv are the compressibility factors of dry air and water vapor (and 
k1, k2, and k3 are the air refractivity coefficients when compressibility is considered). As observed 
in the second part of Equation 5.23, refractivity can also be expressed in its hydrostatic and non-
hydrostatic/wet components Nh and Nw. In Martellucci and Prieto-Cerdeira (2009), experimental 
values of air refractivity coefficients from different authors are given (k1 ranges from 77.6 and 77.7 
[K/hPa], k2 ranges from 64 and 72 [K/hPa], and k3 ranges from 3.70 and 3.78 [105 K2/hPa]). The 
uncertainty of air refractivity parameters, with particular regard to K3, produces an RMS fluctuation 
of the ZTD of about 6 mm on a global scale.

The relation between zenith total delay and refractivity is given as follows:
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Regarding mapping functions, mh(ε), mw(ε), various models exist from simply the secant of the 
zenith angle or simple approximations of that secant, to models based on continued fractions (such 
as the one in Niell, 1996) to mapping functions based on ray tracing along profiles from numerical 
weather prediction (NWP) models.
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Blind tropospheric correction models do not use any input about the actual state of the atmo-
sphere but only climatological maps (and therefore, do not need any broadcast or external data). One 
example is the tropospheric blind RTCA model for SBAS as defined in RTCA (2006) that is based 
on Equation 5.22, where
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with k1 = 77.604 K/mbar, k2 = 382,000 K2/mbar (notice the different definition and units for k1 and 
k2 with respect to Equation 5.23), Rd = 287.054 J/(kg ⋅ K), gm = 9.784 m/s2, and the five meteorologi-
cal parameters: pressure (P [mbar]), temperature (T [K]), water vapor pressure (e [mbar]), tempera-
ture lapse rate (β [K/m]), and water vapor “lapse rate” (λ [dimensionless]) are calculated using
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where ξ represents each of the five parameters, as a function of the receiver latitude, ϕ, and day of 
year, D, Dmin = 28 for northern latitudes, Dmin = 211 for southern latitudes, and ξ0, Δξ are the average 
and seasonal variation values for the particular parameter at the receiver’s latitude, tabulated for five 
different latitude thresholds in Table A-2 of RTCA (2006): for latitudes |ϕ| ≤ 15° and |ϕ| ≥ 75°, val-
ues for ξ0 and Δξ are taken directly from the table, and for latitudes in the range 15° < |ϕ| < 75°, 
values for ξ0 and Δξ at the receiver’s latitude are each precalculated by linear interpolation between 
values for the two closest latitudes [ϕi,ϕi+1] in the table.

The ESA Galileo tropospheric correction blind model (Martellucci and Prieto-Cerdeira, 2009) 
introduces improved accuracy at the cost of additional complexity in terms of model parameters. 
For ZHD it uses the Saastamoinen model (Saastamoinen, 1972):
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with ϕ being ellipsoidal latitude, h surface height above the ellipsoid (km) and P total surface pres-
sure (hPa), k1 = 77.604 (K/hPa), Rd = 287.0 J/(kg K) is the ratio between molar gas constant and dry 
air molar mass, gm(ϕ,h) = 9.784 ⋅ (1 − 0.00266 ⋅ cos 2 ϕ − 0.00028 ⋅ h) (m/s2).

The ZWD is approximated by
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with e0 being water vapor pressure at Earth’s surface (hPa), Tm0 mean temperature of the water 
vapor above the surface (K), λ vapor pressure decrease factor and k2 = 370,100 (K2/hPa), and the 
equation assumes the following conditions for receivers located at height from the mean sea level 
h (km), different than the surface height h0, the values of the input meteorological parameters can 
be extrapolated from surface values, Tm0 (K), e0 (hPa), and P0 (hPa), using the following equations:
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where the required additional input parameters are α, lapse rate of air temperature (K/km), which 
can derived with the following equation: 
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T0, air temperature at surface (K), is derived as
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where ′ = =R Rd d /1000 0 287.  (J/(g K)) and αm is lapse rate of the mean temperature of water vapor 
(K/km).

It is to be noted that the altitude above mean sea level, h, is different from the height above an 
assumed ellipsoid as calculated by navigation receivers. The derivation of the altitude above mean 
sea level, h, from height above the ellipsoid is provided in RTCA (2006) Annex H, page H-2.

For parameters affected only by seasonal fluctuations, air total pressure, P0, mean temperature 
lapse rate, αm, and decrease factor of water vapor pressure, λ, the value of each parameter Xi is 
given by
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where a1i is the average value of the parameter, a2i is the seasonal fluctuation of the parameter, 
a3i is the day of the minimum value of the parameter, and Dy. is the day of the year [1..365.25].

For parameters Tm0 characterized both by seasonal and diurnal fluctuations (mean temperature of 
moist air at surface reference height, Tm0, and water vapor pressure at reference height, e0), the value 
of the parameter Xi is given by
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where a1i, a2i, a3i, and Dy are equivalent to Equation 5.34, Hd is hour of the day [0..24), b2i is the 
daily fluctuation, calculated by linear interpolation between the average values of daily fluctua-
tions during nearest months to day Dy, b3i is the hour of the day at which the minimum value occur, 
by linear interpolation between the average values of daily fluctuations during nearest months to 
day Dy.

The values of the parameters of this harmonic model, a1, a2, a3, b2, and b3, for each meteo-
rological parameter, are contained in digital maps with a resolution of 1.5 × 1.5 (deg), which were 
derived by fitting the harmonic model to monthly and hourly climatological values derived from the 
ECMWF ERA15 database (covering the period from 1979 to 1993). The model has been validated 
using an independent ECMWF global product covering the period from March to October 2002 
with a spatial resolution of 1 × 1°.

The ESA Galileo tropospheric correction model uses the Niell mapping function (Niell, 1996) 
for elevation angles, ε, not lower than 3 (deg):
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The coefficients of the hydrostatic delay mapping function, ch1, ch2, and ch3 are tabulated depend-
ing on the latitude, lat, and characterized by a seasonal fluctuation such as that in Equation 5.34.

The ESA Galileo tropospheric correction overall RMS errors of ZTD, ZHD, and ZWD are 4.5, 
1.6, and 4.4 cm, respectively. An example of the resulting zenith total delay output is presented in 
Figure 5.12.

In order to improve the accuracy significantly, blind models can also operate using real-time 
local meteorological data or model parameters from an external provider to replace data from cli-
matological maps; these modes usually referred to as local or site augmented modes. The param-
eters from external providers may be derived from data produced by NWP systems, GNSS-based 
techniques (e.g., estimation from precise point positioning techniques), or remote sensing such as 
ground microwave radiometers.

Recent research has worked into more advanced mapping functions derived from NWP, for 
example, the Vienna mapping function VMF1 (Boehm et al., 2006), or the direct use of NWP in 
network-based precise positioning techniques.

Tropospheric delay from GNSS observations is often used for weather forecasting, both through 
ground-based integrated water vapor (IWV) predictions or space-based radio occultation profiles; 
furthermore, they can be assimilated into NWP systems for better spatial and temporal resolution.

5.4 MULTIPATH, SHADOWING, AND BLOCKAGE

5.4.1 general introDuction anD MultiPath in reference StationS

Multipath propagation introduces code and phase errors on GNSS receivers through the interaction 
of the radiowave signal broadcast by the satellites with the local environment around the receiver. 
The propagation mechanisms that give rise to multipath are reflection/scattering and diffraction. At 
the receiver, the multipath and noise code errors depend not only on the actual multipath environ-
ment but also on receiver characteristics, antenna type, and possible multipath protection mecha-
nisms. Shadowing is blockage produced by objects (buildings, trees, etc.) located between the line 
of sight (LOS) of the satellite and receiver.
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For code multipath, within the GNSS receiver signal processing module, acquisition of the sig-
nal is performed using locally generated replicas of the PRN codes and searching both in the code 
phase and Doppler shift domains for the right matching of the incoming sequence. This matching 
is given by the maximum of the cross-correlation of the local and incoming PRNs. This code phase 
is used to estimate the transit time of the signal from the satellite and thus the pseudorange. The 
cross-correlation of different PRN sequences is ideally zero and the autocorrelation of the same 
PRN is not zero only within one chip period of the autocorrelation function. In reality, PRNs are 
finite length and not perfectly random and non-negligible sidelobes plus finite bandwidth smoothes 
the sharp edges of the autocorrelation function. Once the signal is acquired, it must be tracked in 
order to maintain synchronization both in code phase using a delay lock loop (DLL) and in Doppler 
(carrier phase) using usually a frequency lock loop (FLL) or PLL. The DLL is driven by the output 
of a discriminator, which has the target to identify the maximum peak of the correlation function. 
The classical early-minus-late power non-coherent discriminator subtracts the power of an early 
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correlation (the power of the complex correlation separated in in-phase and quadrature components) 
advanced by one chip from the power of a late correlation also delayed by one chip. A coherent 
discriminator performs the subtraction coherently using the carrier phase tracking of a prompt 
(unshifted) replica. Tracking is provided by maintaining the discriminator output to zero for nega-
tive slope of the discriminator function. In the presence of multipath, the autocorrelation function is 
distorted, shifting the zero-crossing of the discriminator function and thus creating an error on the 
pseudorange estimation. This is illustrated in Figure 5.13, where the autocorrelation function of a 
direct signal sequence together with a specular multipath signal is presented.

For a simple metric for the evaluation of multipath for a given signal and receiver discrimina-
tor, the multipath code phase error envelope has been extensively used in the literature. This error 
envelope indicates the error bounds of a single specular multipath ray with a fixed power relative 
to the direct signal for any relative delay, usually up to a maximum delay of 1.5, the chip period 
considering that longer delays do not affect the pseudorange estimation (true for negligible sidelobes 
in the autocorrelation function). A method to derive the multipath error envelope for other signals is 
given by applying an inverse Fourier transform to the analytical expression of the PSD of the signal, 
in order to obtain the autocorrelation function, and then deriving the discriminator function for 
the selected type of DLL. Figure 5.14 shows the code phase multipath error envelope for BPSK(1) 
and BOC(1,1) signal modulations with a signal-to-multipath ratio (SMR) of 6 dB, bandwidth of 
15 MHz, and two discriminator spacings. It is evident that BOC(1,1) is less affected by multipath 
than BPSK(1). Higher-order BOC modulations present even sharper correlations with lower mul-
tipath noise, but with the presence of secondary peaks that may result in false locks inducing a 
permanent bias until recovery to the main peak is achieved.

The maximum multipath code tracking errors may be largely reduced using more advance dis-
criminators. One of the most common techniques is based on the use of a narrow correlator using a 
shorter early–late spacing (Van Dierendonck et al., 1992). However, short delay multipath, around a 
few meters, is often difficult to mitigate. There are other more sophisticated discriminator schemes 
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half chip delay.
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(based on maximum likelihood estimators, particle filters, multiple correlators, etc.), for multipath 
mitigation available in the literature and implemented in commercial receivers.

For GNSS fixed reference stations, code multipath usually has a slowly varying component, 
introducing correlated noise in the observations. Its effects depend on the environment, antenna 
placement, and antenna design quality. Antenna plays a major role, through the design of adequate 
pattern for the desired signal above ground (depending on the application elevation masks of 5° or 
10° are employed for avoiding very noisy signals), but also through a careful design and character-
ization of the co-polar and cross-polar gain below ground. Ground reflections will enter the antenna 
from negative elevation angles, and depending on the type of terrain, roughness, geometry, and 
elevation angle with respect to Brewster angle, a coherent reflected will be more co-polar right-hand 
circularly polarized (RHCP) (usually for low elevation angles) or more cross-polarized left-hand 
circularly polarized (LHCP) (higher elevation angles).

Figure 5.15 shows the situation in the ideal case of open air sky with a flat surface. Antenna 
choke rings or antenna multipath protection are often used to minimize the effects of reflections on 
the surrounding grounds. Figure 5.16 shows the antenna pattern of a GNSS antenna as measured in 
an anechoic chamber. The effects of buildings or other objects located higher than the antenna are 
more difficult to mitigate.

Code multipath effects (together with noise) are often characterized following the ionospheric-
free code minus carrier (CmC) technique, which for L1 carrier frequency is given by
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where MP
i

1 denotes the multipath on the code phase estimate for L1 frequency and satellite i (in 
meters), εP

i
1 represents the receiver code noise at L1 (in meters), λL L

iN1 1 is the (unknown) carrier 
phase ambiguity, RP

i
1 and ϕL

i
1 denotes code and phase observables, respectively, and fL1 and fL2 repre-

sent the center frequency of L1 and L2, respectively. This method assumes that carrier phase noise, 

80

60

40

20

0

Ra
ng

in
g 

er
ro

r (
m

)

–20

–40

–60

–80
0 100 200 300

Multipath delay (m)

Multipath error envelope SMR = 6 dB, BW = 15 MHz

400 500 600

BOC(1,1) D = 0.1chips

BOC(1,1) D = 0.5chips
BPSK        D = 0.1chips

BPSK        D = 1chips

FIGURE 5.14 Code phase multipath error envelope for different signals and discriminator spacings.



157Propagation Effects on Satellite Navigation Systems

RHCP

LHCP

RHCP

RHCP RHCP

RHCPε

ε′

FIGURE 5.15 Geometry of direct and multipath signals from a flat surface indicating the effects on polar-
ization depending on elevation angle.
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elevations for a typical GNSS antenna pattern as measured from an anechoic chamber.
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multipath, and wind-up are negligible compared to code multipath and noise. During a continu-
ous period of tracking satellite i, N is considered constant as long as no cycle slips have occurred. 
Therefore, the multipath + noise estimate is derived from the equation above by subtracting the mean 
value over a period determined by the epochs of start of tracking, end of tracking, and cycle slips, if 
any. This step also removes any multipath error (bias) that is constant over the whole continuous arc, 
but the method is able to characterize rapid random multipath and slow-fading multipath of medium 
time scales from seconds to several tens of minutes (provided that small arcs are rejected). Such 
effect is not considered to be persistent in the majority of arcs; therefore, is a sporadic and not a driv-
ing factor, and in the analysis it is assumed that the average of such long arc bias for a given station 
is zero mean. An example of such characterization for a station in Zurich is presented in Figure 5.17. 
Such multipath effects tend to repeat when the geometry for the satellite station pass repeats; this is, 
for instance, observed after one sidereal day for GPS and 10 days for Galileo.

The carrier phase error due to single ground reflection multipath in a flat terrain can be expressed 
as (Georgiadou and Kleusberg, 1988)
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where mLn
j  is expressed in meters, λLn is the wavelength, α is an attenuation factor related to the 

ground reflection coefficient and antenna gain, h is the antenna height, and ε j is the elevation angle 
to satellite j. The maximum of the multipath carrier phase error is λLn/4 corresponding to ~4.8 cm 
in L1 frequency. Owing to the changing geometry among satellite, reflector, and antenna, over the 
satellite pass, the carrier phase multipath error gets a periodic character with frequency depending 
on antenna height, wavelength, elevation angle, and its rate of change over time.

5.4.2 lanD MoBile effectS

The land mobile covers vehicular and pedestrian dynamic users in various environments: 
for instance, open areas, tree-shadowed roads, suburban areas, or urban canyons. Different 
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affected by correlated multipath.
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propagation mechanisms such as diffraction, reflection, and scattering in the local environment of 
satellite navigation land mobile receivers influence the navigation signal observed by the receiver 
in several ways: variations of amplitude (fading) and phase of the direct or LOS signal and the 
appearance of replicas of the transmitted signal arriving at the receiver. Multipath is related 
to the phenomena where electromagnetic signals arrive to a given location (user receiver) after 
interacting with various propagation paths (direct paths, and reflected, diffracted, or refracted 
paths). Shadowing/blockage is the signal attenuation due to partial/complete obstruction of the 
direct path.

In telecommunications, channels are considered narrowband if the channel is frequency non-
selective, that is, when multipath affects all frequencies in the signal bandwidth in the same way. 
On the other hand, wideband channels are those where the channel is frequency selective for which 
the signal is affected by multipath differently for different frequencies in the bandwidth of interest. 
Narrowband channels are usually modeled as baseband-normalized complex time series represent-
ing the variations (fading) of the direct path. For wideband channels, the channel is often charac-
terized as baseband-normalized complex time series of a channel impulse response (CIR) where 
each delta impulse represents a propagation path with given amplitude and phase and arriving at a 
given delay (some models also incorporate angle-of-arrival information). Considering bandwidth 
for modulated data, GNSS channels are categorized as narrowband. However, for ranging, con-
sidering how spread spectrum is used, the autocorrelation function distortion and its effects on 
the time synchronization (delay) are the key parameters; therefore, the autocorrelation is the basis 
pulse function for the channel, and tracking error is the figure of merit. The main difference in the 
required characteristics of multipath channel models for GNSS code-based ranging, compared to 
satellite communications is that in the former, it is critical to adequately represent the distortion of 
the signal autocorrelation function accurately synchronized in the delay access that will drive the 
tracking error depending on the type of receiver discriminator; whereas, in the latter, the important 
characteristics are the distortion of the transmitted signal pulses in order to be able to recover the 
transmitted data. In the latter, a proper energy distribution and time variation is sufficient even if the 
tap delays are fixed over time; however, for GNSS, the autocorrelation distortion strongly depends 
on the tap delay and therefore the delays need to be time-varying according to reality and modeled 
accurately. In this respect, channels that are able to describe the autocorrelation function in as an 
accumulated set of replicas with its phase, delay, and amplitude, which is the same type of model as 
the wideband models for telecommunications.

Tap-delay lines are often used to model wideband channels mathematically, considering the 
channel as a time-variant filter:
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where ai and ϕk are respectively the amplitudes and phases of the k-th tap, τk is its delay, and k = 0 is 
the LOS path. Depending on the particular model, a tap may incorporate the energy from a group 
of individual specular scatterers plus diffuse scattering, a cluster of reflections with related char-
acteristics, or even an individual path if N is sufficiently large and both N and τk are time-varying. 
The instance of the filter for a given time ti is usually called a CIR. An example of a typical CIR 
snapshot for GNSS is presented in Figure 5.18. Each tap component also varies according to a cer-
tain Doppler fading bandwidth related to the relative Doppler for the accumulated energy compo-
nents contributing to a given tap, in addition to the Doppler shift imposed by satellite and receiver 
movement.

On the other hand, for the analysis of GNSS carrier-phase-based ranging, and also to analyze 
other effects at the GNSS receiver level, which are largely driven by the variations of the received 
carrier-to-noise power density (C/N0), such as time to first fix, loss of lock, reacquisition, etc., it 
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is usually sufficient to use narrowband models, accurately representing variations of direct signal 
(including shadowing and accumulated energy variations due to multipath).

The adequacy of various types of land mobile models for the assessment of GNSS at different 
levels is qualitatively described in the table below.

Narrowband Model Wideband Model

Code-based ranging and positioning performance No Yes

Carrier-phase-based ranging and positioning performance Yes Yes

Time to first fix Yes Yes

Loss of lock, false lock, reacquisition Yes Yes
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FIGURE 5.18 Example of channel impulse response (CIR) with line-of-sight and four taps: (a) instantaneous 
snapshot and (b) power variation over time for line of sight and taps 1 and 2.
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For the narrowband family of models, statistical models based on experimental data are conve-
nient due to its ease of implementation and verification with reality. Several recent models char-
acterize the variations of the direct signal using a Loo distribution function (Loo, 1985), which 
represents the large-scale fading as a lognormal distribution function (shadowing over a stationary 
channel region) and the small-scale fading modeled through a Rayleigh distribution function (mul-
tipath). In the Loo distribution function, the direct signal amplitude is lognormally distributed due 
to shadowing while the multipath component parameter, 2σ2, remains constant. The Loo probabil-
ity distribution function is given by
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where a is the direct signal’s amplitude and 2 2σ  describes the amount of diffuse multipath with M 
and Σ in dB, MP = 10 log 2σ2 is the mean square value (of the associated Rayleigh distribution, that 
is, disregarding the direct signal) of the multipath component expressed in dB. M and Σ are respec-
tively the mean and standard deviation of the associated normal distribution for the direct signal’s 
amplitude (A = 20 log(a)) in dB. The Loo distribution includes as special cases the Rice distribution 
for large values of a, and the Rayleigh distribution for very small values of a. This makes it valid 
for a very wide range of conditions spanning from LOS to very shadowed (blockage) conditions. 
Additional information on the characteristics and the applicability of the Loo distribution function 
for land mobile satellite can be found in Fontan et al. (2008).

The three-state channel model described in Pérez-Fontán et al. (2001) characterizes the direct 
signal variations (narrowband channel) according to three scales: very large-scale (or very slow) 
fading, large-scale (or slow) fading, and small-scale (or fast) fading. The very large-scale fading 
represents strong changes of the shadowing/blockage conditions through the environment such as 
changes from a satellite blocked by a building to the same satellite unobstructed. This is modeled 
following a three-state Markov state chain where the states are described as LOS conditions, mod-
erate shadowing, and deep shadowing. Together, the large- and small-scale variations are described 
through a Loo distribution function.

An evolution of the three-state channel model was proposed by Prieto-Cerdeira et  al. (2010) 
incorporating the following improvements: a reduction in the number of states, the introduction of a 
random selection of statistical parameters describing each state providing more realistic variability 
over the same environment, and a state machine governed by a semi-Markov process. The new state 
classification does not necessarily correspond to intuitive physical definitions of the states as before 
(LOS, shadowing) but instead to channel variations that share similar statistical characteristics. 
The two states are termed for convenience, good and bad states, representing a range of LOS to 
moderate shadowing and moderate to deep shadowing, respectively. An example of the time series 
showing the two states is presented in Figure 5.19. This model has been adopted in ITU-R for the 
prediction of fading statistics over mixed propagation conditions and the generation of fading time 
series, including model parameters for frequencies in L/S, C, and Ku bands, from experimental 
measurements in France and Europe.

An extensive multi-satellite measurement campaign over the United States and Europe was per-
formed in the MiLADY project, and the two-state model was extended to multisatellite in Arndt 
et al. (2012), allowing the generation of a correlated time series for two or more satellites simultane-
ously, making it very suitable for GNSS shadowing simulations.

For the characterization of channel effects in a wideband sense, the instantaneous multipath 
energy contained in the small-scale fading is spread or distributed along the delay axis character-
ized through instantaneous CIR, accounting for how scatterers in the environment contribute indi-
vidually (or grouped into clusters). In satellite mobile communications, fully statistical wideband 



162 Radio Wave Propagation and Channel Modeling for Earth–Space Systems

modeling exists assuming tap-delay lines at fixed delays grouping echoes that evolve following 
certain statistical conditions for allocation of power (for instance, multipath echoes excess delay 
following exponential distribution and exponential multipath power decay profile, and multipath 
echoes grouped into taps). The advantage of such models is of course their simplicity and flexibility 
and the main limitation is that tap delays are usually maintained at fixed delay locations, an assump-
tion which strongly influences the results in terms of ranging errors for different delay values. 
Another limitation is related to the fact that they are valid for a single satellite only.

For satellite navigation, a complete physical modeling of the environment would be ideally pre-
ferred. In practice, the required level of detail of the characteristics of the environment and the dif-
ferent materials, the validity of ray-tracing mechanisms (geometrical optics plus universal theory 
of diffraction) versus other high-frequency approximations, and the computational complexity, 
makes such solutions often impractical for simulations in complex environments. A compromise 
is obtained with physical–statistical models or hybrid models, which combine some large-scale 
characteristics of the environment (e.g., location of objects that contribute to strong propagation 
effects, such as buildings or trees) with statistical variations usually aiming to account for diffuse 
multipath effects.

One of the models more commonly used for multiple satellite navigation purposes in land mobile 
satellite for various environments and including shadowing and multipath is the channel model 
for land mobile satellite navigation described in Lehner and Steingass (2005) and ITU-R (2009, 
2015). The model is of physical–statistical nature and it is valid for a situation where a satellite is 
transmitting from a known position to a receiver on ground, where an elevation ϵ and an azimuth 
φ can be computed relative to the receiver heading and position. The model is based on determin-
istic and stochastic parameters and it is able to generate vectors that include complex envelope 
time series of direct signal and reflections, with corresponding path delay vectors. The parameters 
determining the stochastic behavior of the model have been derived from measurements obtained 
on a given scenario and parameters are available for urban and suburban vehicular and pedestrian 
cases in Munich, Germany and its surroundings. The geometry of the model is based on a synthetic 
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FIGURE 5.19 Direct signal power variation generated from statistical two-state narrowband model for 40° 
elevation angle in a suburban environment.
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environment representation. The channel model consists of a combination of the following parts 
(developed to support the simulation of realistic propagation behavior for many propagation sce-
narios of interest, and further validated with empirical analyses based on measured data):

• Shadowing of the direct signal:
• House front module
• Tree module
• Light pole module

• Reflections module

It incorporates a large number of reflections generated stochastically based on statistical char-
acteristics from channel measurements (number, distribution, duration, and mean power). For the 
simulation of multiple satellites, by construction, the shadowing of the direct signal is correlated 
as needed by the characteristics of the environment. The reflections module, through its statistical 
nature, does not necessarily reflect the characteristics of the environment between different satel-
lites. An example of the output channel is presented in Figure 5.20.

For rural environments, where trees and alleys are the dominant effect on shadowing and mul-
tipath, a channel model was developed in Schubert et al. (2012) based on the synthesis approach, 
which composes complicated structures of less complex primitives. Trees are composed of volumes 
of individual effective point scatterers, not necessarily linked to a specific constituent of a treetop 
canopy such as a certain branch or leaf, but instead able to reproduce the physical behavior of 
strong scattering centers inside canopies in a simplified but realistic manner, that is, reproducing 
accurately the amount of power that is reradiated. Alleys are composed of individual trees, placed 
individually to resemble a given scenario, or generated stochastically according to certain typical 
characteristics of the environments such as typical tree dimensions, and forward and sideward dis-
tances between trees. An example is presented in Figure 5.21.
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In the frame of the ESA project PHYSTAT (Lemorton et al., 2013), a software simulator implement-
ing a set of propagation channel models that combine deterministic and statistical approaches model-
ing physical principles (diffraction, specular or diffuse reflection, transmission) by means of stochastic 
parameters, was developed, including various satellite-to-user environments: aeronautical, maritime, 
and land mobile satellite. For the land mobile satellite case, the following elements are considered:

• The direct path from the satellite.
• The attenuated direct path through vegetation (tree), calculated using ray-tracing technique 

and a precalculated value of the linear attenuation through the canopy (which is calculated 
in advance using, for instance, multiple scattering technique [de Jong and Herben, 2004]).

• The tree scattered components evaluated with a cluster of point scatterers in the canopy 
(using theso-called geometry-based stochastic channel model[ing]—GSCM approach). 
The canopy is characterized by a volumetric scattering section, calculated in advance, 
using, for instance, also the multiple scattering technique (de Jong and Herben, 2004).

• The masking effect by the trunk is calculated through the uniform theory of diffraction 
(UTD) assuming three edges.
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FIGURE 5.21 Example of scenery (a) and channel output (b) of rural channel model described in Schubert 
et al. (2012). (Courtesy of F. Schubert.)
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• The diffracted paths by
• Buildings: calculated with edge-diffracted paths by the UTD
• Poles: calculated through UTD with each pole considered as three edges
• Static vehicles: calculated through UTD for edges in a cuboid, and physical optics (PO) 

for reflecting faces
• The scattered components from building facades are calculated by one of the following 

methods:
• A three-component model (3CM) (Ait-Ighil, 2013), relying on the following compo-

nents (see Figure 5.22): The specular component reproduces the forward reflection 
mechanism taking place on wide and smooth surfaces such as windows and flat walls. 
The backscattering component reproduces a double bounce reflection, or backward 
reflection, due to effects through windows or balconies. The incoherent scattering 
component reproduces the scattering phenomenon coming from all small features 
present on complex facades. The specular and backscattering components are calcu-
lated with a simplified version of the PO algorithm, whereas the incoherent scattering 
is evaluated from empirical models for rough surfaces.

• A GSCM model using a cluster of scatterers located at the middle of each facade 
surface (Oestges et al., 2014). Each cluster is then characterized by the total scattered 
power density (per unit facade area), which enables the computation of the total scat-
tered power (to be divided between the individual point scatterers) and the scatter-
ing cluster radius a, which is related to the angular spread of the facade as seen by a 
receiver in the street.

• The antenna pattern (combined angle-dependent amplitude/phase polarized pattern).

5.4.3 aeronautical, MaritiMe, anD other channelS

Satellite navigation channel models for other dynamic users exist, such as for aircrafts and helicop-
ters, for ships, or even for pedestrians in indoor environments.

The aeronautical satellite channel is characterized by a strong LOS component that is present 
most of the time (except for possible maneuvers blocking the satellite signal at low elevation angles). 
In addition, aircraft fuselage may cause specular and possibly diffuse scattering, introducing fad-
ing on the LOS signal. Depending on the type of terrain and the geometry, ground/sea reflections 
could arrive at the aircraft with a certain delay, phase, and attenuated power with respect to the LOS 
component. 

The ITU-R satellite aeronautical wideband model (Steingass et al., 2008; ITU-R, 2012) assumes 
that the direct path is affected by a refractive, resulting in a Rician process with high direct-to- 
multipath ratio. The power spectrum of the refractive component can be approximated by an 
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FIGURE 5.22 Components of the 3CM model (Ait-Ighil, 2013) representing the scattered components from 
buildings facades. (Courtesy of M. Ait-Ighil.)
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exponential function, with an impulse at 0 Hz (DC component) that represents the direct path. The 
fuselage echo is modeled as a fixed delay of 1.5 ns and its power spectrum is characterized with a 
constant component (DC component) at −14.2 dB plus an exponential process. For code multipath, 
a bias is observed from the DC component depending on the relative phase with respect to the phase 
of the main LOS component, provided by the receiver discriminator function and the fixed delay. 
The ground reflection is modulated by terrain features, and implemented through a Markov state 
chain described for three altitude regimes.

For worst-case ground reflection, sea reflection may be assumed, and models for sea reflection 
are available on ITU-R (2012), based on Karasawa and Shiokawa (1988). More complex terrain 
scattering may be calculated through multiple-point scatterers distributed on the ground with a 
defined power and angular pattern with the power for each scatterer calculated through physical 
rough surface applied using digital terrain data, an approach followed on the aeronautical model in 
Lemorton et al. (2013).

For safety-of-life SBAS systems, airborne multipath error is characterized through a Gaussian 
distribution with a standard deviation σmultipath that is assumed to overbound the standard deviation 
of observed multipath errors. Such σmultipath depends on the elevation angle to the satellite according 
to the function (RTCA, 2006)

 
σ θ

multipath
ii e[ ] . . ( [ ]/ deg)= + −0 13 0 53 10

 
(5.42)

For helicopters, a periodic ON–OFF channel is often assumed with period depending on blade 
diameter, blade width, number of blades, and rotary angular velocity, and also on elevation and 
azimuth to the satellite. In Lavenant et al. (1997), various attenuation values depending on azimuth 
angle plus some small-scale fading probably due to diffraction are proposed.

The characteristics of the propagation channel for GNSS maritime users, analogously to the 
aeronautical case, incorporates direct signal from the satellite, reflection from the sea, and possibly 
interactions with the ship structure (depending on the antenna placement, ship size and struc-
ture, and geometry). In the case of rough sea, the ratio between diffuse and specular components 
increases, and for high waves, more than one coherent reflection may be observed. In Lemorton 
et al. (2013), sea surface reflection (specular and diffuse) is based on the models from Karasawa 
and Shiokawa (1988), where specular reflections exist when the sea conditions can be considered 
to be calm showing smooth characteristics; they are calculated through the classical Fresnel reflec-
tion coefficient, modified by sea roughness. For diffuse reflections, the sea surface affecting the 
maritime link is assumed to be made up of floor tiles, each contributing a given multipath power 
calculated through the fully polarimetric model for rough surface scattering in Barrick (1968). 
Also, the dynamics of the sea and the ship are included, with a statistical characterization of the sea 
surface and the movements of the ship (pitch, roll, and heave) depending on sea state, ship velocity, 
and its response.

The satellite-to-indoor channel is largely driven by two factors: the entry loss (or building attenu-
ation), and the delay and angular spreading of the energy. The characterization of this channel is 
very complex due to multiple interactions. Channels suitable for the assessment of satellite naviga-
tion are available in the literature such as Pérez-Fontán et al. (2011) and Jost et al. (2014).

5.5 CONCLUSIONS AND FUTURE RESEARCH TOPICS

This chapter has reviewed the fundamentals of propagation effects relevant to GNSS, including 
state-of-the-art modeling and characterization for ionospheric, tropospheric, and environmental 
effects (shadowing and multipath). In general, the physical characterization of the effects is com-
mon to navigation, communications, or remote sensing; however, the specific parameters of interest 
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in navigation are mainly the code and phase observable and therefore, channel models need to con-
sider adequate representation suitable to represent the effects on those observables. In the future, 
the main challenges will be better accuracy in order to be able to properly discriminate propagation 
effects from antenna effects into a multiconstellation multifrequency GNSS environment, with dif-
ferent signal waveforms and modulations and different receiver architectures.

For ionospheric effects, a better understanding of small-scale plasma structures and strong scin-
tillations will deserve further attention. For tropospheric effects, better mutual assimilation of tro-
pospheric delay obtained from analysis of GNSS observations and NWP models, in order to obtain 
simultaneously high spatial and temporal resolution, and possibly slant estimation of tropospheric 
delay, are expected to be some of the future research areas.

The practical implementation of complex channel models into radio frequency constellation 
simulator (RFCS) allowing the performance evaluation of hardware receivers in a realistic labora-
tory setting is an important future challenge (for example, in terms of number of scatterers, diffuse 
energy, or update rate of the channel in the simulator).

An alternative approach often used for user receiver assessment is to use record-and-replay 
instrumentation that allows recording the channel in intermediate frequency and replaying it into 
any receiver configuration in a laboratory environment. The main limitation of such an approach 
is the fact that the antenna and RF front-end used for recording will have a significant influence 
in the assessment since the replay will be done at RF directly at the antenna port. In the future, 
antenna array solutions may be able to discriminate the angle of arrivals and techniques may be 
developed to radiate signals in the laboratory able to accurately reproduce the spatial distribution 
of the signals.
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6 Tropospheric Attenuation 
Synthesizers

Charilaos Kourogiorgas and Athanasios D. Panagopoulos

6.1 INTRODUCTION

In this chapter, models for tropospheric attenuation synthesizers are presented according to state-
of-the-art research. First, the need and the motivation for developing such time series generators are 
briefly explained. Each individual attenuation factor and the total tropospheric attenuation is dealt 
with in each section of the chapter, with figures and equations.

Satellite and modern wireless terrestrial communications have started adopting frequencies 
above 10 GHz in order to provide high data rate services due to the high bandwidth that is available. 
They specifically employ the Ka band (20/30 GHz) for broadband satellite communication networks 
(Koudelka, 2011). More particularly, in satellite communications and services, Earth observation 
(EO) systems have started using a frequency close to 26 GHz for data downlink (Rosello et al., 
2012; Toptsidis et al., 2012). Moreover, in deep space missions, scientific data will be delivered to 
ground using a carrier frequency at Ka band due to the high data volume that can be sent (EUCLID, 
2014). Apart from scientific and observation missions, communications realized through satellites 
have started using Ka band, such as ASTRA. The plan of high-throughput satellites (HTS) and 
multibeam communications intend to use Ka and Q/V bands. In these high-frequency bands, atmo-
spheric precipitation (mainly rain), clouds, water vapor, and oxygen molecules cause the attenuation 
of the signal power, while turbulence causes the scintillation of signal amplitude.

Owing to the very high values of attenuation for a small time percentage, static fade margins 
are not the most efficient and cost-effective technique for attenuation compensation and the reach 
of a certain availability or capacity threshold. Therefore, fade mitigation techniques have been 
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developed, such as site diversity, time diversity, adaptive coding and modulation, power control, and 
data rate adjustment (Panagopoulos et al., 2004) for the reduction in cost of communications. These 
techniques require, apart from the knowledge of first-order statistics, that is, probability density 
functions, the dynamics of rain attenuation in order to be able to proceed to end-to-end simulations 
and evaluation methods of a system’s performance.

Therefore, accurate time series synthesizers (generators) and channel models are of great sig-
nificance for the satellite system design at high frequencies (Ku band and above). Moreover, time 
series synthesizers can be employed in the usual case that there are no measurements for various 
link characteristics and for all the regions across Earth. Since measurements of attenuation need at 
least a year (a very optimistic assumption in terms of time consumption estimation) and these can 
be obtained for a certain elevation angle, frequency, and ground position, synthesizers can be used 
(of course with precaution) for generating attenuation time series. Such synthesizers must be able 
to generate time series of attenuation that reproduce first-order statistics of attenuation and then the 
dynamics of attenuation. Here, it must be noted that the term “dynamics” in the literature has been 
translated in many ways. Dynamics can be considered the second-order statistics of attenuation, that 
is, temporal correlation, or the fade slope or fade duration statistics.

The propagation community has started drawing attention to the development of synthesizers 
for attenuation. In Ku and Ka bands, rain attenuation plays the most significant role and therefore, 
the number of synthesizers for generating rain attenuation time series is higher than other attenu-
ation factors. However, as the Q/V bands are planned to be used in future satellite communication 
networks, time series generators are needed for other attenuation factors, since their effect on signal 
power and amplitude is increasing, in order to optimize the system’s performance. It must be noted 
that very recently, the radio propagation sector of International Telecommunication Union (ITU-R.) 
has published the recommendation P. 1853-1 in which synthesizers of attenuation factors and total 
attenuation are presented.

In this chapter, tropospheric attenuation time series synthesizers found in the literature are 
presented and briefly explained. In Section 6.2, the most significant rain attenuation time series 
synthesizers are given, while Section 6.3 deals with integrated liquid water content (ILWC) and 
Section 6.4 deals with integrated water vapor content (IWVC) from which clouds and water 
vapor attenuation can be derived. In Section 6.5, scintillation time series generators are pre-
sented, and in Section 6.6, two methods for the total tropospheric impairments time series are 
presented.

At this point, it must be noted that the methodologies for generating time series of tropospheric 
attenuation based on space–time fields are excluded from this chapter since these are described 
analytically in Chapter 7 of this book.

6.2 RAIN ATTENUATION SYNTHESIZERS

Rain attenuation has the greatest impact for satellite links at Ku, Ka, and Q/V bands. Therefore, the 
number of synthesizers developed for the generation of time series of rain attenuation are numerous. 
A simple classification is the following:

 1. Filter-based models
 2. Models based on stochastic differential equations (SDEs)
 3. Models based on conditional probabilities
 4. Models based on Markov chains
 5. Data-based models

Every category is briefly explained in the following subsections.



173Tropospheric Attenuation Synthesizers

6.2.1 filter-BaSeD MoDelS

In this category of models, the synthesizer depends on the derivation of a filter from which uncor-
related Gaussian noise is passing in order to create temporal correlated Gaussian samples which are 
then usually transformed to lognormal variables (since lognormal distribution is a well-accepted 
distribution with a very good behavior globally.

6.2.1.1 Maseng–Bakken Model
A well-accepted model of this category is the Maseng–Bakken (M–B) model (Maseng and Bakken, 
1981). Although, in the M–B model, a SDE has been mainly introduced (which is explained later), 
the stochastic process of rain attenuation is being generated using a low-pass filter. The main 
assumptions of the model are

 1. Rain attenuation follows the lognormal distribution.
 2. The rate of change of rain attenuation is proportional to the instantaneous value of rain 

attenuation.
 3. Rain attenuation can be described as a first-order Markov process.

In Figure 6.1, a block diagram for the generation of rain attenuation time series according 
to the M–B model is given. The input in the first block (nt) are independent samples of a zero 
mean and unity variance Gaussian stochastic process. The first block is a low-pass filter with a 
cutoff frequency equal to the dynamic parameter of rain attenuation (βA). The output of the filter 
is correlated samples of a Gaussian stochastic process, which then pass through the nonlinear 
transformation

 A A S Xt m A t= exp( )  (6.1)

where Am and SA are the statistical parameters of the lognormal distribution of rain attenuation and 
then the rain attenuation time series are obtained. In the aforementioned model, it is considered that 
rain attenuation follows the unconditional exceedance probability, that is, the probability to rain on 
a specific point of the slant path is equal to one and therefore, the probability that rain attenuation 
exceeds the zero dB value is also equal to one. Figure 6.2 presents a snapshot of the time series of 
rain attenuation considering a ground station in Athens, with a frequency of 30 GHz and an eleva-
tion angle of 30°.

From the M–B model, the autocorrelation of the output of the low-pass filter is

 ρ β
X

tt e A( ) = −
 (6.2)

and its spectrum is

 
S f

f
X

A

( )
( )

=
+

1
1 2 2π β/  

(6.3)

k
s + βnt Xt

Am exp(SAXt) At

FIGURE 6.1 Block diagram of the M–B model.
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Lacoste et al. (2005) made the first attempt to consider the intermittency of rain attenuation by 
introducing an offset parameter. This offset parameter takes into account the exceedance prob-
ability of the zero-dB threshold for rain attenuation. The model relies on the M–B assumptions and 
uses the M–B model. Figure 6.3 presents the block diagram of the enhanced M–B (EMB) model.

The difference with the M–B model is that rain attenuation is obtained through the expression

 
A A At t offset= −max[ , ],1 0

 (6.4)

with

 
A A S Q

P
offset m A= 











−exp 1 0

100  
(6.5)

where Q(⋅) is the complementary cumulative distribution function (CCDF) of a zero mean unity 
variance Gaussian variable (Gaussian Q-function) and P0 the probability to rain on a point and can 
be computed through the recommendation of ITU-R. P. 837 (ITU-R. P. 837-6, 2012). In Figure 6.4, 
a snapshot of rain attenuation is given using the EMB model. The above methodology has also been 
adopted in the first version of ITU-R. P. 1853-1 (2012).

However, Boulanger et al. (2013) explained that the synthesizer in Lacoste et al. (2005) does not 
give as an output a process following a lognormal distribution for the rain attenuation, given that 
it is raining somewhere on the slant path. Therefore, a new synthesizer is proposed as a result of 
a mixed law between a Dirac and lognormal distribution. Moreover, an algorithm is presented for 
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FIGURE 6.3 Block diagram of the enhanced M–B model.
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generating the rain attenuation time series for different correlation coefficient expressions and to not 
be restricted to the one of Equation 6.2.

The step-by-step algorithm of the synthesizer is the following:

 1. Generate zero mean unity variance Gaussian random variables (G(t)) with arbitrary tempo-
ral correlation on Fourier domain (see details in Boulanger et al., 2013)

 2. Calculate:

 
G

P
0

1 02 2
100

= 











−erfc
 

(6.6)

 3. Calculate rain attenuation time series through the expression:
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6.2.2 MoDelS BaSeD on SDeS

The SDEs have been used in the propagation framework for the generation of rain attenuation. First, 
the M–B model introduced a first-order SDE for the description of rain attenuation (Maseng and 
Bakken, 1981). The SDE was of the form

 da t K a t dt K a t dW t( ) ( ( )) ( ( )) ( )= ⋅ +1 2  (6.8)

where K1 is the drift coefficient, K2 the diffusion coefficient, and dW(t) the Brownian increments. 
Maseng and Bakken (1981) assumed that the rate of change of rain attenuation is proportional to the 
instantaneous value of rain attenuation. Therefore, by definition of the diffusion coefficient (Karlin 
and Taylor, 1981; Karatzas and Shreve, 2005), it is assumed that K At2

2~ . So, given that
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FIGURE 6.4 A snapshot of rain attenuation time series with EMB.
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• The static probability density function (PDF) of a stochastic process described by Equation 
6.8, is given by
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(6.9)

  C is the normalization constant
• Rain attenuation is assumed to follow lognormal distribution

The SDE that describes rain attenuation is

 

dA A S
A

a
dt S A dWt A t a

t

m
A a t t= − 













 +β β2 2ln

 
(6.10)

Now, using the following transformation:
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The SDE that describes the process Xt is

 
dX X dt dWt A t A t= − +β β2

 (6.12)

The analytical solution of Equation 6.12 is given in Kanellopoulos et al. (2007):
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where X0 is the initial value of the process Xt. The process Xt is the Ornstein–Uhlenbeck process, 
which is a Gaussian zero mean unity variance stochastic process with an autocorrelation function 
given by Equation 6.2. Therefore, for the generation of rain attenuation using the above model, the 
following step-by-step algorithm can be used:

 1. Generate time series of Xt process through Equation 6.13.
 2. Calculate rain attenuation through the following transformation:

 A A S Xt m A t= exp( )  (6.14)

Apart from the lognormal distribution, the Weibull and gamma distributions have been identified 
for the description of rain attenuation. Kanellopoulos et al. (2014) proposed a synthesizer based on 

SDEs for gamma-distributed rain attenuation based on the assumption that K At2
2~ , as in the M–B 

model. Given that the PDF of gamma distribution is
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where wa, va are the two positive parameters of the gamma distribution, which can be calculated by 
regression fitting on experimental data or prediction models data and Γ(.) is the gamma function. 
The proposed SDE is
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w w
A dt w A dW tt AG t

a

a a
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(6.16)

where βAG is the dynamic parameter of rain attenuation. The solution of Equation 6.16 is
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where a0 is the initial value of rain attenuation and W the Brownian motion.
A block diagram for generating the rain attenuation time series for gamma-distributed rain 

attenuation is given in Figure 6.5. The first block is required in order to obtain the two statistical 
parameters of rain attenuation.

Kanellopoulos et al. (2013) proposed an SDE for Weibull-distributed rain attenuation. Similarly to 

Maseng and Bakken (1981) and Kanellopoulos et al. (2014) models, here it is assumed that K At2
2~ . 

The PDF of a Weibull distribution is

 
p x

w
x e xX

x w( ) ,= − −ν ν ν1 / 0>
 

(6.18)

where ν and w are the two parameters of Weibull distribution that must be greater than 0. The pro-
posed SDE is of the form of Equation 6.8 with drift coefficient of the proposed synthesizer:
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where βA is the dynamic parameter of rain attenuation. The diffusion coefficient is
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FIGURE 6.5 Block diagram of rain attenuation time series synthesizer for gamma-distributed rain 
attenuation.
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The rain attenuation time series are then obtained through the solution of the SDE:
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Apart from the previous models, the model developed in Manning (1990) is based on SDEs, 
considering a second-order SDE for the description of rain attenuation. More particularly, it is con-
sidered that the rain rate is described by the following SDE:
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m
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(6.22)

where βR is the dynamic parameter of the rain rate, Rm the median value of rain rate, and SR the 
standard deviation of ln R. The SDE of Equation 6.22 is the same as the M–B for rain attenuation. 
The assumptions of the SDE of Equation 6.22 for the rain rate have also been tested in Burgueno 
et al. (1990) and Kourogiorgas et al. (2013) showing that the rain rate fulfills the same assump-
tions. Therefore, from Equation 6.22, the SDE that describes the underlined Gaussian process 
xR = (ln R − ln Rm)/SR is

 
dx X dt dWR t R R t R t, ,= − +β β2

 (6.23)

According to Manning (1990), the underlined Gaussian process of the specific rain attenuation 
(Γ) is

 
dx X dt dWt t tΓ Γ Γ Γ, ,= − +β β2

 (6.24)

Given a very short path, the underlined Gaussian process also follows the expressions of 
Equations 6.23 and 6.24:

 
dX X dt dWA t A A t A t, ,= − +β β2

 (6.25)

However, as stated in Manning (1990), in the case that the slant path increases, the above expres-
sion (6.25) cannot be used, first, because the rain attenuation is not any more proportional to the spe-
cific rain attenuation, and also due to the increased path through rain, the process dWt is smoothed. 
Therefore, a smoothed process (ζ(t)) is considered:
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(6.26)

where ξ′(t′) is white Gaussian noise. So, Equation 6.26 is described through

 d dt dWt S t S tζ γ ζ γ= − +  (6.27)
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with γS = (TS)−1. The smoothed process is now used for driving rain attenuation dynamics, that is, the 
SDE, which describes the underlined Gaussian process for rain attenuation is

 
dX X dt dt t t= − +β β ζ2

 (6.28)

Using Equations 6.27 and 6.28, the following second-order SDE for the description of rain atten-
uation is used:
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with ξ(t) zero mean unity variance Gaussian noise.
Apart from the geostationary Earth orbit (GEO) slant paths, in Kourogiorgas and Panagopoulos 

(2015), a rain attenuation synthesizer based on the M–B model is proposed for low Earth orbit 
(LEO) and medium Earth orbit (MEO) slant paths. The characteristic of a LEO slant path is that the 
elevation angle changes over time and therefore the parameters of the SDE proposed in the M–B 
model change over time. The proposed synthesizer is an extension of the M–B model and the fol-
lowing SDE is proposed for the description of the reduced Gaussian process:

 
dX X dt dWtt A t A= − +β θ β θ( ) ( )2

 
(6.30)

where βA is the dynamic parameter of rain attenuation that depends on the elevation angle of the 
link. The solution of Equation 6.30 is
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and the rain attenuation time series can be obtained through

 A A X St
LEO

m t t
LEO

A t= ( )exp[ ( )]θ θ  (6.32)

In the same reference (Kourogiorgas and Panagopoulos, 2015), an expression for the 
dynamic parameter is proposed as a function of the dynamic parameter of the rain rate and link 
characteristics:
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where g is a constant taking values from 0.75 km up to 3 km, L the projection of slant path on 
ground, b the coefficient at the power of the rain rate from ITU-R. P. 838-3 (2001), and βR the 
dynamic parameter of the point rainfall rate.

A step-by-step algorithm has been presented in Kourogiorgas and Panagopoulos (2015) and 
repeated here

 1. Calculate the time series of the elevation angles for the link between an Earth station and 
a LEO satellite. This can be achieved via the following two methods: first, either directly 
from the AGI’s STK software (AGI STK) or from calculating the geographical coordinates 
of the subsatellite points and then calculating the elevation angle from the expressions 
given in Liu and Michelson (2012).

 2. Afterward, for every time sample, compute the solution of Equation 6.30, using Equation 
6.31 and by calculating the dynamic parameter for every elevation angle and for a given 
time resolution (6.33). Consequently, one can generate the time series of the random pro-

cess Xt
LEO.

 3. Using the values of the random process Xt
LEO and calculating the values Am (θt) and SA (θt), 

the time series of rain attenuation for a LEO slant path are generated.

The flow diagram of the algorithm is given in Figure 6.6.
The same synthesizer has been used in Kourogiorgas et al. (2014a) for MEO.
Moreover, the SDEs have been used for generating rain attenuation time series at links with 

mobile receivers (Arapoglou et al., 2012). More particularly, in Arapoglou et al. (2012), a rain atten-
uation synthesizer is developed and combined with the attenuation caused by power arches in order 
to have a channel model for railways. This model is based on the theoretical modeling of exceed-
ance probability of rain attenuation for mobile receivers presented in Matricciani (1995). In the lat-
ter reference, it is found that the CCDF of rain attenuation for a mobile receiver (PM(A)) is connected 
to that of a fixed receiver (PF(A)) through

 P A P AM F( ) = ( )ξ  (6.35)

where

 

ξ υ
υ υ ϕ

= R

M R− cos
 

(6.36)

where υR is the wind speed, υM the speed of the mobile receiver, and φ the angle between the storm’s 
velocity and the receiver’s velocity.

Now, Arapoglou et al. (2012) assumed that rain attenuation induced in a mobile receiver follows 
lognormal distribution and that rain attenuation temporal variations are proportional to the instan-
taneous value of rain attenuation. Therefore, the M–B model can describe the rain attenuation time 
series. So, the following SDE describes the rain attenuation induced on a slant path with a mobile 
ground station:
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(6.37)

where SM,a and aM,m are the lognormal parameters of rain attenuation and the dynamic parameter of 
the mobile case is related to that of the fixed case through

 
β

ξ
βM F=

1

 
(6.38)
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6.2.3 Synthetic StorM technique

The synthetic storm technique (SST), given in Matricciani (1996), is a methodology for generating 
the rain attenuation time series given as input apart from the electrical characteristics, rain rate time 
series. In SST, the Taylor’s hypothesis is used in order to translate the time series of rain rate to the 
spatial domain and calculate the rain attenuation along the path. Therefore, the SST depends on and 
uses as input parameter the mean wind speed of the location in which the time series are obtained. 
In Matricciani (1996), for the vertical structure of the rain rate, the two-layer model is taken into 
account (Matricciani, 1991). Matricciani (1996) presents the two-layer model in a graphical repre-
sentation, also shown in Figure 6.7.

The final expression for the generation of the rain attenuation time series is given by the inverse 
Fourier transform of the following spectrum:

 

S f S f L c fL v j f x v

r S f

A Y A A A s

a
Y B
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( ) ( ) sin [ ( )]exp[ ( )]

(

,

,

= −

+

/ /θ π θ2 0∆

)) sin [ ( )]∆ ∆L c f L v/ θ  

(6.39)

where

 
L

H H
A

A S= −
sinθ  

(6.40)

is the slant path along Layer A and

 ∆L L LB A= −  (6.41)

is the slant path along Layer B with LB = (HB − HS)/sin θ, HS is the height of the ground station, and

 H HB A= + 0 4.  (6.42)

which is the rain height considering the height of the melting layer.

6.2.4 MoDelS BaSeD on Data

Bertorelli et al. (2008) presented a methodology for generating the time series of rain attenuation 
based on rain attenuation events from large datasets with obtained measurements. Given that the 
rain attenuation events have been extracted by a given database for a ground station and specific 
link, rain attenuation is generated through the appropriate scaling for another link with different 

θ

Layer A

Layer B

x x0x0 + Δx

v

Hs

HA

HA + 0.4

FIGURE 6.7 Vertical structure of rain rate in the two-layer model.
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climatic and/or electrical, geometrical characteristics. The first version of the model has been devel-
oped with ITALSAT data in order to reproduce fade duration, fade slope, and the first-order statis-
tics of rain attenuation.

The database used as input to the model needs to include only rain attenuation. Therefore, the 
effect of atmospheric gases must have been removed, while with rain gauges the true rain events 
can be derived. First, according to the model, the attenuation events of the databases are classified 
into 10 classes according to the attenuation peak. As noted in Bertorelli et al. (2008), it is important 
that each class contains a significant number of events. Then, for each class, the CCDF normalized 
to the total duration is calculated. The later are called “base functions.”

After the calculation of “base functions,” the unconditional CCDF of rain attenuation (“objec-
tive function”) is calculated by prediction models from the literature. For the objective function, 
although the CCDF must take into account the climatology of the site in which time series are 
required through the CCDF of the rain rate, the elevation angle, frequency, polarization, and rain 
height must remain the same with these of the reference database. However, in case that for the site 
under investigation the rain attenuation CCDF is available but not the time series, then the mea-
sured CCDF is scaled to that of the reference site for which time series database exists through the 
following scaling factor:

 
F

H h

H h

f

f
r

r

= −
−







1 1

2 2
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1

1

2

1 72
sin( )
sin( )

.
θ
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(6.43)

where Hr is the rain height, h the altitude amsl of the station, θ elevation angle, and f the operating 
frequency of links 1 and 2.

Now, given that the objective function (P(A)) and the base functions (Pj(A), j = 1,…,10) are known, 
the weights (Wj) of each base function are needed such that

 

P A W P Aj j

j

( ) ( )=
=

∑
1

10

 

(6.44)

Multiplying the weights with the total observation period, the duration of each class is calculated. 
Then, from the classes, a subset of the rain events is chosen in a manner that the duration of these 
events is the same with the one calculated from the weights. Finally, the time series of rain attenu-
ation is scaled using Equation 6.43.

6.2.5 MoDelS BaSeD on conDitional ProBaBilitieS

In this category of synthesizers, the conditional probabilities of rain attenuation are used. More par-
ticularly, Carrie et al. (2011) used the assumptions of the EMB model presented in Section 6.2.1.1 in 
order to synthesize rain events on-demand for the evaluation of fade mitigation techniques (FMTs). 
The on-demand characterization of the synthesizer occurs due to the main input parameters of the 
model, which are the max value of rain attenuation for the specific event, that is, Amax, the duration 
of the event (D), and the time instance when the maximum occurs, that is, Dpeak. These parameters 
are needed in order to have the on-demand generation of rain attenuation for a rain event.

The methodology and framework of the “on-demand” synthesizer relies on the M–B assumptions 
and the EMB model. From these latter models, the conditional probability of rain attenuation given 
the values of rain attenuation at a past time instance, and a future time instance is needed. The latter 
conditional probability, assuming that rain attenuation is a first-order Markov process, is given by
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Based on the M–B model, the transitional probability density function of rain attenuation follows 
a lognormal distribution with a PDF
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(6.46)

with
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Since the TPDF of rain attenuation is a lognormal distribution, it follows that Equation 6.45 
follows a lognormal distribution with parameters
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(6.48)
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In order to take into account the offset parameter for the rain attenuation intermittency, the 
following expression is used:
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(6.50)

For the generation of rain attenuation events, the duration D of the rain event is needed, and the 
maximum attenuation (Amax) and the temporal position Dpeak of the maximum attenuation are also 
needed. So, the algorithm starts with the initial values of attenuation [0, Amax, 0]:

• Add the Aoffset to the initial values of attenuation.
• The interpolation starts from the middle and at Equations 6.48 and 6.49 uses the value of 

Aoffset at time t0 and Amax + Aoffset at time t0 + Dpeak. If Ts is the sampling period of the desired 
time series, then in Equations 6.48 and 6.49, Δt1 = Ts and Δt2 = Dpeak− Ts.

• Generate zero mean and unity variance Gaussian noise.
• Transform exponentially using the lognormal parameters at Equations 6.48 and 6.49.

Another model based on conditional probabilities is the ONERA-Van de Kamp two-state model 
(Kamp, 2003). The model is based on the use of conditional probability of rain attenuation given 
the knowledge of two previous samples of rain attenuation. The PDF of rain attenuation, given the 
two previous samples, is given by
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where mA and σA are given by
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The values of the above parameters have been extracted from measurements (Kamp, 2003).
The generation of rain attenuation time series occurs from the conditional PDF of rain attenu-

ation and in Kamp (2003), it is recommended that the synthesizer be used for the generation of 
separate events. In case a specific maximum attenuation is needed, the time series are scaled with a 
multiplication factor such that the peak of the event is equal to the desired value.

6.2.6 Markov chain MoDelS

Markov chains have been used for the generation of rain attenuation time series. The first model 
presented here is the N-state Markov ONERA model (Castanet et al., 2003). This model is used 
to generate either event-on-demand or long time series. The method contains three parts. The first 
one is the “macroscopic model” and it is a Markov chain with two states of rain and no rain. As 
explained in Castanet et al. (2003), two probabilities are needed: the probability to rain (p1) and the 
probability of transition from the state of rain to the state of no rain (p10). The other probabilities of 
the transition matrix of the two-state Markov chain can be found through
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(6.53)

where p01 is the probability from the state of no rain to the state of rain. The probability of no rain is 
equal to 1 − p01. The probability from rain state to no rain state can be obtained through fade dura-
tion models, as explained in Castanet et al. (2003).

The second part of the model is the microscopic model in which propagation events are gen-
erated. First, a maximum rain attenuation is assumed, that is, Amax = X, with X an integer and a 
minimum value of rain attenuation of 0 dB. The interval between minimum and maximum rain 
attenuation is discretized into the number of the states of the Markov chain:
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where da is the distance in dBs between the two states of attenuation. So, the following transition 
matrix has to be defined and its elements to be calculated:
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where pij is the probability of transition from state i to state j. The computation of transition prob-
abilities is based on the fade slope (ζ) statistics. Therefore, given a time series resolution of δt, it 
holds that
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So

• To stay in the same state, this must hold: |ζδt| < (δa/2)
• To go from state i to state i ± k: |ζδt| < (δa/2) ± kδa

From Equation 6.56 and the rules above, it holds that
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where p(ζ | Ai) is the PDF of fade slope. The fade slope statistics can be derived from the ITU-R. P. 
recommendations (ITU-R. P. 1623-1, 2005).

Another model based on Markov chains is the Deutschland für Luft- und Raumfahrt (DLR—
German Aerospace Research Center) channel model (Fiebig, 2002). The DLR channel model or 
second-order Markov chain model is described in Fiebig (2002) in which it is assumed that rain attenu-
ation is a second-order Markov process. The model can be discrete valued or continuous-time valued. 
In this model, the attenuation values are quantized and the value of rain attenuation at time t depends 
on the segment of the previous two samples, that is, at constant segment, the previous two values are 
equal; at up-segment, the rain attenuation is increasing, and at down-segment, the rain attenuation is 
decreasing. For every segment, a Gaussian PDF is formulated from which the new value is derived.

Therefore, although a second-order Markov chain is described by the N3 transition probabilities, 
using the segmentation and the fact that the transition probabilities can be described by a Gaussian 
distribution, the states fall into 3N transition probabilities. Now, depending on whether rain attenu-
ation increased, decreased, or remained equal in the previous two samples, three different Gaussian 
distributions are used for the description of the transition probabilities at the final state.

6.2.7 coPula-BaSeD tiMe SerieS SyntheSizer

Joint statistics of rain attenuation on temporal domain, that is, P(At ≥ Ath, At + Δt ≥ Ath) are used 
mostly in time diversity systems. Kourogiorgas et al. (2014b) conducted the first analysis for describ-
ing these joint statistics with copulas. Here, the Gaussian copula (Nelsen, 2006) is examined. The 
general expression of the Gaussian copula for n random variables is given by

 C u uR
n

n( ) ( ( ),..., ( ))u = − −Φ Φ Φ1
1

1

 (6.58)

where ΦR
n  is the normal multivariate cumulative distribution function (CDF) of Gaussian distribu-

tion with zero mean variables and correlation matrix R. The function Φ−1 is the inverse CDF of the 
standard Gaussian distribution.

The Gaussian copula is characterized by the parameter ρ. Using joint exceedance probability of 
rain attenuation for various time delays and link characteristics, the parameter θ can be modeled as 
a function of time delay and the link characteristics. As an example, the measured joint distribution 
of rain attenuation for Spinno d’Adda derived from Fabbro et al. (2009) are used and the results are 
shown in Figure 6.8.
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For this specific copula, the copula parameter can be related to the Kendall’s tau rank correlation 
(τ) through the expression

 
τ

π
ρ= −2 1sin ( )

 
(6.59)

The goal of this method of synthesis is to reproduce the CCDF that was given as input and the 
desired Kendall’s tau correlation coefficient.

Since we want to reproduce the Kendall’s tau coefficient as second-order statistics of the random 
variable, the Gaussian copula may be used. In case τ of Equation 6.59 is known, with the inverse of 
Equation 6.59, one can obtain the Gaussian copula parameter ρ. With the knowledge of the correla-
tion matrix (R) of the multivariate Gaussian copula, one can proceed to the generation of zero-mean 
Gaussian random variables correlated with matrix R. Then, taking the normal CDF of the above 
generated values, the CDF of each sample of the desired random variable is calculated. Finally, 
taking the inverse CDF of the desired distribution, that is, gamma, lognormal, Weibull, etc., the 
random variables are generated.

In Figure 6.9, a snapshot of the time series is shown. It is considered that rain attenuation follows 
the Weibull distribution and the parameter ρ of Gaussian copula is extracted from measured CCDFs 
for various time delays. For this numerical example, the exceedance probability of rain attenuation 
is derived from the data in Fabbro et al. (2009) for Spinno d’Adda at 19 GHz.

6.3 CLOUDS ATTENUATION TIME SERIES

Although at frequencies close to 20 GHz, rain attenuation is the dominant fading mechanism, 
clouds also affect the signal and the attenuation caused by clouds is increasing as the operating fre-
quency becomes higher and higher. One synthesizer for generating time series of clouds attenuation 
is the one proposed in ITU-R. P. 1853-1 (2012). More particularly, the synthesizer generates time 
series of ILWC, which then are transformed to clouds attenuation time series using the methodology 
proposed in ITU-R. P. 840-6 (2012).
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FIGURE 6.8 Testing Gaussian copula for modeling of joint statistics of rain attenuation.
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The main assumption of the synthesizer is that the exceedance probability of ILWC (L) is given by

 P L L P L P L L Lth th( ) ( ) ( | )≥ = > ⋅ ≥ >0 0  (6.60)

The probability that ILWC exceeds the 0 mm value is taken from ITU-R. P. 840-6. Moreover, the 
conditional probability P(L ≥ Lth | L > 0) is considered to follow the lognormal distribution (Jeannin 
et al., 2008) with statistical parameters m, s again derived from the database ITU-R. P. 840-6. The 
methodology for generating ILWC time series is similar to the one proposed by Boulanger et al. 
(2013) for rain attenuation.

First, a Gaussian white noise n(t) is generated and then the following Gaussian stochastic pro-
cesses are calculated at the time instants kTs for the sampling period Ts:
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(6.61)

with

 ρ βi i ST i= − =exp( ), ,1 2  (6.62)

Then the following Gaussian time series are calculated:

 G kT X kT X kTC S S S( ) ( ) ( )= +γ γ1 1 2 2  (6.63)

that is, the weighted sum of the processes X1 and X2. Since ILWC follows a conditional distribution, 
a truncation threshold is calculated:

 a Q P L= >−1 0( ( ))  (6.64)
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FIGURE 6.9 Time series of rain attenuation produced with the proposed synthesizer.
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where Q is the Gaussian exceedance probability. The time series of ILWC are generated through
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The synthesizer as aforementioned generates ILWC time series assuming lognormal distribu-
tion for the conditional probability. Considering a ground station in Athens, Greece, the theoretical 
CCDF as well as the CCDF resulted from time series are shown in Figure 6.10a. The time series 
of ILWC are derived and shown in Figure 6.10b. Moreover, the underlined Gaussian processes are 
considered to have an autocorrelation function that is exponentially decaying with time. Therefore, 
the autocorrelation function of the underlined Gaussian process of ILWC is given by (Boulanger 
et al., 2011)

 R A AGC ( ) exp( ) ( )exp( )τ β τ β τ= − + − −1 21  (6.66)

It must be noted that in ITU-R. P. 1853-1, the noise used for the filtering methods of rain attenu-
ation and ILWC time series is the same, thus introducing a correlation for the two phenomena.

As aforementioned from the ILWC time series, the clouds attenuation time series can be derived 
from the recommendation of ITU-R. P. 840-6. In Figure 6.10b and c a snapshot of ILWC time series 
is shown for Athens, Greece and the clouds attenuation time series for an operating frequency of 
40 GHz and an elevation angle of 30°.

Boulanger et al. (2011) proposed a simpler synthesizer in order to have a unified synthesizer for 
clouds and rain attenuation. The approach is motivated by the fact that the separation of rain attenu-
ation in the presence of clouds from clouds attenuation is difficult and therefore a synthesizer that 
generates rain plus clouds attenuation is required. Therefore, time series of rain plus clouds attenu-
ation are modeled. The first-order statistics are conditional with the conditioned PDF following a 
lognormal distribution:
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(6.67)

Then, starting from Gaussian noise again, two parallel low-pass filters are used and then their 
output is summed in order to obtain a Gaussian process with the autocorrelation function being a 
decaying double-exponential function, similar to the ILWC time series generator methodology.

Another methodology for generating ILWC time series has been presented in Resteghini (2014). 
The methodology is based on the ILWC time series derived from databases. The ILWC daily time 
series are classified into frames of 24 h and then into classes based on the maximum value of ILWC 
for every day. The methodology can be extended to sites without any measurements through objec-
tive function and using the following scaling factor:

 
SF

P L p

P L p
L

OBF

DB

= ( ) ( )
( ) ( )  

(6.68)

where P(L)OBF(p) is the CCDF of ILWC derived, for example, ITU-R. P. 840-6, for a desired site, 
and P(L)DB(p) the CCDF from the database for a probability level p%, for example, 0.1%. The 
scaling factor is then applied to the time series of the database. Now, using the time series of every 
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class, a base function is calculated as the CCDF of ILWC for every class. Every base function has 
a weight such that their sum gives the CCDF for the desired site and this weight multiplied by the 
observation period (in number of days) will give the number of days that a certain class has been 
observed in the database. For the generation of the time series of ILWC, since there is a seasonal 
variation, the database is classified into months and the time series of this month are ordered 
randomly.

Resteghini (2014) introduced an algorithm for the classification of the cloud type according to 
the vertical extent of the cloud and for every cloud type, the probability to rain is derived from the 
database. Therefore, a dependence between ILWC and rain attenuation is introduced and can be 
used for the generation of ILWC and rain attenuation time series.

Very recently, an engineering model has been presented for the prediction of long-term cloud 
attenuation statistics using a time series synthesizer (Lyras et  al., 2015) based on SDEs for the 
ILWC. It has been employed to evaluate optical communication systems but similarly, it can be used 
for radio frequencies (RFs).

6.4 TIME SERIES OF ATTENUATION DUE TO ATMOSPHERIC GASES

A synthesizer proposed for atmospheric gases is presented in Boulanger et al. (2011) and ITU-R. P. 
1853-1. According to the methodology, it is assumed that oxygen attenuation is constant. Considering 
the attenuation due to water vapor, first the time series of IWVC are generated and then through 
the use of the simplified method of the calculation of water vapor attenuation, the attenuation time 
series are obtained. For IWVC, it is assumed that it is always present and that it follows the Weibull 
distribution (Jeannin et al., 2008):
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As in the other time series generators of ITU-R. P. 1853-1, an underlined Gaussian process 
is assumed, which follows a decaying exponential autocorrelation function. After the generation 
through low-pass filtering of the later Gaussian process, a nonlinear device is used for obtaining the 
Weibull distribution of IWVC.

The block diagram for generating IWVC time series is shown in Figure 6.11. The last nonlin-
ear device is actually transforming the Gaussian time series to time series that follow the Weibull 
distribution.

The correlation among ILWC, rain, and IWVC time series in ITU-R. P. 1853-1 is taken into 
account through the Gaussian noise used as input. More particularly, for clouds and rain, the same 
noise is used while for IWVC, the covariance between the input noise of IWLC and IWVC is equal 
to 0.8. Therefore, through the correlation on the input noise, a correlation is introduced in the IWVC 
time series. From the IWVC time series, the simplified model given in ITU-R. P. 676-9 (ITU-R. P. 
676-9, 2012) is used for generating time series of attenuation due to water vapor.

Similar to the ILWC time series, the IWVC time series are generated using the methodology 
based on database (Resteghini, 2014). In the latter reference, a method is proposed for generating 
IWVC time series for different sites using a single database, as very briefly explained in the previous 

k
s + βnt Yt

λ(–log[Q(Y(kTs))])1/κ

IWVCt

FIGURE 6.11 Block diagram of generating IWVC time series.
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section. However, in Resteghini (2014), since the IWVC and ILWC are classified into different 
classes, the probability of simultaneous occurrence of the various classes between IWVC and ILWC 
is computed. Then a joint optimization procedure is used in order to have the weights of the joint 
base functions and preserve the number of the days when each joint class is observed equal to this 
given by the database. Then through random ordering based on seasonal variation, the joint time 
series of IWVC and ILWC are generated.

6.5 SCINTILLATION TIME SERIES

Apart from rain attenuation, the turbulence eddies that are shaped into the troposphere cause scin-
tillation of the amplitude of the signal. Although the effect is not so severe in terms of fades as in 
rain attenuation, ARQ schemes and dynamic FMTs have been identified for the compensation of 
scintillation.

Therefore, time series of scintillation have been studied in the literature. More particularly, five 
synthesizers have been developed in the literature, and two filtering methods have been identified 
(Kassianides and Otung, 2003; ITU-R. P. 1853-1, 2012), one using the fractional Brownian motion 
(fBm) (Celadroni and Potorti, 1999) and one based on SDEs for scintillation induced on a GEO slant 
path (Kourogiorgas and Panagopoulos, 2013) while a synthesizer has been developed for LEO slant 
paths (Liu and Michelson, 2012).

The first filtering method proposed in ITU-R. P. 1853-1 (2012), for the generation of time series 
of scintillation is based on low-pass filtering of Gaussian zero mean and unity variance noise. The 
low-pass filter has a decreasing slope of −80/3 dB/decade, which is also the decreasing slope of 
the power spectrum of scintillation at high frequencies. The resulted time series follow Gaussian 
distribution with zero mean and unity variance and the power spectrum has the same shape of the 
low-pass filter. The cutoff frequency of the filter is considered equal to 0.1 Hz. For long-term statis-
tics, the time series are multiplied by the variance of scintillation, which as it will be analyzed later 
depends on the kind of scintillation, that is, wet or dry.

In the second filtering method (Kassianides and Otung, 2003), the Gaussian noise passes through 
a low-pass filter and then through a nonlinear memoryless device as shown in Figure 6.12. The low-
pass filter gives the appropriate shape at the power spectrum of scintillation, that is, low pass with 
a −80/3 roll-off factor and the nonlinear device the appropriate shape at the PDF of the generated 
time series. The low-pass filter has a characteristic function given in Equation 6.70. The y(t) signal at 
Figure 6.12 is determined by the x(t) signal through the expression in Equation 6.71. The parameters 
of Equation 6.71 are determined in Kassianides and Otung (2003).
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FIGURE 6.12 Block diagram of scintillation time series synthesizer.
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Since the next two models are based on the fBm, few theoretical aspects are given. fBm, 

B B tH
t
H= ∈{ }, �  is characterized by the Hurst index (H, with H ∈ (0,1)) and it is a Gaussian pro-

cess with the following properties (Mishura, 2008):
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From the properties given above, it can be remarked that

 E B B t s s tt
H
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The well-known standard Brownian motion has a Hurst index H = 1/2. For H < 1/2, the fBm is 
negatively correlated, while for H > 1/2, it is considered as positively correlated.

Considering the spectrum properties of the fBm, the following expression holds for the energy 
spectrum of fBm (Shao, 1995):
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(6.72)

In Figure 6.13, time series of fBm are shown for different values of the Hurst index.
Celadroni and Potorti (1999) proposed the fBm for the modeling of the scintillation time series. 

According to the analysis of the physical characterization of scintillation, a difference process is 
defined W(t1, t2) = A(t2)–A(t1), with A being the attenuation values and for sufficiently small t = t2–t1, 
is the difference process of scintillation. This difference process is assumed to be a function of rain 
attenuation, since scintillation variance depends on scintillation. It is stated in Celadroni and Potorti 

(1999) that the process W(t,A) is assumed to be normal with zero mean and variance of σW
2 , which is 

also validated through chi-square tests. Therefore, scintillation is modeled as an fBm process with 
variance:

 σW
HVt2 2=  (6.73)

with H (the Hurst parameter) and V depending on the rain attenuation values. For the spectrum 
analysis, the power spectrum indicated in Karasawa and Matsudo (1991) is assumed, which gives 
that in log–log scale the power spectrum of scintillation follows an f −1 slope followed by f −8/3. The 
corner frequency ( fc) is found to depend on the Hurst index and so to rain attenuation. The depen-
dence of the Hurst index to the corner frequency is H = 0.83–1.7fc.

Finally, an SDE is proposed based on the fBm for the generation of time series of scintillation. In 
this section, a time series synthesizer of the log-amplitude χ is proposed based on SDEs driven by 
fBm. The time series of log-amplitude will be described by

 d f t dt g t dBt t t Hχ χ χ= +( , ) ( , )  (6.74)

where dBH is the increment of the fBm with Hurst index H. Since for a given variance, χt can be con-
sidered as a Gaussian process with zero mean, we use the Langevin equation with fBm (fractional 
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Langevin equation) to model the time series of log-amplitude, giving that the variance is equal to 1 
(χt,1) (Shao, 1995):

 d dt dBt t Hχ λχ σ, ,1 1= − +  (6.75)

The parameters λ and σ depend on the dynamic parameters of the stochastic process and its long-
term statistics. The solution of the above equation is (Shao, 1995; Cheridito et al., 2003)
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where χ0 is the initial value of the log-amplitude. Here we consider it as equal to 0 dB. Therefore, 
Equation 6.76 becomes
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The above process is also called the fractional Ornstein–Uhlenbeck process and it is a Gaussian 
process with zero mean and the variance of χt and χt + s is (Cheridito et al., 2003)
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Therefore, the variance of the Ornstein–Uhlenbeck process is (s = 0)
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Since, first, we want to have a unitary variance process, we set
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For the energy spectrum, F ftχ , ( )1  of the fractional Ornstein–Uhlenbeck process holds that (Shao, 
1995)
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where F fbω ( ) is the energy spectrum of the fractional Gaussian noise and it holds that

 F f f
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 (6.82)
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From Equations 6.81 and 6.82, it holds for high frequencies that
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(6.83)

with corner frequency close to ωc = λ1/(H+1/2).
Finally, in order to obtain the scintillation time series, we multiply the time series of χt,1 derived 

from Equation 6.77 with the scintillation standard deviation σχ. Consequently, the time series of 
log-amplitude are generated from

 
χ σ χχt t= ,1  (6.84)

From Equation 6.84, considering that σχ is constant with time, the scintillation log-amplitude is a 
Gaussian random variable with zero mean, standard deviation σχ, and a spectrum slope of –(2H + 1).

However, scintillation variance follows a lognormal distribution and the question that can arise 
is for the time series of the scintillation variance. It has been shown that the instantaneous value 
of scintillation standard deviation is proportional to the instantaneous value of rain attenuation (A) 
with a power law of 5/12 under the presence of rain (Matricciani and Riva, 2008):

 
σχ = CA5 12/

 (6.85)

From Equation 6.85, and given that we take the unconditional distribution of rain attenuation and 
the M–B model (Maseng and Bakken, 1981) for the generation of time series of rain attenuation, 
we can further assume that the scintillation standard deviation follows the M–B model as well, with 
the same dynamic parameter with the rain attenuation process equal to 0.0002 s−1 (Maseng and 
Bakken, 1981).

Liu and Michelson (2012) proposed a synthesizer based on low-pass filters with time-varying 
parameters for generating scintillation time series for different LEO satellite passes. In the pro-
posed model, the spectrum of scintillation time series is the one proposed by Tatarskii, that is, con-
stant at low frequencies and a slope of −80/3 dB2/Hz for high-frequency components, as already 
described in this chapter. However, Liu and Michelson (2012), considered the corner frequency of 
the power spectrum time dependent since it depends on the turbulent layer height and the satellite 
velocity, for a constant operating frequency. More particularly, the corner frequency ( fc) is equal 
to 1.43f0, where
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where υt is the transverse velocity perpendicular to the Earth–space path, λ the wavelength, and 
z the length of the slant path between the Earth station and the turbulent layer. The height of the 
turbulent layer is considered to be Rician-distributed and its thickness lognormally distributed 
(Vasseur and Vanhoenacker, 2008). The short-term log-amplitude of the signal is considered as a 
Gaussian random variable with zero mean and the standard deviation of scintillation on the long-
term as lognormally distributed or gamma distributed. The wet and dry scintillation is considered 
through the correlation of the standard deviation of scintillation with rain attenuation, as will be 
explained later on this subsection. For the generation of the short-term scintillation, time-varying 
parameters are used in low-pass filter. The low-pass filter is of fourth order and uses as input white 
Gaussian noise. However, its parameters are calculated for every sample.
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One factor that has been studied in the literature is the correlation between rain and scintillation, 
or the wet (in the presence of rain) and dry scintillation. Matricciani and Riva (2008) found that in 
the presence of rain, the standard deviation of scintillation is equal to

 
σχ = CA5 12/

 (6.87)

when rain attenuation (A) is greater than 1 dB. However, Kamp et al. (1997) proposed another for-
mula in which the standard deviation of scintillation is considered as lognormally distributed and 
the mean value and standard deviation are given by
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However, in ITU-R. P. 1853 (2012), the scintillation is modeled considering not only dependence 
to rain attenuation but also to clouds and water vapor.

6.6 TOTAL TROPOSPHERIC ATTENUATION TIME SERIES

Two main methodologies have been developed for generating time series of tropospheric attenua-
tion. One is based on ITU-R. P. 1853-1 methodology and the other is proposed in Resteghini (2014).

Starting from ITU-R. P. 1853-1, the block diagram is shown in Figure 6.14a directly derived from 
the recommendation. In the previous subsections, the generators for every attenuation factor and 
their interdependencies have been explained. The recommended synthesizer adds the time series of 
all the effects in order to calculate the time series of total attenuation, as

 A t A t A t A t Sci t AR C V O( ) ( ) ( ) ( ) ( )= + + + +  (6.89)

where AR, AC, AV, Sci, and AO are the rain attenuation, clouds attenuation, water vapor attenuation, 
scintillation, and oxygen attenuation time series. The oxygen attenuation is considered constant.

The second synthesizer proposed in Resteghini (2014) is based on the generation of time series 
from database, including the appropriate scaling to take into account the difference in the geo-
metric and electrical characteristics of the link. Although the synthesizers of each attenuation 
factor for this specific synthesizer have been briefly presented in the previous sections, the gen-
eration of total tropospheric attenuation time series is based on the block diagram of Figure 6.14b. 
First, since the very slow variations of oxygen attenuation, attenuation due to oxygen is consid-
ered constant. Then, as briefly explained in Section 6.4, the time series of ILWC and IWVC are 
derived, after the appropriate scaling, jointly from the input database in order to have correlated/
dependent ILWC and IWVC time series. Using ITU-R. P. 840 and ITU-R. P. 676, clouds attenu-
ation and attenuation due to water vapor is calculated for every sample of ILWC and IWVC time 
series, respectively.

Moreover, using the cloud type algorithm (CTA) in Resteghini (2014), the cloud types, associated 
with the ILWC time series, with the higher probability to rain are identified. Then, identifying the 
clouds intervals, that is, time period in which ILWC is greater than zero, a rainy mask is considered 
equal to 50% of the clouds interval during which is considered that it is raining, giving priority of 
the presence of rain to the cloud types with the highest probability of rain. Then, in the rain mask, 
a rain attenuation event is superimposed with equal length. In this way, the rain attenuation and 
clouds attenuation are presented in interdependent manner.
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6.7 RESEARCH ISSUES AND CONCLUDING REMARKS

The existing time series synthesizers in the literature and in ITU-R recommendation have not been 
tested with attenuation measurement since they are not available experimentally, especially for 
frequencies above 30 GHz. The tropospheric attenuation channel models should be further refined 
considering new data for the temporal and spectral properties of the tropospheric phenomena. These 
new space–time models will be applied for the optimum design of FMTs.

 Rain attenuation channel modeling and all the channel models for the rest of the tropospheric 
components of the total should be carefully reexamined considering the experimental data from 
the new experiments. This is an important issue in order to design the next-generation satellite 
networks in terms of the chosen air interfaces, including the number of available antennas, modula-
tion/demodulation complexity, level of robustness to transceiver chain nonlinearities, latency, fre-
quency band selectivity, required transmission directivity, and available degrees of freedom (time, 
frequency, space, etc.).

As further research direction on this subject is the development of a stochastic radio channel 
modeling framework for the radio intersystem interference between satellite and terrestrial net-
works in order to optimize the use of radio spectrum.
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7 Review of Space–Time 
Tropospheric Propagation 
Models

Nicolas Jeannin and Laurent Castanet

7.1 INTRODUCTION

The increase of bandwidth needs fostered by growing data rate demand has triggered a shift of 
fixed-satellite links toward frequency higher than 20 GHz. A counterpart to the large bandwidth 
available at those frequency bands are strong propagation impairments in case of adverse weather 
conditions. Static power margins are inefficient to cope with the severe attenuation level that can 
be experienced in case of rain on the link. Thus, to cope with those strong propagation impair-
ments, and maintain a satisfying level of link availability, fade mitigation techniques (FMTs) have 
been developed for satellite links as for instance: up-link power control, site diversity, onboard 
power adjustment, reconfigurable antennas, or adaptive coding and modulation (Panagopoulos 
et al., 2005).
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• Up-link power control consists of increasing the emitted power in case of adverse propa-
gation conditions to maintain the link budget. This technique is usually bounded by the 
limitation of the amplifier and does not allow coping with the complete range of propaga-
tion impairments.

• Site diversity or smart gateways (Jeannin et al., 2014b) can be used to mitigate the impact 
of propagation impairments on the feeder link by using distant-redundant sites. In case of 
impairments on one site, a redundant site is used, decreasing the probability of outage. It 
relies on the partial decorrelation of the impairments on the redundant sites to increase 
the availability. The assessment of the availability and the optimization of the control loop 
require the use of space–time-correlated attenuation time series over the various sites.

• Reconfigurable antennas or onboard power reallocation in a multibeam satellite system 
aims at allocating more power to areas affected by adverse propagation conditions. The 
performance assessment of those disposals should be made considering space–time- 
correlated link budgets at the scale of satellite coverage to optimize the areas in which the 
additional power should be focused. Their control requires knowledge of the propagation 
conditions over the various users or anticipation through weather forecast.

• The use of adaptive modulation and coding standardized in DVB-S2 (Morello and 
Reimers, 2004), DVB-S2X, and DVB-RCS2 combined or not with the adjustment of link 
bandwidth enables to adjust the link budget of a link in real time to adapt to the propaga-
tion conditions. The change of coding and modulation induces a change of data rate or of 
bandwidth usage of the link. As all the users are not experiencing the same propagation 
conditions simultaneously, the data rate and bandwidth demand can be adjusted through 
radio resource management algorithms. To assess the efficiency of those algorithms, 
space–time-correlated link budget considering all the users of the system are required.

Considering those various disposals, the optimization and the planning of systems using those 
FMTs require the simulation space–time-correlated link budgets, to assess the performance of the 
system at the scale of the satellite as the optimization of the bandwidth and power utilization should be 
made considering all or a significant fraction of the links of the system. To perform those space–time 
link budgets, space–time-correlated propagation data are needed. Those data need to be statistically 
representative of the climate, in terms of correlation and probability distribution to derive the proper 
figure from system optimization. Those data need to cover an area in-line with satellite coverage (for 
instance a continent) and to have a sufficient temporal resolution to design the control loop of the FMT.

There are no data directly available that fulfill those constraints to simulate those space–time-
correlated link budgets on a generic basis. Indeed, for now, even the most ambitious propagation 
experiment (Koudelka, 2011; Castanet et al., 2014) measuring the state of the channel with a beacon 
does not collect data over more than 10 sites. This is not sufficient considering the thousands of 
links to be possibly considered in a satellite system and collected data are not directly scalable to a 
different radio–electric configuration (frequency, elevation, and polarization).

Alternatives to those propagation data could be sought among meteorological data that could 
be converted into propagation models using appropriate physical models. For instance, data from 
weather radar networks provide with time intervals of some minutes a cartography of the rain rate 
over a wide area with a spatial resolution around 1 km as illustrated in Figure 7.1. Those rain rate or 
reflectivity values can be converted into attenuation on an Earth–space link assuming a particular 
shape of drop size distribution and a uniform vertical structure of the precipitation medium.

Those data could be useful for system sizing; however, they lack homogeneity and are not avail-
able on a global basis as some areas in the world are lacking coverage. Therefore, they cannot 
be used for system-sizing purposes on a generic manner. The same kinds of drawbacks can be 
expected from the use of rain rate time series from rain gauges. If those weather data cannot be used 
directly to model the propagation channel in system simulations, it will be shown that they prove to 
be extremely valuable to parameterize the propagation models.
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Data from meteorological models usually do not meet the requirements to be used directly 
in space–time-correlated link budgets. Indeed, data from global models such as the ones from 
ECMWF (European Center for Medium-Range Weather Forecast) of NCEP (National Center for 
Environmental Prediction) give a representation of the state of the atmosphere that includes the vari-
ous variables of interest to depict the propagation channel (water vapor, liquid vapor, and precipita-
tion) but with an insufficient resolution with regard to the variability of the phenomena as the spatial 
resolution is of some tens of kilometers and the temporal one is of 3–6 hours.

Numerical weather forecast models with a higher resolution exist and could be used to compute 
the propagation parameters directly on the outputs as the resolution can be lower than 1 km with 
time steps of the order of 1 minute. However, they have to be applied to reduced areas for comput-
ing reasons and the statistical soundness of the output has to be checked. Their prospective use is 
discussed in Section 7.4.3.

As there are no data that can be used directly to simulate space–time-correlated link budgets, 
the use of space–time tropospheric propagation model is required. The simulation of the various 
propagation impairments could be of interest (attenuation by clouds, gas, rain, sky brightness tem-
perature, scintillation, depolarization…) but up to now, most of the efforts have been made to model 
rain attenuation as it constitutes the main effect to be tackled by adaptive FMTs. Indeed it is the one 
that has the highest magnitude and that is the less often encountered. Nevertheless, with the migra-
tion to frequency bands higher than Ka band, the significance of the other impairments becomes 
much higher.
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FIGURE 7.1 Radar composite image over Western Europe on 03/04/2004 at 12:00 UTC. (From 
Meteo-France.)
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As the simulation of rain fields could be of interest for different purposes (remote sensing, hydrol-
ogy…), a wide variety of concepts to model them can be found in the literature. Those concepts have 
often been reused and adapted to fit the requirements of propagation simulation. It explains the large 
variety of proposed models that are available. An overview of the various methodologies proposed 
to generate space–time correlated propagation fields is given in this chapter. Each subsection cor-
responds to a different class of models. Cell-based models, random fields, fractal-based models, and 
models based on the downscaling of meteorological data are discussed in the following sections. 
Only a brief description of the various models and of the general principle is proposed and the 
reader is invited to go through the reference for further details. In addition, most of the attention is 
dedicated to the simulation of the meteorological variable. The conversion of those meteorological 
parameters in to attenuation that can be handled by various models, that are for some of them stan-
dardized by ITU-R is not tackled into detail in this chapter.

7.2 CELL-BASED MODELS TO MODEL RAIN ATTENUATION

7.2.1 rationale

Cellular approaches split up the rain field into individual areas: the rain cells. These cellular 
approaches have been developed to reproduce the structure of individual storms that can be observed 
from weather radar observations (Misme and Waldteufel, 1980). They allow describing the inner 
structure of the cells from a small number of parameters. Whatever the cellular model considered, 
the two-dimensional generation of a rain rate field from modeled cells requires the determination 
of a key parameter: the spatial density of the cells, expressed as a function of the model parameters. 
The generation generally targets the reproduction of the local rainfall rate complementary cumu-
lative distribution function (CCDF) on a given area. In addition, to correlate the field, the spatial 
organization of the cells needs to be described through random walk, whose parameters are derived 
from radar data. To include the temporal evolution, the displacement birth, growth, decay, and death 
of the various cells need to be parameterized. The basics of different approaches namely ExCell and 
HyCell using those cellular models are described in the following sections.

7.2.2 exCell anD itS Derivative

7.2.2.1 ExCell
The ExCell (exponential cell) model, developed at Politecnico di Milano (Capsoni et al., 1987, 2006; 
Ferrari, 1997), is a proposal for the modeling of rain cells based on the analysis of radar images 
from the Spino d’Adda station. This review of radar scans indicated that a rain cell could be mod-
eled via an exponential expression
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where ρ is the distance to the center of cell (ρ2 = x2 + y2), RM is the maximum rain rate in the cell 
(assumed to occur in the center of the cell, and the cell located in the origin of the coordinate sys-
tem), and ρo is the distance between the center of the cell and the point in which the rain rate has 
fallen by a factor 1/e from the maximum.

The exponential profile starts at a threshold of 5 mm h−1. Below this threshold, a plateau of 
4 mm h−1 is introduced, to avoid a subestimation of the CDF.

Depending on the values of k, the cell profile changes. k = 1 renders a Gaussian profile, k = 2 an 
exponential profile, and k > 3 a hyperexponential profile. Figure 7.2 illustrates the impact of k.
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The most important difference between the model and the real cell are

• The real rain cells have on occasion more than one rain rate peak whereas the model pro-
poses a cell with a single peak

• On real cells, the rain rate peak is not always located at the mass center of the cell
• The shape of the cell has a noninteger (fractal) dimension whereas the model proposes 

cells with a profile always circular or elliptical
• The rain rate of the real cells goes down to zero, whereas in the model, it is constant at the 

plateau level

A modification of the model, called lowered ExCell, attempts to render the model more “real” 
with a better approximation to the actual CDF of the rain. The model modifies the expression of 
the cell into
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where RM is the peak rain rate in the cell, RLow is the rain cell lowering factor, and ρMAX is the maxi-
mum rain cell radius (for values greater than this, the cell will have a rain rate of zero):
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For the derivation of the rain cell spatial density, the following law is proposed:
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FIGURE 7.2 Impact of the shape constant k on the profile of the modeled cell.
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As one of its many applications, the ExCell model was combined with “frontal” model 
(Barbaliscia et al., 1992). A population of ExCells is injected into fronts (described succinctly by 
the “fraction of territory covered by fronts”—the median value for Italy being 0.2—and by the aver-
age front depth, assumed to be 300 km) resulting in the operative prediction algorithm (Barbaliscia 
and Paraboni 2002) for real-time handling of onboard power margin. It turns out to offer a very 
realistic description of a horizontal rain structure and goes toward the category of models allowing 
the simulation of rainfall for large regions and long time periods (many years).

7.2.2.2 Goldhirsh Approach
Goldhirsh (2000) proposed a method for simulating typical two-dimensional rain rate fields, at 
any particular geographic location, from the knowledge of the local CDF of the rain rate (ITU-R 
Recommendations P 837-3). The method relies on the rain cell modeling by ExCell (Capsoni et al., 
1987) and allows filling in the observation area Ao with a population of cells with an exponential 
profile and rotational symmetry.

To determine the rain cell spatial density over Ao, Goldhirsh uses the analytic formulation of 
Capsoni et al. (1987), slightly corrected by Awaka (1989), which derives from radar measurements 
in the region of Milan (Italy) (Figure 7.3).

7.2.2.3 MultiEXCELL
MultiEXCELL (Luini and Capsoni, 2011) allows generating complete rain fields (an example of 
which is shown in Figure 7.4), where the rainfall spatial distribution is realistically reproduced. 
Such a goal is achieved by simulating the natural rain cells’ aggregative process that has been 
observed in the real rain fields derived by the weather radar of Spino d’Adda. Considering the strong 
impact of the rainy coverage on the rainfall spatial correlation, the model also includes a methodol-
ogy that allows estimating, on a global basis, the distribution of the fractional area of a map covered 
by rain, based on the ECMWF ERA-40 database.

Radar data collected both at Spino d’Adda (Italy) and Bordeaux (France) are employed to vali-
date the MultiEXCELL model in terms of its accuracy in reproducing the local rainfall statistics, as 
well as the correct intercellular distance and rainfall spatial distribution.
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FIGURE 7.3 Simulation of a rain field composed of rain cells thrown at random on a medium-scale area.
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7.2.3 hycell

The HyCell rain cell model combines the concepts exposed by the ExCell model for the modeling 
of the horizontal profile of rain within the cell (the event interior, according to the hydrology ter-
minology) with observations from radar networks indicating that the variation follows a shape with 
Gaussian form.

This model therefore uses a combination of an exponential and Gaussian functions to model rain 
cells: the exponential part used to model the stratiform rain area surrounding a convective event 
and the Gaussian portion modeling the more intense part, avoiding the high rain rate peaks seen 
in the ExCell model cells. The hybrid approach also helps to model high rain rates occurring over 
nonnegligible areas, such as storms in tropical regions.

The cells of elliptic shape are modeled as follows (Féral, 2003a,b):
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where RG, aG, and bG are the peak rain rate and the distances along the axes (Ox) and (Oy), for which 
the rain rate decreases by a factor 1/e with respect to RG, respectively, thus defining the Gaussian 
portion of the cell. RE, aE, and bE define the exponential component with a similar meaning. R1 
separates the Gaussian and exponential components.

The HyCell model of the cell provides a framework for the analysis of small areas (<5 km). 
When larger areas are involved, it is necessary to simulate a rain field rather than a rain cell.

The methodology consists of a conglomeration of rain cells modeled by HyCell and of two ana-
lytical expressions of the rain cell spatial density, both derived from the statistical distribution of 
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the rain cell size. The scene generation requires, as input parameters, the local CDF of the rain rate 
and the area Sr over which it is raining. The rain rate field is then generated numerically, according 
to an iterative scheme, under the constraint of accurately reproducing the local CDF intrinsic to the 
simulation area So, while rigorously following the rain cell spatial density. At this stage, the rain cell 
location is uniformly distributed over the mid-scale simulation area So (Figure 7.5a) (Féral, 2003b).
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From radar observations at mid-scale, the rain field is modeled by a doubly aggregative iso-
tropic random walk. Starting from an initiatory point randomly located in So, the walk constructs 
small-scale groups from which a cell number results from a draw in a uniform discrete law. The 
amplitude of the walk within a small-scale aggregate results from a random draw in the distribution 
of the nearest-neighbour distances (intercellular distance distribution: ICDD) derived from radar 
observations (Figure 7.5c). The amplitude of the walk between two points from distinct aggre-
gates results from a random draw in the distribution of the interaggregate distances (interaggregate 
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FIGURE 7.5 (Continued) Generation of rain fields at mid-scale with the HyCell-extended approach. (From 
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of the random walk (α = 4 and IADD = IADD 15 km) and ICDD derived from radar observations at mid-
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distance distributions: IADDs) also derived from radar observations (Féral et al., 2006). Coupled 
with the HyCell modeling of rain fields at mid-scale, the random walk allows locating the rain cells 
within the simulation area So. The rain fields generated that way are spatially correlated at mid-scale 
while accounting for the local climatological characteristics, intrinsic to the simulation area So (see 
Figure 7.5d).

7.2.3.1 Inclusion of the Temporal Fluctuations
The framework of COST 280 (Bousquet et al., 2003) combines the cellular approach and a time-
series synthesizer.

The multichannel model generates a short-duration (1–2 hours) space-correlated rain attenuation 
time series of total impairment (rain attenuation + scintillation) over each selected spot beam (one 
time series per active Earth station). The generation is carried out in three steps (Bousquet et al., 
2003):

• Generation of a mid-scale rain attenuation field (corresponding to a spot beam) with the 
HyCell model (Féral et al., 2003a,b), or from radar images such as radar data of the French 
network ARAMIS

• Synthesis of a dedicated time series with the two-samples model for each cell generated in 
the coverage (Van de Kamp, 2002)

• Weighting of the generated time series according to the space variation inside each rain 
cell (following the HyCell model)

Radar images are used under some simplifying assumptions. It is assumed above all that the 
birth and death dynamic process of the rain cells is not to be modeled that results in the fact that 
all rain cells survive and that their structure (i.e., their HyCell model parameters) remains constant 
during the whole observation period. All N rain cells are assumed to have an elliptical shape and 
move uniformly in the same average direction and with the same advection speed v.

Figure 7.6 presents a result with this simulation procedure where N = 3 UESs are impinged and 
the simulation duration is 2 hours.

7.3 RANDOM FIELD OR CORRELATED TIME-SERIES-BASED MODELS

Rather than a description of the rain medium by an aggregation of cells of a predefined shape with 
a known probability density, another widely used methodology to model rain rate or rain attenua-
tion fields is to consider rain or other meteorological fields as a multidimensional random process 
whose characteristics can be derived from observations. The tropospheric propagation fields are 
then obtained through the simulation random processes with similar characteristics. Different tech-
niques have been used to generate space–time-correlated inputs: the transformation of a stationary 
Gaussian random field, the simulation of fractal fields, or the use of a spatially correlated time 
series. The main features of the various methods are described in the following sections. These 
models generally enable an easier inclusion of the temporal fluctuations as it is not required to 
include the individual evolution of the fields.

7.3.1 SiMulation By tranSforMation of gauSSian ranDoM fielDS

The rationale of this methodology is to simulate random processes with a marginal probability 
distribution and correlation function characteristics representative of the ones of rain rate or rain 
attenuation fields observed mainly from weather radar data. One of the main difficulty lies in the 
non-Gaussian distribution of the rain rate or rain attenuation fields. As the most efficient algo-
rithm for the simulation of random fields is the simulation of Gaussian field, the idea is to gener-
ate Gaussian fields whose values are mapped to values corresponding to rain or rain attenuation 
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distributions. One of the difficulties of these algorithms is to predistort the correlation functions of 
the Gaussian fields to obtain the correlation function observed on rain rate or rain attenuation data 
after the transformation. It has to be noticed that one of the mandatory assumption with this frame-
work is to use a stationary process that can bound in space and in time the domain of applicability 
of the methodology.

Bell (1987) proposed a stochastic space–time model of rain fields based on rainfall space–time 
covariance. The model allows the generation, over an observation area Ao, of a two-dimensional 
rain rate field of which the spatial correlation is Cr(X) and that the probability distribution of R is 
lognormal, with parameters μlnR and σlnR. It relies on the generation of random fields g(X) that have 
Gaussian statistics and are spatially correlated and represented as a Fourier series

 
g X a i K XK

K

T( ) ( )= ∑ exp

where superscript T denotes matrix transpose.
This approach enables the overall advection (mean horizontal moving) of the rain field to be 

modeled by using the time-shift property of the Fourier transform

 
g X Vt a i K X i K VtK

K

T T( )− = ∑ −exp( )exp( )

where V is the advection velocity of the field.
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On the other hand, rain field time development is introduced by constraining the coefficients aK 
to evolve in time, so that their correlation should decrease exponentially with time lag Δt

 corr[ /a t t a t tK K K( ), ( )] exp( )+ = −∆ ∆ τ

where τK is a time constant accounting for the time correlation of the field at spatial frequency k.
This is accomplished by letting the coefficients aK(t) satisfy Markov equations in time (Bell, 

1987). This approach can be extended to the generation of attenuation fields whenever the attenu-
ation distribution is supposed to be lognormal. Figure 7.7 shows modeling of the rain field at to 
(μlnR = 1.14 mm h−1, σlnR = 1.1 mm h−1) and at to + Δt, where Δt = 12 minutes. The overall advection 
velocity of the field is supposed to be 20 km h−1 along the (Ox) axis.

It can be mentioned that this initial work on the space–time variability of rainfall has been 
extended for mesoscale rainfall characterization in recent activities in the remote-sensing domain 
(Kundu and Bell, 2003).

 Gremont and Filip (2004) presented a spatiotemporal rain attenuation model for application to 
FMTs. Their approach (Gremont, 2002) is directly based on the Bell approach, except that they act 
directly on the rain attenuation distribution. In Karagiannis et al. (2012), a methodology to generate 
a multidimensional field using a stochastic differential equation is employed to extend the formal-
ism and could allow the generation of nonstationary processes.

7.3.2 StochaStic MoDelS uSeD to generate rain rate fielDS in hyDrology

7.3.2.1 String-of-Beads Models
The string-of-beads model is a stochastic rainfall model based on the combined observations of a 
large network of daily rain gauges and an S-band weather radar in South Africa.

The model is designed to perform two tasks: first, the simulation of long sequences (of a year-
long duration) to obtain variables such as average areal rainfall, and wet–dry area ratio (WAR); 
the second task of the model is to adapt it to perform nowcasts of rain for use in real-time flood 
management (Pegram, 2002).

The main characteristics a model must capture are the arrival of storms, the duration and inten-
sity of rain, and a realistic movement of cells in direction and velocity. The basic proposal of the 
model is to identify the location of wet and dry events over the time axis. Once the position of a rain 
event is determined in time, it is modeled in space as a convective or stratiform event, with length 
constrained by the length of the event determined before, and also described by a velocity and direc-
tion. The forecasting component is included by making an explicit use of previous images to create 
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the next rain image within an event, using a linear combination plus noise. This approach renders 
usable forecasts up to an hour.

In the “string” part of the model, the climate sequence of rain can be seen as an intercalation 
of generally wet periods and longer dry periods. Considering this, modeling the process starts by 
properly addressing the presence of a wet or dry period, thus modeling the time structure.

This one-dimensional wet/dry process can be seen as a string on which “beads” representing the 
rain event over an area are threaded. The string is therefore the alternation of wet and dry periods. 
Furthermore, a wet period is subdivided into two: a scattered rain period related to top convective 
events, and a general rainy period associated to stratiform events. This is shown in Figure 7.8. The 
process is modeled by a three-state Markov chain. The description of the model is given in Pegram 
and Clotier (2001).

In the “bead” part of the model, each radar image is treated as a sample from an exponentiated 
and spatially correlated Gaussian field. The pixel-scale intensity (PSI) of each image is considered 
to be modeled by a lognormal function, described by two parameters, which vary from image 
to image.

In image analysis mode, a rain rate estimate averaged over a pixel site u with (xu, yu) is a real-
ization x(u) of a random variable X(u). The data x(u) are assumed to be drawn from a lognormal 
distribution with estimated parameters m and s (corresponding to the real μ and σ). Each pixel is 
normalized and standardized as y(u) = [Ln(x(u) − m]/s, and y(u) = −3 if x(u) = 0.

The images y(u) are then transformed into Y( f) via fast Fourier transform (FFT) and the resulting 
spectrum fitted by a function p( f) ~ f−β. The exponent is obtained after radially averaging the power 
spectrum, assuming isotropy. Its typical range is between 1.9 and 2.6. After determining this value, 
a power law filter is constructed and the field Y( f) is divided by it, resulting in a field z(u), which 
if the assumption of lognormality holds, should be Gaussian but still with a temporal structure. In 
addition to this and according to the authors, due to the nature of the original data (integers), before 
the temporal correlation can be studied, the data must be transformed again into normality by 
associating cumulative probabilities to each element and drawing them from a uniform distribution.

7.3.2.2 Modified Turning Bands Model
The modified turning bands model (MTB) (Mellor, 1996; Mellor and Metcalfe, 1996; Mellor and 
O’Connell, 1996), is a stochastic representation of space–time rain fields that allows modeling of the 
fields with parameters directly obtained from radar observations. The model is designed to repre-
sent the primary features of frontal rainfall such as bands, clusters and cells, and principal sources 
of the inhomogeneity on the fields. It is based on a technique developed by G. Matheron in 1973 
to generate Gaussian fields based on the sum of several stochastic processes and called the turning 
bands method. The structure of the model is shown in Figures 7.9 and 7.10.

In this structure, three lines (one horizontal, the others at prescribed angles to the horizontal) 
are projected from a determined point in space. Over these lines, a stochastic process is super-
posed. The characteristic features of these processes are perpendicularly projected into the area 
over which the storm is to be synthesized. The projections are called “bands.” Over the horizontal 

Convective event
(scattered rain)

Stratiform  event
(general rain)

FIGURE 7.8 Diagram of the 1D process in time, the “string.”
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line, a function (superposition of sinusoids) is placed to modulate the details of the field so that it 
decays on the edges and contains inside a banded structure. The function changes in time so that the 
storm is seen to move along the c-line.

The dynamic behavior of the line c can be modeled as
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where A is the amplitude of the modulating function, W is the width of the rain bands, L is the length 
of the storm, ϕ is the phase offset (arbitrary), and cS and cB are the velocities of the storm and rain 
bands, respectively. Removing the cSt and cBt factors yields the static modulating function.
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FIGURE 7.9 Structure of a rain field using the MTB model. Event at time t.
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FIGURE 7.10 Structure of the event at time t + Δt.
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The stochastic processes along the inclined lines are Poisson point processes, with inverted 
parabolas centered on the points. These processes slide along the lines with predetermined speeds 
ca and cb. The inverted parabolas are projected into the region as bands and summed, the result of 
which is then multiplied by the modulating function projected from the c-line.

The field generated by this procedure is taken to represent the time-varying spatial potential 
function of rain cells in the region, and is used as the rate function of an inhomogeneous Poisson 
process that controls the birth of the cells. That is, where the field takes a high value, there is a large 
probability of rain cells occurring there, and where the field is low, there is a smaller probability 
of rain cell occurrence. The rain cells themselves are described as parabolas of revolution whose 
maximum height is the peak cell rate. Figures 7.11 and 7.12 are examples of the results of the model.

FIGURE 7.11 Steps of the formation of the rain field with the MTB model (ordered from low to high).

FIGURE 7.12 A simulated rain field.



218 Radio Wave Propagation and Channel Modeling for Earth–Space Systems

Parameter estimation is achieved by analyzing the dynamics of rain cells and rain bands in radar 
images. Rain cell estimation algorithms have been developed that are based on the technique of full 
correlation analysis and the theoretical covariance properties of the model, while the overall storm 
velocity, orientation, and width are estimated from the storm/rain band profile.

The MTB-modeling system can be used either in the simulation mode or in real-time forecast-
ing mode. In the latter case, the model is conditioned on the latest radar images, which, through an 
inverse technique, is used to infer the potential function for rain cells. Having estimated the velocity 
and curvature of the storm, an ensemble of forecasts can then be generated, with the spread of the 
ensemble representing uncertainty about the possible future evolution of the storm.

7.3.3 fractal fielDS

A large number of studies (Lovejoy, 1982; Rys and Waldvogel, 1986; Féral and Sauvageot, 2002; 
Callaghan and Vilar, 2003) suggest that fractal methods may be of use in characterizing the shapes 
of rain cells.

In general, the fractal dimension D characterizes any self-similar system; if the linear dimension 
of a fractal observable is changed by a scale factor f, then, for any value of f, the values of the fractal 
observable will be changed by the factor f D. For surfaces, the value of the surface dimension, DS, 
lies in the range of 2 ≤ DS ≤ 3. A smooth surface has DS = 2. Similarly, for a contour line, the dimen-
sion of the line DL satisfies 1 ≤ DL ≤ 2, and DL = 1 for smooth lines. The more twisted and “wriggly” 
the contour line is, the higher the value of DL. If pathological cases are disregarded (Voss, 1985), 
a planar section of a fractal surface has

 D DL S= −1

The fractal nature of rain has been studied for many years, and its characterization as a fractal and 
multifractal field is well documented (Lovejoy and Schertzer, 1990; Olsson and Niemczynowicz, 
1996). Unfortunately, there is little consensus on the exact form of the fractal field, due to dif-
fering methods of calculating the fractal dimension and/or characteristic multifractal function. 
The majority of the published works use multifractal methods to deal with the intermittency and 
anisotropy of the rain field (Lovejoy and Schertzer, 1990; Olsson and Niemczynowicz, 1996; 
Deidda, 1999).

Callaghan developed a procedure to simulate rain fields that produces simulated fields that are 
monofractal fields. This is justified by multifractal analysis of meteorological radar data recorded 
in the south of England (Callaghan, 2004), which shows that log rain rate fields may be accurately 
characterized as monofractal fields, as their K(q) functions are straight lines. The transformation of 
the variables from rain rate to log rain rate allows us to linearize the problem, showing that rain rate 
fields can be characterized as “meta-Gaussian.” This is in agreement with other works published 
recently (Ferraris et al., 2003).

The rain field simulator presented by Callaghan is based on the Voss successive random addi-
tions algorithm for generating fractional Brownian motion in multiple dimensions (Voss, 1985). 
This method of simulating rain fields uses a monofractal, additive (in the logarithmic domain) dis-
crete cascade model for simulating rain fields in two spatial dimensions. The model produces events 
on demand, customized to an input rain rate parameter and the desired rain event type (stratiform 
or convective).

The details of the procedure have been presented in Callaghan (2006). The rain field simulator 
produces two-dimensional snapshots of simulated rain fields. The resulting simulated rain field has 
an appropriate spectral density exponent, fractal dimension, and behavior that is visually consis-
tent with the experimentally observed convective or stratiform type of events (according to what is 
desired) (Figure 7.13).
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The time variation of the two-dimensional-simulated rain field was achieved through the use of 
Taylor’s frozen storm hypothesis (Taylor, 1938). This hypothesis postulates the equivalence between 
the spatial autocorrelation at a fixed point in time and the temporal autocorrelation at a fixed position 
in space. However, for this to hold, the spatial argument of the former must be interpreted as a time lag 
of the latter and the spatiotemporal field must be a fixed spatial field moving with a constant velocity. It 
has been shown (Zawadski, 1973) that this holds approximately for time lags under about 40 minutes.

To implement this time variation, each simulated rain field can be cut down into a number of 
smaller “snapshots” of appropriate size. The variation in time can then be simulated by moving the 
position of the snapshots in the full-size-simulated array by a small amount Δx and Δy, and then 
saving the resulting new snapshot to give the rain field at time t = 1. The process is repeated to give 
snapshots at time t = 1…n. Δx and Δy are chosen to give similar wind velocities as those experienced 
during measured rain events in the climate of interest.

This method of introducing time variation produces rain fields that advect, but do not evolve 
in time. Figure 7.14 gives a schematic example of this process using a successive random addi-
tions algorithm for three-dimensional arrays. The successive random addition algorithm can also 
be implemented in three dimensions to give a temporal variation provided by the third dimension 
of the array. This assumes an equivalency of time and space, and provides simulated rain fields that 
evolve in time, but do not advect.

It is then possible to use a combination of multiple events to form a simulated database covering 
a specific time period. Each realization of the simulated rain fields is independent of each other; 
hence, simulating multiple arrays and taking the simulated rain rate value from the same location in 
multiple arrays will not produce a realistic simulated time series. However, it is possible to produce 
a large number of simulated arrays and taking them as a group, scale them to R0.01. These simulated 
databases are then capable of reproducing long-term statistics.

7.3.4 correlateD tiMe SerieS

7.3.4.1 Correlated Time Series from Measurements
This technique proposed in Bertorelli and Paraboni (2005) allows generating a large set of experi-
mentally derived time series of rain attenuation to be employed in the channel simulation of satel-
lite-based resource-sharing networks.
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FIGURE 7.13 Simulated convective fractal rain field with R0.01 = 26 mm h−1.
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The time series derived from the ones collected with the Italian satellite (ITALSAT) at 18.7, 39.6, 
and 49.5 GHz in Spino d’Adda near Milan according to the procedure outlined in Bertorelli et al. 
(2008) are allocated to the various links with an algorithm that, on the long run, preserves both the 
statistical behavior of all the sites and the spatial correlation between the couples of sites.

The procedure can be divided into two distinct processes: the first one, called a conditioning 
process, expresses the probability that two or more sites are in rainy conditions at the same time 
(common rainy time), whereas the second one, called a conditioned process, expresses the prob-
ability of the attenuations conditioned to be within the common rainy time.

Being rain attenuation by far, the most important tropospheric impairment, especially at high 
frequencies, the evaluation of the correlation between rain attenuations in different locations as a 
function of distance is particularly useful for time-series generators to be employed in the simula-
tion of satellite networks, where the proper degree of spatial correlation must be preserved to obtain 
reliable results in the performance assessment. Moreover, the knowledge of this parameter is essen-
tial for communication systems that make use of the site diversity technique, where the performance 
of the system improves with increasing the separation between the primary station and the second-
ary station because the attenuation becomes more and more decorrelated with distance.

Data relative to the spatial distribution of rain attenuation used during the European Space 
Agency (ESA) contract have been derived from the meteorological radar data of Spino d’Adda; 
these data have been analyzed to determine the correlation function of both the conditioning and 
conditioned processes governing the rain log attenuation. All the correlations have been obtained 
with a procedure that makes use of a parameter called “statistical dependence index” χ , expressing 
the probability that two or more variables (rain log attenuation in this case) exceed a selected thresh-
old at the same time, normalized to the same probability in the case of statistical independence. 
The full procedure and the algorithm that permits to obtain the correlation coefficient ρ from χ are 
described in Bertorelli and Paraboni (2005).

The statistical dependence index χ has been directly evaluated from radar data for distances 
smaller than 50 km and then integrated with data obtained from rain gauges with higher site 
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FIGURE 7.14 Schematic diagram of the process used to simulate the variation in time of the rain field using 
the frozen storm hypothesis.
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separations. The correlation coefficient (integrated with the one for large distances taken from 
Barbaliscia and Paraboni, 2002) is well represented by the following expression:
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where the parameters are different if we take into consideration the conditioning or the conditioned 
process. For the conditioning process we have

 w1 = 0.7

 d1 = 86 km

 w2 = 1 − w1 = 0.3

 d2 = 700 km

whereas for the conditioned one the parameters are

 w1 = 0.94
 d1 = 25 km
 w2 = 1 − w1 = 0.06
 d2 = 500 km

The equations above can be used to calculate the covariance matrix of rain attenuation for both 
the processes (the conditioning and the conditioned one), the only data to be used as input being 
the distances for every couple of sites. In fact, the process is an N-dimensional Gaussian one (N 
being the number of Earth stations constituting the satellite network; as known in the literature, 
rain attenuation is normally distributed); the whole distribution is fully defined by the “single-site” 
parameters (marginal averages and standard deviations of rain attenuation) together with the cor-
relation coefficients relative to couples of variables. For this reason, there is no need to classify 
occurrences relative to triplets or combinations of a higher order of sites.

This technique is based on the following mechanism: first, a pseudorandom binary process 
assigns a descriptor that characterizes the state (rainy/nonrainy) of any point of the served region in 
a basic time interval of a given length T (e.g., 1 hour); then, a second descriptor assigns the median 
log attenuation. Even though the first descriptor is binary, it is assimilated to a Gaussian process in 
which the generation of the samples is driven by a threshold calibrated so as the “rainy” state occurs 
for a wanted percentage of time. The second descriptor is normal by nature (average of Gaussian 
variables) and is driven by the marginal probability characterizing the point in question. A set of 
ITALSAT-derived time series of duration T is then assigned to the points after applying the proper 
attenuation scaling in frequency, polarization, and elevation. It is important to outline that the gen-
erators of the Gaussian processes can be trained to preserve the local marginal statistics and the 
correlations expressed by the covariance matrix.

7.4 DOWNSCALING OF METEOROLOGICAL DATA

The models described in the previous sections have an intrinsic limitation in terms of coverage. In 
fact, the statistical assumptions made to describe the fields are usually accurate on limited areas and 
over a limited duration. For instance, cellular models realistically depict the position of rain cells 
on an area of some tens of kilometers due to the assumptions on the random walk and stochastic 
models that have a limited range of validity due to the stationarity assumption used in the modeling. 
A possible way to overcome these limitations is to delegate the description of the scale larger than 
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the scales of validity of the modeling to meteorological data from observation or from meteorologi-
cal models. These data do not have those intrinsic limitations due to the statistical assumption and it 
may be a solution to extend the domain of applicability of the techniques mentioned in the previous 
sections. This process is often referred to as downscaling. The various methodologies presented in 
the previous sections could be used in conjunction with coarse-resolution data. It requires the use 
of a model to enable the inclusion of the coarse meteorological information in the high-resolution 
locally applicable models. These coarse-resolution data can be remote-sensing data or outputs of 
numerical weather forecast models. Various techniques using these concepts developed for propaga-
tion applications are described in this section.

7.4.1 DownScaling of Data froM nuMerical weather forecaSt MoDelS

7.4.1.1 Local Area Model
In Hodge et al. (2006) and Hodge and Watson (2007), a method to generate attenuation time series 
is presented and is based on the use of proven numerical weather prediction models (i.e., UM or 
MM5) in conjunction with a propagation model. This approach has two unique aspects. First, the 
spatial correlation and dynamic behavior of the attenuation fields are inherited from the meteoro-
logical environment at some kilometers of resolution. Second, the model can provide forecasts of 
attenuation.

The approach takes historical estimates of the meteorological environment from NWP systems 
and estimates the link attenuation. The conversion from the meteorological environment into a 
radio-wave propagation environment uses a set of physical models. Each model provides an esti-
mate of a propagation phenomenon based on the physics of the problem rather than a statistical 
data-analysis approach.

A schematic diagram of the model is given in Figure 7.15. The system is capable of generating 
time-coincident multiple-site historical attenuation time series for simulation and applications of 
these time series include investigations into the effects of site and time diversity. Examples of out-
puts from this model are given below.

Time series have been simulated on a 3-month period (April 1 to July 1, 2004), using UM NWP 
archived data with 1-hour interval and UK weather radar network archived with a 15-minute 
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interval, and with a Voss downscaling algorithm (Paulson, 2004) for getting a 10-second time step. 
The applicability of the methodology is limited by the domain covered by the meteorological data 
but could be applicable to other meteorological products if available over the considered areas.

7.4.1.2 Reanalysis Models
Another option that enables the use of globally available inputs spanning a long duration is the use 
of reanalysis data as base data from the downscaling process. As a counterpart to the global data 
availability, the scales range in which statistical models are wider. An example of such a methodol-
ogy is presented in Jeannin et al. (2012).

The simulation procedure relies on the generation of space–time-correlated Gaussian random 
fields, converted into rain rate fields constrained by the local rain rate distribution using the algo-
rithm of Bell (1987). The local average at each time step of the rain rate fields is constrained by data 
from ECMWF ERA-40 database through the analysis of the fraction of the resolution cell covered 
by rain. As a consequence, high-resolution-simulated fields reproduce, on average, the rain amount 
given by the reanalysis database over any area and also reproduce the average evolution of rain 
event over long durations. The advection of the field is matched to the wind vector at the 700-hPa 
pressure level, derived from reanalysis data. An example of a simulated rain rate field is illustrated 
in Figure 7.16.

The evolution of the field during its motion is simulated using a Markov process on the com-
ponents of the spatial Fourier transform of the field. The correlation parameters of the fields have 
been derived from different weather radar datasets in temperate and tropical climates by convert-
ing the correlation of rain rate fields into an equivalent correlation of an underlying Gaussian field. 
Scales lower than the resolution of the radar data are not simulated as the correlation under this 
resolution is not known. Examples of time series generated with this methodology are illustrated 
in Figure 7.17.

This methodology has also been extended to include gaseous and cloud attenuation in Jeannin 
et al. (2011).
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FIGURE 7.16 Example of a rain rate field generated over Europe. The thumbnails on the right are corre-
sponding to the concurrent ERA-40 inputs.
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7.4.2 DownScaling froM raDar Data

As what is done with data from a numerical weather forecast model, a convenient way to reduce the 
scales covered by the statistical algorithms may be to use data already at a relatively high resolution 
such as weather radar data.

The spatial and temporal resolutions of radar data may not be sufficient to account for the com-
plete depiction of the space–time-correlated rain attenuation fields. The pixel size is reduced using 
multifractal disaggregation based on a multiplicative cascade technique (Paulson and Zhang, 2007), 
and constrained by the extrapolation of multifractal scaling exponents measured on the same data. 
Finer-scale temporal sampling was introduced by fractal interpolation using the local average subdi-
vision (LAS) algorithm of Fenton and Vanmarcke (1990). The resulting fine-scale, spatial–temporal 
rain fields were used to simulate arbitrary terrestrial networks of microwave links spanning squares 
of size 50 km (Paulson and Zhang, 2009; Paulson and Basarudin, 2011). The initial coarse-scale 
data used in Paulson and Basarudin (2011) are historical databases of Opera rain radar data as 
shown in Figure 7.18. These data are composites of various European networks and this technique 
can thus be applied to any kind of link within this area. It could also be extended where other 
weather radar data do exist.

7.4.3 Direct uSe of Meteorological ProDuctS

With the increase of computing capabilities and the improvement of a numerical model, it could 
be foreseen to directly convert the outputs from nonhydrostatic high-resolution numerical weather 
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FIGURE 7.17 Simulation outputs for January 2000 in three sites and concurrent ERA-40 rain outputs. Site 
1 and 2 are 10 km away. Site 3 is 100 km away from the two others.
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simulation models. In fact, these models such as WRF (weather research and forecast model), 
Meso-NH, and COSMO are capable of describing the state of the atmosphere with a high resolu-
tion. Giving at the input of these models, coarse resolution reanalysis of the past weather enables to 
perform reanalysis of the state of the atmosphere at a high resolution. In fact, subkilometric resolu-
tion can be reached by those models and the resolution can be sufficient to compute the propagation 
effects directly on the raw output of the data that comprises all the necessary outputs to accurately 
compute the various propagation effects. In fact profiles of pressure, temperature, humidity, and of 
the specific content various states of water (Morrison, 2010) (rain, ice, cloud, snow…). The general 
workflow to simulate the propagation fields, further described in Jeannin et al. (2014a,b) is illus-
trated in Figure 7.19.

An example of simulation is illustrated in Figure 7.20.
Still, the simulation over large areas and long durations is extremely demanding in terms of 

computation power and require a large storage capability. In addition, as it constitutes a completely 
independent way of simulating the propagation effects that have their own bias, the coherence with 
measured statistics is not ensured and has to be confirmed.

It is however a promising alternative to models based on a statistical analysis of various sources 
of data as the modeling of the underlying physical processes ensures the soundness of the results. 
For instance, it guarantees the consistency between the various effects generated due to the explicit 
resolution of the various microphysics quantities. It is also worth noticing that this kind of method-
ology could also be used to forecast the propagation impairments and could thus be used to control 
the FMTs for which no feedback from the user terminal on the quality of the link is available (i.e., 
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FIGURE 7.18 Example of an Opera composite: rain rate May 31 2013, 16:30 UTC.
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for instance in broadcasting systems). In this case, the initialization of the model has to be made 
using not only reanalysis data that correspond to past weather conditions but using forecasts from 
large-scale meteorological models.

7.5 SUMMARY AND CONCLUSION

The use of space–time-correlated propagation impairment fields is of prime importance for the 
optimization of radio frequency (RF) systems using an adaptive fade countermeasure to cope with 
atmospheric attenuation.

As there are no data available that are directly suitable to act as input for system needs, the 
use of models is required. A large variety of algorithms and techniques have been developed to 
model these propagation fields and in particular rain attenuation, ranging from a cellular model 
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FIGURE 7.19 Workflow to obtain space–time propagation parameter fields from mesoscale weather forecast 
models.
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to stochastic field models. Whatever the methodology, the aim of these models is to reproduce 
observed statistical features from available data such as weather radar data. Cell models aim at 
reproducing the shape and density of the rain cells over a radar coverage. Random field models are 
designed to reproduce the correlation properties observed on the data and fractal ones are designed 
to reproduce the scaling properties.

The domain of applicability of these models without support from external data is bounded to 
some hundreds of kilometers due to the assumptions inherent to the modeling. It can be extended by 
coupling the models with coarse data available over a large scale as data from remote sensing and 
from numerical weather forecast models.

Up to now, most of the effort has been devoted to rain that is the major source of impairment at 
Ka band but moving to higher frequencies such as Q/V band, the modeling of the other impairments 
should get additional attenuation.
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8 Impact of Clouds from Ka 
Band to Optical Frequencies

Lorenzo Luini and Roberto Nebuloni

8.1 INTRODUCTION

Near-Earth and deep-space telecommunications have progressively moved toward higher-frequency 
bands to satisfy the increasing demand for high data rates. Currently, the microwave bands used for 
satellite communications are mostly Ku (user links) and Ka bands (feeder links). Bandwidth conges-
tion and the need for new broadband and interactive services are leading toward even higher carrier 
frequencies such as in the Q/V and W bands. Moreover, advances in laser system technology have 
made attractive free space optics (FSO) for Earth–space communications (Hemmati et al., 2011; 
NASA, 2014).

In such systems, the impact of propagation impairments produced by Earth’s atmosphere is dra-
matic and must be quantified through suitable models. Furthermore, ad hoc fade mitigation tech-
niques must be adopted, because simple countermeasures such as adding a fixed extra power margin 
to the link budget are inadequate due to the unfeasible margins required (for instance, W-band total 
attenuation can exceeds 40 dB during 0.1% of time in a temperate continental area, for a reference 
link elevation of 40° [Riva et  al., 2014]). Though the impact and the relative importance of the 
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impairments are highly frequency dependent, both microwave and optical propagation through the 
atmosphere produce signal attenuation due to gases, precipitation (snow, rain, and hail), clouds, and 
turbulence, as well as depolarization due to rain droplets and ice crystals. A review of radio propa-
gation effects up to above 30 GHz is provided in Ippolito (2008), whereas the W band is specifically 
addressed in Riva et al. (2014); optical propagation effects are investigated by Andrews and Phillips 
(1998), Strickland et al. (1999), and Kim et al. (2001).

Clouds are usually the major source of signal fading in a nonrainy atmosphere at Q band and 
above. In the microwave region, up to about 100 GHz, cloud attenuation is proportional to the fre-
quency and depends only on the profile of the liquid water content (i.e., the mass of liquid water pres-
ent in the unit volume of air) across the propagation path. The optical properties of the atmosphere 
are deeply affected by the concentration, size, and phase of atmospheric particulates. Specifically, 
the occurrence of thick cloud layers across the propagation path usually results in beam blockage, 
hence making FSO impracticable.

This chapter reviews the impact of clouds on microwave and optical wave propagation for appli-
cations to satellite communications. The fundamentals of cloud microphysics and electromagnetic 
theory are summarized in Sections 8.2 through 8.4. Section 8.5 presents some models proposed so 
far in the literature to estimate cloud attenuation. The overview is far from being comprehensive, 
as we have selected only those models that do not simply define relationships typically between the 
specific attenuation and liquid water content, but also take advantage of input meteorological data 
to predict yearly cloud attenuation. Models of increasing complexity are addressed, starting from 
semiempirical methodologies receiving as input simple local measurements such as the ground tem-
perature and water vapor concentration (Altshuler–Marr and Dintelmann–Ortgies) to much more 
complex models exploiting global atlases of cloud cover and water content (Dissanayake–Allnut–
Haidara [DAH], Salonen and Uppala, the latter currently adopted in Recommendation ITU-R 
P.840-6, and stochastic model of clouds [SMOC]).

8.2 PHYSICAL BACKGROUND

Clouds are made of small water droplets or ice crystals suspended in the air, which form after water 
vapor condensation or sublimation when the air is cooled. The only difference between clouds and 
fog is that in the latter case the process occurs close to the ground. Fog and cloud particles modify 
the optical properties of the atmosphere, reducing its transparency. In meteorology, fog is present 
when the horizontal visibility drops below 1 km (Ahrens, 2013). Although to a much lesser extent, 
microwave propagation is affected as well by fog and clouds.

The effects on wave propagation through the troposphere depend on their frequency of occur-
rence and on their physical properties (basically, particle phase, shape, size, and number concentra-
tion). The following is a brief review of the cloud properties of interest for the calculation and the 
prediction of microwave and optical wave attenuation through cloud layers.

8.2.1 clouD occurrence

Figure 8.1 shows a global map of cloud occurrence drawn from the reanalyses of the numerical 
weather prediction (NWP) data produced by the European Centre for Medium-Range Weather 
Forecasts (ECMWF, 2014). The quantity shown is the total cloud cover, that is, the fraction of the 
area of every 0.75° × 0.75° pixel that is covered by clouds. Four daily samples of the total cloud cover 
are available. The data are averaged over the period 1984–2013.

The distribution of cloud cover depends on latitude, climate, and environment (land or sea). 
Clouds are more frequent over marine pixels due to the availability of sea water: for instance, the 
average total cloud cover exceeds 0.5 in about 80% of marine pixels and in 60% of continental 
pixels, respectively. At mid-latitude (30–60°), about half of the pixels over land exhibit a fraction of 
cloudy area slightly larger than 0.5.
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8.2.2 clouD claSSification

Following a well-established classification, clouds can be distinguished into four major groups 
according to the height of their base above Earth’s surface (Ahrens, 2013):

 1. High-level clouds: Cold bodies consisting of ice crystals whose height is approximately 
between 5 and 13 km at mid-latitudes.

 2. Mid-level clouds: Primarily made of water droplets with ice crystals sometimes present 
(height 2–7 km at mid-latitudes).

 3. Low-level clouds: Composed of water droplets and, if the air temperature is cold enough, 
of ice and snow (height <2 km at mid-latitudes).

 4. Vertically developed clouds: Turbulent structures generated through either thermal con-
vection or frontal lifting, and usually associated with precipitation.

The bounds of each group depend on latitude, the limiting base heights of clouds increasing when 
one moves from polar to tropical latitudes through temperate regions. Clouds belonging to a given 
group are further subdivided into types according to their appearance, as reported in Table 8.1.

Cloud type information is used by some statistical models to predict cloud attenuation, as we shall 
see later. In this respect, the products of actual high-resolution radiometers on board Earth obser-
vation satellites include cloud masks and cloud type identification (see, for instance, EUMETSAT, 
2014).

8.2.3 MicroPhySical ProPertieS of clouDS

Cloud microphysics deals with the properties of the elemental components of a cloud body, that is, 
liquid droplets and ice crystals. In this respect, the size of the particles (relative to the wavelength of 
the incident radiation in the present context) and their number concentration determine the amount 
of energy subtracted from the incoming wave. The particle size of every atmospheric population is 
spread over a spectrum, otherwise named particle size distribution (PSD). A flexible and convenient 
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FIGURE 8.1 Global map of the fraction of sky covered by clouds (ECMWF data over the period 1984–2013).



234 Radio Wave Propagation and Channel Modeling for Earth–Space Systems

mathematical representation for the PSD of a large variety of atmospheric particles from aerosols 
to clouds and precipitation is the four-parameter modified gamma function (Deirmedjian, 1969):

 n r ar br( ) exp( )= −α γ
 (8.1)

where r is the particle radius and n(r) dr is the number of particles per unit volume of air with radius 
comprised between r and r + dr. The parameters α, b, and γ determine the shape and the width of the 
distribution around its maximum, whereas a is proportional to the particle number concentration. Other 
widely used PSDs such as the three-parameter gamma distribution, the exponential distribution, and the 
power-law distribution are special cases of Equation 8.1 (Petty and Huang, 2011). A few authors use the 
three-parameter lognormal distribution to model the PSD, which is not considered here.

Alternative formulations of Equation 8.1 make use of different sets of independent parameters, 
corresponding to physical quantities. Commonly used quantities in cloud microphysics are the par-
ticle concentration N, the liquid water content w, the mode radius of the distribution rc, and the 
effective radius re, which can be expressed in terms of a, b, α, and γ as follows:
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where Γ(x) is the gamma function (equal to x! for an integer x) and ρw is the water density.

TABLE 8.1
Cloud Classification and Approximate Height of Cloud Base According to Ahrens (2013)

Group Name Type Tropical (km) Mid-Latitude (km) Polar (km)

1 High clouds Cirrus (Ci) 6–18 5–13 3–8

Cirrostratus (Cs)

Cirrocumulus (Cc)

2 Middle clouds Altostratus (As) 2–8 2–7 2–4

Altocumulus (Ac)

3 Low clouds Stratus (St) 0–2 0–2 0–2

Stratocumulus (Sc)

Nimbostratus (Ns)

4 Vertically developed clouds Cumulus (Cu) – – –

Cumulonimbus (Cb)
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Despite physical arguments requiring a nonzero lower bound (r1) and a finite upper bound (r2) 
on particle size, integration in Equations 8.2, 8.3, and 8.5 can be safely extended from 0 to infinity 
with negligible errors. In fact, from a well-known property of the modified gamma function, the 
nth-order moment of the distribution can be written in closed form as
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As we shall see later, the liquid water content, that is, the mass of cloud liquid water per unit vol-
ume of air, is a key quantity in the computation of microwave attenuation by liquid clouds. A similar 
formula as Equation 8.3 for the ice water content is not as straightforward because ice crystals are 
a mixture of ice and air, hence some equivalent size should be used. The mode radius rc is the size 
corresponding to the maximum of the PSD. The effective radius re is of widespread use in radiative 
transfer parameterizations and satellite retrieval algorithms (Slingo et al., 1982; King et al., 2003). 
A comprehensive review of the properties of the modified gamma distribution and of the conversion 
relationships between representations based on different sets of parameters is given in Petty and 
Huang (2011).

The microphysical properties of clouds are highly variable due to the complexity of the forma-
tion processes. The growth of droplets depends on several factors such as size, type, and concen-
tration of air pollutants, which act as cloud condensation nuclei, temperature, turbulence scale and 
intensity, and cooling rate of particles in the atmosphere. Nonetheless, it is useful to give a few num-
bers, representative of the average characteristics of the different cloud types. According to ITU-R 
P.840–6, the liquid water content in fog is typically about 0.05 g/m3 for medium fog (visibility in 
the order of 300 m) and 0.5 g/m3 for thick fog (visibility in the order of 50 m). Maximum values 
for nonprecipitating clouds are comparable to the ones of thick fogs. As a term of comparison, the 
liquid water content of rain is 0.31 g/m3 at 5 mm/h (when one uses the classical exponential PSD 
derived by Marshall and Palmer [1948]).

The PSD of clouds has been measured by several investigators through the years. As a general 
rule, clouds growing in a strongly polluted atmosphere consist of a higher number of small particles 
than the ones developing in a natural atmosphere (Hess et al., 1998). Table 8.2 lists the values of 
rc, α, and γ for a number of PSDs of liquid clouds modeled through modified gamma distribu-
tions (Deirmedjian, 1969; Tampieri and Tomasi, 1976; Shettle, 1989; Miles et al., 2000). As most 
of the PSDs were given in normalized form, w is reported for a nominal N = 100 particles/cm3, 
which occasionally produces anomalously high values of w. Scaling N to the actual value of the 
liquid water content is required when one needs to calculate signal attenuation from the PSDs 
through the physical approach described in Section 8.4.3. Shettle’s models for clouds (see Table 8.2) 
are three-parameter gamma distributions that are used by the low-resolution propagation model 
LOWTRAN7 (Abreu and Anderson, 1996). Tampieri and Tomasi (1976) reduced a large dataset of 
empirical size spectra into a limited number of PSDs, which are representative of average spectra 
for different types of fogs and clouds. A total 13 Cu distributions are shown in the table (α = 1–8, 
γ  = 0.48–11.75, and rc = 0.64–15.98 μm). Finally, mean values for the datasets of marine and con-
tinental St clouds are reported as classified by Miles et al. (2000). On the other side, ice clouds are 
composed of crystals with several different habits (i.e., shapes), each one with its own microphysical 
parameters. Hence, the identification of a single PSD for ice clouds is generally a complicated task. 
Two PSDs for thin cirrus and cirrus are given in Shettle’s paper.

In using PSD data, one should be aware of the inner variability of the phenomenon rather than of 
measurement limitations. The numbers in Table 8.2 should be taken as the product of curve fitting 
on experimental size spectra averaged in time and space, and representative of average cases. The 
type of clouds and the associated size spectra can vary considerably depending on the environment 
and on local conditions. Moreover, the microphysical properties can change in space within a cloud 
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(e.g., from base to top). Finally, the averaging scale (both in time and in space) of the measurements 
produces different estimates of the PSD parameters (Miles et al., 2000). For instance, significant 
differences have been reported between marine and continental low-level stratus (but also within 
each group). The former exhibits small number concentration and large mean and effective radius, 
and vice versa for the latter, due to the higher concentration of atmospheric condensation nuclei over 
land. Moreover, continental clouds evidence large variations in the vertical profiles of the number 
concentration (Miles et al., 2000). Deng et al. (2009) quantified the variations of N, w, and re, for 
warm clouds of different types by in situ measurements in a highly polluted area. Large variations 
of N are evidenced for a specific cloud type. Values exceeding 1000 particles/cm3 are reported in 
the case of Cu. w spreads over about one order of magnitude for Ns and As (0.01–0.1 g/m3), whereas 
Cu undergoes even higher variations, w values in excess of 0.1 g/m3 being frequent. The effective 
radius and its variability within each cloud type goes as the inverse of N. Cu exhibits the smallest 
values (re in the range 2.5–5 μm), whereas Ns has the largest particles (5–9 μm).

It follows that simple propagation models relying on the knowledge of the PSD (see Section 
8.4.2) can only work on a statistical basis. A straightforward approach would be that of scaling the 
PSD according to the time series of the liquid water content (which are available from measure-
ments or NWP models), while assuming an average PSD shape at least for a given cloud type. On 
the other hand, synthesizing instantaneous time series of the signal received after propagation 

TABLE 8.2
PSD Parameters rc, α, and γ and Liquid Water Content w Calculated Assuming a Nominal 
N = 100 Particle/cm3 Concentration for Several Cloud Types

Source Cloud Type rc (μm) α γ w (g/m3) Comments

Shettle (1989) Cu 6 3 1 0.401

St 3.33 2 1 0.116

St/Sc 2.67 2 1 0.060

As 4.5 5 1 0.102

Ns 4.7 2 1 0.326

Deirmendjian 
(1975)

C1 (Cu) 4.0 6 1 0.062 C6 is the superior mode of a precipitating 
cloud showing a bimodal PSDC5 (Ns) 6.0 4 1 0.296

C6 (Ns) 20.0 2 1 25.083

Tampieri and 
Tommasi (1976)

Cu(1) 0.64 1 0.48 0.141 Data reduction and fit of experimental size 
spectra

A lot of Cu size spectra were reportedly 
bimodal: they can be obtained as linear 
combinations of the modes reported here

Not shown here are numbers for St, As, Ns, 
and orographic clouds due to lack of 
measured data

Cu(2) 3.19 3 1.04 0.056

Cu(3) 3.53 8 2.15 0.023

Cu(4) 4.80 5 2.16 0.065

Cu(5) 5.28 3 1.07 0.243

Cu(6) 5.39 8 1.51 0.096

Cu(7) 6.92 5 6.6 0.132

Cu(8) 7.06 8 4.8 0.149

Cu(9) 7.72 2 2.39 0.356

Cu(10) 10.26 8 7.41 0.429

Cu(11) 10.40 4 2.34 0.675

Cu(12) 15.6 9 11.75 1.450

Cu(13) 15.98 2 3.97 2.085

Miles et al. 
(2000)

St (marine) 10.3 7.6 1 0.91 Average parameters from data:
w = 0.18 g/m3 (marine)
w = 0.19 g/m3 (continental)

St (continental) 5.0 7.7 1 0.10

Note: Cu = cumulus, St = stratus, St/Sc = stratus/stratocumulus, As = altostratus, Ns = nimbostratus.



237Impact of Clouds from Ka Band to Optical Frequencies

through clouds would require simulation of the evolution of the atmospheric droplets. Alternatively, 
a stochastic approach based on reproducing the features evidenced by measurement signals may 
be used.

8.3 REFRACTIVE INDEX OF LIQUID WATER AND ICE

The refractive index n quantifies the effect of the chemical composition, thermodynamic phase, and 
temperature of the cloud droplets on their electromagnetic and optical characteristics. The double-
Debye model (Manabe et al., 1987) provides an analytical expression for the real and imaginary 
parts of the permittivity of water ε′ and ε″, respectively, for frequencies up to 300 GHz over a tem-
perature range from −40°C to 30°C:

 
′ = + −

+
+ −

+
ε ε ε ε ε ε

( )
( )

( )
( )

( )
f

f f f fD S
2

0 1
2

1 2
21 1/ /  

(8.7)

 
′′ = −

+
+ −

+
ε ε ε ε ε

( )
( )

[ ( ) ]
( )

[ ( ) ]
f

f

f f f

f

f f fD D S S

0 1
2

1 2
21 1/ /  

(8.8)

where
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Figure 8.2 shows the real and imaginary parts of the refractive index of liquid water and ice from 
the visible (400 nm, i.e., 750 THz) to the microwave band (10 cm, i.e., 3 GHz). As for liquid water, 
the data are the ones tabulated by Hale and Querry (1973) and Deirmendjian (1975) in the range 
0.4–200 μm and 0.2–1 mm, respectively, whereas in the microwave range, the Debye equations 
above have been used. The refractive index is plotted at 25°C. As for ice, the data are taken from a 
recent compilation that encompasses measurements from the UV to the microwave range (Warren 
and Brandt, 2008), and for temperatures near the melting point (−7°C).

The real part of the refractive index for ice and water is similar in the range from the visible up 
to the third optical window (1550 nm) and nearly invariant with the wavelength. On the other side, 
the imaginary part, which is responsible of absorption, undergoes heavy variations, increasing by 
more than six orders of magnitudes from 400 nm to 2 μm.

8.4 PROPAGATION THROUGH CLOUDS

Wave attenuation through a population of atmospheric particles as clouds or precipitation is usually 
calculated according to one of the following two approaches:

• Physical models: Based on the microphysical and electromagnetic properties of individual 
particles. First, the interaction between the incoming radiation and a single particle is 
considered. The individual contributions are subsequently added up to find the amount of 
energy subtracted to the incoming wave. The task is rather demanding if multiple scatter-
ing is taken into account.

• Empirical models: Rely on empirical relationships linking wave attenuation to an easy-to-
measure quantity such as the liquid water content in the case of liquid clouds, the ice water 
content for cirri, or, again, the precipitation rate in the case of rain.
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Physical models provide accurate results but they require data such as the PSD, which are usu-
ally available only in a few sites (not mentioning the critical aspects discussed in Section 8.2.3). 
Empirical models are not as accurate but on the other side they can be in principle applied on a 
global scale.

The following is a brief review of the fundamental concepts that allow quantification of the inter-
action between an electromagnetic wave and a population of particles.

8.4.1 wave–Particle interaction

When an electromagnetic wave impinges on a particle, part of the incident energy is scattered in 
all directions and part of it is absorbed by the particle and dissipated into heat. On the whole, a 
certain amount of energy is subtracted to the incoming wave. Following Van de Hulst’s reasoning 
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(Van de Hulst, 1957), the energy flux scattered by a generic particle within an infinitesimal solid 
angle dΩ in the direction (ϑ, φ) is constant and can be written as

 
dP Ir d

I

k
F dsca = =2 0

2Ω Ω( , )ϑ ϕ
 

(8.9)

where I is the scattered intensity (which decreases as 1/r2), I0 is the intensity of the incoming wave (a 
scalar plane wave is assumed for the sake of simplicity), r is the distance from the particle, k is the 
propagation constant in the medium surrounding the particle (e.g., air), and F(ϑ, φ) is a dimension-
less function that describes the angular distribution of the scattered intensity. Note that, while the 
energy of the incident radiation is conveyed along parallel rays, the spherical scattered wave irradi-
ates in the form of a diverging pencil of rays.

By integrating Equation 8.9 over a spherical surface A with radius r, we obtain the total energy 
flux scattered in all directions:
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It follows from Equation 8.9 that the ratio between dPsca and I0 has the dimensions of a differ-
ential area
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Similarly, let us define an area σsca such that the total energy flux Psca scattered in all directions 
equals the intensity of the incoming wave multiplied by σsca, that is,

 P Isca sca= σ 0  (8.12)

From Equations 8.10 and 8.12, we get
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In a similar way, if part of the incoming wave is absorbed by the particle, we define an area σabs 
such that

 P Iabs abs= σ 0  (8.14)

Finally, if Pext is the amount of energy flux subtracted to the incoming wave, then

 P Iext ext= σ 0  (8.15)

Energy conservation requires that

 σ σ σext sca sca= +  (8.16)

σsca, σabs, and σext are named scattering cross section, absorption cross section, and extinction cross 
section, respectively. If σext and I0 are known, the energy flux subtracted to the wave is determined. 
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In general, σext depends on the wavelength and on the polarization of the incident wave, on particle 
shape, size, and chemical composition, and on its orientation with respect to the direction of the 
incident wave.

8.4.2 ProPagation through a layer of ParticleS

We now turn to investigate wave interaction with a population of particles of different size and 
with identical optical properties and homogeneously distributed in space. If the particles behave as 
independent scatterers (see below), σsca, σabs, and σext can be replaced by the corresponding cross 
sections per unit volume. For instance, in the case of extinction:
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where n(r) is the PSD. βext is usually referred to as volume extinction coefficient and is typically 
expressed in Np/km. In general, r is a certain size representative of particle shape. As droplets 
within (liquid) water clouds are well approximated by spheres, r is their radius. Moreover, Mie 
theory provides a closed-form expression for σext in the case of homogeneous spheres at an arbitrary 
wavelength (Deirmedjian, 1969).

We are now in a position to calculate the attenuation experienced by the traveling wave recalling 
the energetic definition of the extinction cross section. Let us consider a plane wave propagating 
along the z-axis, which enters a slab of length L along z, uniformly filled with scatterers whose size 
distribution is described by n(r). As the incident wave travels through an infinitesimal layer of width 
dz, the corresponding decrease of energy flux (assuming a unit cross section) is
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The energy flux after a propagation distance z is therefore
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where I0 is the energy flux at z = 0. The above equation known as Beer–Lambert law, when evalu-
ated at z = L, returns the energy flux of the outgoing wave. The fraction of energy transmitted is 
therefore
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and it is called transmissivity. In microwave engineering, the above ratio is more commonly mea-
sured in dB, and named wave attenuation A, that is,

 A Lext( ) ( ) ( )λ β λ= dB  (8.21)

where L is in km and βext is expressed in units of dB/km, and often called specific attenuation, and 
the wavelength dependence is made explicit. Finally, using physical units and in the case of water 
clouds, we can rewrite Equation 8.17 as follows:
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where βext is in dB/km, σext(r,λ) is in μm2, n(r) is in μm−1 cm−3, and r is in μm.
There are two fundamental assumptions behind the above reasoning:

• Independent scattering: Wave scattering by a given particle is independent of other par-
ticles. The above assumption holds if the particles are far enough from each other (with 
respect to their size). If the relative positions of the particles change randomly, independent 
scattering implies that the individual contributions can be added up in intensity rather than 
in amplitude and phase.

• Multiple scattering effects are negligible. In principle, the incident wave on a particle is 
attenuated by scattering and absorption on other particles and the particle is excited by 
the scattered waves as well. When these processes are negligible, the electromagnetic 
radiation incident on each particle is the original wave (though attenuated). Therefore, by 
superposition of effects, the total energy removed from the incoming wave by a cloud of 
particles is the sum of the ones subtracted by the single particles.

Maximum particle concentrations in very dense clouds reach 1000 per cm3, which means a 
mutual distance on the order of 50 times their size (assuming a 10 μm radius): independent scatter-
ing is therefore fulfilled. Furthermore, the atmospheric particulate is continuously reshuffled by the 
action of the gravitational force, wind, and turbulence, which results in a random phase relationship 
between scattered waves.

A straightforward explanation of multiple scattering effects descends from the quantum theory 
of light. When a photon collides with a particle it is either scattered, with a probability equal to its 
albedo σsca/σext, or absorbed with a probability σabs/σext. The direction of a scattered photon depends 
on the scattering phase function of the particle. In the single-scattering approximation, photons 
that interact with a particle are considered lost. When first-order multiple scattering is taken into 
account, the photons scattered by a particle are collected by the receiver if the scattering direction is 
within the angle of view of the receiver. Higher-order scattering involves photons scattered several 
times before eventually reaching the receiver. Unless a scattered photon travels along the propaga-
tion direction of the original wave (forward scattering), it exhibits a propagation delay with respect 
to the unscattered photons; hence it can be considered as additive noise. To conclude, the forward 
scattered photons reduce attenuation whereas all the others scattered photons decrease the signal-
to-noise ratio (SNR). The impact of multiple scattering depends on the following factors:

• Wavelength
• Characteristics of the incident wave
• Albedo and scattering phase function of the single particle
• Particle concentration
• Path length
• Receiving antenna gain, that is, in optics, size, and field of view of the receiving aperture

Single-scattering approximation is valid if roughly τ < 1 (Ishimaru, 1978), which is reasonable 
at microwaves where maximum specific attenuation are in the order of a few dB/km. In the optical 
region, the laser beam propagates only through thin clouds with small water content. In such cases, 
link geometry and the very narrow field of view of the receiver (of the order of 1 mrad or less) limit 
the impact of multiple scattering.

The full Mie’s formulation for σext is not reported here but full details can be found, for example, 
in Deirmedjian (1969). Here, we just point out that the calculation of σext requires the evaluation of 
an infinite series. In practice, the number of terms to add in order to yield convergence of the series 
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is roughly proportional to the size parameter, kr. Numerical computations are cumbersome, espe-
cially if the procedure must be repeated over a wide number of particle sizes, and are not straight-
forward though the literature on the subject has solved the critical issues (Wiscombe, 1979, 1980; 
Du, 2004). Free-ware code for scattering calculations is available on the Internet as well (ScattPort, 
2014). If the particle size is much larger or smaller than the wavelength, some simple approxima-
tions, mentioned in the following, can be used.

8.4.2.1 Rayleigh Approximation
The Rayleigh approximation applies to particles with arbitrary refraction index n and much smaller 
dimension than the wavelength, that is, for a sphere kr ≪ 1. By virtue of this, the particle is excited 
by a uniform incident electric field. Furthermore, Rayleigh scatter requires that the polarization field 
is established in a short time compared to the period of the wave, which imposes the additional con-
dition |nkr| ≪ 1. If such is the case, σext(r,λ) takes the following expression derived from Rayleigh 
theory (McCartney, 1976):
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Moreover, if absorption prevails over scattering, as it is the case for suspended liquid water in the 
microwave region, we get
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As σext is proportional to the particle volume, by substituting Equation 8.24 into 8.22, we obtain 
that the extinction coefficient is proportional to the liquid water content w:
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where ρw is the liquid water density in g/cm3, λ is in m, and w is in g/m3.
According to Ulaby et al. (1981), the above equation holds for droplet radii smaller than 100 μm 

and for frequencies below 100 GHz. Comparing the specific attenuation (in dB/km) obtained from 
the Mie’s rigorous theory against Equation 8.25 for the cloud types in Table 8.2, relative errors are 
well within 1% at 100 GHz in all cases except C6 (i.e., a superior mode in a precipitating cloud), 
while remaining below 4% at 300 GHz. Therefore, Equation 8.25 can be safely used for cloud 
attenuation calculations at microwaves.

8.4.2.2 Optical Approximation
The geometrical optics representation of light can be used in solving the problem of light scattering 
by a particle only if the particle size is much larger than λ. If such is the case, rays can be distin-
guished in two types, according to the way they are produced:

• Reflection and refraction of rays hitting the surface of the particle. Part of the energy 
carried by these rays is absorbed by the body, and part of it emerges from the particle by 
direct refraction at its surface or after one or more internal reflections and forms a pattern 
of scattered light with a certain angular distribution.

• Diffraction of the incomplete wave front formed by the rays passing along the particle. 
The diffracted light results in a certain distribution of intensity, which, at sufficiently large 
distance, follows the Fraunhofer diffraction pattern.
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An important difference between the above two processes is that the diffracted light depends on 
the shape and size of the body but it is independent of its nature. Furthermore, diffraction does not 
change the polarization state and the diffracted pattern is the same whatever the polarization of the 
incident wave.

If the particle size is much larger than the incident wavelength, the extinction cross section 
approaches twice the geometric cross section of the particles (Van de Hulst, 1957) hence for spheres:

 σ πext r= 2 2

 (8.26)

This result can be justified by energetic arguments, provided the sphere is absorbing. In fact, by 
virtue of Babinet principle (Born and Wolf, 1999), the diffraction pattern is the same (in terms of 
intensity) as the one produced by replacing the particle with an indefinite black screen normal to 
the incident radiation with a hole of the same geometrical cross section as the particle. Hence, the 
energy flux removed by diffraction equals the one intercepted by the particle and lost due to scat-
tering or absorption.

As a consequence, the extinction coefficient can be written as
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where w is in g/m3, ρ is in g/cm3, and re is in μm. Clouds with a moderate liquid water content of 
0.1 g/m3 and a 5 μm effective radius produce a specific attenuation around 130 dB/km in the vis-
ible range. Note that (a) for a given value of w, βext is inversely proportional to re, and (b) only two 
independent parameters are required to calculate βext in the optical limit (whereas it is not necessary 
to know the full microphysical details, such as the PSD).

The one in Equation 8.27 is an acceptable approximation for σext of cloud droplets in the visible 
range up to the first and third optical windows. At longer IR wavelengths, the general expression in 
Equation 8.22 and Mie theory should be used.

8.4.3 clouD attenuation

In the microwave band, specific attenuation due to clouds can be estimated by the simple Equation 
8.25. Figure 8.3 shows βext against the frequency in the 3–100 GHz range with the liquid water con-
tent as the parameter at two different temperatures (0°C and 25°C).
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On the other side, in the optical region, the microphysics must be taken into account. To get 
an insight into the dependence of βext on both λ and the PSD, Figure 8.4 shows the ratio between 
βext (λ) and βext at 0.550 μm (i.e., the middle of the visible window taken here as a reference), over 
a wide range of wavelengths, including the ones suitable for FSO for a subset of cloud types in 
Table 8.2. βext is independent of either λ or the PSD shape up to λ ~ 1 μm (which descends from 
Equation 8.27). In the first optical window (0.75–0.85 μm), the PSD dependence is negligible. 
βext at 1.550 μm is usually slightly larger than βext at 0.850 and 0.550 μm, the percent differences 
being within 10% for all PSDs. On the other hand, large differences are evident when comparing 
longer wavelengths with the visible range: for instance, the reduction in βext at 10.6 μm exceeds 
20% in a majority of cases. The PSDs with small particles exhibit the higher transmission gain 
at 10.6 μm.

By rescaling each PSD with the correct value of liquid water content and particle concentra-
tion, we get some order of magnitude estimates of optical attenuation for the various cloud types. 
With this objective, every cloud type has been given a lower and upper bound for the liquid water 
content as drawn from measurements (Squires, 1958; Durbin, 1959; Zuev, 1970; Miles et  al., 
2000; Deng et al., 2009). Table 8.3 lists the denormalized PSDs that are a subset of the ones in 
Table 8.2 as PSDs with similar characteristic parameters, hence with similar attenuation values, 
have been decimated for the sake of visual clarity. The maximum particle concentration has been 
limited to 1000 particle/cm3 (i.e., the maximum reported in the literature), when the liquid water 
content for a certain PSD would have unacceptably large values (this is the case of C1 and Cu(3) 
in Table 8.3).

As for ice particles, it is reasonable to state that the extinction coefficient is negligible at micro-
waves due to the small number concentration of ice particles. In the optical range, specific atten-
uation is not negligible even at small particle concentrations. The calculation of the extinction 
coefficient from Equation 8.22 is complicated by the several different crystal shapes (also named 
“habits”) observed in ice clouds. In spite of the presence of diverse crystals, Platt (1997) has shown 
that in the optical range, the specific attenuation due to ice clouds can be derived from the ice water 
content wi through the following power-law relationship:

 βext iw= 40 26 0 68. (. dB/km)  
(8.28)

where wi is in g/m3.
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FIGURE 8.4 Normalized extinction coefficient against the wavelength for several cloud types.
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8.5 CLOUD ATTENUATION PREDICTION MODELS

Assessing the impact of clouds on wireless communication systems (microwave range or optical 
wavelengths) typically consists of predicting the long-term statistics of cloud attenuation along the 
whole Earth–space link, whereby the power margin to cope with such attenuation can be deter-
mined for a given system availability requirement. As a result, with this objective, cloud attenuation 
prediction models are required to combine the expressions derived so far for the calculation of the 
specific attenuation based on the microphysical properties of cloud bodies with additional inputs 
and methodologies specifically addressing the occurrence of clouds over the site of interest (as well 
as their water content amount), which is obviously tightly bound to meteorology. Indeed, as is clear 
in Figure 8.1, cloud cover varies significantly from site to site, and so does consequently the overall 
impact of clouds on the communication system.

Below is the description of some models proposed so far in the literature to estimate cloud 
attenuation. The overview is far from being comprehensive, as we have selected only those models 
that do not simply define relationships typically between the specific attenuation and liquid water 
content, but also take advantage of input meteorological data to predict yearly cloud attenuation sta-
tistics (typically, the complementary cumulative distribution function [CCDF]). Models are sorted 
based on their complexity, starting from semiempirical methodologies receiving as input simple 
local measurements such as the ground temperature and water vapor concentration to much more 
complex models exploiting global atlases of cloud cover and water content.

8.5.1 DintelMann anD ortgieS MoDel

One of the early models aimed at predicting cloud attenuation statistics was proposed by Dintelmann 
and Ortigies (1989). The model relies on sound physical concepts on the formation of clouds associ-
ated with water vapor condensation but also includes an empirical component regarding the vertical 
extension of clouds.

TABLE 8.3
PSD Parameters, Lower and Upper Bounds for the Number Concentration and the 
Liquid Water Content, and Corresponding Extinction Coefficient at W-Band and at 
Two Optical Wavelengths for Several Cloud Types

Cloud Type rc (μm) α Γ N (cm−3) w (g/m3) 93 (GHz) 0.550 (μm) 10.6 (μm)

Cu 6 3 1 10–210 0.03–0.86 0.1–4.0 17–487 17–479

St 3.33 2 1 10–220 0.01–0.26 0–1.2 8–215 6–160

St/StCu 2.67 2 1 20–750 0.01–0.45 0–2.1 10–468 6–283

As 4.5 5 1 10–100 0.01–0.1 0–0.5 10–96 6–64

Ns 4.7 2 1 3–30 0.01–0.1 0–0.5 6–58 6–55

C1 (Cu) 4.0 6 1 50–1000 0.03–0.62 0.1–2.9 35–723 19–398

Cu(3) 3.53 8 2.15 130–1000 0.03–0.23 0.1–1.1 53–407 18–135

Cu(5) 5.28 3 1.07 10–350 0.03–0.86 0.1–4.0 20–585 18–517

Cu(7) 6.92 5 6.6 20–650 0.03–0.86 0.1–4.0 29–844 20–567

Cu(10) 10.26 8 7.41 10–200 0.03–0.86 0.1–4.0 20–570 19–554

Cu(11) 10.40 4 2.34 5–130 0.03–0.86 0.1–4.0 16–459 17–496

Cu(12) 15.6 9 11.75 2–60 0.03–0.86 0.1–4.0 13–377 16–460

St (continental) 5.0 7.7 1 10–250 0.01–0.26 0–1.2 10–258 6–168

Note: Cu = cumulus, St = stratus, St/Sc = stratus/stratocumulus, As = altostratus, Ns = nimbostratus.
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The basic idea of the model is that clouds result from the condensation of water vapor, which 
takes place when the water vapor concentration at a given height H, ρ(H), exceeds the saturation 
density ρS. Furthermore, the model assumes that ρ(H) can be derived from meteorological ground 
measurements and that the clouds base lies around the 0°C isotherm height H, which, according to 
Ito (1989), is related to the ground temperature T0 as follows (H in km and T0 in K):

 H T= + −0 89 0 165 2730. . ( )  (8.29)

The water vapor density can be estimated using the equation state assuming an adiabatic process:
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where ρ0 (g/m3) and T0 (K) are the ground water vapor concentration and temperature, respectively, 
g is the gravitational acceleration (approximately equal to 9.8 m/s2), R is the fundamental gas con-
stant (for water vapor R ≈ 0.4615 J/(K g)), k is 4/3 (specific heat ratio for the water vapor molecule), 
and T (K) is the absolute temperature close to H. In the model, the latter is assumed to be approxi-
mately equal to 270 K.

Once ρ(H) is available, the cloud liquid water content w can be calculated as the difference 
between the water vapor density ρ and the water vapor saturation density ρS, whose value is about 
3.82 g/m3 for T ≈ 270 K = −3.15°C (Bolton, 1980). In mathematical terms
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From w, the specific cloud attenuation can be calculated using Slobin’s approximated expression, 
that is (Slobin, 1982):

 
α

λ
=

−5 038 10
2

. w 0.744

 
(8.32)

where α is expressed in dB/km and λ is the wavelength in cm. The final step to derive the cloud 
attenuation A along a slant path with elevation angle θ is

 
A

D= α
θsin( )  

(8.33)

where D is the vertical extent of the cloud. While most of the concepts underpinning the Dintelmann 
and Ortgies model are physically sound, due to the scarce knowledge on D, the authors resorted to 
the following empirical expression for this parameter (D in km and w in g/m3):

 D w w= − +0 15 0 023 0 0055 2. . .  (8.34)

Equation 8.34 was derived from radiometric measurements at 20 and 30 GHz and concurrent 
ground meteorological data, which were combined to estimate the slant path attenuation (θ = 30°) 
due to clouds by removing the contribution of oxygen and water vapor.
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The formulation of the Dintelmann and Ortgies model is simple and effective, but, on the other 
hand, its main drawback comes from the empirical nature of Equation 8.34 whose validity for other 
sites is an open point. Moreover, an aspect to be further elucidated is when clouds are associated 
with large weather fronts rather than being formed locally.

Table 8.4 summarizes the inputs, equations, and constants for the practical application of the 
Dintelmann and Ortgies model.

8.5.2 altShuler anD Marr MoDel

Altshuler and Marr (1989) developed a methodology to estimate cloud attenuation along slant 
paths from the sole knowledge of the surface absolute humidity ρAH. The model originates 
from an extensive measurement campaign performed in Massachusetts, using a dual-frequency 
radiometer.

The method starts from the investigation of specific attenuation due to fog as a function of the 
liquid water content presented in Altshuler (1989), where theoretical calculations of the extinction 
due to fog were given for different values of temperature (−8°C < T < 25°C), which the dielectric 
constant of water depends on according to the values tabulated in Rozenberg (1974), and wave-
length, that is, 3 mm < λ < 3 cm (frequency between 10 and 100 GHz for vacuum). The results 
derived in Altshuler (1989) for fog are valid for clouds as well because both of them consist of small 
suspended water droplets, whose typical diameter (in the order of microns) is much smaller than the 
wavelength range considered. As discussed in Section 8.4.2.1, in this case, the Rayleigh approxi-
mation holds for the calculation of the droplets’ extinction properties and the specific attenuation 

TABLE 8.4
Inputs, Equations, and the Constants for the Practical Application 
of the Dintelmann and Ortgies Model

Inputs Outputs

Surface temperature T0

Surface water vapor concentration ρ0

Link elevation angle θ
Wavelength λ

Slant path attenuation A

Equations Values of Constants Units

H = 0.89 + 0.165(T0 − 273) – T0 in K
H in km

ρ ρ= − −









−

0
0

0

1

1
1T

T

k

k

gH

RT

k
k k = 4/3

T  = 270 K
R = 0.4615 J/(K g)
g = 9.8 m/s2

T0 in K
ρ and ρ0 in g/m3

H in km

w =
≤

− >






0 3 82

3 82 3 82

ρ
ρ ρ

.

. .

g/m

g/m

3

3

– w in g/m3

ρ in g/m3

α
λ

=
−5 038 10

2

. w 0.744 – α in dB/km
w in g/m3

λ in cm

D w w= − +0 15 0 023 0 0055 2. . . – w in g/m3

D in km

A
D= α

θsin( )

– A in dB
α in dB/km
D in km
θ in rad



248 Radio Wave Propagation and Channel Modeling for Earth–Space Systems

only depends on their concentration (number of particles per unit volume), not on their shape. The 
derived values (attenuation in [dB/km]/[g/m3]) were fitted using the following analytical formula-
tion assuming T = 10°C (same temperature assumed for all the droplets in the cloud):

 
α λ

λw = + +1 2 0 0371
19 96

1 5. .
.

.
 

(8.35)

where λ is in mm.
The analysis of the large set of data collected by the radiometers showed that the cloud attenu-

ation and the surface absolute humidity ρAH measured by collocated ancillary sensors are linearly 
related. Combining this information with Equation 8.35, the authors derived the following expres-
sion for the zenith attenuation due to clouds Az (dB):

 
Az AH= − + +





+0 0242 0 00075
0 403

11 31 15. .
.

( . ).λ
λ

ρ
 

(8.36)

where the absolute humidity ρAH is expressed in g/m3.
Equation 8.36 is valid for zenithal paths; the vertical extent of clouds is empirically included in 

the expression because the equation was fitted to the radiometric derived data. The dependence of 
cloud attenuation A (full cloud cover case) on the elevation angle is further taken into account by 
complementing Equation 8.36 as follows:

 
A A Dfull z= ( )θ

 (8.37)
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D(θ) is simply calculated as the cosecant of the elevation angle (assumptions of flat Earth and of 
horizontal homogeneity for clouds) for θ > 8°, while for lower angles, the curved Earth model is 
needed. In the latter case, additional values are necessary to calculate D(θ), that is, the effective 
Earth radius ae = 8497 km and the effective height of attenuating atmosphere he (km). The latter, 
derived in a previous study (Altshuler and Marr, 1988), is a function of the absolute humidity as 
well (ρAH in g/m3):

 he AH= −6 35 0 302. . ρ  (8.39)

The statistical comparison of the cloud attenuation data collected under partial (Apart) and full 
(Afull) cloud cover (visual classification) revealed that, while for very low humidities, values are 
almost coincident, for higher humidities, the partial cloud attenuations are approximately 85% of 
the attenuations experienced under full coverage. Hence, it is reasonable to assume that

 
A Apart full= 0.85 

 (8.40)

The model proposed by Altshuler and Marr is of easy application as it requires only local surface 
absolute humidity values as input, but being its formulation partially empirical, its validity in other 
sites is yet to be evaluated.
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Table 8.5 summarizes the inputs, equations, and constants for the practical application of the 
Altshuler and Marr model.

8.5.3 Salonen anD uPPala MoDel (itu-r P.840-6)

The model proposed by Salonen and Uppala (1991), currently adopted in Recommendation ITU-R 
P.840-6 (ITU-R P.840-6), relies on the method developed by Liebe et al. (1993), which estimates 
the path attenuation induced by clouds using microphysical concepts and vertical profiles of tem-
perature (T) and liquid water content (w). According to Liebe et al. (1993), the specific attenuation 
γC (dB/km) due to clouds is expressed as

 γ C lK w=  (8.41)

where w is the liquid water content (g/m3), f is the frequency in GHz and
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(8.42)

In Equation 8.42, η ε ε2 2= + ′ ′′( )/ , while ε′ and ε″ are the real and imaginary parts of 
the electric permittivity of water, respectively. The latter are deduced from the double-Debye 
model (Manabe et  al., 1987), whose Equations 8.7 and 8.8 have been already introduced in 
Section 8.3.

The significant contribution provided by Salonen and Uppala (1991) lies in the definition of a 
model to estimate, in a simple way, the distribution of the liquid water content along the path using 
vertical profiles of temperature (T), pressure (P), and relative humidity (RH). In turn, these quanti-
ties can be measured by radiosondes (typically launched at airports up to four times per day) or 
extracted from NWP products, for instance, made available by the ECMWF (Uppala et al., 2005). 
The cloud model developed by Salonen and Uppala, subsequently slightly modified in Martellucci 

TABLE 8.5
Inputs, Equations, and the Constants for the Practical Application 
of the Altshuler and Marr Model

Inputs Outputs

Absolute humidity ρAH

Link elevation angle θ
Wavelength λ

Slant path attenuation A

Equations Values of Constants Units
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et al. (2002) to introduce also the prediction of ice water content, detects clouds in all the layers for 
which the relative humidity, RH(h), exceeds a critical humidity threshold defined as

 RH h h h hC ( ) ( )( ( ))[ ( ( ) . )]= − − + −1 1 1 0 5α σ σ β σ  (8.43)

where α = 1.0, β = 3 , and σ(h) is ratio of the pressure at the considered height h and at the surface 
level. If the measured relative humidity is higher than the critical one at the same pressure level 
(RHC(h)), the level is assumed to be in the cloud. Once a level is evaluated to be in the cloud, the 
next phase is to predict the liquid water content w (g/m3) at that level, which can be achieved using 
the following expression:
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In Equation 8.44, T is the temperature (°C), hc is the height from the cloud base (m), w0 = 0.17 (g/m3), 
c = 0.04 (1/°C), and hr = 1500 (m). The cloud liquid water/ice fraction, pw(T), is given by
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According to Equation 8.45, the model predicts that only liquid water and ice are present at high 
(T > 0°C) and at low (T ≤ −20°C) temperature, respectively, while both physical phases coexist for 
0°C < T ≤ −20°C.

As a result, using the equations above, it is possible to calculate the vertical profile of the cloud-
specific attenuation γC, as well as the path attenuation A by simple integration. Although interesting and 
accurate, the methodology presented so far is of quite complex application as it requires the knowledge 
of the full vertical structure of the troposphere. As a further step, Salonen and Uppala proposed a viable 
way to simplify the calculation of A using vertically integrated quantities, much easier to handle than 
whole profiles, by defining the liquid water content reduced to a fixed temperature TR, wR(TR), such that

 γ γC C l R R RK T w T≈ ′ = ( ) ( )  (8.46)

γ ′C in Equation 8.46 indicates that the information on the temperature (specific cloud attenuation) 
variation with height can be embedded in wR. In other words, the specific attenuation due to clouds 
is calculated as if the temperature within the cloud were always TR, regardless of the layers’ height, 
and this deviation from the actual values of T is taken into account by modifying w into wR. This in 
turn allows the use of the same Kl(TR) for all cloud layers, and, therefore, to consider the integrated 
liquid water content reduced to TR, WR(TR) (mm), for the calculation of the whole path attenuation 
due to clouds (L and l indicate the zenithal cloudy path length and cloud layer height, respectively):
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In Equation 8.47, the dependence on the link elevation angle has been made explicit by the intro-
duction of the cosecant of the elevation angle θ, which indicates that the Salonen and Uppala model 
considers a simple scaling of the attenuation assuming horizontal homogeneity of clouds. This 
might represent a limitation for very low values of θ (e.g., <10°), because the probability for the link 
to intersect different liquid water content values clearly increases.

The expression for wR has been obtained in Salonen and Uppala (1991) by minimizing the over-
all discrepancy between γC and γ ′C over the frequency range fint = fmin – fmax, which Equation 8.47 is 
expected to cover. This leads to
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The ITU-R has adopted in Recommendation P.840-6 (ITU-R P.840-6) the approach proposed 
by Salonen and Uppala to calculate cloud attenuation using WR, whose statistics are attached to the 
recommendation as calculated according to Equation 8.48 from P-RH-T profiles extracted from 
the ERA40 database with latitude/longitude grid resolution equal to 1.125° × 1.125° (Uppala et al., 
2005); in this case, Δf = 10–60 GHz and TR = 0°C were chosen. Indeed, the application of Equation 
8.47 is tightly linked to such database, as this simplified approach cannot readily take advantage 
of alternative (and possibly more accurate) inputs, such as integrated liquid water content data pro-
vided by Earth observation sensors (e.g., moderate-resolution imaging spectroradiometer [MODIS, 
2012]) and cloud profiling radar (CPR) (Stephens et al., 2002) on board the Aqua and CloudSat 
satellites, respectively).

Table 8.6 summarizes the inputs, equations, and constants for the practical application of the 
Salonen and Uppala model adopted in Recommendation ITU-R P.840-6.

TABLE 8.6
Inputs, Equations, and the Constants for the Practical Application of the 
Salonen and Uppala Model Adopted in Recommendation ITU-R P.840-6

Inputs Outputs

Local statistics of reduced integrated liquid
water content WR (ITU-R P.840-6)
Link elevation angle θ
Frequency f

Slant path attenuation A

Equations Values of Constants Units
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8.5.4 MaSS aBSorPtion coefficientS to calculate clouD attenuation

The Salonon and Uppala model relies on physically sound concepts and, thus, it is expected to show 
good prediction accuracy, as indeed verified, for example, in Davies et al. (1998) and Salonen and 
Uppala (1991). On the one hand, the high-accuracy results can be obtained only using full vertical 
profiles of temperature and liquid water content (following the approach proposed in Liebe et al. 
[1993]), while, on the other hand, the simplified version of the methodology (through Equation 8.47) 
requires as input global maps of integrated reduced liquid water content WR, which are calculated 
from NWP products. This poses two main problems: first, a change in TR (as suggested in Luini 
et al. [2013] to reduce the approximation error inherent in the use of wR instead of w) and/or Δf 
(e.g., to address frequencies higher than 60 GHz with minimum loss of accuracy) would require a 
full (and computationally heavy) reprocessing of the entire set of ERA40 P-RH-T vertical profiles 
(or of any equivalent global database); second, the accuracy of the resulting WR (and, hence, of the 
predicted attenuation using Equation 8.47) might be negatively affected by the coarse spatial and 
temporal resolution of NWP products.

An alternative approach to efficiently estimate cloud attenuation has been recently proposed in 
Luini and Capsoni (2014a). The method does not requires the knowledge of the vertical structure 
of the troposphere, but it involves the use of the mass absorption coefficient for liquid water, aW( f) 
in Equation 8.49, widely employed in remote sensing applications to linearly relate the integrated 
liquid water content W (mm) to the associated attenuation at a given frequency f, A (θ in the elevation 
angle) (Luini et al., 2007):

 
A f

a f WW( )
( )

sin( )
=

θ  
(8.49)

As a matter of fact, aW can be calculated as the slope of line fitting the values on the W/A plane, 
which, as mentioned in the previous sections, can be obtained from radiosonde observations 
(RAOBS) by first applying the Salonen and Uppala model to the vertical profiles of P-RH-T for 
cloud detection and integrated liquid content quantification, and, afterward, by using the model in 
Liebe et al. (1993) to calculate γC (Equation 8.41) and, hence, A. In this way, the variation of the 
temperature within the cloud profile (and of the associated specific attenuation) is no more embed-
ded in WR but is taken into account by the mass absorption coefficient aW.

Luini and Capsoni (2014a) derived aW from an extensive set of RAOBS data collected routinely 
twice a day for 10 years (1980–1989) in 14 sites ranging from northern (e.g., Sodankyla, Finland) to 
southern (e.g., Trapani, Italy) Europe, that is, subject to very different climates. The differences in 
aW from site to site were found to be negligible as regards the calculation of cloud attenuation. This 
suggests that, although both the type and probability of occurrence of clouds differ from site to site, 
their vertical structure, in terms of relationship among pressure, temperature, and relative humidity, 
is alike. This allows deriving a simple expression for aW (dB/mm) as a sole function of frequency 
(Luini and Capsoni, 2014a):
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where 20 GHz ≤ f ≤ 200 GHz, while the real and imaginary parts of the electric permittivity of 
water (see Equations 8.7 and 8.8) are calculated for T = 0°C. The accuracy of Equation 8.50 was 
assessed against the RAOBS dataset mentioned above, showing a maximum relative approximation 
error of 6% (Luini and Capsoni, 2014a).

As a result, Equation 8.50, which is a deviation from Kl in Equation 8.42, can be used in temper-
ate/mid-latitude sites to calculate the cloud attenuation along the path A, for frequencies between 20 
and 200 GHz, as a function of local W values derived from different sources/models.
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Table 8.7 summarizes the inputs, equations, and constants to calculate cloud attenuation using 
the liquid water mass absorption coefficient.

8.5.5 Dah MoDel

The DAH model was preliminary presented in Dissanayake et al. (1997) and extended in Dissanayake 
et al. (2001) for a more accurate prediction of cloud attenuation along low-elevation paths.

The main assumption of the DAH model is that cloud attenuation A follows the lognormal distri-
bution (as verified from measurements for instance in Al-Ansafi et al., 2003), according to which, 
the probability that A (dB) exceeds a given threshold A* in a year is

 
P A A
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2 2
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(8.51)

In Equation 8.51, PC
tot  is the yearly probability to have cloud attenuation, μ and σ are the mean 

and standard deviation values of ln A while erfc is the complementary error function.
A key feature of the DAH model is that it takes into account the attenuation induced by four dif-

ferent types of cloud, whose average properties are listed in Table 8.8.

TABLE 8.7
Inputs, Equations, and the Constants to Calculate Cloud Attenuation Using the 
Liquid Water Mass Absorption Coefficient

Inputs Outputs

Local statistics of integrated liquid water content W
Link elevation angle θ
Frequency f

Slant path attenuation A
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TABLE 8.8
Main Features of the Four Cloud Types Used in the DAH Model

Cloud Type Vertical Dimension LV (km) Horizontal Dimension LH (km) Liquid Water Content (g/m3)

Cumulonimbus 3.0 4.0 1.0

Cumulus 2.0 3.0 0.6

Nimbostratus 0.8 10.0 1.0

Stratus 0.6 10.0 0.4
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The spatial distribution of the liquid water content w within real clouds is rather inhomogeneous, 
but, for simplicity and for ease of application, the DAH model sketches each cloud as a cylinder 
(with horizontal and vertical extent equal to LH and LV, respectively) filled with the same w value. 
Depending on the site, each of the cloud types reported in Table 8.8 is associated with a different 
probability of occurrence, as it is reasonable to expect moving from one climatic region to another 
other one. In the DAH model, these occurrence probabilities are extracted from a cloud cover atlas 
developed on the basis of more than 4000 World Meteorological Organization (WMO) stations where 
visual observations of different cloud types were carried out for more than 10 years at least four times 
per day. Such data were assembled to create a global cloud cover atlas providing the occurrence 
probability for several cloud types (Warren et al., 1986) on a uniform 5° × 5° latitude/longitude grid.

The specific cloud attenuation γC (dB/km) is calculated according to the same Rayleigh approxi-
mation already introduced while describing the Salonen and Uppala model (Section 8.5.3). As a 
result, for each cloud, the zenith path attenuation (dB) is obtained as
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where the liquid water content w (g/m3) and the vertical extent LV (km) are extracted from Table 8.8. 
The formulation of γC (dB/km) reported in Dissanayake et al. (2001) is equivalent to Equation 8.42 
but is expressed as a function of the wavelength λ (m) and the density of water ρd (g/m3), which, 
in the temperature range −20°C ≤ T ≤ 10°C, can be reasonably taken as 1. For simplicity, the tem-
perature within the whole cloud is assumed to be T = 0°C (which the electric permittivity of water 
ε depends on) and the adjustment factor 0.52, empirically determined against real cloud attenua-
tion measurements, is introduced to account for the fact that the cloud cover values in the cloud 
atlas applies to the complete sky while the cloud attenuation is calculated along a given direction. 
Thus, the four cloud types (attenuation and probability of occurrence) and the total cloud cover 
(extracted from the atlas as well) provide five points of the CCDF curve, and the best-fit curve (refer 
to Equation 8.51) is found from these points.

While Equation 8.52 is valid for zenithal links, for slant paths, the effective length through each 
cloud Li must replace LV. Making reference to Figure 8.5, if the elevation angle θ is larger than ϕ 
(case a), the path length is fully contained within the cylindrical cloud. For θ smaller than ϕ (case b), 
the probability to intersect more than one cloud along the path increases, which can be taken into 
account by using an effective horizontal path length Leff similar to the one used for some rain attenu-
ation models (ITU-R P.618-11).

To sum up (Li in km, i being the i index for the cloud type reported in Table 8.8):
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FIGURE 8.5 Reference scheme for the calculation of cloud attenuation statistics on slant paths using the 
DAH model.
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where
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The DAH model is inherently global and in fact it has proved to predict cloud attenuation statis-
tics collected in different sites (Dissanayake et al., 2001) with good accuracy. On the other hand, 
its applicability is tightly linked to cloud cover atlases, not always easily retrievable, containing 
information on the four types of clouds defined in the model.

Table 8.9 summarizes the inputs, equations, and constants for the practical application of the 
DAH model.

TABLE 8.9
Inputs, Equations, and the Constants for the Practical Application of the DAH Model

Inputs Outputs

Latitude and longitude of the site
Link elevation angle θ
Frequency f

CCDF of cloud attenuation A

Equations Values of Constants Units
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i index of the cloud 
type (see Table 8.8)
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8.5.6 StochaStic MoDel of clouDS

As is clear from the cloud attenuation methods described so far, accurate predictions of A can only 
be achieved by combining physical models for the interaction between electromagnetic waves and 
suspended liquid water droplets with proper knowledge of the spatial distribution of the liquid 
water content w or, at least, of the integrated liquid water content W. This is a key aspect gaining 
more and more importance as the complexity of communication systems progressively increases. 
In fact, for systems implementing site diversity schemes for the mitigation of high fades (Luini 
and Capsoni, 2013a) or for low Earth orbit (LEO) satellite applications where the ground antenna 
changes elevation (from very low to high) and azimuth angles in a few minutes, the spatial cor-
relation of clouds plays a relevant role both because it is implicitly involved in the design of the 
diversity schemes, but also because at low elevations the assumption of horizontal homogeneity 
for clouds is no longer acceptable and thus the full vertical and horizontal distribution of w needs 
to be taken into account.

All these aspects are addressed by SMOC, a methodology first described in Luini and Capsoni 
(2012a) and further extended in Luini and Capsoni (2014b), to synthesize high-resolution three-
dimensional (3D) cloud fields. The model takes advantage of the stochastic approach proposed by 
Bell (1987), which, as an intermediate step, generates random spatially correlated Gaussian fields. 
The synthesis of spatially correlated cloud fields relies on the knowledge of the fractional cloud 
cover fW and the average integrated cloud liquid water EW over the “target area,” typically derivable 
from global meteorological products (e.g., NWP from the ECMWF [Uppala et al., 2005]), from 
which, in addition, the standard deviation of the cloud liquid water content over the target area 
(a necessary input), SW, can be derived as explained in the following.

The main idea of SMOC is that, by introducing suitable statistical properties of the integrated liq-
uid water content W (first-order statistics and spatial distribution) observed in real cloud fields, it is 
possible to deintegrate average cloud quantities regularly provided worldwide over a coarse latitude/
longitude grid (at least for radio wave propagation applications) with long sampling time (NWP), 
and, in practice, to synthesize realistic fields of w with fine spatial resolution (1 km × 1 km × 100 m) 
over areas in the order of 200 km × 200 km (the “target area”).

8.5.6.1 Model Development
The statistical properties of the integrated liquid water content were inferred from an extensive set 
of cloud fields observed by the MODIS on board the LEO Aqua satellite, which acquires radiance 
data in 36 optical channels (wavelength in the 0.4–14.4 μm range) with high spatial resolution (from 
250 m to 1 km footprint, linear size). Among the atmospheric high-resolution products made freely 
available by the National Aeronautics and Space Administration (NASA), maps of W (dimension of 
200 km × 200 km, 1 km × 1 km spatial resolution, 40,000 pixels) were extracted to investigate the 
main statistical features of W (MODIS, 2012).

First, the analysis of the W maps revealed a strict correlation between EW and SW: the probability 
density function (PDF) of SW conditioned to EW, p(SW | EW), follows the lognormal law and, in addi-
tion, its main parameters, μp and σp in Equation 8.55, depend on EW. In mathematical terms
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In turn, the distribution of W within each 200 km × 200 km map (all the samples in the map 
conditioned to having W > 0 mm) was found to be lognormal as well. Also, the spatial correlation of 
clouds was investigated from MODIS data using the customary spatial correlation index
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E[⋅] and σ[⋅] are the mean and standard deviation operators, while W(x) and W(y) are the cloud 
liquid water content time series, respectively, relative to pixels x and y in each 200 km × 200 km 
cloud map. Figure 8.6 depicts the spatial correlation of W obtained by averaging ρ values relative to 
all the couples of pixels at the same distance (gray line with circle markers).

For comparison, the average spatial correlation of rainfall as obtained from a set of rain fields 
derived by the NIMROD weather radar network (Luini and Capsoni, 2012b) has been added to 
Figure 8.6 in order to show the much higher spatial variability of precipitation with respect to 
clouds. The results shown in Figure 8.6 indicate a decorrelation trend for cloud that is similar to the 
one reported in Garcia et  al. (2008) (slow decay with distance), where the spatial correlation of 
clouds was investigated from 5 years of data collected every 6 h in 33 sites across Spain; however, 
the two sets of results are not directly comparable because in Garcia et al. (2008), the statistical 
dependence index was used instead of the correlation index and, moreover, the quantity investigated 
is not W but the cloud cover fW.

As clarified in Bell (1987), the stochastic approach that SMOC relies on to synthesize realistic 
cloud fields starts from the generation of random Gaussian fields, whose spatial correlation ρG(d) 
needs to be known. This was estimated as well by first turning each MODIS cloud field into a 
truncated Gaussian field, which, under the assumption of lognormal distribution for W, corresponds 
to inverting Equation 8.63 reported in Table 8.10. Afterward, the spatial correlation of the random 
Gaussian process has been calculated from converted maps using the same definition of ρ as in 
Equation 8.57. The resulting average ρG(d) is well represented by the following analytical expres-
sion (the distance d is expressed in km):

 ρG
d dd e e( ) . .. .= +− −0 35 0 657 8 225 3/ /

 (8.58)
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FIGURE 8.6 Average decorrelation with distance of the integrated cloud liquid water W calculated from 
MODIS data (gray line with circle markers) and of rain rate R calculated from NIMROD data (black solid line 
with square markers).
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TABLE 8.10
Step-by-Step Procedure for the Practical Application of SMOC to Predict Cloud 
Attenuation Statistics (CCDF)

Inputs Outputs

Latitude and longitude of the site
Link elevation angle θ
Frequency f

CCDF of cloud attenuation A

Step Comments

 1. Extract the fractional cloud cover ( fERA) and the spatial 
average of the integrated cloud liquid water (WERA) from 
the ERA40 database. Thus, EW = WERA (mm) and fW = fERA 
(0–1 range)

For a given site with coordinates (lat, lon), fERA and 
WERA will result from the bilinear interpolation of 
the values relative to the four surrounding grid 
pixels, as suggested by the ECMWF

 2. From EW, derive μp and σp as from the expressions in 
Equation 8.56

μp and σp completely define p(SW | EW) in 
Equation 8.55

 3. Randomly extract SW from the lognormal distribution 
p(SW | EW) derived at step 2

–

 4. Generate a random Gaussian field g(x,y) with the spatial 
correlation ρG in Equation 8.58

Full details on the procedure to generate spatially 
correlated random Gaussian fields are provided in 
Bell (1987)

 5. Calculate μLN and σLN of the lognormal distribution 
characterizing the cloud map to be generated 

(for W > 0 mm): 

µ

σ

LN
W

W

W W

LN W
W

W

f

E

E S

f
S

E

=
+













= +
















ln

ln

.

1

1

1 5

2

2 2

2

2 
















μLN and σLN derive from the inversion of the following 
equation system: 
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While EW and SW in the equations above come from 
the NWP database, the right-hand sides express the 
mean and standard deviation values of a random 
variable whose value is 0 with probability 1 − fW 
(cloud-free fraction of the map) and is extracted 
from a lognormal distribution (with parameters μLN 
and σLN) with probability fW

 6. Turn the Gaussian field g(x,y) into a lognormal (cloud) field 
C(x,y): set C(x,y) = 0 if g < gth, otherwise: 
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g fth W= −2 21erfc ( ) and erfc is the complementary 
error function.

 7. Randomly extract the cloud base height h0 from the 
generalized extreme value PDF in Equation 8.62

–

 8. For each pixel of the generated synthetic map (i.e., every 
W value), derive a and b from Equations 8.60 and 8.61 and, 
hence, generate the vertical profile of w using Equation 8.59

–

 9. For every position of the ground station across the synthetic 
cloud field, integrate w along the radio link to obtain the 
integrated liquid water content W

–

 10. Calculate the mass absorption coefficient aw in Equation 8.50 As in Table 8.7, the liquid water temperature is 
assumed to be 0°C

 11. Calculate the slant path attenuation in dB using aw and the 
W values obtained from synthetic cloud fields:

  A = awW

–



259Impact of Clouds from Ka Band to Optical Frequencies

A key point for the correct prediction of cloud attenuation is the vertical development of clouds, 
which was investigated in Luini and Capsoni (2014b) by taking advantage of another Earth obser-
vation product, that is, vertical profiles of w (from ground up to 25 km) collected with high spatial 
resolution (footprint of 1.4 km × 1.7 km and profile sampled every 240 m) by the 94-GHz nadir-
looking CPR on board the CloudSat satellite (Stephens et al., 2002). The analysis of several profiles 
(samples of which are reported in Figure 8.7) pointed out that, for most clouds, the trend of w(h) with 
height h is asymmetric (the peak value of the liquid water content being typically closer to the cloud 
base) and that profiles slowly decay to zero with increasing height.

According to these features, the following analytical expression was proposed in Luini and 
Capsoni (2014b) to model w(h) (h in km a.m.s.l.):
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In Equation 8.59, a and b are parameters regulating the shape of �w h( ), h0 is the cloud base height, 
Γ is the gamma function, and W is the integrated liquid water content of the cloud. The analytical 
expression in Equation 8.59, used to fit the profiles in Figure 8.7, is constrained to the liquid water 
content W and needs to be truncated to model real clouds by setting �w h( ) = 0 for �w h W( ) .< 0 06 . 
Further investigation of all the cloud profiles showed that the parameters a and b in Equation 8.59 
can be calculated using the following expressions:

 a e eW W= + +− + − +4 27 54 12 1 714 93 0 06 61 25 0 06. . .. ( . ) . ( . )

 (8.60)

 b a= +−3 17 0 0743 04. ..

 (8.61)
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FIGURE 8.7 Examples of vertical profiles of the liquid water content w(h) as measured by the CPR on board 
the CloudSat satellite and as fitted using the expression in Equation 8.59.
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As a result, exploiting Equations 8.60 and 8.61 to estimate a and b in Equation 8.59, a realistic 
cloud vertical profile can be derived from the simple knowledge of W.

The final information extracted from CloudSat data is the cloud base height h0. SMOC assumes 
that the base height of all the clouds in a target area (200 km × 200 km) is fairly constant and the 
values of h0 turned out to follow the generalized extreme value PDF:
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where ξ = 0.484, σ = 0.582, and μ = 0.987.

8.5.6.2 Procedure for Cloud Field Synthesis
According to SMOC, the horizontal cloud field synthesis in the target area can be achieved from the 
knowledge of EW and f. In turn, this information can be extracted from NWP products. To illustrate 
the synthesis procedure, we will refer to the ECMWF ERA40 dataset (Uppala et al., 2005), in par-
ticular, to EW and f extracted with temporal sampling of 6 h (i.e., nearly instantaneous values every 
6 h) and spatial resolutions of 2° × 2° (latitude × longitude), respectively, the latter approximately 
corresponding to 200 km × 200 km at mid-latitude sites.

Table 8.10 summarizes the step-by-step procedure for the practical application of SMOC to pre-
dict cloud attenuation statistics (CCDF).

As a result, the steps in Table 8.10 allow generating a synthetic 3D distribution of the liquid water 
content w maintaining the basic field integral information (  fERA and WERA) and reproducing the 
vertical and horizontal spatial correlation observed in real cloud fields.

Using multiple couples of EW and fW extracted from the NWP database (e.g., 5 years, correspond-
ing to ~7300 samples), it is thus possible to generate a statistically meaningful set of synthetic cloud 
fields whose ensemble reflect the local statistics of integrated liquid water W and liquid water con-
tent w. This has been in fact verified with satisfactory performance in Luini and Capsoni (2014b) 
using the same set of RAOBS data mentioned in the previous section. Figure 8.8 (right side) shows 
an example of the cloud attenuation impairing an Earth–space link operating at 20 GHz with an 
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FIGURE 8.8 Left side: Reference scheme for the Earth–space link affected by clouds. Right side: Example 
of the cloud attenuation field obtained from the interaction between the link ( f = 20 GHz and θ = 30°) and the 
cloud field generated using SMOC (ERA40 inputs: WERA = 0.21 mm, fERA = 0.85).
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elevation of θ = 30°. The link is pointed toward the south (ϕ = 0° on the left side of Figure 8.8) and 
the position of the ground station was moved across the whole cloud field to calculate A for every 
pixel of the map.

8.5.7 coMPariSon of clouD attenuation MoDelS

A comprehensive comparison of the cloud attenuation models described so far is not an easy task, 
not only because the inputs to such models are diversified and not always easily retrievable, but also 
because of the difficulty in finding reliable data against which the models’ accuracy can be evalu-
ated. The latter can be typically obtained from radiometers after proper calibration of the instru-
ment and processing of brightness temperatures to extract the attenuation only due to clouds. As a 
simpler alternative, reference cloud attenuation statistics can be accurately estimated using RAOBS 
data as input to the Salonen and Uppala cloud detection model (to quantify the vertical profile of w) 
and, afterward, to the Liebe’s MPM93 model (to calculate the specific cloud attenuation using the 
Rayleigh approximation, i.e., Equations 8.41 and 8.42). In this way, each set of P-RH-T profiles col-
lected during a radiosonde ascent can be turned into path attenuation only due to clouds.

In order to provide at least a hint of the cloud models’ performance, we resorted to the exten-
sive set of RAOBS data made freely available by the College of Engineering of the University of 
Wyoming (RAOBS data). As an example, we selected the Nottingham/Watnall station (WMO code 
03354) located in England (latitude 53°N and longitude −1.25°E, altitude 117 m a.m.s.l.) and down-
loaded RAOBS profiles of pressure, temperature, and relative humidity for 10 years (2004–2013) 
relative to 0 and 12 coordinated universal time (UTC). The whole RAOBS database includes 6049 
sets of P-RH-T profiles, which were all used to calculate the CCDF of the cloud attenuation (Earth–
space link with elevation θ = 40° and frequency f = 30 GHz) reported in Figures 8.9 and 8.10 (black 
solid line with asterisks) using the procedure just mentioned. Indeed, to ease the readability of the 
results, the curves predicted by the cloud attenuation models have been split into two figures.

Figure 8.9 includes the outputs from the Altshuler–Marr and Dintelmann–Ortigies models. 
The CCDFs were calculated using as input to the two models the meteorological data (absolute 
humidity ρAH for the former model, and water vapor content ρ0 plus temperature T0 for the latter one) 
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FIGURE 8.9 Comparison of cloud attenuation models: reference CCDF obtained using RAOBS data cou-
pled with the Salonen and Uppala cloud detection method plus the Liebe’s MPM93 mass absorption model 
(black solid line with asterisks); also, curves predicted by the Altshuler–Marr (solid line with circles) and the 
Dintelmann–Ortgies (solid line with squares) models.
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recorded by the radiosonde near the ground (altitude of first layer between 0 and 100 m). Both mod-
els show a marked overestimation of cloud attenuation and predict occurrence of clouds for 100% 
of the yearly time, while the reference curve indicates cloud-free conditions for 30% of the time.

Figure 8.10 complements the results on the models’ accuracy by depicting the predictions pro-
vided by the DAH (dashed line with triangles), the ITU-R P.840-6 (solid line with squares), and 
SMOC (solid line with circles) models. In all these cases, the inputs to the models do not come 
from RAOBS data but originate from independent cloud datasets: the cloud cover atlas for the DAH 
model, the global map of integrated reduced liquid water content WR for the method included in 
Recommendation ITU-R P.840-6 and the ERA40 database for SMOC. All models provide approxi-
mately the same probability to have cloud attenuation (quite close to 70% of the time) and tend to 
overestimation. The most accurate predictions are given by SMOC, followed by the ITU-R P.840-6 
model and, finally, by the DAH model, whose overestimation increases significantly as the percent-
age P decreases.

Although the results provided in this section are just an example and do not allow drawing 
general conclusions, the comparisons shown in Figures 8.9 and 8.10 reflect the increasing com-
plexity of the considered prediction methodologies. The Altshuler–Marr and the Dintelmann–
Ortgies models receive as input quite limited ground meteorological information to infer the 
occurrence of clouds over the site and quantify their impact on the link; moreover, they include 
empirically derived expressions, whose validity in other sites remains an open point. On the other 
hand, the three models whose predictions are reported in Figure 8.10 are inherently applicable 
worldwide, as they all rely on global datasets providing simple, yet fundamental, information on 
clouds. The DAH model likely owes its limited accuracy to the very coarse spatial resolution of 
the input cloud atlas (5° × 5°) and to the rather strong simplifying assumptions on the horizontal 
and vertical extent of clouds, as well as on their average liquid water content (see Table 8.8). The 
ITU-R model represents a valuable step forward in cloud attenuation modeling because it takes 
advantage of the full vertical structure of clouds provided by the ERA40 database. In this case, 
the limitations in the model’s accuracy do not come from the liquid reduction approximation 
(yielding very small errors as shown in Luini et al. [2013]) but, most probably, from the averag-
ing effects associated with the coarse spatial resolution of the ERA40 database (1.125° × 1.125°). 
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FIGURE 8.10 Comparison of cloud attenuation models: reference CCDF obtained using RAOBS data 
 coupled with the Salonen and Uppala cloud detection method plus the Liebe’s MPM93 mass absorption model 
(black solid line with asterisks); also, curves predicted by the DAH (dashed line with triangles), the ITU-R 
P.840-6 (solid line with squares), and SMOC (solid line with circles) models.
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This issue is overcome by SMOC, which, at the cost of an increased complexity, takes advantage 
of the same NWP dataset, but operates the deintegration of such data (e.g., the area-averaged 
integrated liquid water content EW) to recover the embedded original high-resolution information 
on clouds. Additional contributions to the enhanced prediction accuracy of SMOC come from 
the representation of the full 3D distribution of the liquid water content w, which allows more 
accurate simulations of the interaction between clouds and electromagnetic waves in a variety of 
scenarios, from those involving classical geostationary satellites to those including LEO satellites 
and deep-space probes.
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9.1 INTRODUCTION

Unstoppable air traffic growth and the increasing demands of global and harmonized aeronautical 
services make the need to enhance the legacy of mobile communication services evident. In its 
conclusions, ANConf/11 agreed that the aeronautical mobile communication infrastructure had to 
evolve in order to accommodate new functions and to provide the adequate capacity and quality of 
services (QoS) required to support evolving air traffic management (ATM) requirements within the 
framework of the global ATM operational concept. In addition, the importance of harmonization 
and global interoperability, particularly for air/ground communications, was stressed (ICAO, 2005; 
Pouzet, 2007, 2008; Phillips et al., 2007).

In this chapter, we focus on the long communication systems used in civil aviation and analyze 
the radio channel characteristics and modeling. We consider the different frequency bands and ser-
vices used at present, as well as the future communication systems identified as potential candidates 
to be integrated into the future communication infrastructure foreseen to be operative for beyond 
2020.

9.2 FROM LEGACY TO FUTURE

Today, most options for on-board and external data communications offer limited capacity and ver-
satility, thus explaining that the exchange of information is restricted to a limited volume of short 
messages with predetermined formats (Durand and Longpre, 2014). The very first aeronautical data 
communications system was ACARS (aircraft communications addressing and reporting). It was 
developed in 1978 by ARINC Inc. ACARS operated in high frequency (HF), very high frequency 
(VHF), and SATCOM bands and used analog radio with amplitude modulation for data link ser-
vices (Jain et al., 2011).

In the 1990s, efforts were made to transition to digital radio and the resulting technologies were 
called VHF digital link (VDL). Four versions (or modes) of VDL were developed sequentially, 
called VDL1, VDL2, through VDL4. VDL2 allows only aircraft-to-ground communication, while 
VDL4 added support for aircraft-to-aircraft communication. Both systems have seen very limited 
deployment. Since the VHF band was getting congested, L band versions of VDL2 and VDL4 
have also been proposed and are known as LDL2 and LDL4, respectively. EUROCONTROL—the 
European Organization for the Safety of Air Navigation—has funded two parallel projects and 
developed two proposals called L-DACS1 and L-DACS2 (Jain et al., 2011).

It is therefore evident that new air-to-ground wireless data links are needed to supplement exist-
ing civil aviation technologies and to find new spectrum allocation for them. The subject matter of 
most interest is probably the VHF communication band, HF band, and satellite bands, but the future 
communication bands should also be stressed, which could likely be VHF (108–137 MHz), L band 
(960–1215 MHz), S band (2.7–3.1 GHz), and C band (5.000–5.250 GHz) or a hybrid of these.

All of the previously existent technologies used single-carrier modulation and time division mul-
tiple access (TDMA). The first aeronautical data link to use multicarrier modulation was B-VHF 
(broadband very high frequency) proposal funded by the European 6th Framework (FP6) program. 
It was designed for 118–137 MHz VHF band using MC-CDMA (multicarrier code division multiple 
access) and time division duplexing (TDD). In MC-CDMA, each bit is encoded as a sequence of 
chips (code bits) and then code bits are used to modulate subcarriers of OFDM (orthogonal fre-
quency division multiplexing). The subcarrier spacing was 2 kHz.

Since VHF band was congested, B-VHF was updated to operate in L band and the resulting 
design was called B-AMC (broadband aeronautical multicarrier system). The CDMA was dropped, 
leaving only OFDM. The subcarrier spacing was increased to 10 kHz (to account for increased 
Doppler spread at higher frequency). To get a reasonable capacity, the required band was increased 
to two channels of 500 kHz (50 subcarriers 10 kHz apart). The two channels are used for frequency 
division duplexing (FDD).
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Another relevant wireless standard is P34 (Project 34) developed by EIA (Electronic Industry 
Association) and TIA (Telecommunications Industry Association) for public safety radio. It covers 
187.5 km sectors and uses 50, 100, 150 kHz channels in the L band and uses OFDM.

In summary, a reliable and efficient communication infrastructure will have to serve all airspace 
users in all types of airspace and phases of flight, providing the appropriate QoS needed by the most 
demanding applications. The mobile part of this infrastructure will be based on a multilink approach 
composed of three different subnetworks, as shown in Figure 9.1 (Durand and Longpre, 2014):

• LDACS: A ground-based line-of-sight (LOS) data link as the main system in continental 
airspace and supporting air/ground services and possibly air/air services, offering a high 
QoS, which will be necessary in high-density areas; two systems are under consideration 
(LDACS 1 and 2) with the objective to select one for implementation. Both operate in the 
L band and are based on modern and efficient protocols.

• Satellite: A satellite-based system providing the required capacity and QoS to serve 
oceanic airspace while complementing ground-based continental data link as a way of 
improving the total availability. The system is being defined in close cooperation with the 
European Space Agency. The type of satellite constellation to be used (dedicated or com-
mercial) is still under consideration.

• AeroMACS: A system dedicated to airport operations, based on mobile WiMAX 802.16e, 
providing a broadband capacity to support the exchanges of a significant amount of infor-
mation such as the uploading of databases or maps in the aircraft.

Several research programs have been launched to define, develop, and validate these new solu-
tions, and prepare the aeronautical community to transition to these new access networks. These 
activities are handled within SESAR program. The SANDRA project also takes into account the 
integration aspects of these new solutions, and the networking environment (IPv6 will be intro-
duced in place of IPv4) (Durand and Longpre, 2014).

a/a coms

a/g coms

VHF

VHF

Satellite
system(s)

New terrestrial
system(s)

FIGURE 9.1 Future communication infrastructure for beyond 2020.
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9.3  CHARACTERISTICS OF THE AERONAUTICAL 
RADIO PROPAGATION CHANNEL

From a radio propagation point of view, the aeronautical channel shows complicated features for 
modeling, given that this channel combines mobility and a set of different factors of influence 
(Haque, 2011), with some of them, for instance, as follows:

 1. The flight phase: The radio channel for standing on the runway is different from the takeoff 
and cruise phases, or cruising at a constant altitude, and descent phase for landing.

 2. Doppler spread due to the aircraft speed that might be different for each flight phase.
 3. Shadowing due to horizon, terrain obstacles as mountains or buildings, even due to other 

aircrafts and the own aircraft body or its maneuvers.

The special history or legacy of aeronautical communications is responsible for the lack of rigor-
ous, harmonized, and standardized radio characterization of the different frequency bands allocated 
for it. The majority of the models found in the early 1960s are narrowband for HF and VHF bands. 
No comprehensive, validated, wideband models existed for time-varying air–ground aeronautical 
channels till almost 2000. In NASA (2006) and Matolak (2014), NASA, as the leader of the Future 
Communication Study, reported the lack of uniformity and rigor in aeronautical radio channel mod-
eling and characterization. Since then, a relevant effort has been deployed to address this deficiency.

In general terms, for planning radio link budgets, some of International Telecommunication 
Union (ITU) regulations apply and we can list some of them:

 1. Recommendation ITU-R P.370-7 provides guidance on the prediction of field strength for 
the broadcasting service for the frequency range 30–1000 MHz and for the distance range 
up to 1000 km.

 2. Recommendation ITU-R P.452 provides guidance on the detailed evaluation of microwave 
interference between stations on the surface of Earth at frequencies above about 0.7 GHz.

 3. Recommendation ITU-R P.528 provides guidance on the prediction of point-to-area path 
loss for the aeronautical mobile service for the frequency range 125 MHz to 30 GHz and 
the distance range up to 1800 km.

 4. Recommendation ITU-R P.529 provides guidance on the prediction of point-to-area field 
strength for the land mobile service in the VHF and UHF bands.

 5. Recommendation ITU-R P.617 provides guidance on the prediction of point-to-point path 
loss for trans-horizon radio-relay systems for the frequency range above 30 MHz and for 
the distance range 100–1000 km.

However, specific modeling for each service and frequency band has been considered of most 
interest, especially to decide on potential candidate technologies to be integrated in the future com-
munication infrastructure. However, general radio characteristics applicable to any service, fre-
quency, and flight phase can be inferred from the literature.

An interesting compilation of the general radio channel characterization can be found in Haque et al. 
(2010) and Haque (2011). The aeronautical channel can be broken into three segments: takeoff/landing, 
en route, and taxiing/parked. Since an aircraft spends most of its time in the en route segment, this dis-
sertation will focus on the en route channel. For the en route environment, most of the current research 
assumes a two-ray model (Bello, 1973; Haque et al., 2010). The remaining two segments fall within the 
scope of the non-line-of-sight (NLOS) dispersive channel. A two-ray channel in an aeronautical envi-
ronment will experience a narrow Doppler spread bandwidth and shifts, that is, less than 360° (Haas, 
2002). Each ray in the two-ray channel will experience significantly different Doppler shifts. Also, the 
en route channel experiences a different condition between air to ground and ground to air.

Surface communication is broken down into large and small scale, differentiating between path 
loss and multipath (Rappaport, 2003).
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The modeling can be divided into two types of fading effects that characterize mobile com-
munications: large-scale and small-scale fading effects. Propagation models that determine the 
mean signal strength for an arbitrary transmitter–receiver separation over larger distances are 
useful in estimating the radio coverage area of a transmitter and are called large-scale propaga-
tion models. Aircraft experience both large and small channel conditions due to their changing 
altitude and speed; therefore, Doppler shifts play a dominant role in aircraft channel modeling 
(Neskovic et al., 2000).

We should note that the Doppler frequency spread depicts different characteristics compared to 
terrestrial networks. The arrival/takeoff, taxi, and parking scenarios depict different multipaths and 
received angle spreads (Hoeher and Haas, 1999). These different scenarios have different channel 
parameters. For instance, dual Doppler shifts occur in the channel for air-to-ground and ground-to-
air aeronautical communications in an en route scenario.

In Figure 9.2, we show the aeronautical systems commonly found on board an aircraft. The 
intercompatibility and interference of those systems should be another topic of study. In Figure 9.3, 
we show the aeronautical services grouped by category and frequency band (Mettrop, 2009), and in 
Figure 9.4, the spectrum spaces allocated for the different aeronautical systems.

In the following sections, we will describe the radio characterization of the main frequency 
bands and systems used at present and to be incorporated in future for long-distance communica-
tions: HF, VHF, L band, and satellite communications. In Table 9.1, we summarize most of the 
present aeronautical services and frequency bands (ICAO, 2012).

9.4 AERONAUTICAL COMMUNICATION SERVICES AT HF BAND

As described in Table 9.1 (ERC, 2001), in the HF band, the use of nondirectional radio beacon 
(NDB)/locator beacons is allocated, that in general is stabilized in number and may be reduced over 
time as a result of the incorporation of ongoing global navigation satellite system (GNSS) and area 
navigation (Random NAVigation, RNAV) system implementation.

Even at present, aircraft utilize HF communications (3–30 MHz) when VHF and satellite com-
munications require far beyond LOS with land-based ground stations (GSs). The primary usage 
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of HF is for voice and data mobile communications over oceans—transoceanic flights that com-
municate with GSs via HF for position reports and other purposes. Another utilization of HF com-
munications is for the mobile service called high-frequency datalink (HFDL). Military aircraft 
(MILCRAFT) also utilizes HF communications for operational and training purposes (ERC, 2001; 
Tooley and Wyatt, 2007).

HF communications are handled on a single-channel simplex basis, mainly voice based, with 
the aircraft and the GS using the same frequency for transmission and reception (Tooley and 
Wyatt, 2007). The frequencies in use will depend upon the time of day or night and conditions that 
affect radio wave propagation especially on HF frequencies (ICAO-APO, 2010). The stations will 
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TABLE 9.1
Aeronautical Systems on Aircraft

Frequency Band Aviation Use

HF Communication (voice and data), NDB/locator

VHF ILS, VOR, GBAS, communication (voice and data)

960–1215 MHz DME, future communication system (FCS), SSR, GNSS, ACAS, ADS-B

1215–1350 MHz L band radar

1545–1555/1646.5–1656.5 MHz Satellite communications

1559–1610 MHz GNSS

2700–3100 MHz S band radar

4200–4400 MHz Radar altimeter

5000–5250 MHz MLS, UAS, satellite communications, aeronautical telemetry

5350–5470 MHz Airborne weather and ground mapping radar

9000–9500 MHz Precision approach radar, airborne weather and ground mapping radar

Source: Adapted from European Radiocommunications Committee (ERC). Current and future use of frequencies in the LF, 
MF and HF bands. ERC Report 107, 2001.

Note: ILS: instrument landing system; VOR: VHF omnidirectional range; GBAS: ground-based augmentation system; 
ACAS: airborne collision avoidance system; MLS: microwave landing system; UAS: unmanned aerial system.
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remain on continuous watch for aircraft within their communication areas, and when practicable, 
will transfer this guard to another station when the aircraft reaches the limit of the communica-
tions area. In the early years, HF communications supported double-sideband amplitude modula-
tion (DSB-AM); however, they are now single sideband amplitude modulation (SSB)-AM (Tooley 
and Wyatt, 2007).

The HF frequencies currently used by the aeronautical mobile services for distress, safety, and 
other communications, including allotted operational frequencies, suffer from harmful interference 
and are often subject to difficult propagation conditions (ERC, 2001; WRC, 2003). Unauthorized 
operations using aeronautical frequencies in the HF bands are continuing to increase and are already 
a serious risk to HF distress, safety, and other communications. Enforcing compliance with these 
regulatory provisions is becoming increasingly difficult with the availability of low-cost HF SSB 
transceivers (ERC, 2001; WRC, 2003).

In certain situations, HF radio is the only means of communication for the aeronautical mobile 
(R) service and given that it is a safety service, WRC-2000 has reviewed the use of HF bands by 
aeronautical mobile (R) services with a view to protecting operational, distress, and safety com-
munications, thereby indicating the employment of as many interference mitigation techniques are 
appropriate for aeronautical mobile (R) services (WRC, 2003).

Even though HF communications provide the main means for long distance and beyond the radio 
horizon air/ground voice and data communications, the introduction of satellite communication 
systems appears as an alternative to the use of HF bands in aviation to provide those long-distance 
communications. However, the use of HF bands for long-distance aeronautical voice and data com-
munications are expected to continue to be required in the short term, although it is not expected to 
significantly increase in use, and future requirements are projected to be able to be met in the cur-
rently available frequency bands. The need for a continuous availability for safe use of air/ground 
communications is, on a global basis, in the foreseeable future to support HF voice and data (ICAO, 
2012). In the long term, it is foreseen that the HF communication services will be closed down by 
2020 in the civil aeronautical sector, but not in the military sector where its use is becoming more 
extensive.

9.4.1 hf MeDiuM characteriSticS

Various media impairments, including rainfall attenuation and ionospheric scintillation, can affect 
the availability and reliability of VHF and satellite communications, thus turning HF communica-
tions into the sole option to continue connecting a flying aircraft in oceanic or transpolar areas. 
However, the HF radio channel has also been considered unreliable due to its intrinsic properties 
that considerably affect HF communications availability (Goodman et al., 1997).

For instance, owing to a refraction mechanism, the path of an HF signal may vary its propaga-
tion direction. Refraction mechanisms occur in coastal, atmospheric, and ionospheric propagation, 
and the percentage of signal propagation variation produced due to the refraction fluctuates con-
siderably, depending on different environmental conditions. Those conditions could propitiate a 
direction change when a signal crosses a coastline (coastal refraction), a direction change due to a 
variation in temperature, pressure, and humidity, particularly at low altitude (atmospheric refrac-
tion), or a direction change if the radio wave passes through an ionized layer (ionospheric refraction) 
(ICAO-APO, 2010).

HF communications use the ionosphere as a propagation medium, which in some way results 
in a chaotic channel (Goodman et al., 1997) due to the natural disturbances associated directly or 
indirectly with solar flares, geomagnetic storms, atmospheric tidal forces, and atmospheric gravity 
waves, all of them characterized by abnormal values of temporal and spatial variability.

It is known that several ionized layers exist within the ionosphere. During daytime hours, there 
are four main ionization layers designated D, E, F1, and F2 in ascending order of height. At night, 
when the sun’s radiation is absent, ionization still persists but it is less intense, and fewer layers 
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are found (D and F layers). The factors that affect the ionosphere layers are strength of the sun’s 
radiation, since it varies with latitude, causing the structure of the ionosphere to vary widely over 
Earth’s surface, and the state of the sun, since sunspots affect the amount of ultraviolet radiation 
(ICAO-APO, 2010).

For good long-range HF reception, a frequency must be chosen that will not undergo too much 
attenuation. If a relatively high frequency is used, most of the energy will pass through the E layer 
and be reflected from the more intensely ionized F layer. The higher the frequency, the greater the 
degree of ionization required to obtain reflection. As the frequency is reduced and the attenuation 
of the E layer reflections increases, a limit is reached called the lowest usable frequency (LUF) 
and below this frequency, the attenuation is too great for the signal to be usable (ICAO-APO, 
2010).

Thus, for least attenuation, and so the highest received signal strength for a given transmitter 
power, a frequency is chosen, which is as high as possible without exceeding the maximum usable 
frequency (MUF) for the path between the transmitter and distant receiver. The MUF is the fre-
quency, for the prevailing conditions, that produces a skip zone extending just short of the distant 
receiver. Any higher frequency would give a higher critical angle and a greater skip distance exceed-
ing beyond the receiver, which would then lose the sky wave contact with the transmitter (ICAO-
APO, 2010).

The MUF value at night is much less than that by day because the intensity of ionization in 
the layer is less, so that lower frequencies have to be used to produce the same amount of refrac-
tive bending and give the same critical angle and skip distance as by day. However, the signal 
attenuation in the ionosphere is also much less at night, so the lower frequency needed is still 
usable. Hence, the night frequency for a given path is about half of the day frequency, and shorter 
distances can be worked at night than by day while still using a single reflection from the F layer 
(ICAO-APO, 2010).

The MUF varies not only with path length and between day and night, but also with season, 
meteor trails, sunspot state, and sudden ionospheric disturbances produced by eruptions on the sun. 
Because of the variations of MUF, HF transmitting stations have to use frequencies varying widely 
between about 2 and 20 MHz (ICAO-APO, 2010).

The theoretical range for HF frequencies varies, depending on the propagation path used, ground, 
or sky waves. Ground waves can usually reach up to 100 nm and sky waves longer distances; how-
ever, sky waves will not be received within the skip distance (probably several hundred miles from 
the transmitter). The theoretical maximum range obtained by means of a single reflection from the 
E layer is about 1300 nm, and from the F layer about 2500 nm. This theoretical maximum range 
is achieved with the transmitted signal leaving Earth’s surface tangentially. Ranges of 8000 nm 
or more may be achieved by means of multiple reflections, mainly from the F layer, being the 
signal alternately refracted down from the layer and reflected up again from Earth’s surface until 
it becomes too weak to use. Different websites provide real-time predictions that summarize the 
propagation conditions to allocate the required HF frequencies (ICAO-APO, 2010).

Basically, an HF radio link fits a large-scale path loss model that may match the free-space 
path loss model or Fresnel approach, or a modification to it. According to Haque (2011), elemental 
geometric relations are observed between an aircraft station (AS) at an aircraft’s altitude (h1) with 
a GS. The LOS communication distance, without considering path loss by the Fresnel model and 
other parameters, from AS to GS can be calculated using Pythagoras’ theorem if a flat Earth model 
is assumed, as follows:

 d h R h1 1 12= ⋅ +( ( )  (9.1)

where R is the radius of Earth (ranging from 6336 to 6399 km, but widely assumed to be 6370 km). 
For distances between the two nodes above sea level, the above formula needs additional steps 
for calculating the communication distance, such as Earth’s curvature. Then the formula must 
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be calibrated by the parameter K statistically measured by the ITU, which indicates the effect of 
Earth’s curvature on the LOS distance, as indicated in Equation 9.2:

 d R h1 12≅ ⋅(  (9.2)

For a 2-km altitude, as for a very-low-orbit AS, the maximum communication distances that can 
be achieved between AS and AS/GS for LOS communication can reach a value of d1 = 120 km. 
A  commercial flying altitude of 9 km can potentially reach communication zones as far as 
d1 = 250 km assuming a typical value of K = 0.5 factor. The communication distance between two 
ASs could reach up to d1 = 480 km, if K = 1/2 is assumed (Haque, 2011).

ASs could be used as a back haul or relay for wireless infrastructures, since they have the capa-
bility of communicating long distances as compared to wireless ground back hauls. Aeronautical 
network (AN) will have a substantial lower round trip delay, which would allow for a low delay 
telephone and voice over IP services (Haque, 2011).

9.4.2 hf aeronautical coMMunication ServiceS

A study by WRC (2003) indicates that the aeronautical HF radiocommunication services continue 
to be the only means of communications for some aircrafts on the intercontinental routes even if 
the mobile satellite communication has overtaken some of the HF traffic. The radionavigation and 
radiolocation services both within the aeronautical radionavigation service and the maritime radio-
navigation service will continue to be in operational use in Europe. It is foreseen that these services 
will closed down by 2020. In the following, we describe the main of these HF mobile services: aero-
nautical mobile (R) service, aeronautical mobile (Or) service, aeronautical radionavigation service, 
and HF data link. Finally, military use of the HF band is briefly described.

9.4.2.1 Aeronautical Mobile Radiocommunication (R) Service
This service covers a total of 1301 kHz within the band 2850–22,000 kHz. The frequency allotment 
plan is used for the civil on-route HF radiocommunication (R) with airplanes and for flight com-
munications where VHF communication systems are not practical (WRC, 2003).

The base stations are typically situated at major civil airports, which may be in suburban or rural 
areas. The power levels are in the order of 1 kW with mobile stations using 400 W output power 
(WRC, 2003).

The HF traffic within the aeronautical mobile (R) service has decreased in Europe and the 
mobile satellite service (MSS) provides an alternative communication. The HF service is, how-
ever, still the only means of long-distance communication for some airplanes. The HF service is 
extensively used for air traffic control (ATC) and weather and airline communications over North 
Atlantic routes. The service is also used over remote areas or northern land when the VHF service 
is not available. EUROCONTROL indicates that the voice frequencies over North Atlantic are 
already congested with a yearly 9% traffic increase due to the implementation of reduced vertical 
separation. As recognized at the ITU WRC-2000 Atlantic, there are increasing cases of harmful 
interference due to unauthorized sources all over the world, including the North Atlantic (ERC, 
2001; WRC, 2003).

9.4.2.2 Aeronautical Mobile Off-Route Service
This service covers a total of 1125 kHz within the frequency range 3025–23,350 kHz. The fre-
quency allotment plan in the radio regulations (3025–18,030 kHz) is used for off-route service 
(OR), which typically covers noncivil aviation communication requirements but also civil use in, 
for instance, helicopter operations (WRC, 2003).

The base stations are situated close to military installations and airports, typically in rural areas. 
The power levels are expected to be comparable to the civil (R) service (WRC, 2003).
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In addition, the frequency band 23,200–23,350 kHz is also allocated to the aeronautical mobile 
(OR) service. This band is also allocated to the aeronautical fixed service but is not used for this 
purpose (WRC, 2003).

The HF frequencies within the OR are still in use for both civil and military air–ground–air 
communications. The service includes elements of life safety service and should be protected 
(WRC, 2003).

9.4.2.3 Aeronautical Radionavigation Service
This service, still in use in Europe, covers a total of 191 kHz within the band 255–526.5 kHz (WRC, 
2003).

The nondirectional aeronautical radiobeacons (NDBs) are situated in both rural and urban areas 
with a power level of around 100 W. The NDB’s have a typical range of 25–100 nautical miles (NM) 
and locators a typical range of 15 NM. The service is used over sea and land routes and is used by 
general aviation at airfields. At present, a large number of general aviation aircrafts are equipped 
with automatic direction finders (ADF) and adequate accuracy can be achieved with low-cost equip-
ment (ERC, 2001; WRC, 2003).

The aviation strategy is to require NDBs for international operations until at least 2010 to 2015. 
ICAO has retained 2015, while globally European Civil Aviation Conference (ECAC) expects to 
continue the use of NDBs in international operation until 2010. Some countries for cost reasons may 
continue national operation of NDBs until 2015 (WRC, 2003).

9.4.2.4 HF Data Link
The evolution of aircraft communications from voice to data to transport ACARS communica-
tions has motivated the installation of HFDL system, with a global coverage provided by ARINC 
(Tooley and Wyatt, 2007). HFDL is a highly cost-effective data link capability for aircrafts on 
remote oceanic routes, becoming the only data link technology that works over the North Pole, 
providing continuous, uninterrupted data link coverage on the popular polar routes between North 
America and Eastern Europe and Asia, where SATCOM coverage is unavailable. It has been found 
to provide better availability than HF voice on the routes over the poles beyond the 80° north/south 
limit of Inmarsat satellite coverage. HFDL also represents a further means of data linking with 
an aircraft, supplementing VDL, global positioning system (GPS), and SATCOM systems (Tooley 
and Wyatt, 2007).

The main disadvantage of HFDL is very low data rates, thus being unsuitable for high-speed 
wideband communications. However, the advantages of HFDL are relevant (Tooley and Wyatt, 
2007):

• Wide coverage due to the extremely long range of HF signals
• Rapid network acquisition favored by simultaneous coverage on several bands and fre-

quencies (currently 60)
• Exceptional network availability due to multiple ground GSs (currently 14) at strategic 

locations around the globe

HFDL uses phase shift keying (PSK) at data rates of 300, 600, 1200, and 1800 bps. The rate 
used is dependent on the prevailing propagation conditions. HFDL is based on frequency division 
multiplexing (FDM) for access to GS frequencies and time division multiplexing (TDM) within 
individual communication channels (Tooley and Wyatt, 2007).

The new HF avionics radios can switch between voice and data mode using the same aerial, but 
they are required to give voice communications precedence over data link, which limits the HFDL 
availability. The HFDL system capacity is limited by the spectrum availability in the HF band 
whose scarcity will collapse the capacity of this system (Durand and Longpre, 2014).



278 Radio Wave Propagation and Channel Modeling for Earth–Space Systems

9.4.2.5 Military Use of HF Spectrum
The military frequency requirements within the HF band are increasing. The technologies used and 
the propagation conditions for those bands provide a lot of military communication opportunities 
for land, air, and maritime forces. NATO and its partners have a particular interest in the use of the 
range below 12 MHz. In this range, fixed and mobile applications belong to the main usage, includ-
ing aeronautical mobile military services. An adequate spectrum support is required for networks 
on a continuous 24-h-a-day basis. In this respect, several essential military functions critically 
depend on the use of this part of the HF spectrum (WRC, 2003).

Until recently, the HF band was questioned as a medium for strategic and tactical communi-
cations because of its unreliability and limitations. However, modern technology has made HF 
communications considerably more robust than in the past. Consequently, this band is now being 
utilized to provide reliable communications for many requirements, at both short-range and beyond 
LOS distances, and features strongly in the overall planning for communications (WRC, 2003).

HF communications are used between air command and control ground elements and aircraft for 
exchanging mission control and surveillance/sensor data at extended ranges and when other com-
munications are not available due to equipment or interference. HF is also used for ATM purposes 
when facilities are needed beyond the range of VHF and SATCOM (WRC, 2003).

The use of aeronautical OR channels constitutes another essential spectrum resource for strate-
gic and tactical military employment of air forces and maritime air components (WRC, 2003). In 
view of an increase in use, any reduction of existing aeronautical HF OR allocations would have 
detrimental consequences for the execution of military missions (WRC, 2003).

The high-frequency global communications system (HF-GCS) is a military long-range AN 
of single-sideband shortwave transmitters of the United States Air Force, which is used to com-
municate with aircraft in flight, GSs, and some United States Navy surface assets (Ham Universe, 
2015). HF-GCS complements the use of satellite communications, and digital modes between 
aircraft and GSs. HFGCS stations operate on specific frequencies providing global coverage. This 
service operates under encrypted or coded voice transmissions, often single-sideband, although 
the use of the automatic link establishment (ALE), a type of digital transmission mode, is com-
monly extended.

HF-GCS stations may operate in the aviation bands clustered around 5, 8, and 11/12 MHz, 
although other frequencies are also in use. The primary HF-GCS voice frequencies are 4724.0, 
6739.0, 8992.0, 11,175.0, 13,200.0, and 15,016.0 kHz.

While no new technologies are planned in the HF band, there is a continued need for the services 
offered. This is in the case of aeronautical mobile (R) service frequencies, and also for the aeronau-
tical radionavigation service, that being a life safety service must be protected until a sufficiently 
reliable means of radionavigation can be developed (ERC, 2001; WRC, 2003).

For the purpose of information, we can mention that ICAO adopted the Standards and 
Recommendations Practices for HF Data Link in 1998, operating in the bands (WRC, 2003). Data 
links are, however, not expected to replace HF voice due to the lack of available frequency spectrum 
in the HF band. Growing data traffic and further development of the HF Data Link system may 
result in further frequency requirements above 5 MHz.

9.5 AERONAUTICAL SERVICES AT VHF AND L BAND

The portion of VHF band ranging from 108 to 137 MHz constitutes jointly with HF frequencies 
3–30 MHz the core legacy of aeronautical communications. The VHF airband uses the frequencies 
between 108 and 137 MHz, phonetically called victor. The upper band is divided for AM voice 
transmissions using a channel spacing originally of 200 kHz until 1947, providing 70 channels 
from 118 to 132 MHz. As of 2012, increasing air traffic congestion has led to further subdivision 
into narrowband 8.33 kHz channels in the ICAO European region (Pouzet and Rees, 2007; Stacey, 
2008; Neji et al., 2012).
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The VHF band ranging from 960 to 1215 MHz is extensively used for air/ground voice commu-
nications, as well as air/ground and air/air data links. Even with a channel spacing of 8.33 kHz in 
Europe, saturation of this band is foreseen around 2025. The VHF band is used by several aeronau-
tical systems—distance measuring equipment (DME), secondary surveillance radar (SSR) (includ-
ing automatic-dependent surveillance–broadcast [ADS-B]), universal access transceiver (UAT), 
and global navigation satellite system (GNSS)—and its availability therefore needs to be secured 
by a long-term strategy. This band is also planned to be used by the future communication system 
for air/ground and air/air data link systems (Pouzet and Rees, 2007; Stacey, 2008; Neji et al., 2012).

Technologies that currently provide or are planned for aeronautical communications in the VHF 
band, providing dedicated voice and data services, should be used to their fullest extent. Owing 
to congestion in the VHF band, the provision of future communication services outside the VHF 
band must be considered. For the VHF aeronautical spectrum, the band will continue to be used to 
provide DSB-AM voice communications and an initial data link capability (Pouzet and Rees, 2007; 
Stacey, 2008; Neji et al., 2012).

The aeronautical L band spectrum ranged from 960 to 1024/1164 MHz has been proposed as 
a candidate band for supporting a new data link communication capability, given that there is a 
potential large spectral region to support future aeronautical communication systems. However, it is 
a challenging environment for aeronautical communications due to the aeronautical channel charac-
teristics and the current usage of the band (Pouzet and Rees, 2007; Stacey, 2008; Neji et al., 2012):

• Estimated root mean square delay spreads (RMS-DSs) for this channel, on the order of 
1.4 μs, can lead to frequency selective fading performance for some technologies.

• Cochannel interference to and from existing aeronautical L band systems for a proposed 
communication technology requires measurements and testing.

The aeronautical L band (960–1024/1164 MHz) spectrum provides an opportunity to support the 
objectives for future global communication systems; however, no evaluated technology for support-
ing data communication in this band fully addresses all requirements and limitations of the operat-
ing environment. Desirable features for an aeronautical L band in the range 960–1024/1164 MHz 
technology include (Pouzet and Rees, 2007; Stacey, 2008; Neji et al., 2012)

• Multicarrier modulation to provide power-efficient modulation against signal fading
• Low duty cycle waveform with narrow-to-broadband channels to achieve successful com-

patibility with legacy L band systems without clearing spectrum
• Adaptable/scalable features, improving flexibility in deployment and implementation, and 

adaptability to accommodate future demands

Two options were identified for an L band digital aeronautical communication system (L-DACS) 
at 960–1024/1164 MHz. The first option for L-DACS includes a frequency division duplex (FDD) 
configuration utilizing OFDM modulation technique, reservation-based access control, and 
advanced network protocols. This solution is a derivative of the B-AMC and TIA-902 (P34) tech-
nologies. The second L-DACS option, L-DACS2, includes a time division duplex (TDD) configura-
tion utilizing a binary modulation derivative of the implemented UAT system (continuous-phase 
frequency shift keying [CPFSK] family) and of existing commercial (e.g., GSM) systems and cus-
tom protocols for lower layers providing high QoS management capability (Pouzet and Rees, 2007; 
Stacey, 2008; Neji et al., 2012).

9.5.1 vhf anD l BanD raDio channel characteriSticS

Here, we will consider the communication systems (voice and data) operating at VHF (108–
137 MHz) and L band (960–1215 MHz). Even though some early research work can be found 
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around 1960, the majority of models assumed to characterize VHF band were narrowband due 
to the use of communication bandwidths of few tens of kilohertz. Owing to the low latency of the 
voice and telemetry systems used in this band before the adoption of future radio system (FRS), few 
wideband models were experimentally derived. We should indicate that the L band was used for 
satellite mobile communications from aircraft in the past; however, here we only consider the new 
functionalities of this band.

Generally speaking, propagation models estimated for this band are typically large-scale models 
that predict the mean signal strength for an arbitrary transmitter–receiver separation distance to 
facilitate estimation of radio coverage area and link budget. These models are characterized by a 
slow change in average received power with increasing distance from the transmitter, averaging the 
received power in a local area over tens of wavelengths.

On the other side, we find small-scale fading models valid to characterize the rapid fluctuations 
of the received signal strength over very short distances or short time durations, mainly due to 
motion over short distances. An appropriate small-scale model should help us to determine proper 
waveform design and optimize receiver implementation (Matolak, 2014).

A channel model must indicate the type of fading, DS, and Doppler power spectrum (DPS), and 
their statistics. DS is due to multipath propagation conditions and it causes dispersion or distortion 
on the received signal and it will require the use of compensation techniques, such as equalization, 
multicarrier, or diversity. The Doppler time variation is important for frequency carrier tracking, 
intercarrier interference mitigation, and so on (Matolak, 2014).

Existing measurements are sparse, for very different environments, and the derived models are 
not parameterized as the function of parameters, such as radiolink elevation angle, involved antenna 
heights and beamwidths, or local environment (Matolak, 2014).

The variant nature of the aeronautical channel generates different scenarios for channel estima-
tion, showing different types of fading, DS and DPS. The aeronautical channel can be first divided 
into ground-to-ground, air-to-ground, and air-to-air links. This division is combined with the 
dynamics of the aircraft: taxi or park, takeoff or landing, and en route. The geographic features of 
the underlying scenario is also a factor to be considered, and then we can find over ocean, over flat 
ground, mountainous terrain, or airport environments that influence the radio propagation differ-
ently (Haque, 2011).

For both VHF and L bands, the radio channel characterization scenarios can be classified into 
the following categories (Karasawa and Shiokawa, 1984; Braun and Dersch, 1991; Raleigh et al., 
1994; Rice et al., 2000, 2004; Zhang and Liu, 2002; Jayaweera and Poor, 2005; Lei and Rice, 2009; 
Rice and Jensen, 2011; Wu et al., 2011; Matolak et al., 2014), all of them summarized in Table 9.2 
(Haque, 2011).

9.5.1.1 Taxi/Park at the Airport
This scenario, also called surface area, offers ground-to-ground radio links with NLOS conditions 
for the propagation due to the multiple obstacles blocking the direct component, if an urban envi-
ronment is assumed.

TABLE 9.2
L Band Path Loss Parameters

Setting A0,L,s (dB) nL,s σX,L,s (dB) LL,s (dB) L0 (dB) σX,L,l (dB) LL,l (dB) dt (km)

Freshwater 57.7 1.4 2.8 1.8 1.1 3.2 1.8 6.6

Seawater 50.6 1.5 2.8 1.2 1.0 4.8 1.1 9.1

Source: Adapted from Matolak, D.W., AG channel sounding for UAS in the UAS, Graduate Thesis, University of South 
Carolina, 2014.



281Aeronautical Communications Channel Characteristics and Modeling

As in many terrestrial channel models, there are LOS and NLOS regions in airport surface areas.
A narrowband characterization was done by Wu et al. (2011) in the band of 118–137 MHz. These 

models estimate the path loss and are basically small scale. Narrowband measurements were made 
in the aeronautical VHF band at Detroit Metropolitan Airport (DTW). A continuous-wave (sinusoi-
dal) signal was transmitted from existing VHF radio transmitter–receiver (RTR) sites, and a mobile 
receiver moved about the airport surface area in a prescribed path. Propagation path loss was com-
puted using basic link budget analyses. Results for both LOS and NLOS conditions are provided 
using the log-distance path loss model. The mean propagation path loss exponents are found to be 
approximately 5.6 and 4 for NLOS and LOS regions, respectively. Results for LOS regions also 
mostly agree with the two-ray or plane-Earth models (Lei and Rice, 2009).

The mean path loss is well described using the log-distance model, where path loss L is given 
by the following equation, in dB: Ld = A · n · 10 log10(d/d0) + X, where A is the measured path loss 
in dB at the reference distance d0, d > d0 is the link distance in meters, X is a zero mean Gaussian 
random variable in dB with a standard deviation σX, and n is the dimensionless propagation path 
loss exponent. The reference distance d0 is generally chosen for convenience, within the far field of 
antennas, for example, a value of 5–50 m for the airport surface area. A larger value of d0 might be 
employed depending upon antenna heights, accessibility of areas, etc.

For the NLOS situations, the fitted value of the path loss exponent nNLOS = 5.6 dB and the stan-
dard deviation of X (zero mean Gaussian variable) resulted to be σX = 8.3 dB. For LOS, the obtained 
path loss exponent nLOS was 4 dB and a standard deviation σX of 3.7 dB. This model applies for a 
range of distances in the range 1722–4853 m.

A wideband model was proposed by Hoeher and Haas (1999) in the band of 118–137 MHz. 
This study concludes that during this flight phase, a classical Gaussian type of Doppler spectrum 
as defined by COST-207 (1989) applies given that the echoes arrive equally distributed from all 
directions, that is, a scattering beamwidth of 360°, achieving a maximum Doppler frequency of 
fDmax = 2.5 Hz for the parking scenario for a typical speed case of 15 m/s, and fDmax = 23 Hz for the 
taxi scenario for the worst allowed speed case of 50 m/s, both at 137 MHz.

From the DS perspective, for the parking scenario, a typical urban environment was proposed; 
however, for the taxi scenario, a rural area was assumed. The power delay profiles (PDP) for 
both cases were defined by COST-207 (COST 207, 1989). In the urban environment (parking), a 
Rayleigh fading can be assumed, with typical maximum delay of 7 μs that corresponds to a path 
excess of 2100 m. For this case, the Rayleigh PDP shows a delay slope decay of 1 μs that indicates 
when the power amplitude of the received diffuse components reaches −30 dB for a normalized 
PDP function.

Rician fading is assumed in the rural area environment (taxi) with a Rice factor of 6.9 dB, given 
by the square ratio between the power of the LOS component (0.83) and the power of the diffuse or 
multipath components (0.17). For this case, the maximum delay is 0.7 μs for a path excess of 210 m, 
and the Rice PDP shows a delay slope decay of 1/9.2 μs.

It is mentioned in Hoeher and Haas (1999) that for systems operating at this portion of the aero-
nautical channel, such as VDL Mode 3 and Mode 4 for digital data links, the main counteractions to 
compensate the taxi/parking scenario propagation impairments consist of receiver antenna diversity 
given that frequency hopping, channel coding, or interleaving does not apply here.

9.5.1.2 En Route
For this scenario, air–ground and air–air links are present. This portion of the channel shows a 
fast fading type due to the LOS component and other diffuse components (multipath, reflected, and 
delayed paths) that can be characterized by a two-ray model (Hoeher and Haas, 1999). The direct 
component is assumed to fit a Rice process and the diffuse components a Rayleigh process. Rice fac-
tors range from 2–20 dB, with 2 dB the worst case, and 15 dB the typical value (Rice et al., 2000).

In the PDPs, the delays approximate 200 μs, equivalently 60 km of path difference, for air–
ground links; and 1 ms, or 300 km, for ground–air links (Hoeher and Haas, 1999).
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For air–air links, fast fading occurs and the path difference can be assumed as 2h/c, with h being 
the flight altitude, if there is one dominant reflector, and then the two-ray model fits. For a typical 
maximum altitude of 10 km, air–air links find maximum delay values of 66 μs if no ducting is con-
sidered, which would affect the wave speed (Hoeher and Haas, 1999).

The maximum Doppler frequencies are 200 Hz, for the air–ground link at 440 m/s, and 280 Hz 
for air–air link at a speed of 620 m/s. The scattered components are not isotropically distributed, 
assuming a uniform distribution of the scatterers with a beamwidth of 3.5° is typical. The LOS 
direction is along the aircraft heading, whereas the scattered components come from the rear 
(Hoeher and Haas, 1999).

We can conclude that the en route channel is frequency-selective, particularly for small Rice 
factor values.

Recent measurements (Walter et al., 2014) indicate that the wide-sense stationary uncorrelated 
scattering (WSSUS) assumption is not valid for air-to-air channels, and therefore, purely stochastic 
channel models cannot be used. In order to meet the nonstationarity condition, a geometric compo-
nent must be included. As stated in Walter et al. (2014), the joint delay-Doppler probability density 
functions (PDFs) should exactly describe the influence of scattering on aeronautical air-to-air chan-
nels by calculating the time-variant delay-dependent Doppler PDFs and taking the exact flight tra-
jectories into account. The developed new PDF generalizes the von Mises distribution for an ellipse. 
This directional distribution of the scatterers influences the amplitudes of the joint delay-Doppler 
PDF but not the shape.

The results indicated in Walter et al. (2014) show that the specific flight trajectories have a direct 
influence on the shape of the joint delay-Doppler PDF, demonstrating that the Jakes and Gaussian 
Doppler spectra are not exact for nonstationary air-to-air channels.

In European Radiocommunications Committee (ERC) (2001) and NASA (2006), NASA intro-
duced a report on the air–ground (AG) channel characterization in the L band obtained from flight 
tests in 2013 for over-sea (salt water) conditions over the Pacific Ocean (Oxnard, California, USA), 
and flight tests for over-freshwater conditions over Lake Erie (Cleveland, Ohio, USA). Based upon 
data gathered from these over-water flight tests, path loss and dispersion models have been derived. 
These flight tests measured channel impulse responses for both straight and oval-shaped flight paths.

Path loss generally follows s curved-Earth two-ray (CE2R) model, with deviation due to a num-
ber of factors, including water surface roughness, nonideal antenna patterns, intermittent multipath 
components, and some slow variation of received power due to channel measurement equipment 
imperfections (NASA, 2006; Matolak, 2014). Path loss models for the over-water settings are as 
follows, with path loss in units of dB:
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where threshold elevation angle θt = 5°, θt = −1 for travel toward the GS and +1 for travel away from 
the GS, and distance ranges from 1 ≤ d ≤ 28 km for freshwater and 2 ≤ d ≤ 24 km for sea water. 
The variable X is a zero-mean Gaussian random variable, with standard deviation σX dB, and CE2R 
denotes the curved-Earth two-ray model. Table 9.3 summarizes the parameters of Equation 9.3 fit-
ted for the performed measurements.

The over-sea (or over-freshwater) AG channel is predominantly an LOS channel with a surface 
reflection (Karasawa and Shiokawa, 1984). This is well approximated by the deterministic CE2R 
model. Other channel propagation mechanisms, including discontinuous multipath components and 
random magnitude and phase components of the sea-surface reflection, can be statistically quanti-
fied. A path loss model as in Equation 9.3 embodies the losses of signal variation in the linear fit of 
the loss versus distance. If it is a small-scale fading model, the loss variation must be specified by 
means of the statistical distribution of the amplitude of the channel gain, once large-scale effects 
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are removed. In the LOS case, the most logical choice for modeling the amplitude distribution is the 
Ricean distribution, a two-parameter distribution characterized by the strength of the LOS (non-
fading) component and the strength of the remaining (assumed Rayleigh distributed) components.

Dispersion was found to be fairly small, as expected in these open over-water environments, 
with RMS-DSs typically less than 50 ns, with the occasional value up to nearly 250 ns. DS statistics 
have been reported in a prior NASA report (Rice et al., 2004; Lei and Rice, 2009; Matolak, 2014; 
Matolak et al., 2014).

Flight tests were also conducted over hilly terrain near Latrobe (Pennsylvania, USA) on April 15, 
2013. Path loss versus link distance in the L band fits the CE2R model and free-space path loss for 
comparison. Linear fits to the hilly terrain measured path loss on the log–log scale show standard 
deviations ranging from 3.2 to 3.6 dB for the L band. When comparing to the over-sea results, it is 
also clear that the two-ray effect is more pronounced in the over-sea setting than in the hilly terrain 
setting. This is as expected since water surfaces will generally be much more reflective than Earth 
surfaces. Nonetheless, the surface reflection in the hilly terrain does cause path loss peaks as seen 
in “two-ray” channel models; however, these peaks are just not as predictable as in the over-water 
cases. Specific path loss model for the hilly terrain setting, analogous to the model in Equation 9.3, 
is not yet available (Matolak et al., 2014).

9.5.1.3 Takeoff or Landing
Air-to-ground links are established during this phase of the flight. For this situation, the radio 
propagation conditions are a combination of taxi/parking and en route scenarios (Hoeher and Haas, 
1999). For this portion of the aeronautical radio channel, we find sparse models. First, we observe 
that the air–ground portion of the aeronautical is largely dependent on the environment.

Rice (Lei and Rice, 2009; Rice and Jensen, 2011) performed measurements for telemetry down-
link transmitting at frequencies of 2.225, 2.2345, and 2.3455 GHz, for rural/suburban flat terrains, 
that concluded that this portion of the radio channel is composed of an LOS signal, a specular reflec-
tion whose strength is 20%–80% that of the LOS signal, and a diffuse multipath component whose 
power is 10–20 dB less than that of the LOS signal. Thus the channel is close to additive white 
Gaussian noise (AWGN) (but not quite) with strong specular interference. When the channel is good 
(i.e., a low value of Γ), the channel is essentially an AWGN channel, and when the channel is bad 

TABLE 9.3
Aeronautical Channel Characteristics

Parameter
Parking 
Scenario

Taxi 
Scenario

Arrival 
Scenario En Route (Air–Air)

En Route 
(Air–Ground)

Aircraft velocity v (mph) 0–5.5 0–15 25–150 typ. 85 440 17−440 typ. 250 620

Maximum delay tmax (s) 
worst case

7.0 × 10−6 7.0 × 10−6 7.0 × 10−6 66 × 10−6 − 200 × 10−6 33 × 10−6 − 1 × 10−3

Number of echo paths 20 20 20 20 20

fDLOS/fDMax – 0.7 1 1 1

Rice factor KRice (dB) – 6.9 15 (mean) 
9 − 20

15 (mean) 2 − 20 15 (mean) 2 − 20

Start angle of beam 
(degree)

0.0 0.0 −90 178.25.0 178.25.0

End angle of beam 360 360 90 181.75 181.75

Exponential or two ray Exponential Exponential Two ray Two ray Two ray

Source: Adapted from Haque, J., An OFDM based aeronautical communication system, Graduate Thesis, University of 
South Florida, 2011.
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(i.e., a high value of Γ), both the specular multipath interference and diffuse multipath interference 
degrade system performance, although the effects of the specular reflection tend to dominate. We 
observe that the fading events in this data set can be well approximated by an AWGN channel with 
strong specular reflection whose amplitude is 50%–90% that of the LOS signal.

In Lei and Rice (2009), for over-sea air-to-ground link, the effect of multipath fading was ana-
lyzed by applying the Kirchhoff approximation theory, especially paying attention to the coherent 
and incoherent components, geometrical shadowing, and sea surface conditions. As for the incoher-
ent component, the analysis was made using scattering cross sections based only on the wave height 
and steepness among the parameters indicating these conditions.

With regard to the sea conditions, the rough sea condition where the incoherent component is 
dominant is the most important for estimating the fading depth in the aeronautical satellite com-
munication because this condition has a high probability of occurrence and produces a large fading 
magnitude (Neji et al., 2012).

Fading depth under the rough sea condition has little dependence upon the wave height and the 
fading depth for 99% of the time is estimated to be 4.5–6.5 dB (gain: 20 dBi), 7–9 dB (15 dBi), and 
8–10.5 dB (10 dBi) at an elevation angle of 5°. These theoretical values agree well with different 
experimental results (Lei and Rice, 2009).

The fading under the sea condition of wave height greater than 4 m was not analyzed.

9.6 SATELLITE COMMUNICATION SERVICES

With the forecast traffic growth and the limitations of the existing communication systems, signifi-
cant effort has been allocated to investigating the future communication infrastructure for aviation. 
It is expected that this future infrastructure will include both terrestrial and satellite components 
to meet aviation requirements (Panagopoulos et al., 2004; Phillips et al., 2007; Pouzet, 2007, 2008; 
Sheriff and Hu, 2010; Van Wambeke and Gineste, 2010; Durand and Longpre, 2014; Richharia, 
2014; ICAO, 2015).

Currently, satellite-based communications technology is limited to oceanic or remote areas of 
the world. In the longer term, there appears to be potential for satellite communications to be used in 
higher-density airspace to complement terrestrial systems provided that the QoS required for safety-
related services can be achieved. For the new satellite systems, commercial or custom applications 
technology satellites (ATS), satellite-based communications will continue to offer great benefits to 
aviation requirements (Panagopoulos et al., 2004; Phillips et al., 2007; Pouzet, 2007, 2008; Sheriff 
and Hu, 2010; Van Wambeke and Gineste, 2010; Durand and Longpre, 2014; Richharia, 2014; 
ICAO, 2015).

Aeronautical satellite systems offer unique services that can be applied to large and/or remote 
geographic areas and provide supplemental coverage to terrestrial communication infrastructure 
requirements as follows (Panagopoulos et  al., 2004; Phillips et  al., 2007; Pouzet, 2007, 2008; 
Sheriff and Hu, 2010; Van Wambeke and Gineste, 2010; Durand and Longpre, 2014; Richharia, 
2014; ICAO, 2015):

• Communication capability in oceanic, remote, and polar regions, where typically, there is 
no other alternative that provides the needed capacity and performance.

• Communication coverage to en route domains with historically sparse aircraft densities 
where it may be more cost effective.

Aeronautical radio frequency spectrum has been targeted for use by nonaeronautical services, 
in particular to satisfy requirements for mobile and satellite communications. This has led to the 
loss of some spectrum that was allocated exclusively for aeronautical mobile satellite (AMS) com-
munications but authorized for nonaeronautical use. This has introduced potential interferences 
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and the loss of spectrum capacity needed to satisfy current and future aeronautical requirements 
for the communications, navigation, and surveillance (CNS) system, in line with the CNS road-
map included in the Global Air Navigation Plan (GANP) requirements (Panagopoulos et al., 2004; 
Phillips et al., 2007; Pouzet, 2007, 2008; Sheriff and Hu, 2010; Van Wambeke and Gineste, 2010; 
Durand and Longpre, 2014; Richharia, 2014; ICAO, 2015).

Different frequency bands have been allocated for satellite communication. One of them is in the 
range 5000–5250 MHz, also dedicated to several aeronautical systems: the microwave landing sys-
tem (MLS), unmanned aircraft systems (UAS), and aeronautical telemetry. The strategic objectives 
for the long-term use of this band are as follows (Panagopoulos et al., 2004; Phillips et al., 2007; 
Pouzet, 2007, 2008; Sheriff and Hu, 2010; Van Wambeke and Gineste, 2010; Durand and Longpre, 
2014; Richharia, 2014; ICAO, 2015):

 1. Secure the continuing availability of the frequency band 5030–5091 MHz, which is allo-
cated to the aeronautical radio navigation service for use by the MLS and to support global 
air/ground communications for UAS.

 2. Secure the continuing availability of the frequency band 5091–5150 MHz, which is allo-
cated to the aeronautical mobile (R) service for use by airport communications on a global 
basis.

 3. Secure future implementation of the aeronautical telemetry in the band 5091–5250 MHz.

There is current interest in using frequencies near 1.5 GHz for AMS systems. The band range 
1545–1555/1646.5–1656.5 MHz is also allocated for satellite communications, mainly radionaviga-
tion systems. During the WRC/12, access to these bands for aeronautical satellite communications 
has been improved, something that will support the requirements for aeronautical satellite com-
munications for long-term requirements (Panagopoulos et al., 2004; Phillips et al., 2007; Pouzet, 
2007, 2008; Sheriff and Hu, 2010; Durand and Longpre, 2014; Van Wambeke and Gineste, 2010; 
Richharia, 2014; ICAO, 2015).

In the time frame of 2020+, new satellite-based communication technologies are expected to 
emerge, which can be used for aeronautical operational control (AOC) and air traffic services (ATS) 
communications. A range of options for satellite communication using low-, medium-, and geo-
stationary orbit satellites are expected to be available, offering mobile communication services to 
aircraft. These could range from commercially operated systems offering a generic service to all 
mobile users (land, maritime, and aviation) to systems targeted to meet specific aviation require-
ments (Panagopoulos et al., 2004; Phillips et al., 2007; Pouzet, 2007, 2008; Sheriff and Hu, 2010; 
Van Wambeke and Gineste, 2010; Durand and Longpre, 2014; Richharia, 2014; ICAO, 2015).

The genesis of the future communication system can be traced to the Eleventh Air Navigation 
Conference (ANC), held in Montreal from 22 September through 3 October 2003. One of the high-
lights of that ICAO conference was the official report of the Technical and Operational Matters in 
Air Traffic Control Committee (Committee B). That report noted the current state of aviation com-
munications and made several recommendations to advance this state. The observations included 
these requirements (Panagopoulos et al., 2004; Phillips et al., 2007; Pouzet, 2007, 2008; Sheriff 
and Hu, 2010; Van Wambeke and Gineste, 2010; Durand and Longpre, 2014; Richharia, 2014; 
ICAO, 2015):

 1. The aeronautical mobile communication infrastructure has to evolve to accommodate new 
functions.

 2. This evolution would likely require the definition and implementation of new terrestrial 
and/or satellite systems that operate outside the VHF band.

 3. A variety of views had been presented with regard to the future evolution of aeronautical 
mobile communications.
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 4. The universally recognized benefits of harmonization and global interoperability of air–
ground communications should not be lost sight of when pursuing solutions.

 5. The successful gradual introduction of data communications should be continued to com-
plement and replace voice for routine communications.

Based on these observations, several recommendations were provided:

 1. Develop an evolutionary approach for global interoperability of air–ground communications.
 2. Conduct an investigation of future technology alternatives for air–ground communications.
 3. Prove compliance with certain minimum criteria before undertaking future standardiza-

tion of aeronautical communication systems.

Subsequent to the 11th ANC, the Federal Aviation Administration (FAA) and European 
Organisation for the Safety of Air Navigation (EUROCONTROL) embarked on a cooperative 
research and development program in part to address these ICAO recommendations and in part to 
deal with frequency congestion and consequent spectrum depletion in both core Europe and dense 
United States airspace. By agreement, joint FAA and EUROCONTROL research and development 
activities required terms of reference, which are referred to as “action plans” and are numbered 
sequentially. The terms of reference for the Future Communication Study are detailed in Action 
Plan 17; and NASA, European Space Agency (ESA), the FAA, and EUROCONTROL all have 
defined roles in the research and development activity requirements (Panagopoulos et  al., 2004; 
Phillips et al., 2007; Pouzet, 2007, 2008; Sheriff and Hu, 2010; Van Wambeke and Gineste, 2010; 
Durand and Longpre, 2014; Richharia, 2014; ICAO, 2015).

EUROCONTROL, through its NexSAT Steering Group and a broader international cooperation 
with the International Civil Aviation Organization (ICAO), FAA, ESA, NASA, etc., is interested in fur-
ther investigating the technical, institutional, and financial aspects of using satellite communications 
for ATM purposes. The EUROCONTROL investigations include dedicated systems and commercial 
satellite services requirements (Panagopoulos et al., 2004; Pouzet, 2007, 2008; Sheriff and Hu, 2010; 
Van Wambeke and Gineste, 2010; Durand and Longpre, 2014; Richharia, 2014; ICAO, 2015).

Example systems that have potential as future satellite systems have been identified in the Future 
Communication Study. These examples are as follows (Panagopoulos et al., 2004; Phillips et al., 
2007; Pouzet, 2007, 2008; Sheriff and Hu, 2010; Van Wambeke and Gineste, 2010; Durand and 
Longpre, 2014; Richharia, 2014; ICAO, 2015):

• ATM SATCOM: The ESA ATM SATCOM system can be described as a modernized ver-
sion of the classic ICAO Aero SATCOM System (or AMSS). ATM SATCOM reuses some 
concepts of the AMSS, such as use of geostationary satellites, while overcoming the legacy 
system limitations with the aim to support future ATM mobile communication services 
with the required performance level.

• Iridium NEXT: Iridium LLC is embarking on the design of the next-generation of the 
Iridium satellite constellation. This new system—currently known as Iridium NEXT is 
proposed to seamlessly replace satellites in the current constellation and will be backward 
compatible with present applications and equipment. It will provide new and enhanced 
capabilities with greater speed and bandwidth, and which are expected to be available to 
aviation.

9.6.1 SatcoM aPPlicaBle technology analySiS

For the Satellite and Over Horizon technology family, two technology inventory candidates 
emerged from the preliminary technology screening: Inmarsat SBB and Custom Satellite Solution. 
The Inmarsat SBB candidate differs from many of the other candidates considered in that it is 
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an operational system with a defined service architecture and a defined set of service offerings. 
For this candidate, the ability to meet Concept of Operations and Communication Requirements 
(COCR) for the FRS performance requirements was the focus of detailed analysis requirements 
(Panagopoulos et al., 2004; Phillips et al., 2007; Pouzet, 2007, 2008; Sheriff and Hu, 2010; Van 
Wambeke and Gineste, 2010; Durand and Longpre, 2014; Richharia, 2014; ICAO, 2015).

COCR performance requirements are specified for data capacity, latency, QoS, and maximum 
number of users, but there are also availability and integrity requirements for aeronautical services. 
The performance of Inmarsat SBB with regard to capacity, latency, QoS, and number of users was 
evaluated as part of an initial technical evaluation iteration along with other screened technolo-
gies. This being the case, the selected focus for the detailed analysis was other COCR performance 
requirements, specifically availability performance. Availability was selected as it was considered 
as a potential shortfall of the satellite candidate solutions requirements (Panagopoulos et al., 2004; 
Phillips et al., 2007; Pouzet, 2007, 2008; Sheriff and Hu, 2010; Van Wambeke and Gineste, 2010; 
Durand and Longpre, 2014; Richharia, 2014; ICAO, 2015).

The Custom Satellite Solution is a technology concept that includes the fielding of a cus-
tom satellite or custom satellite payload specifically designed for aeronautical communications. 
This concept is being explored by several civil aviation authorities and related organizations. 
Japan has launched an aeronautical communication satellite and is exploring performance of 
next- generation satellite systems. The FAA’s Global Communication, Navigation, Surveillance 
System (CGNSS) contract Phase I study explored the definition of a satellite architecture for pro-
viding aeronautical safety services. And finally, there are consortiums that are working to define 
aeronautical satellite specifications, such as the satellite data link system (SDLS). Within this 
body of work, the need to accommodate all communication safety services with associated per-
formance requirements has been considered. It has been found that to meet these requirements, 
a highly reliable, highly available architecture is required, such as the five satellite architecture 
proposed by Boeing in the global communications navigation and surveillance system (GCNSS) 
study requirements (Panagopoulos et al., 2004; Phillips et al., 2007; Pouzet, 2007, 2008; Sheriff 
and Hu, 2010; Van Wambeke and Gineste, 2010; Durand and Longpre, 2014; Richharia, 2014; 
ICAO, 2015).

Availability arises again as an important issue. In order to provide required availability, a highly 
redundant custom satellite system architecture is needed. As this issue is similar to that noted 
above for Inmarsat, a separate study of availability for Custom Satellite Solution was not performed. 
Rather, it was considered to be more instructive to estimate the availability of two existing, opera-
tional satellite systems, Inmarsat SBB and Iridium, that provide services in protected aeronauti-
cal spectrum (AMS(R)S) requirements (Panagopoulos et al., 2004; Phillips et al., 2007; Pouzet, 
2007, 2008; Sheriff and Hu, 2010; Van Wambeke and Gineste, 2010; Durand and Longpre, 2014; 
Richharia, 2014; ICAO, 2015).

In summary, the focus of the detailed analysis for satellite technologies was availability per-
formance. The performance of existing AMS(R)S systems (namely, Inmarsat SBB and Iridium) 
was examined. Based on the study results, recommendations to be considered for evaluation of the 
Inmarsat SBB and Custom Satellite Solution technology candidates in support of the technology 
evaluation process were made requirements (Panagopoulos et al., 2004; Phillips et al., 2007; Pouzet, 
2007, 2008; Sheriff and Hu, 2010; Van Wambeke and Gineste, 2010; Durand and Longpre, 2014; 
Richharia, 2014; ICAO, 2015).

9.6.2 Satellite coMMunication availaBility analySiS

The objective is to examine the availability performance of Inmarsat SBB and Iridium, two current 
satellite service offerings in AMS(R)S spectrum, and to provide a high-level comparative analysis 
of the calculated performance to a representative VHF terrestrial data communication architecture. 
The comparison can be observed in Table 9.4.
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Inmarsat SBB is a fourth-generation service offering of Inmarsat. It includes two I-4 geostation-
ary satellites (positioned over the Atlantic and Indian Oceans) with the potential to include a third 
satellite over the Pacific Ocean (although this third satellite may remain as a ground spare for the 
first two spacecraft). A depiction of the proposed coverage of the SBB satellites and associated spot-
beams is provided in Figure 9.5.

The SBB services include both circuit and packet switch connections, including a guaranteed 
“streaming” data service. The ground infrastructure is European based, including a satellite access 
station (SAS) in Berum, Belgium and Fucino, Italy. The ground infrastructure includes internal 
routing between these SAS sites to accommodate rerouting of traffic in the event of a SAS gateway 
failure. A depiction of the Inmarsat SBB ground infrastructure is provided in Figure 9.2.

To support the availability analysis, overall availability performance, as well as performance 
specific to a representative region of the U.S. National Airspace System (NAS), were considered. 
The geographic region associated with three air route traffic control centers (ARTCCs) was selected 
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FIGURE 9.5 Proposed Inmarsat SBB coverage.

TABLE 9.4
Availability Performance Comparison of SATCOM Technologies

System Component Failures Fault-Free Rare Events

Ground 
Station

Control 
Station

Aircraft 
Station Satellite

RF 
Link

Capacity 
Overload Interference Scintillation

Inmarsat  ~1 ~1 ~1 0.9999 0.95 ~1 ~1 ~1

Iridium 0.99997 ~1 ~1 0.99 0.995 −a 0.996 ~1

VHF terrestrial 0.99999 N/A ~1 N/A 0.999 −b ~1 N/A

Note: N/A—data not available.
a Iridium capacity overload availability of AES to SATCOM traffic is essentially one (1) (for both ATS only and ATS and 

AOC). No steady state can be achieved for SATCOM to AES traffic.
b Terrestrial capacity overload availability is for VHF band reference architecture business case; for L band, terrestrial 

capacity overload availability would be essentially one (1).
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as this representative region. These areas encompass the Memphis (ZME), Atlanta (ZTL), and 
Indianapolis (ZID) ARTCC regions. A view of Inmarsat SBB spot-beam coverage of the represen-
tative NAS region is shown in Figure 9.6.

Iridium is a second AMS(R)S system that offers two-way global voice and data aeronautical 
communication services. The Iridium architecture consists of 66 fully operational satellites and 11 
in-orbit spares. Its full constellation life is designed to last through mid-2014 with plans in place to 
extend the constellation to beyond 2020. The satellites are organized into six planes of near-polar 
orbit, where each satellite circles Earth every 100 min. Iridium offers full duplex 2400 bps user 
channels for provision of voice and data services.

A representative view of Iridium coverage of the NAS reference region is provided in Figure 9.7. 
In this figure, a portion of the NAS reference area falls within view of two Iridium orbital planes 
(approximately 20% of the reference region).

Inmarsat spot-beam
(black oval)

ZME ZTL

ZID

FIGURE 9.6 Inmarsat SBB spot-beam coverage of representative NAS ARTCCs.

ZID

ZTLZME

Orbital
plane 1 Orbital

plane 2

Iridium satellite footprint 

FIGURE 9.7 Iridium coverage of representative NAS ARTCCs.
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9.6.3 Satellite raDio channel characterization

Generally speaking, propagation effects of aeronautical channels differ from maritime and land 
mobile propagation because of the high velocity of airplanes, their distance from ground, and 
influence of the aircraft body on antenna performance. Airplane maneuvers can affect signal 
under conditions when aircraft antenna is shadowed by the aircraft structure. When consider-
ing helicopters, the rotation of the rotor blades causes a cyclic interruption to the signal path 
(Richharia, 2014).

Propagation effects in the AMS service differ from those in the fixed satellite service (FSS) and 
other mobile satellite services because (ITU-R P.682-3, 2012)

• Small antennas are used on aircrafts, and the aircraft body may affect the performance of 
the antenna.

• High aircraft speeds cause large Doppler spreads.
• Aircraft terminals must accommodate a large dynamic range in transmission and reception.
• Aircraft safety considerations require a high integrity of communications, making even 

short-term propagation impairments very important, and communications reliability must 
be maintained in spite of banking maneuvers and three-dimensional operations.

Radio channel models are specifically required to characterize path impairments including 
(ITU-R P.682-3, 2012):

• Tropospheric effects, including gaseous attenuation, cloud and rain attenuation, fog attenu-
ation, refraction, and scintillation

• Ionospheric effects such as scintillation
• Surface reflection (multipath) effects
• Environmental effects (aircraft motion, sea state, land surface type)

9.6.4 aeronautical raDio channel characterization in l BanD

The L band is defined as the MSS allocation in the frequency ranges 1525–1559 MHz and 1626.5–
1660.5 MHz. Although the whole band is generically for MSS use, maritime safety-related services 
afforded a specific status in the ITU radio regulations in the subband 1646.5–1656.5 MHz and 
1545–1555 MHz, with the communications in the AMS(R)S of larger priority over other types of 
communications.

Recommendation ITU-R P.682-3 regards the planning of Earth–space aeronautical mobile tele-
communication systems for frequencies between 1 GHz and 3 GHz, covering the L band and partly 
the S band. The satellite azimuth can vary between 10° and 170°, or 190° and 350°. The elevation 
angle to the satellite can vary between 10° and 75° (Steingass et al., 2008; ITU-R P.682-3, 2012).

Characteristics of fading for aeronautical systems can be analyzed with procedures similar to 
those for maritime systems described in Recommendation ITU-R P.680, taking careful account of 
Earth’s sphericity, which becomes significant with increasing antenna altitude above the reflecting 
surface (Steingass et al., 2008; ITU-R P.682-3, 2012).

According to the model in Steingass et al. (2008) and ITU-R P.682-3 (2012), the multipath propa-
gation conditions of a receiving aircraft divide in two main parts:

• The aircraft structure
• The ground reflection

The aircraft structure shows significant reflections only on the fuselage (when the antenna is 
mounted at the top of the cockpit). This very short-delayed reflection shows little time variance 
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and dominates the channel. A strong wing reflection was not observed (when the antenna is mounted 
at the top of the cockpit). The ground reflection shows high time variance and is Doppler-shifted 
according to the aircraft sink rate (ITU-R P.682-3, 2012).

Short-delayed multipath in aeronautical communication and navigation systems has to be 
considered, especially for broadband signals. The reflections on the aircraft structure produce 
significant disturbances. Especially during the final approach when communication availabil-
ity and reliability, as well as navigation accuracy and integrity are most important, the ground 
reflection and the reflection on the fuselage generate significant propagation effects (ITU-R 
P.682-3, 2012).

Signal measurements on aircraft show that reflections and scattering from land is significantly 
lower than from the sea surface; furthermore, signals have elevation angle dependence over sea 
but not over land; as already mentioned, most studies have therefore concentrated on propagation 
behavior in flight paths over sea. Theoretical multipath estimation techniques applicable to the 
maritime environment can also be applied to the aeronautical channels taking into consideration 
Earth’s curvature effects (Richharia, 2014). Measurements conducted to date demonstrate that 
(Richharia, 2014)

• Composite received signals follow a Ricean distribution.
• Multipath components exhibit a Rayleigh distribution.
• The magnitude of multipath components are elevation angle dependent.
• Multipath Doppler spectrum possesses a Gaussian distribution.
• Fading is frequency selective due to path delay associated with multipath components.
• The multipath signal is dominated by diffused components—specular components are 

likely to be negligible for the majority of the time.

In Richharia (2014), measured data illustrate that the power spectral density of multipath depends 
on aircraft speed, elevation angle, and ascent/descent angle of the flight. The aeronautical channel 
can be represented as the WSSUS channel due to the randomly changing nature of scatterers over 
Earth’s surface (Haque et al., 2010). The model can be used to estimate a number of characteristics 
of the channel. The RMS Doppler spectrum is defined as twice the standard deviation of the DPS:

 
Brms = ⋅ ⋅ ⋅ 





4 α ν ε
λ

sin
 

(9.4)

where α is the RMS surface slope, v is the aircraft speed at constant elevation angle, ε is the eleva-
tion angle, and λ is the wavelength of the carrier.

9.6.5 aeronautical raDio channel characterization at frequencieS aBove l BanD

The conventional geostationary (GSO) satellite systems belonging to the FSS, gradually tend to 
employ higher-frequency bands to satisfy growing capacity requirements. Therefore, besides opera-
tion at the Ku band (12/14 GHz), the Ka band (20/30 GHz) and the V band (40/50 GHz) have been 
investigated or even adopted in satellite systems recently put into operation (Panagopoulos, 2004). 
However, crossing the 10 GHz frequency limit gives rise to signal fading due to physical phenom-
ena related to the propagation of radiowaves through the atmosphere (Crane, 2003). The fade mar-
gin, that is, the system gain insuring the necessary QoS against various transmission and other 
impairments, must be significantly increased to compensate for the severe signal fading occurring 
at frequencies above 10 GHz. The larger fade margins required are not feasible either technically 
or economically. Under these conditions, it is more difficult for satellite systems to satisfy the avail-
ability and QoS specifications recommended by the radiocommunication sector of the ITU (ITU-R) 
(Crane, 2003).
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The propagation phenomena concerning Earth–space links operating above 10 GHz mainly 
originate in the troposphere. The most important tropospheric phenomena affecting satellite com-
munication systems at frequencies above 10 GHz are (Crane, 2003)

• Attenuation due to precipitation: It constitutes the main disadvantage of operating at the 
Ku, Ka, or V frequency bands. A variety of models exists for the prediction of the aver-
age rain attenuation on an annual basis: Rec. ITU-R P.618-7 (ITU-R.618-7, 2001), Leitao–
Watson (Leitao and Watson, 1986), Lin (Lin, 1975), Morita and Higuti (Morita and Higuti, 
1976), and the EXCELL (Capsoni et al., 1987) model.

• Gaseous absorption: Its contribution to the total attenuation is small compared to the 
attenuation due to rain. Water vapor is the main contributor to gaseous attenuation in the 
frequency range just below 30 GHz due to a maximum occurring at 22.5 GHz. The attenu-
ation due to oxygen absorption exhibits an almost constant behavior for different climatic 
conditions, whereas the attenuation due to water vapor varies with temperature and abso-
lute humidity. A complete method for calculating gaseous attenuation is given in Annex 1 
of Rec. ITU-R P.676-4 (ITU-R P.676-4, 2001).

• Cloud attenuation: The liquid water content of clouds is the physical cause of cloud attenu-
ation. Prediction models for this particular attenuation factor have been developed within 
the framework of ITU-R (ITU-R P.840-3, 2001) and elsewhere (Salonen and Uppala, 1991).

• Sky noise increase: As attenuation increases, so does emission noise (see Rec. ITU-R 
P.618-7). Scatter/emission from precipitation hydrometeors contribute to noise increase.

• Signal depolarization: Differential phase shift and differential attenuation caused by 
nonspherical scatterers (e.g., raindrops and ice crystals) cause signal depolarization. 
Depolarization results in cross-polar interference, that is, part of the transmitted power in one 
polarization interferes with the orthogonally polarized signal. In order to demonstrate the 
long-term statistics of hydrometeor-induced cross-polarization, the ITU-R method related to 
the attenuation estimation due to the hydrometeor must be considered (Crane, 2003).

• Tropospheric scintillations: Variations in the magnitude and the profile of the refractive 
index of the troposphere lead to amplitude and phase fluctuations called scintillations. 
These fluctuations increase with frequency and depend upon the length of the slant path 
decreasing with the antenna beamwidth. Models estimating the effects of scintillations on 
the received signal can be found in Mousley and Vilar (1982), ITU-R.618-7 (2001), and Van 
de Kamp et al. (1999).

Aeronautical communication systems used for the transport of ATC/AOC are considered as 
safety-critical in their frequency allocation by the ITU while systems used for aeronautical pas-
senger communication (APC) communications are not. The principle of transmission in the safety 
satellite system is as follows (Durand and Longpre, 2014):

• The mobile link, between the satellite and the aircraft, is built on a safety satellite spec-
trum allocation, based on AMS(R)S standard.

• The satellite is in charge of signals frequency conversion, simultaneously from the C or 
Ku band to the L band for the forward link, and from the L band to the C or Ku band for 
the return link.

• The fixed link, between the ground and the satellite, is built on a fixed satellite spectrum 
allocation, based on the FSS standard.

Most of operational Ku band satellites operate in the Ku FSS unplanned band, from 10.7 to 
12.95 GHz. Owing to a need for large amounts of spectrum for mobile communications, there has 
also been significant interest in utilizing the Ka band in the service link as the band offers large 
bandwidth and additionally offers the advantage of a lower-sized directive antenna. Radio signals in 
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this band undergo considerable degradation in the troposphere and are affected more adversely by 
the local environment than in the L band, because the diffraction advantage is less and penetration 
loss is more severe (Richharia, 2014).

At present, the Ka band (20–30 GHz) propagation database for MSS is limited because the inter-
est in this band for MSS is recent. Empirical models have been developed by scaling data from 
the L  band to Ka band and measurement campaigns have been conducted for similar purposes 
(Richharia, 2014). Butt et al. (1992) reported multiband (L, S, and Ku bands) fade levels measured 
in southern England for 60, 70, and 80 elevation in three types of environment over a simulated 
satellite path illustrating trends in attenuation with an increase in frequency and variations in the 
environment and elevation angle. At an elevation of 60° and 5% probability of occurrence, the 
fade levels are 8, 9, and 19.5 dB for the L band (1297.8 MHz), S band (2450 MHz in summer and 
2320 MHz in spring), and Ku band (10,368 GHz), respectively (Richharia, 2014).

The propagation conditions are relatively benign in open areas and high elevation angles where 
Ku band attenuation is 2.8 and 1.7 dB at 70° and 80°, respectively (Richharia, 2014).

Consider a representative Ka band measurement campaign in Europe, using 18.7 GHz propaga-
tion transmissions of Italsat F1 (Murr et al., 1995). Measurements were conducted in a number of 
European environments—open, rural, tree shadowed, suburban, urban, and mixed constituting four 
types of environment—and in the elevation angle range 30–35°, maintaining an orientation of 0°, 
45°, and 90° with respect to the satellite (Richharia, 2014).

Radio wave propagation becomes more ray-like at Ku band and above in comparison to the 
L and S bands, and since the attenuation due to foliage and other obstructions is more severe, the 
transition between good and bad states is distinct (Butt et al., 1992). Therefore, the Markov chain 
model is suited for performance evaluation in these frequency bands as suggested by several authors 
(Scalise, 2008).

9.6.6 Satellite raDio channel characterization at ku BanD: helicoPter caSe

Future aeronautical communications will provide new data services that are expected to be vol-
ume intensive (Phillips et al., 2007; Pouzet 2007, 2008; Durand and Longpre, 2014; ICAO, 2015). 
Current AMS systems operating in L band are not able to provide the required bandwidth, so the 
use of Ku band has been proposed for this purpose.

According to ITU-R radio regulations (ITU), several services have been allocated in the down-
link portion of the available Ku band, from 10.70 to 12.75 GHz. The band from 10.70 to 11.70 GHz 
has been allocated for FSS, and the subbands from 10.70 to 10.95 GHz and from 11.20 to 10.95 GHz 
have a planned use according to Appendix 30B of the radio regulations (RR). However, other sub-
bands are unplanned. Also, parts of the band from 11.7 to 12.95 GHz have been allocated for broad-
cast satellite service (BSS), and planned according to Appendix 30 of RR, while other subbands 
are unplanned.

These unplanned subbands may be used for AMS services as long as no higher requirements that 
those specified for FSS are needed.

The AMS radio channel differs from other satellite radio channels because

• The satellite LOS may be blocked due to the aircraft structure.
• The aircraft structure may produce multipath propagation.
• Doppler shift may be significant due to the higher speed of the aircraft.

In the following subsections, we will analyze these effects.

9.6.6.1 LoS Blocking by the Aircraft Structure
The received signal level at the aircraft receive antenna may suffer a significant fade if the direct 
propagation path between the satellite and the antenna is obstructed by part of the aircraft structure. 
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This may be the case of any airplane during flight maneuvers or a helicopter that may suffer the 
periodic obstruction of the LoS caused by the rotor blades.

Reductions of the mean signal level up to 8 dB for 5 ms and up to 14 dB for 2.1 ms in case of the 
H-500 due to the obstruction of the rotor blades have been found for different helicopters at Ku band 
(Lemos et al., 2014). Fade durations agree with the width of the helicopter blades. The effect of these 
obstructions could be mitigated if the dynamic range of the receiver is wide enough or if some kind 
of diversity technique is implemented.

9.6.6.2 Signal Doppler Shift
Another effect to be considered is the received signal Doppler shift due to the high-speed movement 
of the aircraft or parts of the aircraft. For instance, the rotor blades of a helicopter could produce 
a propagation component with a Doppler shift that would depend on the rotor speed and the blade 
length. Signals shifted up to 10 kHz have been reported to be produced by diffraction on helicopter 
rotor blades.

9.6.6.3 Multipath Propagation
Finally, multipath propagation due to scattering on the aircraft structure should also be considered. 
Multipath propagation gives rise to DS of the received signal, and this is a source of intersymbol 
interference (ISI). ISI degrades the system performance as it produces an irreducible bit error rate 
(BER) lower limit, that is, the BER cannot be reduced below this limit despite the fact that the 
signal-to-noise ratio is increased.

The DS would produce significant ISI if it is comparable to the symbol interval (Ts). If the DS is 
much lower than Ts, then ISI would be negligible. So, to avoid ISI, Ts could be increased by reduc-
ing the data rate. In other words, the DS limits the maximum data rate of the system.

To determine the DS of a radio channel experimentally, a wideband radio channel sounder is 
required. Results reported in Lemos et al. (2014) show that the DS produced by a helicopter struc-
ture is related to the maximum dimension of the structure. DSs up to 10 ns have been reported for 
helicopters at the Ku band. Coherence bandwidth values are around 64 MHz. This means that as 
far as satellite signal bandwidths much lower than 64 MHz are used, the DS could be neglected. 
However, if signals of comparable or larger bandwidths are used, the DS would be significant and 
its effects would have to be mitigated with the appropriate selection of the data modulation scheme, 
equalization, or some other technique.

9.6.6.4 Channel Modeling
As we have seen in the previous subsections, most of the undesired effects that we may find in 
the AMS radio channel depend on the specific airplane in terms of where reception of the signal 
takes place. If we want to determine the channel characteristics exactly to develop an empirical 
model, we would have to perform wideband measurements for each aircraft model we would like 
to study.

Fortunately, it has been demonstrated (Lemos et al., 2014) that the AMS radio channel at the 
Ku band can be modeled using high-frequency techniques. That is geometrical optics plus uniform 
theory of diffraction. Geometrical optics is an asymptotic approximation of Maxwell equations 
valid only when the wavelength of the radio signal is small compared to the obstacle size. This is 
the case for aircrafts at the Ku band where the wavelength is less than 3 cm while aircraft sizes are 
several meters.
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10 Stratospheric Channel Models

Emmanouel T. Michailidis and Athanasios G. Kanatas

10.1 INTRODUCTION

Terrestrial wireless and satellite systems represent two well-established infrastructures that have 
been dominant in the telecommunications arena for years. Terrestrial links are widely used to 
provide services in several areas, while satellite links are generally used to provide high-speed 
connections where terrestrial infrastructure is not available. In recent years, a new alternative 
wireless communications technology has emerged known as high-altitude platforms (HAPs) 
(Karapantazis and Pavlidou 2005a; Widiawan and Tafazolli 2007; Aragón-Zavala et  al. 2008) 
and has attracted attention worldwide (Lee and Ye 1998; Colella et al. 2000; Thornton et al. 2001; 
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ESA-ESTEC 2005). The term “HAPs” defines aerial platforms flying at an altitude between 17 
and 22 km above Earth’s surface, in the stratosphere. As shown in Figure 10.1, the stratosphere 
is the second major layer of Earth’s atmosphere, just above the troposphere, and below the meso-
sphere. This operating altitude was chosen because it represents a layer of relatively mild wind 
and turbulence in most regions of the world. At this altitude, HAPs can succeed in maintaining 
station-keeping and flying against the wind without excessive power demands. Google has envis-
aged similar wireless communication payload systems based on advanced stratospheric balloon 
technology to create an aerial wireless network, which they call the “Loon project” (Google 
2015). Each balloon can provide coverage of about 40 km in diameter at rates comparable to the 
third generation (3G) of mobile telecommunications technology. Both balloon-to-balloon and 
balloon-to-ground communications are considered and industrial, scientific, and medical radio 
frequency bands are utilized, specifically 2.4 and 5.8 GHz bands, which are available for anyone 
to use. This technology aims to bring Internet access to remote and rural areas poorly served 
by existing infrastructures and to restore communication services initially provided by terres-
trial base stations in the affected area during natural disasters, for example, earthquakes and 
hurricanes.

Two major HAP structures are considered in the literature: the circling aircrafts (~30 m in length 
and a wingspan of about 35–70 m) and the lighter-than-air quasi-stationary airships (of about 150–
200 m in length). The aircrafts fly in a roughly circular tight path of about 2 km radius or more 
above the targeted coverage area and can be either solar-powered and unmanned with continuous 
flight duration in the order of months, or manned with average flight duration of some hours due to 
fuel constraints and human factors. The airships use very large semirigid or nonrigid helium-filled 
containers and electric motors and propellers for station-keeping. Prime power required for propul-
sion and station-keeping as well as for the payload and applications is provided by lightweight solar 
cells in the form of large flexible sheets. The achievable mission duration for airships hopefully 
exceeds 5 years. The unmanned aerial vehicles (UAVs) are another type of small fuelled unmanned 
aircraft controlled and operated from distant locations using low frequencies (VHF, UHF). The 
UAVs are employed for military short-time surveillance (up to 40 h) at modest altitudes, surveil-
lance of geographical boundaries, monitoring of agricultural areas, sensing, and image capturing. 
HAP stability problems and displacements, such as pitch, yaw, and roll, due to the winds or pres-
sure variations of the stratosphere are a problem to be faced for both aircrafts and airships (Axiotis 
et al. 2004; Thornton and Grace 2005). Although, it is easier for airships than for aircrafts to remain 
quasi-stationary, it is rather difficult to remotely control the airship’s position. Recently, advances in 
composite materials, computers, navigation systems, aerodynamics, and propulsions systems have 
made station-keeping and hence stratospheric systems feasible.

HAPs preserve some of the best characteristics of terrestrial and satellite communication sys-
tems, while avoiding many of their drawbacks. In comparison to terrestrial wireless technologies, 
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FIGURE 10.1 Troposphere, stratosphere, and mesosphere layers of the atmosphere.
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HAPs require considerably less communications infrastructure and they can serve potentially large 
coverage areas. When compared to satellite communication systems, HAPs provide lower propaga-
tion delays, a major issue for voice communications over satellite links, lower power loss, as well as 
easy maintenance and upgrading of the payload during the lifetime of the platform. In addition, the 
cost for the development of satellite systems is much greater, the eventual cost of HAPs is expected 
to be about 10% of that of a satellite, and it may be economically more efficient to cover a large 
area with many HAPs rather than with many terrestrial base stations or with a satellite system. 
Therefore, HAPs represent an economically attractive technology. HAPs are also well suited for 
temporary provision of basic or additional communications services due to their rapid deployment 
and displacement on demand, providing network flexibility. Finally, HAPs can use most of conven-
tional mobile communications base station technology and terminal equipment, while solar-powered 
HAPs are nonpollutant and environment friendly. Although HAPs provide substantial advantages 
over terrestrial and satellite systems, their successful deployment requires integration of available 
and emerging technologies to make long-term operation feasible and profitable. Specifically, in the 
area of communication systems, there are issues of fundamental importance to be addressed, such 
as the design and implementation of onboard antennas, channel characterization and modeling, 
resource management, and coordination and interoperability between different systems.

10.2  DEVELOPMENT OF NEXT-GENERATION BROADBAND 
STRATOSPHERIC COMMUNICATION SYSTEMS

As new requirements for access to wireless networks emerge within the communications society, 
HAPs can play an important role in the evolution of current and future communication systems 
(Grace et al. 2005a; Karapantazis and Pavlidou 2005b; Falletti et al. 2006b). In particular, HAPs are 
expected to alternatively or complementarily fulfill the vision of optimal connectivity in the service 
area providing high data throughputs in virtually every possible scenario at low cost. The flexibil-
ity of stratospheric communication systems allows not only for carrying wireless communications 
payloads but also for serving other applications, such as navigation and positioning (Toshiaki and 
Masatoshi 2004), monitoring, remote sensing, and surveillance (Akalestos et  al. 2005), disaster 
management and relief (Deaton 2008; Holis and Pechac 2008a), telemedicine (Lum et al. 2006), 
and military applications (Jamison et al. 2005). The major wireless communications applications 
to be offered by HAPs can be divided technologically into two types: the broadband fixed wire-
less access (BFWA) (Grace et al. 2001; Mohammed and Yang 2009) and the provision of mobile 
services (Mondin et al. 2001; Taha-Ahmed et al. 2005; Ahmed et al. 2006). As shown in Table 10.1, 
several frequency bands (ITU 2007a,b,c), have been licensed for communications through HAPs on 

TABLE 10.1
Frequency Spectrum Available for Stratospheric Applications

Frequency Band 
(GHz)

Microwave 
Frequency Band Area/Country Type of Service

47.9–48.2 V Global Fixed (uplink)

47.2–47.5 Fixed (downlink)

31.0–31.3 Ka 40 countries (including all countries in North 
and South America but excluding all of Europe)

Fixed (uplink)

27.5–28.35 Fixed (downlink)

2.160–2.170 S Regions 1 and 3 Mobile

2.110–2.160 Global

2.010–2.025 Regions 1 and 3

1.885–1.985 L Global
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a global, regional, or national basis, and for each frequency band, appropriate regulatory provisions 
have been established based on technical and operational studies (Park et al. 2008). The choice 
of the frequency bands at which HAPs can operate is mainly determined by the frequency shar-
ing and compatibility with other existing services provided by terrestrial/satellite systems, which 
would cause interference problems if spectrum allocation is not carefully controlled (Milas and 
Constantinou 2005; Ku et al. 2008). Note that spectrum identification in the range between 5850 and 
7075 MHz to facilitate gateway links to and from HAPs has been also envisioned, since WRC-07 
agenda, Resolution 734 (ITU 2007d).

BFWA communications provide in general a high rate of data transmission. In 2006, the 
Organization for Economic Cooperation and Development has defined broadband as 256 kilobits 
per second (Kbps) in at least one direction and this bit rate is the most common baseline that is 
marketed as “broadband” around the world. The International Telecommunication Union (ITU) has 
defined broadband as a transmission capacity that is faster than 1.5–2 megabits per second (Mbps) 
(ITU-T 1992), while the U.S. Federal Communications Commission definition of broadband is at 
least 4 Mbps downstream and 1 Mbps upstream. However, the threshold of the broadband definition 
will rise, as higher data rate services become available. High-speed broadband services include but 
are not limited to conversational services (voice/video telephony, high-resolution video conferenc-
ing), streaming and broadcast services (real-time radio and television, video on demand), local 
multipoint distribution services, interactive data access (broadband Internet access, web browsing), 
and large file transfers. In addition, HAPs could potentially be used as an alternative solution for 
the provision of digital video broadcasting (DVB) and digital audio broadcasting (DAB). A feasi-
bility study of HAPs-DVB/DAB has been conducted by the European Space Agency (ESA) under 
the STRATOS project (ESA-ESTEC 2005). These services are offered mainly to fixed terminals. 
However, mobile applications are also feasible (Morlet et al. 2007).

In addition to BFWA, ITU has also endorsed the use of HAPs in the IMT-2000 spectrum for the 
provision of 3G/UMTS mobile services, as well as enhanced HSDPA services offering data transfer 
speeds up to 14 Mbps on the downlink. These services are expected to have the same functionality, 
meeting the same service, and operational requirements as traditional terrestrial tower-based sys-
tems. HAPs can be designed to serve as the sole station in a stand-alone infrastructure, essentially 
replacing the tower base station network with a “base station network in the sky.” In particular, a 
single HAP can replace a large number of terrestrial base stations and their backhaul infrastructure 
(microwave or optical links) and can serve a large city, a suburban area, a rural region (Holis and 
Pechac 2008d), or even a whole state. Moreover, HAPs could deliver Worldwide Interoperability 
for Microwave Access (WiMAX) (Palma-Lázgare et al. 2008; Thornton et al. 2008) mobile ser-
vices based on the IEEE 802.16e standard at frequencies between 2 and 6 GHz and at speeds up to 
40 Mbps (IEEE 2005; Andrews et al. 2007).

The growing demand for greater bandwidth, higher data rates, improved quality of service 
(QoS), and ubiquitous access have prompted the development of fourth-generation (4G) commu-
nication systems that employ a comprehensive and secure all-Internet-protocol (IP) network and 
support fixed and mobile ultra-broadband (gigabit speed) access and multicarrier transmission 
(Evans and Baughan 2000; Bria et al. 2001; Chen and Guizani 2006). New broadband applica-
tions have thrived with the advent of 4G and can be provided through stratospheric communi-
cations, such as multimedia broadcast and multicast services, IP telephony, high-quality voice, 
high-definition television, mobile television, ultra-broadband Internet access, gaming services, 
and high-quality streamed multimedia. Third Generation Partnership Project (3GPP) Long-Term 
Evolution (LTE) advanced technology fully supports 4G requirements offering data rates up to 
1 gigabit per second (Gbps) (LTE-Advanced 2015), while next-generation Mobile WiMAX based 
on the IEEE 802.16m (WiMAX 2015) standard supports at least 100 Mbps at mobile and 1 Gbps 
at fixed-nomadic services, and hence are compliant with 4G next-generation mobile networks. 
The development of next-generation systems envisages the synergetic integration of heteroge-
neous terrestrial, satellite, and stratospheric networks with different capabilities, which gives rise 
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to new services, architectures, and challenges (Evans et al. 2005; Giuliano et al. 2008; Paillassa 
et al. 2011). Indeed, the term “4G” is widely used to include several types of broadband fixed and 
mobile wireless communication systems. According to Figure 10.2, 4G and beyond 4G systems 
could seamlessly integrate the entire communications infrastructure (terrestrial base stations, 
satellites, and HAPs), modern communications terminals (mobile phones, personal digital assis-
tants, tablet computers, laptops, etc.), transportation vehicles (cars, trains, airplanes, boats, etc.), 
available networks (body area networks, personal area networks, local area networks, metropoli-
tan area networks, and wide area networks), and next-generation applications to satisfy increasing 
user demands. Hence, complex network topologies of heterogeneous nature can be deployed, such 
as stand-alone HAP networks, multiple-HAP networks, integrated terrestrial/HAP networks, 
integrated satellite/HAP networks, and integrated terrestrial/HAP/satellite networks. Each net-
work has different capabilities, in terms of capacity, coverage, mobility support, cost, and is best 
suited for handling certain configurations. However, these different networks will have to coex-
ist, and be complementarily and efficiently exploited. This can be achieved by introducing the 

FIGURE 10.2 Visualization of an integrated satellite/HAP/terrestrial wireless communication system 
 providing fixed and mobile broadband services.
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reconfigurability concept (Demestichas et al. 2004; Stavroulaki et al. 2006), which offers service 
differentiation, customization, and personalization according to the environment requirements.

Nevertheless, wireless systems designers are facing a number of challenges, that is, the limited 
availability of the radio frequency spectrum and a complex space–time–frequency varying wire-
less propagation environment (Paulraj et al. 2003). In addition, next-generation wireless commu-
nications services will require increased network coverage, higher data rates, enhanced capacity, 
enriched QoS, and improved efficiency. Thus, new technologies have to be continuously under 
development in order to meet these growing demands. In recent years, the multiple-input mul-
tiple-output (MIMO) technology has emerged as the most promising technology in these mea-
sures (Biglieri et al. 2007). MIMO communication systems consider multiple antennas at both the 
transmitting and the receiving end. Different aspects of MIMO technology are being planned or 
have already been incorporated in wireless standards, such as the IEEE 802.11n, 802.16e, 802.16m, 
802.20, 802.22, 3GPP Releases 7, 8, and 9, 3GPP2 ultra mobile broadband, and DVB-T2 among 
others. In an effort to remain competitive with terrestrial systems, stratospheric systems should 
follow the progress in MIMO technology (Arapoglou et al. 2011b,c) and profit from its significant 
enhancements. The successful application of MIMO technology requires accurate channel models 
incorporating all propagation phenomena.

To design and implement reliable and efficient channel models for next-generation stratospheric 
systems when single or multiple antennas are employed, an accurate and thorough characterization 
of the effects influencing radio waves propagation in the stratospheric channel is essential. These 
models are indispensable for the performance evaluation, parameter optimization, and testing of 
next-generation wireless stratospheric communication systems. The following section describes the 
mechanisms of radio wave propagation for the links between HAPs and terrestrial stations, which 
directly affect the underlying wireless stratospheric channel.

10.3  OVERVIEW ON PROPAGATION MECHANISMS FOR 
STRATOSPHERIC COMMUNICATION SYSTEMS

Communicating through a wireless stratospheric channel is a challenging task because the 
medium may introduce severe impairments (Pawlowski 2000; Rappaport 2002; Saunders and 
Aragón-Zavala 2007; Kandus et al. 2008; Smolnikar et al. 2009). The propagation effects may 
vary depending on the operating frequency. Thus, it is important to emphasize the considerable 
differences between the communication systems operating at low-frequency bands and the ones 
operating in upper bands. In particular, line-of-sight (LoS) conditions are required at the Ka and V 
frequency bands (Aragón-Zavala et al. 2008) due to the severe attenuation of possible obstructed 
signal components. Besides, both LoS and non-line-of-sight (NLoS) connections can be used and 
should also be evaluated for stratospheric communication systems operating at L and S frequency 
bands. In general, the wireless channel includes both additive and multiplicative effects. The addi-
tive effects arise from the noise generated within the receiver itself, although external noise contri-
butions may also be significant, and their impact on the performance of a communication system 
is important, since they determine the received signal-to-noise ratio (SNR). On the contrary, the 
multiplicative effects arise from the various processes encountered by the transmitted waves on 
their way from transmit to receive end. It is conventional to further subdivide the multiplicative 
processes in the channel into two types of fading, the large- and the small-scale fading. The large-
scale fading determines the cell coverage area, outage, and handoffs, and includes the path loss 
and the shadowing of the transmitted signal by objects and scatterers in the channel, that is, trees, 
buildings, hills, or mountains, when the receiver moves over distances greater than several tens of 
the carrier wavelength. Besides, the small-scale fading determines the link-level performance in 
terms of bit error rates (BERs) and average fade durations (AFDs) is caused mainly by the mul-
tipath propagation and is referred to as multipath fading.
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Although radio signals coming from satellites are subject to propagation impairments in the 
ionosphere and troposphere, the signals transmitted from HAPs are distorted only by tropospheric 
effects. These effects include (a) clear air effects, that is, free-space loss (FSL), absorption due 
to atmospheric gases, beam spreading loss due to ray bending, and tropospheric scintillation and 
(b) hydrometeor effects, that is, absorption due to rain, liquid water clouds, and fog raindrops. Note 
that rain attenuation is the dominant mechanism that significantly affects the quality of the link at 
frequencies above 10 GHz (Aragón-Zavala et al. 2008). At these frequencies, the wavelength and 
raindrop size (about 1.5 mm) are comparable and the attenuation is quite large. Thus, stratospheric 
communication systems operating at Ka and V frequency bands are susceptible to rain, while the 
ones operating at L and S frequency bands are not significantly affected by rain.

With these in mind, this section aims to describe in detail the fundamental propagation mecha-
nisms that influence the links between HAPs and terrestrial stations and present the large- and 
small-scale fading characteristics, as well as the rain effects.

10.3.1 Path loSS anD ShaDowing

For a link between HAPs and terrestrial stations, the minimum (reference) path loss is given by the 
FSL, which assumes an LoS link between the transmitter and the receiver and propagation in free 
space and is given by (Grace et al. 2001; Aragón-Zavala et al. 2008)

 L d fF ( ) . log log ,dB = + +32 4 20 20km MHz  (10.1)

where fMHz is the carrier frequency in MHz and dkm is the elevation angle-dependent distance 
between the transmitter and the receiver in km. Note that the FSL increases by 6 dB for each dou-
bling in either frequency or distance.

In practice, the signals do not experience free-space propagation due to other sources of loss, 
such as obstacles in the first Fresnel zone, rain attenuation (Spillard et al. 2004), gaseous absorption 
(oxygen absorption and water vapor) (Zvanovec et al. 2008), cloud attenuation, and attenuation due 
to vegetation (Agrawal and Garg 2007, 2009). Hence, the value of the path loss is highly depen-
dent on many factors, such as the terrain contours, the propagation environment, the propagation 
medium (dry or moist air), the distance between the transmitter and the receiver, and the height 
and location of antennas. The summation of any losses caused by the aforementioned propagation 
effects is called the excess loss Lex. Hence, the total loss is given by

 L dB L dB L dBF ex( ) ( ) ( ).= +  (10.2)

Iskandar and Shimamoto (2006b) described a path loss model regarding stratospheric systems 
for predicting path loss in urban environments. The impact of elevation and azimuth angles varia-
tion to the propagation mechanism was evaluated through a building block model and ray-tracing 
tools. Feng et al. (2006) presented statistical models for air-to-ground channels, which can be used 
for satellites and UAVs. The results show that air-to-ground channels have a much higher LoS prob-
ability, and less shadowing than terrestrial channels. Thus, airborne platforms may serve as relaying 
nodes to extend the range and improve the connectivity between terrestrial ad hoc terminals. These 
results also show that the diffraction loss is mainly caused by the buildings located above ground 
level. Simunek et al. (2011) presented results from a measurement campaign simulating the propa-
gation conditions in UAV high-data rate communication links in urban areas and at frequencies of 
about 2 GHz. These results indicated strong signal variations due to multipath and shadowing and 
that the excess loss is mainly dependent on the elevation angle and fairly independent of the dis-
tance. A physical model for the excess loss was also developed that involves high elevation angles 
and combines diffracted and reflected components.
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Shadowing controls the reliability of coverage based on the link budget and indicates random 
variations of the received power with respect to the mean predicted value given by the path loss 
models. The density of the obstacles causing shadowing significantly depends on the physical envi-
ronment. The randomness in this environment is captured by modeling the density of obstacles 
and their absorption behavior as random numbers. The amplitude variations caused by shadowing 
and expressed in logarithmic scale is often modeled using a lognormal distribution with a standard 
deviation from the mean value predicted by log-distance path loss model. A detailed discussion of 
the shadow fading characteristics for stratospheric systems is included in Holis and Pechac (2008b) 
and Kong et al. (2008). Specifically, an empirical narrowband model for different types of built-
up areas, that is, from suburban to high-rise urban, and frequencies, that is, from 2 to 6 GHz, was 
proposed in Holis and Pechac (2008b). This model can be used as a radio network planning tool 
for system-level simulations and availability estimations and is a function of the elevation angle 
considering both LoS and NLoS paths. A statistical method was exploited in order to simulate 
the propagation environment, while measurement data, obtained using a remote-controlled airship, 
were used to validate this model. Kong et al. (2008) characterized the shadowing characteristics 
caused by urban areas and developed an analytical model based on experimental data. By apply-
ing the statistical data of building distribution, which includes height, length, and density, and road 
characteristics of the corresponding propagation areas to the model, a reliable evaluation of the 
shadowing effects can be obtained.

10.3.2 MultiPath ProPagation

A signal propagating through a wireless channel usually arrives at its destination along a number of 
different paths, referred to as multipath components, which arise from single-bounce and/or mul-
tiple-bounce scattering, reflection and/or diffraction of the radiated energy by fixed and/or mobile 
intervening objects in the environment (Dovis et al. 2002). These local environment propagation 
effects influence the amplitude, direction, and phase of the propagating radio waves and this effect 
is known as multipath fading or fast (short-term) fading, a name given due to the random rapid fluc-
tuations of the received wave over small displacements. The received wave is a superposition of the 
impinging multipath components. Depending on the phase of each partial wave, this superposition 
can be constructive or destructive. Figure 10.3 presents a typical scenario affected by multipath fad-
ing. One observes that the LoS component reaches the receiver directly. However, single-, double-, 
and/or multiple-bounce NLoS rays also arrive at the receiver causing fading. Note that several field 
measurements have been conducted in a large variety of propagation environments such as urban, 
suburban, tree-lined roads, rural, and open, where the effect of the LoS and NLoS components dif-
fer substantially. Hence, attention should be separately paid to each specific environment, when the 
stratospheric radio channel is studied. In addition, when a terrestrial mobile station (TMS) travels in 
a large area, shadowing and multipath may change abruptly. Note that strong multipath propagation 
is typical for indoor communication scenarios.

10.3.2.1 Time, Frequency, and Space Selectivity
The wireless channel may be described in the base domains, that is, time, frequency, and space. 
Then, the channel is either selective in these domains, that is, time and/or frequency and/or space 
selective/variant or coherent over a time–frequency-spatial range. Alternatively, the channel may be 
described in the spectral domains, that is, Doppler frequency, delay, and direction. These are related 
to the base domains through Fourier transform (FT). A selective wireless channel is dispersive in 
the spectral domains, that is, preserves frequency and/or delay and/or direction dispersion (Fleury 
2000). Figure 10.4 illustrates the relationship through FT between the variances of time Δt, fre-
quency Δf, and space (represented by the receive ΔxR and transmit ΔxT antenna position vectors) and 
the spreads of Doppler frequency shift v, propagation delay τ, and direction of arrival or departure 
(represented by the receive ΩR and transmit ΩT direction vectors, respectively).
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In single-antenna stratospheric systems, the transmitter and the receiver are each equipped with 
a single antenna and the underlying multipath channel is modeled as time and/or frequency variant. 
When viewed in the frequency domain by applying FT to the time correlation function, time selec-
tivity appears as different Doppler (frequency) shifts of the individual multipath components over a 
finite spectral bandwidth that corresponds to a frequency dispersion of the Doppler power spectrum 
of the transmitted signal. Based on the rate with which the channel impulse response changes rela-
tive to the signal transmission rate, channels may be classified as fast fading, that is, the channel 
changes within the transmitted symbol duration, or slow fading, that is, the channel is approxi-
mately constant within symbol duration. A good measure of channel time selectivity is given by 
the channel coherence time, that is, the time duration for which the channel can be considered as 
approximately time invariant. The larger the coherence time, the slower the channel fluctuation, or 
equivalently the Doppler spread (in the frequency domain).

When viewed in the delay domain by applying inverse FT to the frequency correlation func-
tion, frequency selectivity appears as different time delays of the individual multipath components, 
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which corresponds to a time dispersion of the transmitted signal. The span of the delays is called the 
delay spread and the channel acts like a tapped delay line (TDL) filter. Based on their degree of fre-
quency selectivity, channels may be classified as frequency-flat or frequency-selective channels. In 
particular, if all the transmitted frequencies undergo approximately identical amplitude and phase 
changes, the channel is called frequency flat. Otherwise, the channel is called frequency selective 
and the transmission is wideband. Frequency selectivity is measured in terms of the coherence 
bandwidth, that is, the bandwidth over which the channel’s frequency response remains constant. 
The channel can be considered frequency flat only if the transmission is narrowband compared to 
the channel’s coherence bandwidth. Otherwise, the channel is frequency selective.

In multiple-antenna stratospheric systems, the transmitter and the receiver are equipped with 
multiple antennas. Then, apart from being time and/or frequency variant, the underlying multipath 
channel can be also space variant. When viewed in the angle domain by applying FT to the spa-
tial correlation function, direction selectivity appears as different azimuth and/or elevation angles 
of arrival (or departure) of the multipath components at the receive (or transmit) antenna array 
over a finite spectral bandwidth, which corresponds to an angular dispersion of the power azimuth 
spectrum and/or the power elevation spectrum of the transmitted signal. Hence, the signal ampli-
tude depends on the spatial location of the antennas. Space selectivity is measured in terms of the 
coherence distance, that is, the spatial separation for which the channel’s spatial response remains 
constant, which is inversely proportional to the angle spread.

10.3.3 rain effectS

The rain is confined to the first 2.5–5 km of the atmosphere depending on the latitude (Aragón-
Zavala et al. 2008). Hence, an electromagnetic (EM) wave propagating in the troposphere is directly 
affected by rain effects. Rain effects primarily refer to the attenuation of a signal. The troposphere 
consists of a mixture of particles having a wide range of sizes and characteristics. The attenuation 
is the result of the conversion of EM energy to thermal energy within an attenuating particle. This 
attenuation increases with the number of raindrops along the path, the size of the drops, the length 
of the path through the rain, and the carrier frequency. The main particles of interest are hydromete-
ors, including raindrops, fog, and clouds. Note that attenuation is negligible for snow or ice crystals, 
in which the particles are tightly bound and do not interact with the waves.

The rain attenuation Lr can be empirically obtained using the specific rain attenuation γr (dB/km) 
(ITU-R 1997), which is defined as

 γ r r r
ba R r= ,  (10.3)

where Rr is the rain rate measured on the ground in millimeters per hour (mm/h) and is strongly 
dependent on the geographical location. Worldwide rain rate contour maps can be found in ITU-R 
(2003). Typical rain rate values for Europe are around 30 mm/h, while for some Mediterranean 
regions the rain rate exceeds 50 mm/h and for equatorial regions the rain rate may reach 150 mm/h. 
The rain rate corresponds to the measure of the average size of the raindrops. However, the period of 
time for which the rain rate exceeds a certain value is more important than the total amount of rain 
falling during a year. The values of the empirical regression coefficients ar and br can be obtained 
from ITU-R (1997) and depend on the climatic zone, the transmission frequency, and the polariza-
tion. Table 10.2 shows typical values for ar and br at various frequencies for horizontal and vertical 
polarization extracted from ITU-R (1997), while Figure 10.5 utilizes Equation 10.3 and demon-
strates the specific rain attenuation γr as a function of the rain rate for different carrier frequency. 
One observes that the rain attenuation is only significant to communications systems operating 
above 10 GHz. At these frequencies, the wavelength and raindrop size (about 1.5 mm) are compa-
rable and the attenuation is quite large. Thus, stratospheric communications systems operating at 
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Ka and V frequency bands are susceptible to rain, while the ones operating at L and S frequency 
bands are not significantly affected by rain. The total rain attenuation can be obtained as follows:

 L dr r r= γ ,  (10.4)

where dr is the total rainy path length and can be geometrically obtained as (see Figure 10.6)

 d H Hr r R T= −( sin ,)/ β  (10.5)

TABLE 10.2
Regression Coefficients for Estimating Specific Rain Attenuation

Frequency 
(GHz)

Horizontal Polarization Vertical Polarization

ar br ar br
2 0.000154 0.963 0.000138 0.923

10 0.0101 1.276 0.00887 1.264

20 0.0751 1.099 0.0691 1.065

30 0.187 1.021 0.167 1.000

40 0.350 0.939 0.310 0.929

50 0.536 0.873 0.479 0.868
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FIGURE 10.5 Specific rain attenuation as a function of the rain rate for different carrier frequencies.
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where Hr is the effective rain height, HR is the height of the terrestrial station, and βT is the elevation 
angle of the platform. Representative values for Hr vary according to the latitude of the terrestrial 
station. In practice, high rain attenuations are sometimes avoided by using site diversity (Konefal 
et al. 2002; Panagopoulos et al. 2007), in which two widely separated terrestrial stations are used. 
Then, the probability that both terrestrial stations are within the same area of rain concentration is 
small. Alternatively, a portion of spectrum in a lower frequency band may be used.

The aforementioned empirical modeling of the long-term behavior of the rain attenuation effects 
does not convey any information on the time dynamics of these effects. An alternative and more 
accurate way of modeling the rain attenuation is through the use of time series (Cuevas-Ruíz and 
Delgado-Penín 2005). Since rain is characterized by a significant spatial inhomogeneity within the 
distances of interest, rain attenuation time series can be obtained using actual meteorological data 
accumulated over many years of carefully performed propagation measurements. The possibility of 
making a computer synthesis of these time series allows for the implementation of statistical chan-
nel models, which are characterized by short-term statistics.

Apart from introducing signal attenuation, rain also introduces scattering processes (Spillard 
et al. 2002; Michailidis and Kanatas 2009). This scattering results in redirection of the radio waves 
in various directions, so that only a fraction of the incident energy is transmitted onward in the 
direction of the receiver. The scattering process is strongly frequency dependent, since wavelengths 
that are long compared to the particle size will be only weakly scattered.

10.4 MODELING OF THE STRATOSPHERIC RADIO CHANNEL

The propagation effects suffered by a signal transmitted over a stratospheric communication radio 
link are similar to those present over a terrestrial or satellite system, mainly in terms of shadow-
ing and multipath. Besides, tropospheric (rain) effects substantially control the quality of the link 
of both satellite and stratospheric systems. Therefore, models for stratospheric channels could be 
based on models applied to terrestrial and satellite systems. However, classic terrestrial model-
ing artificially separates slow and fast variations due to shadowing and multipath, respectively, 
and models them independently. Conversely, in satellite systems, these two processes are usually 
treated statistically in a combined manner. The reason is that terrestrial propagation rarely exhibits 
LoS conditions and the propagation environment contributes to both small- and large-scale fading. 
Nevertheless, direct signal is usually present when the transmitter is located above Earth due to the 
higher elevation angles and impairments of the signal are mainly caused only by the local environ-
ment. Indeed, although terrestrial, satellite, and stratospheric channels exhibit similar multipath 
fading, the intensity of this small-scale effect is not the same, due to the different position of the 
effective scatterers. Moreover, the stratospheric systems exhibit distinct characteristics compared 
to satellite and terrestrial systems, with regard to the size of the coverage area, the length of the 
radio path between transmitter and receiver, the link geometry, and the propagation time delay. 
Note that the distance between the receiver and transmitter is shorter in the case of stratospheric 
systems compared with satellite systems resulting in smaller propagation delay and lower FSL, 
while the rate of elevation angle variation is different. In the case of geostationary Earth orbit 
(GEO) satellites, the elevation angle does not significantly vary when the mobile terminal changes 
its position. In low Earth orbit satellite systems, the rate of elevation angle variation is comparable 
to that in stratospheric systems, but it is mainly caused by satellite motion and hence it is easily 
predictable. Furthermore, in satellite systems, additional distortions of the signal occur when pass-
ing the ionosphere. Consequently, terrestrial and satellite channel models should not be directly 
used for describing propagation conditions in stratospheric communications and some modifica-
tions are essential.

The objective of this section is to provide an overview on recently used design methodologies 
enabling the development of channel models for stratospheric communication systems and discuss 
some open issues related to channel features not sufficiently reproduced by these models.
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A classification of the different channel models is initially provided and the characteristics of the 
multiple-antenna channel models are described. The configurations under investigation range from 
very simple single-antenna stratospheric systems to quite complex and challenging multiantenna 
stratospheric systems. Emphasis is given on the presentation of cutting-edge research on the chan-
nel modeling of the latter. For the multiantenna stratospheric systems, the particular propagation 
characteristics crucially determine the viability of MIMO technologies and control the performance 
metrics. The spotlight is on point-to-point and relay-based stratospheric systems in outdoor radio 
propagation environments. However, stratospheric-to-indoor reception is also included. The presen-
tation closes with a discussion of open research problems in this area.

10.4.1 claSSification of channel MoDelS

The channel models can be classified into categories using different criteria (Vázquez-Castro et al. 
2002; Yang et al. 2010). Among the most frequently used techniques to describe signal-level varia-
tions in the terrestrial, satellite, and stratospheric channels are statistical models, which can be used 
for the evaluation of designed fade mitigation techniques, access, modulation, and coding schemes, 
and time and carrier synchronization approaches. When channel characteristics are not static and 
vary in time, different channel conditions, states, or state transitions (if two or more states are 
defined) can be defined. If these transitions are independent (memoryless), the channel can be mod-
eled as a Markov (continuous or discrete) chain (Lutz et al. 1991; Fontan et al. 1997; Karasawa et al. 
1997; Bråten and Tjelta 2002; Cuevas-Ruíz and Delgado-Penín 2004a,b) and the corresponding 
model is called statistical switched. A criterion utilized to distinguish the individual channel models 
is bandwidth. In particular, the models for stratospheric channels can be divided into narrowband 
models, that is, the multipath fading is frequency-flat and wideband models, that is, the multipath 
fading is frequency-selective. These models can also be separated into mobile or fixed depending 
on the existence or absence of mobility. In addition, these models can be classified into physical or 
analytical (nonphysical), based on the modeling philosophy (Yu and Ottersten 2002; Almers et al. 
2007). Physical channel models use important physical parameters to provide reasonable descrip-
tion of the channel characteristics and the surrounding scattering environment. Depending on the 
chosen complexity, these models allow for an accurate reproduction of the real channel. Indeed, 
choosing a small number of physical parameters makes it difficult, if not impossible, to identify and 
validate the models. Physical models can further be classified into deterministic models, geometry-
based stochastic models, and nongeometric stochastic models. Deterministic models characterize 
the physical propagation parameters in a completely deterministic manner, for example, using ray-
tracing techniques (Iskandar and Shimamoto 2005). With geometry-based stochastic models, the 
impulse response is characterized by the entire system and the geometry of the scattering environ-
ment. Moreover, nongeometric stochastic models characterize physical parameters via probability 
distribution functions without assuming a particular geometry. On the contrary, analytical models 
give limited insight to the propagation characteristics of the radio channels and synthesize the radio 
channel matrices in a mathematical analytical way. Finally, another way to model the radio channel 
is through field measurements of the channel responses. Then, empirical models are obtained. The 
accuracy of these models depends on the amount of data achieved by measurements and the quality 
of statistical data processing.

10.4.1.1 Particular Characteristics of Multiple-Antenna Channel Models
Extending single-antenna models to the multiple-antenna case is not straightforward or even not 
applicable mainly due to the need of utilization of the space domain, which is the essence of MIMO 
technology. Specifically, it is necessary to incorporate new parameters, such as the angles of arrival 
and departure, the angle spread, and the utilization of multiple antennas at both the ends of the link. 
At this point, it should be mentioned that the correlation in space and/or time and/or frequency 
dramatically influences MIMO performance and controls MIMO applicability (Salz and Winters 
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1994; Shiu et al. 2000). In the presence of a sufficiently large, theoretically infinite, number of non-
coherent diffuse components in dense scattering propagation environment, the fading is described 
by a Rayleigh distribution (Pätzold 2002; Proakis and Salehi 2008), the channel matrix is full rank, 
and the elements of this matrix are uncorrelated, and are modeled as independent and identically 
distributed (i.i.d.). When a strong LoS signal also arrives at the receiver, the fading is described by 
a Rician distribution.

Figure 10.7 demonstrates the correlation as a function of the Ricean factor, in the general case. 
One observes that the absolute correlation easily exceeds 0.15, 0.5, and 0.7, as soon as the Ricean 
factor exceeds −7, 0, and 3 dB, respectively. Considering coherent diffuse components or sparse 
scattering and increased correlation in space and/or time and/or frequency, the rank of the MIMO 
channel matrix is deficient and the spectral efficiency is low. However, the degree of correlation is 
a complicated function of the degree of scattering and the antenna interelement spacing at both the 
transmitter and the receiver. Hence, an increase in this spacing is not sufficient to ensure decorrela-
tion between the responses in the MIMO channel matrix. On the other hand, dense scattering in 
the propagation environment in combination with adequate antenna spacing ensures decorrelation. 
These two factors control the performance measures, that is, the diversity gain and the spatial mul-
tiplexing gain, and therefore the applicability of MIMO techniques to any communication system.

Consequently, the overwhelming majority of analytical and experimental work carried out on 
land mobile satellite (LMS) and stratospheric multiple-antenna channels at L and S frequency bands 
focuses on exploiting polarization diversity at both the transmitter and receiver to form a MIMO 
channel matrix (Erceg et al. 2006; Sellathurai et al. 2006; Horvath et al. 2007; Mohammed and Hult 
2009; Hult et al. 2010; Arapoglou et al. 2011a). Then, multiple versions of a signal are transmitted 
and received via antennas with different polarization. Polarization diversity can overcome pos-
sible space limitation and still achieve the advantages predicted by MIMO theory. This approach 
seems beneficial, since a single satellite cannot provide the necessary antenna spacings required by 
MIMO theory to provide a high degree of channel decorrelation. Spatial, temporal, and/or polar-
ization SIMO and MISO measurements at S and C bands for mobile satellite systems have been 
recently carried out by ESA (2015) employing existing satellites (MiLADY) and by Centre National 
d’Etudes Spatiales employing a helicopter (Lacoste et al. 2009). A relevant SIMO channel model-
ing approach is presented in Liolis et al. (2008). With regard to MIMO measurement campaigns, 
the relevant attempts are extremely scarce and have been conducted mainly in the frame of King 
(2007) in Guildford, UK, at 2.45 GHz. In order to obtain benefit from polarization dimension, the 
cross-polar transmissions, for example, transmission from vertically polarized antenna to horizon-
tally polarized antenna, should be zero. However, in real scenarios, there is always some polariza-
tion mismatch since linearly polarized antenna arrays have nonzero patterns for cross-polar fields. 
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FIGURE 10.7 Absolute correlation of MIMO stratospheric channels for various values of the Ricean factor.
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In addition, multipath effects, for example, diffraction, scattering, and reflection, may change the 
plane of polarization of incident EM waves at the receiver.

10.4.2 StatiStical channel MoDelS

The statistical channel models express the distribution of the received signal by means of first-order 
statistics, such as the probability density function (PDF) or the cumulative distribution function and 
the second-order statistics, such the level crossing rate (LCR) and the AFD (Loo 1985; Vázquez-
Castro et al. 2002; Yang et al. 2010). The LCR is basically a measure to describe the average number 
of times the signal envelope crosses a certain threshold level per second, while the envelope AFD 
is defined as the expected value of the time interval over which the fading signal envelope remains 
below a certain threshold level. Since multipath and shadowing effects are important in the signal 
propagation, the statistical models usually assume that the received signal consists of two compo-
nents, the LoS and the NLoS. Then, the relative power of the direct and multipath components of 
the received signal is controlled by the Rician factor and the distributions of these two components 
are usually studied separately. A stratospheric communication channel is expected to be Rician in 
its general form. The signal envelope can be expressed as (Aragón-Zavala et al. 2008)

 S t e u t e v t ej t j t j t( ) ( ) ( ) ,( ) ( ) ( )θ α β= +  (10.6)

where u(t) is a random variable that follows a Rayleigh distribution and α(t) is uniformly distributed 
within the range (0, 2π), whereas the v(t) and β(t) are deterministic signals and are the magnitude 
and phase of the direct component, respectively. Then, the Rician factor is the average power ratio 
of the direct signal component to the multipath components and is given by

 k v= 2 22/ σ ,  (10.7)

where v is the direct component envelope of the received signal and 2σ2 is the average power of the 
multipath components. When the Rician factor is equal to 0, that is, rich multipath exists, the chan-
nel is described by a Rayleigh distribution, whereas a very large value of the Rician factor implies 
the presence of a Gaussian channel. Several values of the Rician factor have been reported in the 
literature from measurement campaigns and studies performed in the L and S frequency bands, for 
satellite (Jahn 2001) and stratospheric (Iskandar and Shimamoto 2006a) communication systems. 
According to these measurements, the value of the Rician factor depends on the elevation angle of 
the satellite/platform and the operating frequency. Note that HAP and/or user movement and HAP 
displacement cause a continuous change in the subplatform point and in the elevation angle of the 
platform. Thus, the Rician factor also varies with the elevation angle variation. Note that a lognor-
mal distribution can characterize the shadowing, when the signal is subject to blocking of clutter 
and obstructions on terrain depending on the propagation area. Based on Loo model (Loo 1985), a 
statistical model for stratospheric channels was proposed in Bo et al. (2007). The key parameters of 
this model are the PDF of the amplitude of the received signal, the LCR, and the AFD.

10.4.3 StatiStical-SwitcheD-channel MoDelS

The switched-channel model in Cuevas-Ruíz and Delgado-Penín (2004b) allows for convenient 
and time-efficient system analysis of the links between HAPs and terrestrial stations, when the 
channel characteristics are dynamic and vary in time. In this model, Markov chains are used 
to describe blockage or shadowing effects due to buildings or vegetation close to the terminal. 
According to the definition of chain state and transition matrix between states, the transient behav-
ior of a stochastic process can be described. The changes in shadowing and multipath are typically 
modeled by different propagation states, for example, “good” and “bad” states corresponding to 
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LoS/open/light shadowing areas and NLoS/blocked/heavy shadowing areas, respectively. Then, 
the goal of this model is to properly characterize a time-variant channel, which switches from one 
state to another at any time. These propagation states can be described by a first-order Markov 
chain with specific state and transition probabilities. The differences between the states are related 
to the type of fading that is affecting the channel. The model in Cuevas-Ruíz and Delgado-Penín 
(2004b) is based on the classic narrowband switched-channel model in Lutz et al. (1991) for the L 
band, which characterizes the process of fading through a switch between two states, one defined 
as good (Rice distribution) and the other defined as bad (Rayleigh-lognormal distribution). There 
are also three-state channel models proposed in Karasawa et al. (1997) and Fontan et al. (1997) 
that suggest different statistical distributions for each state of the signal. Typically, each state lasts 
a few meters along the traveled route.

The characteristics that define the channel, such as the finite number of states present in a dis-
crete time, make the use of Markov chains possible. A Markov chain is fully defined by a state 
probability vector π and by a matrix P of transition probabilities between states matrix. Elements 
πi of vector π show the time percentage in which the Markov chain belongs to state i, while the ele-
ments pij of the matrix P represent the probability that the chain changes from state i to state j. For 
a three-state chain, P is given by
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A possible weakness of the Markov models is that they utilize the same distributions for all the 
channel states. Besides, the Markov chain can model very slow changes of the channel character-
istics caused by large obstacles. Alternatively, a semi-Markov model for stratospheric broadband 
channels was proposed in Cuevas-Ruíz and Delgado-Penín (2004a) and considers that the time 
duration between states transition is random and can be characterized by some type of probability 
distribution. One of the greatest advantages of the semi-Markovian process is the possibility to 
make a clear distinction between the probability distribution of the duration of the fading present 
in a state and the type of fading present in that state, which helps to get a better approximation of 
the link channel conditions (Bråten and Tjelta 2002). The parameters for the durations of the chan-
nel states and the distributions of the durations were established in the ITU-R Recommendation 
P.681-6. A general feature of the Markov and semi-Markov approaches is the memoryless property 
of the channel, where one state is uncorrelated to other instances of the same state at different times.

10.4.4 PhySical–StatiStical MoDelS

Physical or deterministic channel models based on ray-tracing algorithms can provide accurate 
results for a particular scenario. However, this approach is not often used due to increased com-
putational complexity. On the other hand, statistical models are built around measurement data 
and provide reasonable reproduction of the real channel. However, they provide little insight 
into the propagation mechanisms and depend on the accuracy of the measurements. An interme-
diate approach between these models is the physical–statistical model. This type of modeling is 
the most appropriate in predicting the “ON/OFF” nature and investigating the small-scale fad-
ing effects over large coverage areas applicable to satellite/stratospheric communication systems 
(Tzaras et al. 1998).

King et al. (2005) proposed a physical–statistical model for LMS and stratospheric multiantenna 
channels for the L and S frequency bands. This model generates high-resolution time series data 
and power delay profile for communication links between satellite (or HAP) and terrestrial termi-
nal antennas and also predicts the correlation between these links. In this model, the obstacles, for 
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example, buildings and trees, are grouped into clusters of spherical shapes and the cluster centers 
are randomly positioned. Multiple scatterers are placed randomly around the cluster center and 
their position follows the Laplacian distribution, while the building heights follow the lognormal 
distribution. According to this model, the scatterers are nonuniformly distributed, that is, the user 
receives the signal only from particular directions. Three paths between a satellite and a mobile 
terminal are considered: an LoS path, a blocked LoS path, and an attenuated path by trees. The 
parameters obtained from experimental data collected in Munich, Germany at L band (1.54 GHz) 
for urban and highway environments were used to validate the model. The small-scale fading and 
the wideband parameters can be approximated using the output time series and spatial power delay 
profile data of the model. By considering two distinct HAPs and denoting the fast fading from each 
satellite/HAP as αA and αB, the correlation can be defined as (Saunders and Aragón-Zavala 2007)
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where E[.] is the statistical expectation operator, (·)* denotes complex conjugate operation, and μA, 
μB are the means and σA, σB are the standard deviations of the fast-fading data from HAP antennas 
A and B, respectively. The results suggested that the HAP antennas require a separation of around 
18 m at 1.54 GHz to ensure low correlation between each channel matrix coefficient. Hence, utiliz-
ing a single HAP is a viable solution.

As the maximum MIMO gain can be achieved with low correlation between antenna elements 
at both ends of a MIMO communication system, a fundamental way of achieving low antenna cor-
relation is to use antenna elements with adequate separation. However, owing to size constraints, the 
physical–statistical model suggests that multiple antennas with large separation cannot be deployed 
at a single satellite. Hence, two satellites are required to achieve diversity. Nevertheless, employ-
ing two satellites gives rise to new challenges, such as waste of the limited satellite bandwidth for 
the transmission of the same signal, lack of synchronization in reception, and high implementation 
cost. The synchronization issues can be dealt with by employing cooperative satellite diversity con-
cept (Ahn et al. 2010; Zang et al. 2010) or by using compact antennas (Horvath and Frigyes 2006; 
Mohammed and Hult 2009), in which the problem of synchronization does not exist. Multiple-HAP 
constellations employing compact MIMO antenna arrays were utilized in Mohammed and Hult 
(2009) and Hult et al. (2010) and the capacity performance was investigated. In multiple-HAP sys-
tems, virtual MIMO (V-MIMO) space-polarization channels can be created using HAP diversity in 
combination with the polarization and pattern diversity of a special type of compact MIMO antenna 
arrays, like a vector element antenna array (Andrews et al. 2001; Mohammed and Hult 2009), the 
MIMO-cube (Getu and Andersen 2005), or the MIMO-octahedron antenna (Mohammed and Hult 
2009), which differ in complexity and design. Figure 10.8 illustrates the diversity setup for the 
case of vector element antennas and three HAPs separated by the angles θ1,2 and θ2,3. Although the 
multiple-HAP system outperforms the single-HAP system, the performance may be limited due 
to spatial correlation and mutual coupling between the separate antenna array elements. From the 
results, an optimal separation angle between HAPs that maximizes the total capacity of the system 
was also determined. Nevertheless, from this physical–statistical model in King et al. (2005), one 
also obtains that the application of multiple antennas at a single HAP may be viable. Nevertheless, 
analytical expressions for the space–time correlation were not derived and the effect of the array 
configuration was not studied.

10.4.5 geoMetry-BaSeD Single-antenna channel MoDelS

In general, the channel characterization strongly depends on the location of the transmitter and the 
receiver. From Figure 10.9, the fundamental parameters, which describe the geometry of a basic 
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stratospheric system, are the elevation angle of the platform βT, the height of the platform HT, and 
the distance D between the mobile station and the subplatform point. Since impairments of the sig-
nal are mainly caused by the environment near to the user, a realistic positioning of the scatterers is 
essential for an accurate channel model. Although several channel models have been proposed for 
terrestrial and satellite communications channels, newer models are required to accurately charac-
terize specific issues raised in stratospheric channels. For these channels, the physical–geometrical 
characteristics are critical. The establishment of a particular geometry allows for an accurate char-
acterization of the multipath effects. Most of the physical/geometrical channel models postulate a 
scattering environment and attempt to capture the channel characteristics by involving scattering 
parameters. Such models can often illustrate the essential characteristics of the radio channel, as 
long as the constructed scattering environment is reasonable. The following subsections describe 
two different geometries for single-antenna stratospheric channels.

10.4.5.1 Geometry-Based Ellipsoid Model
Dovis et al. (2002) considered an ellipsoid as the volume containing all the scatterers in the ter-
rain with transmitter and receiver as foci (see Figure 10.10). This model is based on the theoretical 
model proposed in Rappaport and Liberti (1996) for a terrestrial station and is extended to the case 
of a stratospheric station. In this extension, the receiver and the transmitter are no longer on the 
horizontal plane and the height of the transmitter is considered. This model is applicable to the 
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θ2,3
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FIGURE 10.8 Multiple-HAP diversity system with three HAPs equipped with vector element anten-
nas and the channel paths from the transmitter to the receiver. (Adapted from Mohammed, A. and T. Hult, 
International Journal of Recent Trends in Engineering, 1(3), 244–247, 2009.)
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FIGURE 10.9 Typical geometry of a stratospheric system.
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propagation environments, where multipath effects are primary, for example, urban areas, and pro-
vides a really convenient method for estimating the small-scale fading of the communication links 
between HAPs and terrestrial stations and characterizing the time and frequency domain of fading 
channels through the power delay profile and the Doppler spectrum. Moreover, this model does not 
consider the Rayleigh or Rice distributions for the signal amplitude. Instead, it extracts the power 
distribution through the power delay profile. The results depicted that channel models neglecting 
the presence of scatterers close to the ground can yield too optimistic results. However, this model 
assumes that the scatterers are uniformly distributed in space, that is, the user receives signals 
from all directions with equal probabilities, an assumption that deviates from practical situations. 
Moreover, this model overestimates the effects of large delay components. This deficiency is due to 
the assumption of uniformly distributed single-bounce echoes. Therefore, a blockage-based channel 
model for stratospheric channels that was proposed in Liu et al. (2003), quantified the probability 
of the single-bounce echoes from different scatterers, obtained an improved distribution function 
of the excess delay through numerical integration, and estimated the joint time-angle spread of the 
underlying multipath channel. Although the blockage-based model seems more realistic and fea-
sible than the ellipsoid model, it greatly complicates the derived process.

10.4.5.2 Geometry-Based Circular Cone Model
A three-dimensional (3D) multipath model based on circular straight cone geometry (see Figure 
10.11) was also proposed in Cuevas-Ruíz et al. (2009). This geometry provides a better approxima-
tion to simulate multipath propagation, since it more accurately represents the coverage area of a 
wireless communication system for a link between a HAP station and terrestrial users. Specifically, 
this model assumes that the scatterers are not considered significant close to the platform, as Dovis 
et al. (2002) suggest, but they are more concentrated close to the base of the cone. This geometrical 
model can better resemble the scenario of a directive antenna on board the HAP illuminating a spe-
cific coverage area on the ground. From this model, the power delay profile was generated.

10.4.6 geoMetry-BaSeD MultiPle-antenna channel MoDelS

As mentioned in the previous section, the prerequisite so that single-HAP configurations fully 
exploit the spatial diversity and spatial multiplexing advantages of MIMO technology predicted 
by information theory is the existence of sufficient antenna spacing at the transmitter and receiver, 
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FIGURE 10.10 Geometry-based ellipsoid model for stratospheric channels. (Adapted from Dovis, F. et al., 
IEEE Journal on Selected Areas in Communications, 20(3), 641–647, 2002.)
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as well as a rich scattering environment, which renders the fading paths between the antenna ele-
ments of the transmitter and the receiver independent. Therefore, the analysis and design of MIMO 
stratospheric communication systems require the development of space–time channel models, 
which enable us to properly characterize the fading channel and thoroughly study the channel sta-
tistics. The MIMO stratospheric channel models should take the distribution of the scatterers and 
the correlations among signal carriers into account. In practice, owing to the length of the radio 
path between HAPs and terrestrial stations, the transmit and/or receive antennas should be placed 
at significant distances from each other to ensure that the paths are really diverse. The application 
of multiple antennas to single HAPs may be plausible to be pursued in the frame of MIMO strato-
spheric systems, since spatial limitations on board are not as stringent as in satellites. Moreover, 
the length of the radio path between HAPs and terrestrial stations is significantly smaller than the 
corresponding one associated with satellites. King et al. (2005) provided a general estimation of 
the required antenna element separation at a HAP to achieve uncorrelated responses in the MIMO 
channel matrix. However, whether the size of a single HAP can support spatial diversity was thor-
oughly investigated through the models presented in the following subsections.

10.4.6.1 Geometry-Based Cylindrical Model for Narrowband Stratospheric Channels
Michailidis and Kanatas (2010) proposed a geometry-based model for MIMO stratospheric chan-
nels. This model utilizes L (1/2 GHz) and S (2/4 GHz) frequency bands and provides in-depth 
understanding and description of the statistical properties of MIMO stratospheric channels. A 
downlink narrowband MIMO stratospheric communication channel was considered with nT trans-
mit and nR receive antenna elements. All antennas are fixed, omnidirectional, and are numbered as 
1 ≤ p ≤ q ≤ nT and 1 ≤ l ≤ m ≤ nR, respectively. The nT antenna elements of the free of local scatter-
ing stratospheric base station (SBS) are situated approximately 20 km above the ground and it is 
assumed that the nR antenna elements of the TMS are in motion. Considering slowly varying and 
frequency-flat-fading channels, the link between the SBS and TMS antenna arrays is represented 
using the following complex baseband vector equation:

 r Hs n= + ,  (10.10)
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FIGURE 10.11 Geometry-based circular cone model for stratospheric channels. (Adapted from Cuevas-
Ruíz, J.L. et al., International Workshop on Satellite and Space Communications (IWSSC), pp. 235–239, 
2009.)
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where s ∈ ×�nT 1 is the transmitted signal vector, r ∈ ×�nR 1 is the received signal vector, and n ∈ ×�nR 1 
is the noise vector, which denotes the additive white Gaussian noise at the receiver branches. 
The entries of the noise vector are i.i.d. complex Gaussian random variables with zero mean and 

variance N0, where N0 is the noise power spectral density (PSD). Finally, H =   ∈
×

×hij n n

n n

R T

R T�  
is the matrix of complex faded channel gains. As shown in Figure 10.12, this model constructs the 
received complex faded envelope as a superposition of the LoS and the NLoS rays and assumes 
that the local scatterers in the vicinity of the mobile user are nonuniformly distributed within a 
cylinder, that is, the cylinder is considered as the volume containing all the scatterers. According to 
this model, the waves may travel in both horizontal and vertical planes, and the propagation envi-
ronment is characterized by 3D nonisotropic scattering conditions. Several parameters related to 
the physical properties of the stratospheric communication system were considered, for example, 
the elevation angle of the platform, the antenna array orientation and elevation, the degree and 
spread of scattering for the terrestrial user, the height of the scatterers, and the HAP displacement 
due to stratospheric winds. An alternative version of this model was presented in Michailidis and 
Kanatas (2008) and Michailidis et al. (2008), but only the first tier of scatterers lying on the surface 
of a cylinder was taken into account. These studies were based on existing terrestrial 3D MIMO 
channel models that deal with fixed-to-mobile (F-to-M) (Leong et al. 2004) or mobile-to-mobile 
(M-to-M) (Zajić and Stüber 2008) cases.

Based on the model in Michailidis and Kanatas (2010), the space–time correlation function 
(STCF) was derived as a function of the model parameters. In particular, the STCF between two 
arbitrary subchannels hpl(t) and hqm(t) is defined as

 
R t h t h tpl qm T R pl qm,

*( , , , ) ( ) ( ) ,δ δ τ τ= + E
 

(10.11)

where δT and δR denote the spacing between two adjacent antenna elements at the SBS and TMS, 
respectively. The distributions for the azimuth AoA of the scattered waves, the distance between 
the effective scatterers and the user, and the height of the effective scatterers were modeled by 
the von Mises (Abdi and Kaveh 2002), the hyperbolic (Mahmoud et al. 2002), and the lognormal 
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Scattering region
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FIGURE 10.12 Basic concept of a stratospheric communication system and a cylindrical scattering region 
inside the coverage area.
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(Tzaras et al. 1998) distributions, respectively, which all have previously shown to be successful in 
describing measured data. The von Mises PDF is defined as
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where aR stands for the azimuth AoA of the scattered waves, I0(·) is the zeroth-order modified Bessel 
function of the first kind, μ ∈ [−π, π] is the mean angle at which the scatterers are distributed in the 
x–y plane, and k  ≥ 0 controls the spread around the mean. Note that the scattering becomes increas-
ingly nonisotropic, as k increases, whereas setting k  =  0, that is, f(aR)  =  1/2π, incurs isotropic scat-
tering. The hyperbolic PDF is defined as
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where RS and RS,max denote the distance and the maximum distance, respectively, between the effec-
tive scatterers and the user and the parameter a ∈ (0, 1) controls the spread (standard deviation) of 
the scatterers around the TMS. Decreasing a increases the spread of the PDF of RS and increases 
the mean distance between the scatterers and the terrestrial user. Considering a HAP-based com-
munications system, as the elevation angle of the platform decreases, the scatterers are expected to 
be more widely distributed, which corresponds to a possible decrease of a. Nevertheless, a can be 
accurately obtained through measurements in different propagation environments, that is, urban, 
suburban, or rural environments. Figure 10.13 shows the mean distance between TMS and the scat-
terers for several values of the parameter a and RS,max = 200 m. The lognormal PDF is defined as
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where HS denotes the height of the effective scatterers and HS,mean and σ are the mean and standard 
deviation of HS, respectively.

The results indicated the required HAP antenna separation to attain uncorrelated MIMO strato-
spheric channels in different propagation environments. For instance, assuming that an absolute 
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FIGURE 10.13 Mean distance between the TMS and the scatterers for different values of the parameter α.
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correlation of 0.15 or less amounts to nearly uncorrelated links and considering 2.1 GHz carrier 
frequency (ITU 2007c) and 60° elevation angle, HAP antennas require a separation of around 10 
and 18 m in isotropic and nonisotropic scattering environments, respectively. This suggests that 
utilizing MIMO techniques on a single aircraft or airship is a viable solution, as long as the Ricean 
factor is small and the multipath is rich, for example, considering propagation in dense urban areas, 
where the scatterers are usually dense and tall.

From this model, the channel capacity of a stratospheric communication system equipped with 
multielement antennas at both sides was defined and investigated in Michailidis and Kanatas (2011). 
Assuming that the channel is known to the TMS and unknown to the SBS, the available capacity 
can be obtained as follows (Paulraj et al. 2003):
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where InR  is an identity matrix of size nR, (·)H denotes the complex conjugate (Hermitian) transpose 
operator, and det(·) denotes the matrix determinant. The results demonstrated that the multiple-
antenna architecture outperforms the conventional single-antenna architecture in terms of the chan-
nel capacity. These results also revealed that the capacity depends on the strength of the LoS signal, 
and the received SNR. In particular, increasing the Rician factor decreases the capacity, while 
increasing the SNR increases the capacity. These results also demonstrated the influence of the 
spatial and temporal correlation on the capacity. Specifically, it has been shown that increasing the 
elevation angle of the platform increases the capacity, while increasing the density of the scatterers 
in the vicinity of the user and the spacing between the antennas increases the capacity. Moreover, 
broadside HAP antennas maximize the capacity, while vertically placed antennas at the mobile ter-
minal provide considerable capacity gain in highly urbanized areas. Changing the velocity and the 
moving direction of the user significantly affects the capacity. Furthermore, the results underlined 
the effects of spatial and temporal correlation on the capacity of uniform linear arrays (ULAs) and 
suggested that applying MIMO techniques to a single HAP can effectively enhance the capacity, as 
soon as the Rician factor is small.

The first-order statistics of the channel impulse response are not sufficient to assess system char-
acteristics, such as the handover, the velocities of the transmitter and receiver, the fading rate, and 
design effective error control mechanisms for optimal packet radio transmission over burst error 
correlated fading channels. Hence, accurate characterization of the second-order statistics, that is, 
the LCR and the AFD, is necessary. Based on Zajić et al. (2008, 2009) and using the model for 
narrowband MIMO stratospheric channels in Michailidis and Kanatas (2010), the corresponding 
analytical expressions for the envelope LCR and AFD for a 3D nonisotropic scattering environ-
ment were derived in Eldowek et al. (2014). Note that a 3D cylindrical model was also proposed for 
UAV-MIMO systems (Gao et al. 2012; Xi Jun et al. 2014). This model adopts the method of channel 
matrix decomposition and normalization to deduce the UAV-MIMO average channel correlation 
matrix and directly analyzes the effect of UAV multiple-antenna layout, flight distance, and the 
position of scatterers and other parameters on the UAV-MIMO channel.

10.4.6.2  Geometry-Based Concentric-Cylinder Model for 
Wideband Stratospheric Channels

Currently, a number of standardization bodies supported by industries and research institutes are 
trying to establish new system standards for future high-speed wireless systems employing MIMO 
techniques. One important feature of future communication systems is that they demand consid-
erably larger bandwidths than today’s systems to support advanced multimedia and broadcast-
ing services. Thus, realistic wideband MIMO stratospheric channel models are essential for the 
design and concise evaluation of future stratospheric communication systems. Wideband effects 
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usually impose a frequency-selective transfer function, which can be modeled by a TDL with each 
tap defined using different weights and distributions (Bello 1963). Thus, provided that wideband 
transmissions are present, a statistical TDL model can be used, where each tap is described by a 
corresponding narrowband model. Nevertheless, the propagation environment necessitates funda-
mental limitations on the performance. Hence, when terrain and scattering distributions are avail-
able, physical–geometrical channel modeling is preferred to ensure model accuracy and versatility. 
The realization of the model in Michailidis and Kanatas (2010) is limited to narrowband, that is, 
frequency-nonselective, communications. In particular, it was assumed that the propagation delays 
of all incoming scattered waves are approximately equal and small in comparison to the data sym-
bol duration. In wideband communications, the data symbol duration is small and multipath delay 
spread is introduced. Therefore, the propagation delay differences cannot be neglected.

Michailidis and Kanatas (2014) extended the aforementioned model for narrowband MIMO 
stratospheric channels with respect to frequency selectivity and a 3D reference model for wide-
band MIMO stratospheric channels was proposed. The proposed model utilizes carrier frequen-
cies well below 10 GHz. Hence, both LoS and NLoS links should be considered, while rain 
effects are insignificant. Specifically, a 3D geometrical model for wideband MIMO stratospheric 
channels was introduced, referred to as the “two concentric-cylinders” model. Based on the 
modified model geometry, the scatterers occupy the volume between two concentric-cylinders. 
Several parameters related to the physical properties of wideband stratospheric communications 
were considered, in order to properly and thoroughly characterize the wideband MIMO strato-
spheric channel.

From the reference model, the space–time–frequency correlation function (STFCF), the space-
Doppler power spectrum (SDPS), and the power space-delay spectrum (PSDS) were derived for a 
3D nonisotropic scattering environment and a wide-sense stationary uncorrelated scattering MIMO 
stratospheric channel. The normalized STFCF between two time-variant transfer functions Tpl(t, f) 
and Tqm(t, f) is defined as (Bello 1963; Fleury 2000)
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The results revealed that that the frequency correlation decreases as the elevation angle of the 
platform increases. The SDPS was obtained by calculating the FT of the STCF, that is, Rpl,qm(δT, 
δR, Δt, Δf = 0), while the PSDS was obtained by calculating the imaging Fourier transform (IFT) of 
the space–frequency correlation function, that is, Rpl,qm(δT, δR, Δt = 0, Δf). Future empirical results 
could be easily compared with theoretical results, since this model is flexible and applicable to 
a wide range of propagation environments, that is, one may choose proper values for the model 
parameters to fit a particular environment.

10.4.6.3 Geometry-Based Simulation Models for Stratospheric Channels
The theoretical narrowband and wideband channel models in Michailidis and Kanatas (2010, 2014) 
assume an infinite number of scatterers, which prevents practical realization, that is, software/
hardware implementation. Although these models can be ideally verified through experimental 
real-time field trials, simulation of the radio propagation environment is commonly used as an 
alternative, cost-effective, and time-saving approach to the test, optimization, and performance 
evaluation of wireless communication systems. Hence, the development and design of accurate and 
efficient simulation models for MIMO stratospheric channels is essential to reproduce their statisti-
cal properties. The prime requirement of a simulation setup is to capture the fading effects created 
by the radio channel and the goal of any simulation model is to properly reproduce the channel prop-
erties. Indeed, many different methods have been adopted for the simulation of fading channels. 
The most widely accepted methods are the filtered noise models (Fechtel 1993; Verdin and Tozer 
1993; Young and Beaulieu 2000) and the sum-of-sinusoids (SoS) models (Clarke 1968; Pätzold 
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et al. 1998; Pop and Beaulieu 2001; Xiao et al. 2006; Wang et al. 2007; Zajić and Stüber 2008). The 
filtered noise models intend to simulate the channel properties by means of signal processing tech-
niques, without considering the underlying propagation mechanisms. These models filter Gaussian 
noise through appropriately designed linear time-invariant filters to generate the channel waveform 
with the desired channel PSD and capture the important first- and second-order channel statistics. 
However, the efficiency of this approach is limited by the utilized filter. The sum-of-sinusoids (SoS) 
principle introduced by Rice (1944) has been widely accepted by academia and industry as an 
adequate basis for the design of simulation models due to its reasonably low computational costs. 
According to this principle, the overall channel waveform is the sum of several complex sinusoids 
having frequencies, amplitudes, and phases that are appropriately selected to accurately approxi-
mate the desired statistical properties.

Two main categories of SoS-based simulation models are reported in the literature, the determin-
istic simulation models (Pätzold et al. 1998) and the statistical simulation models (Patel et al. 2005). 
The deterministic models are easy to implement and have short simulation times. Specifically, they 
have fixed parameters for all simulation trials and converge to the desired properties in a single 
simulation trial leading to deterministic statistical properties. On the contrary, the statistical (Monte 
Carlo) models have at least one of the parameters as random variables that vary with each simula-
tion trial. Hence, their statistical properties also vary for each simulation trial and converge to the 
desired ones in the statistical sense, that is, when averaged over a sufficiently large number of simu-
lation trials. In contrast to filtered noise models, SoS-based models produce channel waveforms that 
have high accuracy and a perfectly band-limited spectrum. In addition, their complexity is typically 
reduced by cleverly choosing the model parameters to reduce the computation load. Furthermore, 
SoS-based models can be easily extended to develop simulation channel models for MIMO com-
munication systems due to the explicit inclusion of spatial information, such as the multipath angles 
of arrival and departure.

Owing to these advantages, SoS-based models with a finite number of scatterers for narrowband 
(Michailidis and Kanatas 2011, 2012) and wideband (Michailidis and Kanatas 2014) MIMO strato-
spheric channels were proposed, under the framework of the reference models in Michailidis and 
Kanatas (2010, 2014). The statistical properties of these simulation models were verified by com-
parison with the corresponding statistical properties of the reference model. Although the deter-
ministic simulation model (Michailidis and Kanatas 2011) has the potential of becoming a standard 
procedure due to its simplicity, efficiency, and reproducibility, the slightly complex statistical simu-
lation model in Michailidis and Kanatas (2012) provides the highest performance with a relatively 
small number of simulation trials. In most applications, software-based simulation is performed 
on a workstation or a personal computer. Nevertheless, the feasibility of porting these simulation 
models into hardware by using digital signal processors is also of interest. In particular, hardware 
channel simulations can significantly increase the usefulness of the simulation models by enabling 
simulations in real time. Table 10.3 reviews and compares the relative complexity of the proposed 
simulation models, which generally depends on the number of the utilized scatterers, the number of 
the performed simulation trials, and the required number of random variables.

TABLE 10.3
Complexity of Simulation Models

Simulation Model
Number of 
Scatterers

Number of 
Simulation Trials

Relative Number 
of Calculations

Number of 
Random Variables

Stochastic NStoc ∞ ∞ 3

Deterministic NDet 1 NDet 0

Statistical NStat Ntrials NStatNtrials 3
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10.4.6.4 Geometry-Based Two-Cylinder Model for Relay-Based Stratospheric Channels
A key objective in the development of next-generation systems is the seamless integration of wire-
less terrestrial and aerospace infrastructures over heterogeneous networks (Evans et  al. 2005; 
Giuliano et al. 2008; Paillassa et al. 2011). Hybrid satellite/terrestrial networks are a typical exam-
ple of cooperation between different architectures. Motivated by this observation, the use of a 
radio-relay installed on a HAP, which transfers information between two TMSs was investigated 
in Michailidis et al. (2013b) and a model for MIMO M-to-M (mobile-to-mobile) via stratospheric 
relay (MMSR) fading channels in single-relay dual-hop amplify-and-forward (AF) networks was 
proposed. The idea of using stratospheric relay nodes to provide surveillance, monitoring, mari-
time, and 3G services was initially conceived in Jull et al. (1985), Antonini et al. (2003), Oodo 
et al. (2005), and Giuliano et al. (2008), while a relay system based on UAVs was presented in 
Zhan et al. (2011). Compared to other relaying methods, AF relaying leads to low-complexity relay 
transceivers and to lower power consumption, since signal processing and decoding procedures 
are not required. This transmission scheme intends to improve the link reliability and extend the 
network range of point-to-point M-to-M communication networks by preserving the end-to-end 
communication between the source (S) and the destination (D) via the intermediate stratospheric 
relay (R). Indeed, harsh multipath fading effects usually degrade the transmission link quality 
of M-to-M systems, while a high attenuation in the propagation medium could preclude the link 
from the transmitter to the receiver. Since the channel capacity gain is larger for MIMO channels 
by effectively exploiting multipath propagation environments, it is considered that multiple anten-
nas are used at the transmitting, the relaying, and the receiving end. It is assumed that the local 
scatterers in the vicinity of the source and the destination are nonuniformly distributed within 
two separate cylinders, which reflect the influence of two heterogeneous 3D scattering environ-
ments. The uplink (S-R link) and the downlink (R-D link) may experience either symmetric, that 
is, Rayleigh/Rayleigh or Rician/Rician, or asymmetric (Suraweera et al. 2009), that is, Rayleigh/
Rician or Rician/Rayleigh, fading phenomena depending on the strength of the LoS component. 
According to the propagation scenario in Figure 10.14, the waves emitted from the source antennas 
travel over paths with different lengths and impinge the relay antennas from different directions 
due to the 3D nonisotropic scattering conditions within the cylinder 1. Similarly, the waves emitted 
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FIGURE 10.14 Simple representation of an MMSR fading channel. (Adapted from Michailidis, E.T., 
P. Theofilakos, and A.G. Kanatas, IEEE Transactions on Vehicular Technology, 62(5), 2014–2030, 2013b.)
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from the relay antennas travel over paths with different lengths and impinge the destination anten-
nas from different directions due to the 3D nonisotropic scattering conditions within the cylinder 
2. The resulted model is parametric and adaptable to a wide variety of propagation environments 
by simply adjusting the model parameters.

The impulse response hpl(t) = [H(t)]lp, corresponding to the transmission link from source antenna 
element p to destination antenna element l via the relay antenna element q, is given by
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where h tpq
SR( ) is the impulse response for the transmission link from the pth source antenna element 

to the qth relay antenna element and hql
RD t( ) is the impulse response for the transmission link from 

the qth relay antenna element to the lth destination antenna element. Based on the reference model, 
general analytical formulas for the corresponding STCF were derived. The results underlined that 
the correlation depends mainly on the interelement spacing at the source and the destination anten-
nas, respectively. Providing that the spacing is adequate, that is, larger than 1λ, where λ is the car-
rier wavelength, low spatial correlation can be maintained regardless of the interelement spacing at 
the relay.

Nomikos et al. (2013) analyzed the performance evaluation of an MMSR system through rigor-
ous simulations in terms of the BER by employing a hierarchical broadcast technique and minimum 
mean square error receivers. The results revealed the relationship between channel correlation and 
BER for varying fading condition and distribution of the scatterers, thus illustrating valuable infor-
mation for a stratospheric relay system implementation.

10.4.6.5 Geometry-Based Cylindrical Model for Stratospheric Dual-Polarized Channel
Although the size of a single HAP possibly allows for reasonably low correlation, when two anten-
nas are accommodated, as shown in Michailidis and Kanatas (2010), other ways of decorrelating 
MIMO branches are desired, in case of environments dominated by a strong LoS component. A 
promising, attractive, and potential strategy due to the recent advances in MIMO compact antennas 
(Getu and Andersen 2005) to achieve low correlation and increased channel capacity in free-space 
communications is to exploit the benefits of polarization diversity via dual-polarized (DP) antennas. 
Then, the two spatially separated single-polarized antennas are replaced by a single-antenna struc-
ture employing two orthogonal polarizations. For DP systems, the cross-polarization discrimination 
(XPD) factor is the usual evaluation parameter (Quitin et al. 2009) and estimates the depolarization 
effects that arise due to the scattering mechanisms. Specifically, the XPD is defined as the ratio of 
the copolarized average received power to the cross-polarized average received power.

To comprehensively understand stratospheric DP systems, modeling of the underlying dispersive 
channel is important. Since the waves may travel in both horizontal and vertical planes, 3D channel 
modeling is required to ideally characterize the propagation environment and accurately represent 
important aspects of polarized stratospheric DP channels. Kwon and Stüber (2011) proposed 3D 
models for XPD in F-to-M (fixed-to-mobile) and M-to-M channels. Nevertheless, these models 
consider only the first tier of scatterers lying on the surface of one (F-to-M) or two (M-to-M) cylin-
ders, which is unrealistic for stratospheric communication systems (Michailidis and Kanatas 2010). 
Based on the geometrical theory of channel depolarization introduced in Kwon and Stüber (2011) 
and the model in Michailidis and Kanatas (2010), a 3D geometry-based model for narrowband 
stratospheric DP channels was proposed in Michailidis et al. (2013a). In contrast to other research 
work that deals with compact MIMO antenna array configurations in conjunction with multiple-
HAP constellations (Hult et al. 2010), the channel model in Michailidis et al. (2013a) utilizes the 
polarization diversity from a single HAP. According to this model, a vertically (horizontally) polar-
ized wave emitted from the HAP gives rise to a horizontally (vertically) polarized wave being 



326 Radio Wave Propagation and Channel Modeling for Earth–Space Systems

received at the mobile station. Figure 10.15 demonstrates the vertical polarization vector V and the 
horizontal polarization vector H of a wave transmitted from the HAP and the vertical polarization 
vector V′ and the horizontal polarization vector H′ of the wave reflected by the scatterer S. Note 
that V′ and H′ are not entirely vertically or horizontally polarized, but have also cross-polarization 
components. This effect is called depolarization and is significantly affected by the distribution and 
the electrical characteristics of the scatterers within the cylinder. One observes that the HAP, the 
mobile station, and one scatterer define a plane for each wave that is emitted from the HAP and 
received at the mobile station.

From this model, the XPD can be derived, under 3D nonisotropic scattering, as a function of the 
model parameters, that is, the distribution of the scatterers and the elevation angle of the platform. 
The XPD is defined as the ratio of the copolarized average received power to the cross-polarized 
average received power and is given by
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where PVV, PHV, PVH, and PHH are the received power with vertically polarized TMS and HAP 
antennas (VV channel), with a horizontally polarized TMS antenna and a vertically polarized 
HAP antenna (HV channel), with a vertically polarized TMS antenna and a horizontally polarized 
HAP antenna (VH channel), and with horizontally polarized TMS and HAP antennas (HH chan-
nel), respectively. By taking into account the statistical distribution of scatterers, the total power of 
the vertical and horizontal polarization components can be derived via the superposition of the LoS 
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FIGURE 10.15 Simple representation of the cylindrical scattering model for XPD on Rician stratospheric 
channels. (From Michailidis, E.T., P. Petropoulou, and A.G. Kanatas, 7th European Conference on Antennas 
and Propagation (EuCAP), 2013a.)
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and NLoS components by averaging over the PDFs defined in Equations 10.12 through 10.14. The 
results showed the relation between XPD and the 3D nonisotropic distribution of scatterers in the 
vicinity of the mobile station. In addition, the XPD strongly depends on the elevation angle of 
the platform with respect to the mobile station.

10.4.6.6 Modeling of LoS MIMO Stratospheric Channels
Nowadays, as the telecommunication market is driven by the increasing demand for broad-
cast services and high-speed ubiquitous Internet access, BFWA is gaining increased popularity. 
Nevertheless, frequency bandwidths wide enough to carry such services are only available at mm-
wave frequency bands. Apart from providing mobile communications services, HAPs can also 
serve as base stations for the provision of BFWA services at the licensed Ka and V frequency bands. 
As MIMO technology is deemed a necessity due to its potentially high-bandwidth efficiency, new 
wireless system design approaches at the physical layer and realistic MIMO stratospheric channel 
models are required. Chen et al. (2005), Grace et al. (2005b), and Celcer et al. (2006) investigated 
the performance of constellations of multiple HAPs that intend to provide BFWA services at mm-
wave frequency bands. These constellations enhance the capacity by exploiting antenna user direc-
tionality, when using shared spectrum in colocated coverage areas. The capacity is controlled by the 
minimum angular separation of the HAPs and the sidelobe level of the terrestrial antenna.

Although applying MIMO to BFWA networks may be beneficial, rain effects severely affect sig-
nal propagation in mm-wave frequencies. Specifically, at these frequencies, the propagation charac-
teristics are drastically different compared to those observed in frequencies well below 10 GHz, that 
is, L and S bands. Besides, the MIMO gain strongly depends on the channel characteristics, which 
are mainly determined by the antenna configuration and the richness of scattering at frequencies 
well below 10 GHz. Propagation at mm-wave bands requires a strong, dominant LoS signal for suf-
ficient coverage due to the severe attenuation of the NLoS links (Grace et al. 2001; Aragón-Zavala 
et  al. 2008). Conceptually, this corresponds to a rank-deficient MIMO channel matrix and low 
spectral efficiency due to the increased spatial correlation introduced by the linear relationship of 
the phases of the received signals (Cottatellucci and Debbah 2004; Sakaguchi et al. 2005). Contrary 
to these observations, a number of studies have suggested that the LoS response is not inherently 
correlated and have shown the possibility of getting high MIMO gain for LoS channels by preserv-
ing the orthogonality of the received signals (Driessen and Foschini 1999; Bohagen et al. 2005, 
2007; Sarris and Nix 2007). In detail, using specifically designed antenna arrays, that is, placing 
the antenna elements in positions, where the LoS rays are orthogonal, a full-rank MIMO channel 
may be achieved.

The application of MIMO techniques to fixed stratospheric systems at Ka and V bands was 
examined in Michailidis and Kanatas (2009) and geometrical design recommendations were intro-
duced, in order to construct a full-rank MIMO channel matrix. The SBS and the terrestrial fixed 
station employ ULAs with nT transmit and nR receive antenna elements, respectively. All antennas 
are fixed and highly directional. Since it is more difficult to generate power at the susceptible to 
propagation impairments Ka/V bands than at the lower L/S bands, omnidirectional antennas are 
essentially not applicable. Thus, it is easier to realize highly directive antennas, which can increase 
the fade margin by adding more gain, and improve the link availability. The maximum capacity 
was obtained for

 H H ILoS LoS
H

T nn R= ,  (10.20)

where HLoS is a deterministic nR × nT matrix containing the nonfading LoS responses between all 
array elements and InR is an nR × nR identity matrix. The parameters of interest were the height and 
the elevation angle of the platform, the carrier frequency, and the array configuration. Since rain 
has an important impact on the quality of the link at mm-wave frequencies, both clear sky and 
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rain conditions were considered. In particular, rain introduces not only severe attenuation but also 
a short-term variation to the received signal. These channel dynamics is a result of the radiowave 
propagation through the rainfall medium. Then, the scattering introduced by rain can be modeled as 
a stochastic process (Bohagen et al. 2005). As experimentally shown in Xu et al. (2000), multipath 
may be observed even in unobstructed LoS links during rain but not during clear sky conditions. 
The results in Michailidis and Kanatas (2009) showed that the proposed design method overcomes 
the problem of reduced capacity in LoS conditions and outperforms the conventional rank-one LoS 
architecture in terms of channel capacity. The sensitivity to possible deviation of the parameters 
values chosen to satisfy the optimal design constraints was also investigated. Thus, a deviation fac-
tor was introduced and an analysis of the sensitivity to nonoptimal design with regard to channel 
capacity was performed.

10.4.6.7 Modeling of LoS MIMO HAP-to-Train Architectures
The need for efficient high-speed Internet access and audio, video, and file transfer services on 
commercial train routes have prompted the use and the development of new satellite and wireless 
terrestrial network services (Karimi et al. 2012). GEO satellites intend to exploit LoS connections, 
whereas the terrestrial cellular infrastructure offers link availability in propagation environments 
where the direct communication to the satellite might not be feasible, for example, in tunnels and 
train stations. Although the Ka and V frequency bands were licensed for BFWA services through 
HAPs, their application may be extended to mobile scenarios, such as vehicular, maritime, aeronau-
tical, and railway scenarios (Morlet et al. 2007). As the demand for uninterrupted quality broadband 
wireless services in the area of passenger transport in railways and high-data rate communications 
to multiple moving trains grow, the railroad scenario seems a promising and commercially attractive 
field for stratospheric systems. To meet the LTE for railway (LTE-R) requirements (Guan et al. 2011) 
imposed by the International Union of Railways (UIC) and enhance the achievable data throughput, 
the application of MIMO technology seems necessary. Although the propagation at mm-wave fre-
quencies requires a strong, dominant LoS signal for sufficient coverage, mobility effects, multipath, 
shadowing, and blockage, which are also encountered at lower frequency bands, may exist due 
to the local environment in the vicinity of the trains, for example, due to the presence of various 
metallic obstacles along the train trajectory for electrical power supply, bridges, etc. Nevertheless, 
the railway environment is generally characterized by sparse insignificant multipath (Gao et  al. 
2008) and the elevation angles of the HAPs with respect to the trains are usually high, which in turn 
implies nearly LoS (open) propagation. Then, the MIMO channel is rank-deficient and the spectral 
efficiency is low. Although geometrical design guidelines to construct full-rank capacity optimized 
MIMO stratospheric channels were suggested in Michailidis and Kanatas (2009), there are some 
technical challenges for LTE-R due to train speed (up to 500 km/h), which leads to a time-varying 
and nonstationary radio channel. In addition, the stratospheric winds may vary the position of the 
HAP, which in turn influences the stabilization of HAP antenna beam pointing angles. The viability 
of reliable high-data rate communications for trains through HAPs at mm-wave frequencies was 
examined in Michailidis et al. (2013c). Clear sky conditions were considered without incorporating 
atmospheric fading, which leads to different channel characteristics (Arapoglou et al. 2012). The 
parameters of interest are the height and the elevation angle of the platform with respect to the train, 
the carrier frequency, and the antenna array configuration. The system model considered multiple 
transmit and receive antenna elements installed on a HAP and the top of a train, respectively. It was 
assumed that there are many trains within the coverage area at a given time, which may be on the 
adjacent track and may travel toward or away from each other. These trains simultaneously trans-
mit uncorrelated signals within the same frequency band. The maximum speed of the trains was 
considered to be 300 km/h. Therefore, a multiple-HAP constellation should be used for sufficient 
coverage. Single-carrier quaternary phase-shift keying transmission is assumed based on the IEEE 
802.16 standard for BFWA (IEEE 2001). An analysis of the sensitivity to imperfect positioning and 
orientation of the antenna arrays was performed with regard to the channel capacity. The results 
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revealed relatively low sensitivity of the underlying system to displacements of antenna arrays from 
the optimal point. These results also depicted that the orientation of the antenna arrays and the 
elevation angle of the platform significantly affect the channel capacity.

10.4.7 analytical MoDelS

The application of multiantenna technology to stratospheric systems operating at the Ka frequency 
band was discussed in Falletti et al. (2006a) and an analytical vector-based spatial–temporal channel 
model was proposed for point-to-point HAP-to-ground communication links. This model extends 
(Stephenne and Champagne 2000) by adding antenna arrays at both ends of the underlying com-
munication system. Contrary to long-term models, which predict changes from a channel state to 
another by means of Markov chain approaches, this model provides the short-term time series of 
the fading processes affecting the signal propagation from each transmit antenna to each receive 
antenna, for each channel state. Both temporal and spatial correlations among these processes were 
considered as well as possible impairments due to scattering objects in the vicinity of the ground 
station and Doppler effects were taken into account. From the analytical model, a link-level channel 
simulator with a relatively low computational complexity was implemented. Results regarding the 
distribution of the fading coefficients and the time series of the fading processes in both LoS (clear 
sky) and non-LoS (dense trees or buildings) propagation conditions were demonstrated, when a 
four-elements antenna array and a nine-elements antenna array is employed at the transmitter and 
the receiver, respectively, and the relative velocity of the HAP and the ground terminal is either 
200 km/h (for HAP-to-train transmissions) or 60 km/h (for quasi-still ground terminals).

An analytical channel modeling approach for MIMO LMS systems operating at the Ku fre-
quency band and above was described in Liolis et al. (2007). In this model, which may be also 
used for stratospheric systems, two schemes of MIMO techniques are presented: (i) a 2 × 2 MIMO 
spatial multiplexing system is used to achieve capacity improvements and a closed form expression 
for the outage capacity is derived and (ii) a MIMO spatial diversity scheme with receive antenna 
selection is applied in order to reduce interference in LMS communication links. In addition, an 
analytical closed-form expression for interference mitigation on forward link of a satellite 2 × 2 
MIMO diversity system with antenna selection is also obtained. In order to discuss the features of 
MIMO techniques, the model assumes high antenna directivity and propagation phenomena, such 
as clear LoS, rain fading, and rainfall spatial homogeneity. The propagation delay offset (synchroni-
zation problem) in LMS communications is also considered and a practical solution to this problem 
is suggested by first applying matched filters to the received signals for the detection of propagation 
delay offset and then by feeding the resulting signals to a timing aligner. The effect of the system 
parameters on the performance of a 2 × 2 MIMO spatial multiplexing system and a MIMO spatial 
diversity scheme with receive antenna selection was analyzed and a comparison between each of 
these systems and a conventional single-antenna system was performed. The results revealed that 
the channel outage capacity gain of the MIMO spatial multiplexing system is significant for moder-
ate and high SNR levels. This capacity also increases, as the rain fading becomes weaker. Moreover, 
increasing the angular separation between satellites decreases the spatial correlation coefficient 
due to rainfall medium and increases the outage capacity. The results regarding the MIMO spatial 
diversity system with receive antenna selection suggest that this system significantly improves the 
signal-to-interference ratio with respect to the single-antenna system, especially for high system 
availability and high frequency.

10.4.8 eMPirical channel MoDelS

Empirical channel models are based on experimental measurements in a specific environment. 
From the empirical models, efficient cell planning, link budget calculations, system performance 
simulations, and coverage planning can be attained. Iskandar and Shimamoto (2006a) defined and 
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analyzed an empirical model for the link between HAPs and terrestrial users, based on experiments 
carried out in a “semiurban” environment. From this model, narrowband channel characteristics 
were presented in terms of the Rician factor and the local mean received power over a wide range 
of elevation angles. In particular, the Rician factor varies between 0.9 and 18.6 dB at a frequency 
of 1.2 GHz, and between 1.4 and 16.8 dB at a frequency of 2.4 GHz, for the elevation angle ranging 
from 10° to 90°. Nevertheless, the value of the Rician factor also depends on the propagation area 
and the degree of urbanization. Thus, this value is expected to be lower in highly urbanized areas, 
where the scatterers are usually dense and tall. However, this model treated only the total received 
power, without differentiating the LoS power and the multipath scattered power during measure-
ments. Axiotis and Theologou (2003), Fontan et al. (2008), and Holis and Pechac (2008c) presented 
results from measurement campaigns emulating the HAP-to-indoor channel at S band and devel-
oped empirical models to estimate the penetration loss into buildings for several high elevation 
angles. The results demonstrated that the penetration loss depends on the elevation angle, the posi-
tion of the user within the building, and the type of building. These results were in good agreement 
with the results obtained by a 3D ray-tracing simulation. However, the aforementioned empirical 
models were established based on experiments performed in a specific area, which limit their merit. 
Indeed, it is questionable whether they can be applied to other propagation environments. Note that 
empirical models based on MIMO channel measurement campaigns are only reported for terrestrial 
(Molisch et al. 2002) and satellite (King 2007) systems.

10.5 FUTURE RESEARCH DIRECTIONS

With their unique characteristics, stratospheric systems seem to represent an efficacious alternative 
infrastructure with regard to terrestrial and satellite systems, which can revolutionize the telecom-
munication industry. It is envisaged that stratospheric systems will be potentially capable of provid-
ing and delivering a compelling range of current and next-generation mobile/fixed services. Hence, 
research on stratospheric communications will gain much interest from academia, research centers, 
and industry worldwide. Although current modeling approaches constitute a robust basis for the 
characterization of single- and multiple-antenna stratospheric radio channels, they could be further 
improved or extended into different areas.

Future research efforts may be devoted to collecting measured channel data and developing 
empirical models. Although measurement campaigns are expensive, time consuming, and difficult 
to carry out, conducting real-world measurements and collecting measured channel data are precon-
ditions for the successful validation of the results of preliminary theoretical efforts and ascertains 
the benefits of employing different configurations of stratospheric systems. Owing to the lack of 
channel-sounding measurement campaigns, it is important to verify the channel models in real-
world propagation conditions. Specifically, HAPs and UAVs may be emulated by using a helicopter, 
a small plane, or a balloon containing two or more antennas sufficiently separated. However, access 
to a real HAP or UAV would be even more ideal.

Moreover, the analysis in Michailidis and Kanatas (2010, 2014) and Michailidis et al. (2013b) 
is restricted to MIMO stratospheric systems employing ULAs on both sides of the communication 
link. However, the proposed channel models can be modified to employ other antenna array geom-
etries, such as uniform planar arrays, uniform circular arrays, and spherical antenna arrays, or a 
combination of them. Furthermore, apart from considering only single-bounce rays, the models in 
Michailidis and Kanatas (2010, 2014) and Michailidis et al. (2013b), can be extended to addition-
ally support double- or multiple-bounce rays, due to multiple scattering, reflection, or diffraction of 
the radiated energy, which individually contribute in the total transmitted power of the link. Then, 
more sophisticated and realistic channel models can be obtained. These models also assume that all 
scattering objects are stationary. However, this assumption does not hold in some cases. Therefore, 
these models can be extended to include nonstationary scattering objects, such as vehicles and 
people.



331Stratospheric Channel Models

Although signal transmissions at mm-wave frequencies are usually associated with fixed broad-
band services, currently there is a clear trend to extend the applicability of these services to mobile 
scenarios in order to benefit from existing air interfaces and accelerate the development of new 
applications, such as the provision of high-speed Internet access, audio, and video on demand and 
file transfer to vehicles, airplanes, trains, and ships (Morlet et al. 2007). Modeling the propaga-
tion effects associated with the licensed Ka and V frequency bands is an essential precondition. 
The propagation effects are usually classified into two main categories, the local environment 
propagation effects, for example, multipath, shadowing, and blockage and the tropospheric effects, 
for example, rainfall, oxygen absorption, water vapor, clouds, and precipitation. The aforemen-
tioned models independently treat the local environment propagation effects and the tropospheric 
effects depending on the operation frequency. Hence, their possible correlation has not been yet 
investigated. However, an accurate and realistic MIMO stratospheric channel modeling of broad-
band mobile communication systems operating at mm-wave frequencies should treat these effects 
together. Under such conditions, it could be interesting to theoretically and experimentally inves-
tigate the relation between the multipath introduced by the local scatterers and rainfall effects. 
The interested reader is referred to Liolis et al. (2010) for a first theoretical approach to this open 
research problem, where a novel statistical analysis for single-antenna mobile satellite systems is 
presented.

Future research efforts include the channel modeling and performance analysis of stratospheric 
DP systems accommodating two spatially separated DP antennas, which form four-antenna arrays. 
Future directions include the use of the 3D channel model in more complex scenarios, where inte-
grated satellite/HAP/terrestrial architectures are considered. In addition, other relaying protocols 
such as decode-and-forward could be investigated in order to examine the effect of channel correla-
tion in this type of operation. Finally, employing opportunistic relaying either in stratospheric relay 
selection or in relay selection on the ground is an attractive research field.
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