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INTRODUCTION 

While it is possible to build transmitters, receivers and antennae with 
defined characteristics, radio waves are submitted during their travel 
between transmitter and receiver to physical laws over which we have no 
control. 

The practical results of these laws are so important that they affect the 
circuit quality to a far greater extent than do the terminal equipments. If 
the designers did not take these laws into account, the link would often be 
impossible to build, and even if it were possible, excessive capital invest­
ment would be needed. 

Assuming the technical specification of transmitter and receiver, the 
location and performance of the antennae, we would have an ideal situa­
tion if we could forecast for every instant the quality of the resultant 
communication circuit. This ideal situation cannot at this present time, and 
most probably will never, be attained. 

A great number of external factors act on the wave propagation (the 
various states of atmosphere and ionosphere); the effect of these factors 
depends on the characteristics of the installation (frequency, antennae, 
mode of modulation). The external factors are random variables in time 
and location. Finally, in addition to the waves intentionally produced by 
the transmitter, the receiver is also affected by a number of noise sources. 

The problem is very intricate indeed, and since Hertz's original work, the 
best scientists of all countries have made every effort to formulate usable 
laws from the apparent chaos of experimental results. Moreover, these 
laws are usually of a statistical nature, i.e. the results have a larger or 
smaller probability of happening. This fact does not reduce their practical 
application, but it makes their interpretation more critical. We can say in 
general that a very high probability implies high certainty of continuous 
communication, while a very low probability implies a possible interference. 

Like all the phenomena of physics, wave propagation may be studied 
from two complementary standpoints. 

The physicist attempts to isolate the causes, to study them and to deduce 
their effects. In this way he obtains universal laws, which not only apply 
to the known facts, but also to those that will be subsequently discovered. 
The main subjects to be studied are the ground, the atmosphere, the iono­
sphere and noise. Unfortunately, it is very difficult to isolate the effect of 
any individual factor, and while the majority of these factors are well 
appreciated, it is generally difficult to relate them to the observed effects, 
except by very general and rather indefinite rules. 
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The engineer prefers to measure the effects and deduce from them more 
or less empirical laws, which may only be valid over a narrow field, but 
which can be used immediately. However, field experiments are expensive 
and time-consuming, and do not allow one to reproduce all the possible 
conditions-far from it. 

Consequently, a merging of both methods is required. Experience will 
supply an indisputable basis for theoretical study, as well as a check of its 
accuracy, while theory will extend the field of application of the obtained 
results more widely, as well as foresee new ones. 

Roughly, this double method will be followed in the present book by 
discussing the main factors affecting wave propagation, and the semi­
empirical rules allowing the calculation of a communication circuit. 

In the first chapters of the book, it has been attempted to summarize the 
present state of our knowledge of wave propagation as far as it concerns 
the telecommunications engineer. In order to keep this book to a reason­
able size, discussion is often limited to more or less heuristic basics. 

This part is followed by a few chapters giving graphs which can be 
used for the calculation of the principal parameters of communication 
circuits, together with detailed instructions for the use of these graphs. 

An Appendix gives a brief review of those concepts of mathematical 
physics required for the comprehension of the theoretical discussions, 
together with the method of calculating the signal-to-noise ratio in radio 
links. This will make it unnecessary for the reader to have to refer to 
various textbooks for the information he requires. On the other hand, an 
extensive and easily accessible bibliography will enable the reader to go 
more deeply into the points which interest him most. 

The author's aim will have been attained if this book helps engineers to a 
better understanding of the complex phenomena connected with the 
propagation of radio waves, and to use this knowledge to improve under­
standing between men, which surely is the whole purpose of telecommunica­
tions. 



CHAPTER I 

PROPAGATION OF RADIO WAVES IN A 
DIELECTRIC 

From a physical standpoint it is evident that the waves radiated by an 
antenna propagate in all directions in space, since the wave surfaces are 
closed. However, at a sufficiently large distance from the source, and when 
considering only the behaviour of the waves in the vicinity of the receiving 
antenna, we are dealing with plane waves. 

1.1 PROPAGATION OF PLANE WAVES 

1.1.1 PROPAGATION IN A VACUUM 

1.1.1.1 Radio waves of any type 

In a vacuum, u = 0 and e, = I. Equations (A. I) ofthe Appendix become: 

aH 
VxE =-JJ.oat 

aE 
VxH = e0 at 

V.E =V.H=O 
Differentiating the first equation with respect to time: 

aE a2H · 
V X at = - Jl.o at2 

taking the curl of the second equation: 

aE a2H 
V X (V X H) = Bo X at = - BoJ.l.o at2 

using the well-known equality 

Vx(VxA) = V(V.A)-V2A 

(1.1) 

(where V2 A represents the Laplacian of vector A) and taking into account 
the third equation of (1.1 ), we find: 

(1.2) 
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We can deduce in the same way: 

2 a2E 
V' E = BoJ1o ot2 (1.2a) 

Equations (1.2) and (1.2a) are of the same type, and are called 'equations 
of wave motion' (or sometimes, incorrectly, Laplace equations). 

A general solution2 of this type of equation consists of an infinity of 
plane waves propagating in all directions at a velocity: 

--1- 112 = 3 x 108 ms - 1 = c (the speed of light) 
(Boflo) 

This result is interesting because of its general character, since we have 
not made any assumption with regard to the nature of the wave (shape of 
surfaces of equal phase, type of polarization, frequency). It proves that a 
vacuum is a non-dispersive medium for electromagnetic waves. 

We shall now specify the conditions of propagation for the types of wave 
encountered in practice. 

1.1.1.2 Plane monochromatic waves of linear polarization 

A wave is monochromatic if its frequency is constant; it possesses linear 
polarization if the direction of the electric field is fixed. 

Using complex terms\ we can write, at a point in the space: 

E = Eo ei<wt+q>J 

H = Ho ei<wt+l/ll 

where E0 is a vector of constant direction. 

(1.3) 

We relate the space to rectangular references axes OX, 0 Y and OZ, being 
the unit vectors k, l and m respectively, and make plane XO Y coincide 
with the plane of the wave. Since the waves are plane, the E and H vectors 
are equal at all points on this plane at a given instant. We have: 

and therefore: 

aE oE aH oH 
-=-=-=-=0 ax ay ax oy 

aE 
VxE=mx­oz 

oH 
VxH=mx­oz 

(1.4) 

(1.5) 



PROPAGATION OF RADIO WAVES IN A DIELECTRIC 5 

Taking into account equation (1.3), the first two equations of (1.1) now 
become: 

oE0 ·<·'· >} m x- = -jWJ.10 H 0 eJ .,-cp oz 
oH0 ·r ·'·> m x- = jwe0 E0 el cp-., oz 

(1.6) 

The result is that vectors E and H, both perpendicular tom, are in the 
plane of the wave. 

Rotating the axis in such a way that the direction OX coincides with that 
of E, we can put: 

E0 = E0 k 

The first equation of (1.6) then becomes: 

oE0 • ·<~ > m x k- = -JWJ.10 H 0 el .,-cp oz 
or: 

i3Eo '(·'· ) l- =- jwJ.10H 0 eJ .,-cp oz (1.7) 

The magnetic field H is therefore parallel to 0 Y and hence perpendicular 
to the electric field E. 

Making H 0 = H 0 l, equations (1.6) become: 

(1.8) 

Remembering that the partial derivatives of E0 and H 0 with respect to 
X and Yare zero (equation (1.4)), we see that the spatial derivatives of 
E0 and H0 are parallel to the corresponding vector. The result is that the 
directions of fields E and H are constant throughout the space. 

We shall now discuss the scalar values E 1 and H 1 of E and H, from the 
XOYplane. 

Substituting E0 and H0 by E 1 and H 1 in equation (1.7), and putting 
H 1 = H1l, we have: 

In the same way: 

oE 1 '(•'· ) - = - jWJ.loH 1 el "'-cp oz 

aH 1 .< ·'·> - = - jwe0 E 1 el cp-., oz 

(1.9) 

(1.9a) 
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Differentiating the above equations with respect to z, and substituting 
one in the other, we find: 

a;~l = -w2 t:0 fl 0E1 =-~: E 1 } 

azH wz (1.10) 
-T = -W2BofloHl = -2 H1 oz c 

Indeed, Boflo = 1/c2 , where c = speed of light; see Appendix 1.1. 
The solution of these equations is obvious 1• 2 • Noting that they must 

reduce to E0 and H0 for z = 0, we have 

El =Eo e±i<wzfcl} 

H 1 = H o e±i<wzfc> 

and finally, by means of (1.2): 
E =Eo eHw<r±z/cJ+q>J 

H = Ho eHw<r±zfcJ+ofrl 

(1.11) 

(1.12) 

The waves therefore propagate along the Z-axis. Since we have proved 
above that vectors E and H are parallel to the plane XO Y, the waves are 
transverse. The plus and minus signs correspond to propagation towards a 
decreasing value of z and an increasing value of z respectively. 

Substituting in (1.9) the values of £ 1 and H 1 found in (1.11), we have: 

±Eo= floCHo eM-<Pl 

Two important conclusions emerge from the above equation: 

t{l-cp = 0 

which means that the electric and magnetic fields are in phase, and 

Eo - = Zo = floC = 377 n 
Ho 

Z 0 is called the intrinsic impedance of free space. 

1.1.1.3 Elliptically polarized waves 

If we were dealing with an elliptical oscillation, we would have found 
similar results. The axes of the ellipse described by each component of the 
field would remain in a constant direction, and would be perpendicular 
to the corresponding axes of the ellipse described by the other component. 
These results can be obtained directly by splitting the elliptical oscillation 
into two linear ones with a phase difference of n/2. 

The elliptical oscillation may be clockwise or counterclockwise, 
depending on the sense of rotation of the field vector. A particular case is 
circular oscillation, where the field vector remains constant when rotating 
around the direction of propagation with a frequency equal to that of the 
wave. 
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1.1.1.4 Non-monochromatic waves 

7 

Since a vacuum is non-dispersive (Section 1.1.1.1 ), the propagation of a 
non-monochromatic wave is similar to that of a monochromatic wave. 

1.1.2 PROPAGATION IN A DIELECTRIC 

Here we still have a = 0, but B, > 1. The previously stated results apply 
with the following modifications, which can be easily obtained by replacing 
B0 by B0B, everywhere: 
(a) The velocity of propagation is: 

1 c 
V=( )t=t (1.13) 

B0 B,J.lo B, 
In analogy with optics we put: 

Bt = n (refractive index) 

(b) The ratio of the fields becomes: 

(1.14) 

Eo Zo Zo 
- = T =- = Z (1.15) 
H 0 B, n c 

where Zc = intrinsic impedance of the medium, or wave impedance. 
Measured in ohms, it is equal to 377 jn. 

Since the E and H fields are in phase, the same relation applies at all 
points for their instantaneous values: 

E Z0 
~ =Z =-
H c n (1.16) 

This means that the velocity of propagation, as well as the ratio of the 
electric field to the magnetic field are inversely proportional to the square 
root of the dielectric constant, i.e. to the refractive index. They are there­
fore smaller than in free space. 

1.1.3 ENERGY PROPAGATION 

Equations (A.3) and (A.3a) of the Appendix give the total energy per unit 
volume in a space under the influence of a magnetic field. 

W = t(B0 B,E2 + J.loH 2 ) = e0 B,E;ms + J.loH;ms 

Using equation (1.16) we can write: 

W = EH(BoB,J.lo)t 

As fields E and H propagate along OZ at a velocity v, the same occurs 
for every function of these fields, in particular the energy. 

Let us now consider an elemental cylinder of height dx in the direction 
of propagation with a cross-section equal to the unit area. The energy in 
this cylinder will be: 
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Propagating at a velocity v, this quantity of energy will have traversed 
the unit area in the direction of propagation after a time: 

dx 
dt=-

v 
The power traversing the unit area will then be: 

dw vdw 
P = - = - = vEH(e e , )t dt dx 0 ri"'O 

or, taking into account equation (1.13): 

P=EH 
which is a particular case of Poynting's theorem4 • 15 • This equation relates 
to instantaneous power. Since E and H are sinusoidal, we have for the 
mean power: 

EoHo 
p mean = -2- = ErmsH rms 

Using again equation (1.12), we can write: 

p mean = !£6/Zc = E;ms/Zc 
and p mean= !ZcH6 = ZcH;ms 

(1.17) 

(1.17a) 

(1.17b) 

We notice the analogy of these equations to those representing Joule's 
Laws. 

1.2 SPHERICAL WAVES 

The waves radiated by an antenna are in fact not plane waves but cylindrical 
waves. We must of course consider them as such when studying the radia­
tion of an antenna as a whole, instead of the behaviour of waves in the 
vicinity of a point at a large distance from the antenna. 

1.2.1 ENERGY PROPAGATION BY SPHERICAL WAVES 

As a consequence of the law of conservation of energy, all energy radiated 
by a source will traverse a closed surface surrounding this source. 

In particular, if the source radiates continuously, the radiated power will 
continuously traverse any closed surface surrounding the source. If the 
source is located in a dielectric, equations (1.17), (1.17a) and (1.17b) 
allow us to write: 

EH E2 Z H 2 
P = J J --- dS = f f ~ dS = Sf__£__ dS 

s 2 s 2Zc s 2 
(1.18) 

where S is a closed surface surrounding the source, and located at several 
wavelengths from the latter, E and Hare the amplitudes of the fields on the 
surface under consideration. 
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1.2.2 FIELD PRODUCED BY A GIVEN POWER 

9 

Conversely, if the radiation pattern of a source is known, we can calculate 
the value of the field in a given direction as a function of the radiated power. 
Some cases are of particular interest as the results are frequently used in 
propagation calculations. 

1.2.2.1 Antenna in free space 

An antenna may be considered as being in free space if it is situated a large 
number of wavelengths above the ground. 

Isotropic antenna 

An ideal antenna which-like an optical point source-would radiate an 
equal field in all directions is called an isotropic antenna. Such an antenna 
cannot be realized, and in fact would not be of any interest; it can however 
be used as a mathematical reference model for evaluating the properties of 
a given antenna. 

For this antenna, withE = amplitude of the (constant) electric field it 
radiates, we have: 

because E = constant. 
At the surface S of a sphere of radius d, we have: 

and 

4nE2d2 E2d2 
P=---

2 X 1207t- 60 
pt 

E=60t-
d 

E pt 
Erms = 2}- = 30!-d 

Elemental dipole, which is short in relation to the wavelength 

(1.19) 

(1.20) 

We take for the surface S a sphere of radius d. If the dipole is aligned along 
the axis 0 Y, and making E0 the field in the equatorial plane, we have for 
the geometry of Fig. I : 

E = E0 cos() 

dS = d2 cos () dcp d() 
and hence: 

JJ E~ cos2 () d2 () d d() E2d2 p = cos qJ = --
s 2Z0 90 

pt 
E0 = 90t-

d 
(1.21) 
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y 

Fig. I 

and (1.22) 

Half-wave dipole 
In this case, the field in a direction subtending an angle () to the equatorial 
plane is: 

cos (n/2 sin IJ) 
E = E0 

cos e 
A calculation similar to the previous one gives: 

E6d2 
P = 240 S 1(2n) 

where S1(x) = modified cosine integral. 
Since S 1 (2n) = 2·44, we have finally: 

240 pt pt 
Eo= 2·44 d = 9·93d 

pt 
Erms = 7·03 d 

(1.23) 

(1.24) 

1.2.2.2 Antenna at short distance from a perfectly conducting ground 

Generally speaking, the radiation pattern of an antenna on location near 
the ground will be modified, and it is necessary to refer to antenna theory 
for field calculation. 

There are however two types of antenna whose radiation pattern in the 
air has the same shape as the upper half of the free-space pattern, when 
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they are very near the ground: the isotropic antenna and the vertically 
polarized short dipole. 

Since the power is only radiated into one hemisphere, the power 
density in a given direction is in both cases multiplied by 2. As it is pro­
portional to £ 2 , the field is multiplied by 2+. 

We therefore have: 
For an isotropic antenna: 

pt 
E0 = 120+­

d 
pt 

E = 6o+-•m• d 

For a very short vertical dipole: 

pt 
E 0 = 180t­

d 
pt 

Erms = 90Ld 

1.2.2.3 Practical equations 

(1.25) 

(1.26) 

(1.27) 

(1.28) 

In practice, P is expressed in kW, din km and Erms in ft V m -1, so that we 
obtain: 
For a half-wave dipole in free space: 

5 P[kw]+[ -1 
Erms = 2·22 X 10 d[km] J-tVm ] (1.29) 

This field has been standardized by CCIR 138• 139 as the reference field 
for metre and decimetre waves under the term of 'field in free space'. 
For a very short vertical dipole near the ground: 

5 P[kwJ+ 
Erms = 3 X 10 d[km] (1.30) 

This field has been standardized by CCIR 214 as the reference field for 
kilometre, hectometre and decametre waves under the term of 'non­
attenuated field'. 

If the reference antenna has to be changed, it is sufficient to note that the 
gain in the equatorial plane, referred to an isotropic antenna is: for an 
elemental dipole, 1·8 dB; and for a half-wave dipole, 2 ·15 dB. 

The field of a spherical wave in free space always decreases as the reci­
procal ofthe distance. This is a fundamental fact in the study of propagation. 
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1.2.3 THE 'f'(r) FUNCTION 

The following function is often used to represent the variations in phase 
and amplitude of a spherical wave: 

(1.31) 

The electric field can now be written: 

E(r) = E0 'P(r) (1.32) 

and the magnetic field: 

H(r) = H 0'¥(r) (1.33) 

The above expressions offer the advantage that they include in a single 
equation the variations in phase and amplitude with distance. 

If r = 0, we obtain infinite values for 'P(r), but if we study the radiation 
of antennae more closely9 , we see that the equations given in the present 
chapter are valid only for values of r larger than a few wavelengths (which 
is always the case in propagation problems). Consequently, equations 
(1.32) and (1.33) will always be valid in the physical problems we shall 
discuss. 



CHAPTER 2 

TROPOSPHERIC PROPAGATION 

The troposphere is defined as the lower part of the atmosphere, in which 
the temperature decreases with altitude. It is limited at its upper boundary 
by the tropopause, a zone where the temperature remains more or less 
constant. The thickness of the troposphere is of the order of I 0 km. It is the 
least sophisticated of the propagation media. Its dielectric constant is very 
near unity and its conductivity is practically zero. 

The refractive index in the troposphere decreases on average with 
altitude. This variation produces curvature of radio waves, which is very 
important for communication using metre, decimetre or centimetre 
waves (v.h.f., u.h.f., s.h.f.). 'Inversion layers' are sometimes present, in 
which the refractive index increases with altitude. 

Viewed mo.re critically, the troposphere is not homogeneous; its 
refractive index varies randomly from one point to another around the 
mean value determined by altitude. This produces two kinds of result: 
strong and unstable propagation, due to specific meteorological conditions 
of short duration, which cannot be used for regular communication, but is 
responsible for interference, especially to TV or radio broadcasting; and 
a weak but permanent propagation, due to ever present small irregularities 
causing tropospheric scattering. 

2.1 PROPAGATION IN A STANDARD ATMOSPHERE 

2.1.1 DEFINITION OF A STANDARD ATMOSPHERE 

The dielectric constant of the atmospheric air, and consequently its 
refractive index, are always very close to unity. If the atmosphere were 
homogeneous, its presence would only reduce the propagation velocity of 
radio waves to a negligible extent, as well as the relation between their 
electric and magnetic fields. 

However, the atmosphere is not homogeneous. Its temperature drops 
on average by 1 oc for each 150 m of altitude, the pressure is reduced to 
one half at an altitude of 5 800 m, and the partial pressure of the water 
vapour is reduced to one half at an altitude of 2100 m. 
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The atmospheric refractive index is given by the equation21 • 151 

77·6 ( 4 810 e) 
N = (n-1)106 = T P+ -T- (2.1) 

where 

n = refractive index 

N = difference between the refractive index and unity, or co-index. Since 
this difference is always very small, it is expressed in millionth parts 
(N-units) in order to give numbers that are easier to remember and 
to handle. 

T = absolute temperature (T = t + 273, where t is the temperature in 
degrees Celsius) 

P = atmospheric pressure in millibars 

e = partial pressure of water vapour in millibars. 

The decreases in temperature, pressure and humidity with altitude all 
cause a variation in the refractive index. 

Direct measurement of the refractive index at any point of the ,atmo­
sphere is possible by mounting a refractometer in an aircraft116• 152• This 
refractometer compares the resonant frequencies of two cavities, one of 
them evacuated, and the other one filled with ambient air. The natural 
frequency of this last cavity depends on the refractive index of the air .it 
contains. 

It has been ascertained that the average variation of the refractive index 
per metre of altitude (vertical gradient of the index) near the ground is: 

dn 
- = -0·039 x 10- 6 per metre 
dh 

or - 39 N-units per km. 
The value of the refractive co-index at an altitude of h km is given by: 

N = (n-1)106 = 289e- 0 ' 136 h N-units (2.2) 

Small as it may be, this variation in the refractive index strongly affects 
wave propagation. 

We shall define the standard atmosphere as a horizontally homogeneous 
atmosphere in which the refractive index varies with altitude according to 
equation (2.2). 

The term 'standard' should not be misinterpreted. The standard atmo­
sphere is an ideal atmosphere that only represents the mean condition in 
the actual atmosphere. For a more detailed discussion of the various 
model atmospheres proposed by various authors, it is useful to consult 
the literature145• 151 • 164• 
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2.1.2 RAY TRACING 

Let us consider in Fig. 2 a plane of equal phase and take as reference plane 
a vertical plane which is perpendicular to the first one. Let AB be a line in 
the plane of equal phase and h the difference in altitude between A and 

B 
Fig. 2 

A' 

B. After a time dt, the defined plane will be at A'B'. If n is the refractive 
index at altitude B, we have: 

BB' = ~ dt n 
AA' = _c_ dt 

dn 
n+h dh 

h 
AB=~ 

cosL\ 

where L\ is the angle of the radio ray with the horizontal plane. 
The radius of curvature of the path is by definition: 

h c dt 
cosL\ h dn 

ds AA' AB·AA' n+ dh 
p =-; = AA'-BB' = AA'-BB' = ~-( c \dt 

AB >J h dn I 
n+ dh) 

h 1 
=------

cosL\ h dn 
n+ dh 

n(n+h~) 
h dn 

dh 

n dh 1 dh 
p=-·---~----

cos L\ dn cos L\ dn 
(2.3) 
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We see that p is nearly independent of A if this angle is small (for 
example < 20°) and that for larger values p increases with A, being infinite 
(linear path) for A = 90° (vertical path). 

In the case of large angles of elevation, the curvature of the path has little 
effect on communication links operating by ionospheric reflection, and on 
ground-to-air communication. In the former case, the directivity of the 
antenna is not very great, and propagation uses an ionized layer whose 
height is not accurately known, so that a precise knowledge of the wave 
paths is not required. A similar case exists for mobile reception. The same 
is true for fire control radar because the range is short, so that the effect 
of the curvature of the path is in general negligible. A discussion of rays 
with a great elevation angle will be found in the literature21 • 145 . 

On the other hand, knowledge of the path is extremely important in the 
case of small elevation angles, because these are encountered in very 
important classes of communication links. 

For example, in the case of moving satellites, it is necessary to align the 
antenna as soon as the angle of sight reaches a few degree.c;; this can be 
done with the necessary accuracy only by taking into account atmospheric 
refraction. The same is true of a radio link between ground based stations, 
which may be very distant one from the other, and which have antennae 
of high directivity. This is so for early warning radar, especially when the 
antenna's radiation pattern is used for measuring the altitude of the target. 

We shall now consider this important case. 

2.1.3 RAYS EMERGENT AT A SMALL ANGLE OF ELEVATION 

2.1.3.1 Path 
Ifthe angle of elevation A is small, cos A practically equals unity, and we 
have: 

dh 
p=-­

dn 
(2.4) 

The path is an arc of a circle, whose radius does not depend on the 
elevation angle if the latter is small. Particularly in the case of the standard 
atmosphere we have: 

106 

p = 3"9 = 25600km 

2.1.3.2 Equivalent earth radius 
For the study of a radio link, it is particularly useful to draw the radio rays 
as straight lines. We can obtain this result by transformation of co­
ordinates, which in fact is a geometric inversion. 

In Fig. 3, 0 is a radio station. Note the axes OX (horizontal) and 0 Y 
(vertical), as well as the angle of elevation A. 
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Making ex the angle at the centre of the earth's surface (always very 
small), we have for the equation of the reference surface: 

and therefore: 

x::::; aex 

y = -a(1-cos ex) ::::; 

xz 
y=--

2a 

Assuming that 11 is small enough for 

sin 11 ::::; 11 cos/1::::; 1 

the equation of the radio ray will be: 
xz 

y = 11x--
2p 

2 

(2.5) 

(2.6) 

To convert the radio ray to a straight line, we must add x 2 j2p to y. 

Equation (2.5) now becomes: 

x 2 (1 1) x 2 
y= -- --- =--

2 a p 2Ka 
(2.7) 

where: 

K=-1-= __ 1 __ = 1 
a dn dN 

1-- 1+a- 1+6·4x10- 3 -
p dh dh 

(2.8) 

(a, p and h are expressed in kilometres). 

y 

p 0 

Fig. 3 

The expression Ka is called equivalent earth radius. This is the radius 
of a virtual sphere, whose distance to the straight radio ray is equal to the 
distance between the actual earth's surface and the actual path of the ray. 
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For the standard atmosphere we have near the ground (see Section 
2.1.1): 

~~ = -39 N-units per km 

which gives 
k ~ 4/3 = 1·33 

and the equivalent earth radius near the ground is: 

Ka ~ 6350x4f3 ~ 8500km 

It is customary in the study of radio links to use ground profiles drawn 
in relation to the virtual earth surface as defined above. The radio ray is 
then a straight line and it is very easy to show its position in relation to the 
earth's surface for various locations of the receiver and source, as well as 
for various antenna heights. 

The apparent reduction of the earth's curvature, which is greater when 
the variation in refractive index with height is larger, facilitates the 
communication. Indeed, the horizons of both antennae move away, and 
consequently we approach the line-of-sight case for the same distance 
between stations. For the standard atmosphere, the distance of the ratio 
horizon is given by the following equation, which is derived from (2. 7): 

d = 4·13 hi-~ 3(2h)t (2.9) 

where d = distance in km and h = altitude of the antenna in m. 
The apparent withdrawal of the horizon in the case of almost hori­

zontal paths exists also for light waves. A rising star can be seen even 
when still below the geometric horizon. However, the curvature of the rays 
is not the same for light waves as for radio waves. 

2.1.3.3 Various possible cases 

Table 1 summarizes the considerations relating to paths with a small 
elevation angle. 

2.1.3.4 Modified index method 
Another method is also used to represent wave propagation in a hori­
zontally stratified atmosphere, which may be either standard or of random 
form. The actual refractive index is then replaced by the modified index: 

a 
N=n+­

h 

where h = altitude and a = real earth's radius. 

(2.10) 

It can be shown that in this case the earth's surface can be represented 
by a plane, being the distance between the radio ray and the reference 
plane equal to its altitude above the earth's surface in actual propagation. 
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The ray path is then represented by a curve, which may be drawn by 
means of successive arcs, using Snell's law and the value of the modified 
index at each point. 

Though useful for theoretical study, this mode of representation is not 
very valuable for engineering, where the equivalent earth's radius method 
is always used. 

dn/dh 
N-units/km 

>0 

0 

dn 
0 > dh >- 39 

-39 

dn 
- 39 > dh > - 157 

- 157 

<- 157 

TABLE 1 

Parameters of the path of rays in the atmosphere 

I 
(in km) 

' ' 

Curvature I p 
I 

K ~~ Atmosp~eric Virtual 
refraction earth 

Horizontally 
launched ray 

upwards <1 ,more convex: 

nil C1J 

25600 

downwards 
6 350 =a 

I 

I 

I 
! 
I 

>1 

4/3 

>4/3 

below 
normal 

----
normal 

above 
normal 

super­
refraction 

than 
actual earth 

I actual earth 

I 
less convex 

than 
actual earth 

plane 

concave 

2.1.4 INTERFERENCE BETWEEN DIRECT 

AND REFLECTED RAYS; FADING 

moves away 
from the 

earth 

I remains 

I 
parallel 
to earth 

I 

I draws closer 
I to the 
1 earth 
I 

Using the argument in Section 4.1.5.2 and taking into account the variation 
in refractive index with altitude, it can easily be shown that very small 
changes in this variation are sufficient to create either a maximum or a 
minimum field strength at the receiver. As a matter of fact, both paths, 
direct and reflected, comprise a very large number of wavelengths, so that 
a very small variation in refractive index is sufficient to increase or decrease 
one of these paths by },j2. 

For example, for a skip of 56 km at 4 GHz (typical CCIR skip at this 
frequency) the number of wavelengths is 7 ·5 x 105 , so that a variation of 
0·66 N-units in one of the paths is sufficient to change the resultant from 
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maximum to minimum. A case like this is the origin of strong fading, 
which is extremely inconvenient in radio links 181 • This type of fading is 
mainly produced during the second half of the night, generally for about 
25 per cent of the time1 7 5 • Designers attempt to avoid fading: 

1. by attenuating the reflected ray in such a way that the minima are less 
pronounced. This may be done by making the reflecting region a 
wooded or built up area with a small reflection coefficient (see Section 
4.1.4), or if this is impossible (oversea skip) by using an obstacle near 
one of the antennae to attenuate the reflected ray1 71 • 

2. by using diversity reception with two antennae which are vertically 
separated by several wavelengths (see Appendix 6.7.1(b)). 

2.1.5 ATMOSPHERIC ABSORPTION 

Absorption due to rain or fog matters only for very high frequencies (above 
6 GHz). Figures 4 and 5 give the approximate values of absorption. 
However, it is difficult to ascertain the distribution of rain or fog along the 
path joining two stations16 \ so that the practical applications of these 
curves are rather limited. 

Rote 
Storm IOOmm/h 

Heavy rain 15 mm/h 

Average rain 4mm/h 

Drizzle lmm/h 

Optical visibility (m) 

Fig. 4 Rain Fig. 5 Fog 

As a result of the increasing interest in the use of higher and higher 
frequency bands (11, 18 and 21 GHz), studies are being carried out to 
determine the statistical distribution of the attenuation in different 
climates173• 175• 177• 182• The results obtained so far are still too fragment­
ary to show a clear overall trend. In one particular case1 7 3 , it was found 
that the experimental results agreed with the absorption curves if the 
height of the rain was multiplied by a reduction factor which could vary 
between 0·2-0·39. 

Rain, and even certain types of cloud, can also cause radar echoes. This 
property is used in ground based or airborne meteorological radar. 

Snow and hail are much less absorbing than water. 
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Sandstorms and some types of electrically charged rainfalls produce 
shot noise in the antennae directly bumped by the electrically charged 
particles. Airborne equipments are especially affected, because they 
frequently travel through electrically charged clouds. It is possible to 
provide them with substantial protection by giving the antennae a dielectric 
coating. 

2.1.6 FRESNEL ZONE (see Appendix 8) 

Radio ray tracing, made in general on special graphs, using the relevant 
value of K (see Section 2.2.1.2) allows us to determine whether the source 
and receiver are in radio visibility of each other. 

When this result is achieved, it is possible to calculate the fields as being 
in free space, on condition that the ray does not pass too close to the 
ground, i.e. that the first Fresnel zone is cleared. 

2.2 PROPAGATION IN A STRATIFIED ATMOSPHERE 

2.2.1 PROPAGATION WITHOUT DUCTS OR REFLECTIONS 

2.2.1.1 Actual atmospheric stratification 

As a rule, the actual atmosphere is very different from the standard 
atmosphere. Along a vertical line, the refractive index gradient varies rather 
randomly with altitude. It may even become positive in some atmospheric 
layers (inversion layers-see Section 2.2.1.2). In a horizontal direction, 

01 

Fig. 6 Refractive index gradient for temperate climate 
(Data from France, Japan, U.K., u.s.A.) 

0/ 0 of time 
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one sometimes observes regular stratification extending over a few km, 
and it is also possible to find weak correlation between refractive indexes 
at various places at the same altitude. 

The refractive index near the ground varies against time over a wide 
range, but the mean gradient calculated for example over 1 km is much 
less variable. Figure 6, which summarizes the data communicated to the 
CCIR by Great Britain, France, Japan and the USA, shows the statistical 
distribution of the values of K for temperate climates, for three height 
ranges. 

Knowing the vertical and horizontal distribution of the refractive index 
along the entire wave path, it should be possible to trace the radio rays, 
which obviously would no longer be circular. In fact, this tracing may be 
interesting when the atmosphere is regularly stratified (see Sections 2.2.1.2 
and 2.2.1.3), but is of no use if the refracti~e index shows random and 
variable distribution, especially since the lower part of the atmosphere (the 
most variable) has the strongest effect on the curvature of the ray21 • 145 • 

2.2.1.2 Equivalent K coefficient 
The effect of.a random atmosphere on wave propagation is often character­
ized by an arbitrary extension of the meaning of equivalent earth radius. 
In this way, an equivalent K coefficient is defined. It is the K of an atmo­
sphere with linear variation of the refractive index, which would give the 
radio ray the same total curvature as given by the actual atmosphere. 

The equivalent K coefficient represents the propagation properties which 
are related to the total curvature of the ray, namely the mean distance 
between the ray and the earth's surface-from which results its general use 
in diffraction problems. On the other hand, it does not take into account 
the actual shape of the ray (or rays, in the case of multiple paths). 

Due to the permanent variation in meteorological conditions, the 
equivalent K coefficient is a random function of time, consequently it can 
be characterized by its median value and statistical distribution. 

Median value of K 

The simplest hypothesis is to assume that the median value of the refractive 
index is an exponential function of the altitude. This results in: 

Nh = Noe-qh 

It has been found 128 that q varies from -0·1177 to 0·2068, according 
to meteorological conditions. If, however, it can be accepted that the 
value of -0·136 (adopted for the standard atmosphere) is a sufficient 
approximation114• 128, it becomes: 

1 
K=------

1-8·8 >< 10-4 N 0 
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World maps for N 0 have been published140, which make it easy to use this 
method. Unfortunately, the referred method gives good results only in 
temperate climates. 

It is also possible to calculate K, using the difference !l.N between the 
refractive indexes at ground level and at an altitude of I km. We find, using 
equation (2.8): 

1 
K = 1-6·4x 10- 3/l.N 

World maps for !l.N have also been published140. However, this method 
does not seem to be better than the first one. 

Statistical distribution of K 

The equivalent K coefficient represents by definition a mean of local 
values of K along the ray path. The variation against time of this coefficient 
must therefore be smaller as the path becomes longer. This has been 
confirmed by experimental results. 

The most interesting value for engineering is the quasi-minimum value 
of K, i.e. the value exceeded for a great percentage of the time, e.g. 99 ·9 per 
cent. For temperate climates, this value is given as a function of the distance 
in Fig. 7171 . Similar curves for other types of climate are not yet available. 

0 5z!-::o-----:3o!-::0:---4-:'::0:---::5c':::0-6::':0:--:7:!=0-::'80:::-:::"90~1070-'--1....1..~15:-;0:'--'-~200 
0 (km) 

Fig. 7 Minimum value of K for temperate climate 

Practical rules 

From the present state of knowledge it appears advisable to limit ourselves 
to a few general rules in the study of a project in radio communication. 

I. The median value of K is higher than 1·3 (e.g. of the order of 1·5) in 
hot and wet climates, equal to 1·3 in temperate climates, and lower 
than 1·3 in dry climates. 
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2. Over a distance of approx. 50 km, the values K = 1 (wet climates), 
K = 0·8 (temperate climates) and K = 0·6 (desert climates) are 
exceeded for most of the time (approx. 99·9 per cent). These values are 
commonly taken as the lower limit in circuit calculations. 

3. The quasi-maximum value is 2 or 3 for metre waves (v.h.f.), but can 
become infinite or even negative for decimetre and centimetre waves 
(s.h.f. and e.h.f.). 

2.2.1.3 Effect on propagation 
Effect on the hourly median value of the field 
In all cases where the ground reflection of the waves (line-of-sight path, 
reflecting ground) or their diffraction (path not fully clear, over-the-horizon 
circuits) affect the received field strength, the hourly medians of the field 
are related to the value of the equivalent K. This is most important when 
the radio path is nearly tangential to the earth's surface. 

For fields weaker than the median value, the distribution of the hourly 
medians is closely approximated by a log-normal distribution (Appendix 
6.3) with a standard deviation u of the order of 2 or 3 dB. It is possible to 
calculate u in an actual case when the values of K which correspond to two 
probability values (e.g. 50 per cent and 99·9 per cent) are known. This is 
achieved by calculating the transmission loss in both cases and deducing 
u by means of a table of the Gaussian functions (in our example, the 
difference between the losses, expressed in dB, must be divided by 3·1). 

Scintillation 
As a result of the irregular structure of the atmosphere, adjacent radio rays 
may have large phase differences. In this case, Huygens' principle does not 
apply, and it is necessary to take into account the various rays that reach 
the receiving antenna. 

This fact leads to two results. 

1. Since the phases of the various rays are different, the field strength is 
subjected to rapid variation (scintillation), with a Rayleigh distribu­
tion (Appendix 6.1 ). 

2. Since the transit times of the various rays differ one from the other, 
the bandwidth is limited. We have approximatively: 

B = 1/At 
where At = maximum difference in transit time. 

For line-of-sight radio links, this phenomenon appears mainly during 
the second half of the night. It is always present in over-the-horizon circuits. 
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Beam deflection 

The variations in the equivalent value of the coefficient K lead to varia­
tions in the curvature of the radio waves. This can give rise to a deflection 
of the beam between directive antennae which can have a certain influence 
on the gain of very narrow beam antennae used for very high fre­
quencies174· 175•179. The published data do not show very good agree­

ment. However, beam deflections of the order of one degree have been 

observed in Japan174. 

2.2.2 SUPER-REFRACTION; DUCTS 

When coefficient K is negative, 'ducts' are produced. 

2.2.2.1 Duct near the ground 

Let us assume that the curve showing the variation of the refractive index 

with height is the one shown in the left hand part of Fig. 8. In the vicinity 

of the ground, dnjdh is negative, with a modulus greater than 157 N-units 

per km. At an altitude h0 the gradient then acquires its mean value of -39 
(obviously, the actual transition is not so sudden). Below h0 the curvature 

of rays launched at small elevation angles is larger than the earth's curva­

ture. Above h0 the curvature of the rays is smaller than the earth's curva­

ture. 
5 

' ~; =- 157 ' 

Fig. 8 

The shape of the rays is shown on the right hand side of Fig. 8 for a 
source altitude which is smaller than h0 • 

Rays 1, 2 and 3 are trapped between the ground and a virtual sphere 

located at altitude h0 . Rays 2 and 3 are tangential to this sphere and are 

the extremes of the trapped beam. Inside this beam, the received energy is 

very large. Instead of suffering a decrease of 1/d2 (as in free space) it 

decreases only by 1/d. 
Rays 4 and 5 are emitted at a larger angle and are not trapped. Only 

weakly deviated by the duct, they resume their normal path on exit. The 

effect of a duct with a large elevation angle is consequently negligible. 
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2.2.2.2 Elevated duct 

If the refractive index varies as shown on the left hand side of Fig. 9, i.e. 
if we first find an 'inversion' (increasing index) from the ground upward to 
an altitude h0 , followed by a zone of fast decrease in the index (greater than 
-157 N-units per km) until an altitude hi> and lastly, above h1 a zone 
where the normal gradient is resumed, we see, as in the preceding case, that 
a wave beam with a small elevation angle emitted by a source at an altitude 
between h0 and h1, is trapped betw:een two spheres of altitudes hb (which 
do not coincide with the lower discontinuity of the gradient) and h1 

(higher discontinuity) respectively. 
5 

~~ =- 157 

Fig. 9 

The same remarks as in the preceding paragraph may be made for the 
ray emitted at large elevation angles. 

2.2.2.3 Action of ducts 

The ducts are only operative when the altitudes of both the source and the 
receiver remain within the limits mentioned above. Since the air layers are 
more or less horizontal, the altitudes of the transmitter and the receiver 
must be almost the same. 

2.2.2.4 Cut-off frequency 

In the same way as waveguides, ducts have a cut-off frequency. However, 
since they are not limited by surfaces but rather by zones where the index 
gradient varies gradually, the cut-off is not sudden. 

The maximum wavelength able to be propagated without loss in a duct, 
is approximatively equal to: 

Amax = 2·5Ah(!w)t 

where Ah = depth of the duct, and An = variation of the index inside 
the duct. 

For example, for a duct near the ground, with a depth of 30 m and 
An = 4 x 10- 6 (4 N-units) which represent a typical case at average 
latitudes, we have : 

Amax = 2·5 X 30 (4 X 106)t = 0·15 m 

hence /min = 2 000 MHz. 
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Ducts will therefore affect mainly radio links and S or X band radar. In 
the latter case, only early warning radar will be affected, because fire 
control radar operates usually with elevation angles greater than the 
limiting angle of the duct. The increase in signal strength is, however, 
stronger for radar (both ways) than for radio links. This phenomenon can 
result in plotting errors. 

2.2.2.5 Production of ducts 

A quiet atmosphere is essential for the appearance of ducts. They are 
mostly encountered in quiet weather conditions, above water or plains. 
In mountainous areas, atmospheric turbulence and upward motion of air 
oppose the production of ducts. 

The same can be said of sea coasts, but not of those of landlocked seas. 
The first recorded ducts were observed in Egypt during World War II. 

Ducts near the ground 

1. A mass of warm air arriving on a cold ground produces a duct near 
the ground. The probability of this phenomenon occurring is greater 
when the soil is cold and wet. This type of duct occurs more often at 
sea near the coast. 

2. On the ground, night frost leads to the production of ducts, mainly 
during the second half of the night. This phenomenon is rather 
frequent in desert and tropical climates. 

3. On tropical seas, the great humidity existing in the lower part of the 
atmosphere produces almost permanent ducts with a dimension of 
approx. 10m and with a strong variation in index (4 x 10- 5), so that 
the cut-off wavelength is of the order of 15-20 em. 

Elevated ducts 

These are mainly caused py subsidence of an air mass in a high pressure 
zone. When descending, the air is compressed, and thus warmed and dried. 

This type of duct occurs mainly above the clouds (up to an altitude of 
1 500 m). They affect communications between aircraft in u.h.f., and 
radio links passing over valleys. 

2.2.3 TROPOSPHERIC REFLECTION 

In this section we shall deal only with the reflection from very large layers, 
which do not often occur. The case of small layers will be discussed in 
Section 2.3 in connection with tropospheric scattering. 

If the refractive index varies suddenly, leading to a bend in the path 
whose radius is smaller than wavelength, and if the reflecting surface is 
very large, we have a reflection in the optical sense. This case occurs when 
an heterogeneous layer with a sharp lower border (sudden discontinuity 
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in the refractive index) is encountered in the atmosphere, in general at the 
interface of two air masses. 

Strong tropospheric reflection occurs mainly at v.h.f. It occurs seldom 
in the case of microwaves (because the discontinuities of the refractive 
index are not sudden enough) and in the case of longer waves (because the 
thickness of the discontinuity layers is not sufficient). 

Equation (4.4) enables us to calculate the reflection coefficient when the 
difference An in the indexes is small: 

1-( ~An +1)t 
sm2q> 

Rv = RH = ( 2An )t 
1+ -.-2-+1 

sm q> 

(2.12) 

where q> = angle between the incident ray and the plane of discontinuity. 
We observe that R will only have a significant value if sin q> is small 
(because An is assumed small). 

The smallest value of sin q> will happen when the rays are tangential to 
the earth's sphere (see Fig. 10). We find for this case, taking the equivalent 
earth radius into account: 

(2.13) 

h 

Fig. 10 

Recorded typical dimensions for the layers are: horizontal length a few 
hundred km, vertical depth 30-50 m, altitude I 000-2 000 m. The deviation 
of the index is between 20 and 30 N-units. 

The reflection coefficient is of the order of a few thousandths. This may 
be a very small value, but the waves reflected in this way may reach loca­
tions well beyond the horizon where, since the field of the ground wave is 
very weak, the reflected field can be much stronger than the former. 

At several hundred kilometres from a powerful metre wave (v.h.f.) 
transmitter, the field originated by tropospheric reflection may be a 
hundred times stronger than the normal field. This is therefore a very 
dangerous source of interference. 
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2.2.4 RESULTS OF SUPER-REFRACTION AND OF 

TROPOSPHERIC REFLECTION 

2.2.4.1 Disadvantages of these phenomena 

Super-refraction produces large variations in the received field, whose 
strength is strongly increased when both the source and the receiver are 
situated in the duct, and considerably attenuated if only one of them is 
within the duct. To a lesser degree, tropospheric reflect;':>n is also a factor 
of instability. 

On the other hand, by considering random long distance propagation 
(called 'abnormal propagation') this phenomenon causes interference 
between stations which do not normally interfere. This allows random 
undesirable listening, and causes errors in radar and direction finding. 

2.2.4.2 Protection against these phenomena 

It is not possible to suppress abnormal propagation, but it is possible to 
reduce its effect on field strength for a point-to-point circuit. 

Abnormal propagation is related to: 

1. Existence of homogeneous and regularly stratified layers. 
2. Small elevation angle. 

We can reduce their effects: 

1. By avoiding as much as possible paths of low altitude above deep 
valleys, above plains surrounded by hills and above tropical seas. 

2. By situating the transmitting and receiving stations at altitudes that 
are sufficiently different to allow the path to make a rather large 
angle with the horizontal plane. 

2.3 TROPOSPHERIC SCATTERING 

The phenomena discussed in the preceding sections are related to the 
overall atmospheric structure. They give rise to strong fields, sometimes 
with large but slow variations. Over-the-horizon propagation is only an 
exceptional case. 

However, it has been ascertained since 1950 that metre and decimetre 
wave transmitters (v.h.f. and u.h.f.) produce a permanent field (however, 
with a rapid fading rate) well below the horizon. This field is weak, but 
much stronger than the field calculated by means of the diffraction theory 
discussed in Chapter 4. It would seem that such a field is related to the fine 
structure of this atmosphere. 

This mode of propagation allows transmission of small capacity 
multiplex telephony signals over large distances (up to I 000 km) without 
relay stations, or transmission of a large number of telephony channels or 
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of TV programmes over medium ranges (200-300 km). This has become of 
such great interest that it has given rise to much theoretical and experi­
mental research. 

Various theories have been advanced. We shall explain these, limiting 
ourselves to fundamentals, and attempt to present the basic concepts 
needed for reading the original papers. 

2.3.I MECHANISM IN A TROPOSPHERIC ~CATTERING CIRC U IT 

The source E shown in Fig. II is equipped with a highly directive antenna 
and emits a high power density into a narrow cone. The receiver R is also 
equipped with a high gain, highly directive antenna, which collects the 
energy scattered by the volume common to the beams of both antennae. 
Transmission is better when the altitude h of the common volume, as well 
as the angle 0 between both beams, are smaller. 

R 

Fig. 11 

For a given distance, this will be realized if the horizons of both antennae 
are completely clear and their beams are tangential to the ground. 

The available bandwidth is related to the antenna's radiation pattern. 
If the pattern is very broad, the paths of the various rays will be very 
different in length and therefore in transit time. In this case, it is only 
possible to transmit signals varying so slowly that the difference in transit 
time becomes irrelevant, which means narrowband signals. To transmit 
wideband signals, it is necessary to use antennae having such a narrow 
beam that the difference in transit time for the various points of the 
common volume remains small in relation to the reciprocal of the desired 
bandwidth. 

Obviously, tropospheric scattering (abbreviated to troposcatter) exists 
even when the antennae are in line of sight. In this case, the scattered field 
is generally weak with respect to the main field , and so causes only a small 
scintillation of the latter. However, during periods of strong fading, the 
received field can show characteristics similar to those of the troposcatter 
field. 

2.3.2 THEORY OF SCATTERING BY ATMOSPHERIC TURBULE N CE 

2.3.2.1 Booker and Gordon's theory 
This theory was the first to appear and still has a number of followers. Our 
explanation of this theory follows the methods given by the authors104. 
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An advantage of this method is that it is based on physical considerations. 
We shall also discuss its later development. 

Atmospheric turbulence 

In addition to its large scale characteristics, the atmosphere is in perpetual 
motion at every point. Eddies appear, move and disappear. This is 
atmospheric turbulence, and follows variations in temperature and pressure, 
therefore causing variations in the index of refraction. 

The best known manifestation of atmospheric turbulence is the twinkling 
of stars, even when their elevation above the horizon precludes any 
interference between reflected or refracted rays by air layers of different 
indexes. 

Representation of atmospheric turbulence 

The basic idea is that of the elementary volume. In a turbulent medium, 
the dielectric constant varies from one point to another, and at each point 
it varie.s with time. At two very close points, the dielectric constant will 
permanently have a very closely related value, while at very distant points 
the dielectric constants will be uncorrelated. 

In other words, the coefficient of correlation between the dielectric 
constants at two points is a function of their separation. In addition, the 
authors mentioned above assume that it depends only on this separation 
(isotropic turbulence) and state for the length of the turbulence scale 
height: 

00 

10 = J C(r)dr 
0 

where C(r) = coefficient of correlation, equal to unity for r = 0, and to 
zero for r = oo. In the initial form of their theory, the authors have put: 

C(r) = e-r/lo 

The length /0 defined above is the radius of a virtual sphere inside which 
the dielectric constant would have at every instant the same value at every 
point (C(r) = I), while outside this sphere it would vary randomly 
(C(r) = 0). 

Imagine an atmosphere as consisting of an assembly of spheres with a 
radius /0 , where the dielectric constant of each sphere differs by a small 
value Ae from the mean value in the atmosphere under consideration. 

Various methods for determining /0 have resulted in values ranging 
from a few metres to a few hundred metres. Moreover, elementary volumes 
of various sizes are en counted in the atmosphere, and the statistic distribu­
tion of length /0 plays an important part in the troposcatter mechanism. 

Measurements made on board aircraft116 seem to be the most reliable 
and have given values ranging from 7 m to 190m, with a mean value of 
68 m. 
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Effect of waves on an inhomogeneous atmosphere 

Incident waves cause polarization of the elementary volumes, converting 
them to electrical dipoles, which in turn radiate energy. 

Elementary dipoles 

It is well known4 • 15 that a dielectric sphere which is merged in a dielectric 
medium having a different permittivity and subjected to an electric field, 
acquires a polarization, which transforms it into an electrical dipole, 
prototype of the elementary antenna. 

Under the effect of the electric field of the incident wave, all elementary 
volumes are converted to antennae, which will radiate in all directions. 
However, since they are dipoles, radiation will take place mainly in 
directions at a small angle to that of the incident wave, either forward 
(forward scatter) or backward (back scatter). 

Overall radiation 

The fields originating from the elementary dipoles (randomly scattered in 
space) are not in phase, because the dipoles are located at different distances 
from the source. The assembly of these dipoles forms a kind of three 
dimensional network of antennae, whose radiation is maximum in the 
direction opposite to that of the incident waves, and decreases rapidly 
when the direction diverges from it. 

The thus produced beam has, however, an aperture of a few degrees, 
which allows us to receive the wave outside that part of the space which is 
limited by optical geometry. 

Putting these concepts in numerical form by calculation, we find that 
the density of power in the radiation cone is proportional to: 

Values ranging from 4x 10- 14 to 6·4x 10- 12 have been found for this 
parameter. The values resulting from direct measurements aboard aircraft, 
which appear to be the most reliable, range from 0·4 x 10- 12 to 6·4 x 10- 12• 

Obviously, as the altitude increases, the atmosphere becomes less and 
less dense, e tends towards unit and Ae tends towards zero. The lower part 
of the atmosphere is therefore the most favourable for scattering. 

Scattering parameter 

It is possible to show that the scattered power: 

1. per unit solid angle, 
2. per unit incident power density, and 
3. per unit scattering volume 
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is proportional to the scattering parameter. 

\(~e)) ~2 
a= =-

lo lo 
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Measurements of field strength cannot therefore give us separate values 
of /0 and~- Measurements with a refractometer116 have given values of a 
ranging from 10- 14 to w- 17, usually decreasing with altitude. 

Variants of Booker and Gordon's theory 

In the above explained original form, Booker and Gordon's theory offers 
some difficulties: 

1. The coefficient of correlation C(r) = e-r/lo is the same in all directions, 
although the vertical should play a special part. Furthermore, the 
choice of an exponential function is somewhat arbitrary. 

2. The statistical distribution of the turbulence height /0 has a strong 
effect on the variation with frequency of the scattered field. Booker 
and Gordon have used an old theory of turbulence, which is no longer 
accepted in aerodynamics. 

3. The law of variation with altitude for the scattering parameter strongly 
modifies the value of the received field as a function of distance. 

Various variants of the theory have been proposed105· 121 , dealing with 
the correlation function to be used, with the statistical distribution of the 
turbulence scale height, and with the variation with altitude of the 
diffraction parameter. 

2.3.2.2. Modern forms of turbulence theory 

Modern turbulence theory is based on the work of Kolmogoroff and 
Obukoff111. 119,122,126,132. 

If we consider a part of a fluid, approximately spherical with a diameter I 
and rotating because of turbulence, the energy of this mass may be dissi­
pated in two ways: it drives other parts of the fluid, thus creating smaller 
eddies, and it generates heat by viscous friction. 

Large volumes possess great kinetic energy, and as their surface is small 
in relation to their mass, the viscous frictional forces are rather un­
important. They are said to be in the inertial range. Very small volumes, 
on the other hand, possess a reduced kinetic energy, and as their surface is 
large in relation to their mass, they dissipate their energy by producing 
heat. It is said that they are included in the dissipation range. 

The motion must be maintained by some power source. We can consider 
two kinds of source: large fluid masses in motion, for example winds; or 
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the prior existence of a temperature or pressure gradient inside the fluid, 
for example by the mixing of two air masses. 

Thermodynamic and aerodynamic reasoning allows us to determine the 
processes of the exchange of energy between the various parts of the fluid, 
and the distribution of the latter as a function of their size119• 125 • Instead 
of the diameter /, it is preferable to use its reciprocal K = 1/1, and the 
distribution of K is expressed by a function S(K), which represents the 
number of elementary volumes included in a small interval centred on 
K. By optical analogy, this function is called the spectrum S(K) of the 
relevant distribution. With the two types of energy supply mentioned 
above, we reach the two schematic representations of the spectrum S(K) 
as a function of K (Figs 12 and 13). 

Sources Mixture input 

K 

Fig. 12 Fig. 13 

In the troposphere, length /0 = I j K 0 is of the order of I km. Length 
1. = 1/K. is approx. 0·65 mm. Air masses reacting in the propagation 
of waves used for tropospheric propagation (metre and decimetre waves; 
v.h.f. and u.h.f.) will therefore always remain in the inertial range (see 
p. 39). In this band, the first of the spectra we have contemplated is 
proportional to K- 11 ' 3 , while the second is proportional to K- 5 • 

In turbulence theory, troposcatter is caused by variations in the dielectric 
constant of an air mass. These variations are caused by variations in 
temperature, pressure and humidity, and these are in turn caused by 
variations in velocity. Each individual air mass considered in the study of 
turbulence will therefore have its own dielectric constant, which will be 
slightly different from the mean value. 

The spectrum of dielectric inhomogeneities is therefore the spectrum 
of the turbulence, multiplied by a constant factor. 
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Correlation function and spectrum of dielectric inhomogeneities; 
Scattering vector 
Distribution of e, 

35 

e, varies with the timet and with the point Pin the space. We can therefore 
write exactly: 

e,=e.(P·t) 

In fact, the variation in time of e, only affects slow signal variations, as 
we shall see later. It is therefore sufficient to consider the values of e, at the 
same time at the various points P in the space, and to put: 

e, = e,(P) = (e,)+~e.(P) 

The quadratic mean of the inhomogeneities in the common volume V 
is defined by: 

(2.14) 

Correlation function of ~e, 

This function is defined by the equation: 

(2.15) 

where vector r = P'-P. 
If the scattering medium is isotropic, C(r) is a function of I rl = r only. 

Spectrum of ~e, 
This is the product of the mean value of (6.e,)2 by the spatial Fourier 
transform of C(r) (see Appendix 7). 

+oo 

S(K) = ((~e,)2) J J J C(r) ·eiK.r d 3r (2.16) 
-oo 

We thus have: 

(2.17) 

Scattering vector K 
Consider in the scattering volume V a point P chosen as the origin, and 
another point P', so that P' -P = r (see Fig. 14). 

We now attempt to calculate the phase difference between the rays 
passing through P and P', linking a source and a receiver, which are both 
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very distant from the scattering volume. If RE and RR are the distances 
from P to the source and the receiver respectively, we have, by putting: 

w 2n 
k=-=---

c A. 

and using the geometry of Fig. 14: 

A <I> =- k(iRE- ri-IREI + IRR- ri-IRRI) 
=- kr(sin 01- sin 02) (2.18) 

We now consider two vectors K 1 and K 2 with the same modulus: 

(2.19) 

and with the direction of the incident and the scattered ray respectively. 
We define the scattering vector by: 

K = K 2 -K1 (2.20) 

Projecting this equality on vector r, and using equation (2.18), we find: 

A<I>=-K1 ·r+K2 ·r=K·r (2.21) 

It will be easily seen in Fig. 14 that: 

I 
I 
I 
I 
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IKI = 2k sin 0/2 
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Effect of an electric field on an inhomogeneous medium 
The scattering medium with a dielectric constant: 

<e,)+Ae, 
is affected by the field: 

(2.22) 
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where E 0 = primary field, and E 1 = scattered field. 
The second equation (Appendix 3.1) may now be written (noting that 

t:T = 0, but that er is a function of time): 

The last term of this expression can obviously be disregarded, owing to 
the slowness of the variations in Aer (related to the meteorological varia­
tions, while E0 and E 1 vary with the frequency of the incident wave). 

We can also disregard E 1 in comparison to E0 , which means disregarding 
multiple scattering, whose effect is in fact very small, because E 1 is always 
much smaller than E0 . This latter approximation is called the Born 
approximation. We now have: 

oE0 oE0 
V x H = e0er at + eoAer at 

= jwe0erEo + jwe0 AerEo 
Comparing this equation with (3.1) of the Appendix: 

aE . 
V x H = e0 er--;;- + t:TE = ]We0erE + t:TE 

ot 

(2.23) 

we see that the inhomogeneities in the dielectric constant have the same 
effect as would have a system of currents having a density: 

(2.24) 

Radiation from the scattering medium 

Radiation from the scattering medium outside the straight line linking the 
source and the receiver is caused by the system of currents discussed above. 

An element of volume d V in this scattering medium, with a length d/ 
in the direction of the incident field, and a cross-section dS in the per­
pendicular plane, will have a moment: 

dM =I dl = idS dl = i d V 

= jwe0 AerEo d V (2.25) 

Following the theory of the electric dipole, the field radiated at a distance 
RR by this element in a direction forming an angle() with the incident wave, 
will be: 
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where: 
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.co 
e-J;;' 

'P(r) =-
r 

Substituting dM by its value (2.25) we find: 

dE = k 2 E0ile,'P(RR) sin 0 d V 
4n 

(2.26) 

We must now sum the contributions dE of all parts of the common 
volume V. The problem can be simplified by assuming that the dimensions 
of this volume are small compared to distances RE and RR of the source 
and the receiver respectively. It can then be assumed that E 0 possesses a 
constant amplitude throughout the scattering volume, and that RR is 
constant in the denominator of the function 'P(RR). This is Fraunhofer's 
approximation. 

Nevertheless, these calculations are rather intricate104. Using P0 for 
the power density supplied by the source to the scattering volume, P R for 
the power density received, and X for the angle between the direction of 
the eiectric field in the scattering volume and the direction of the receiver, 
we find: 

where: 
33 

I= J J As,As;·ejK.rd 2 V 
v 

(2.27) 

(2.28) 

where e; and e, = dielectric relative constants at two points in the scattering 
volume (Booker and Gordon used the absolute dielectric constants 
e = e0 e,. They therefore used ilefe instead of de,). We note on the one 
hand that angle X is equal to n/2 for horizontal polarization, and to 
(n/2 ± ()) for vertical polarization. Since () is always small, we can put 
sin X= 1. 

On the other hand we derive from equation (2.15): 
3 

f ile,ile;dv = V((ile,)2)C(r) 
v 

and therefore: 
3 

I= V((ile,)2) f C(r)ejK.rdV 
v 

(2.29) 

In fact we can expand the integral to infinity because C(r) rapidly 
reduces to zero outside the scattering volume, and we have (2.16): 

I= V·S(K) (2.30) 
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and 

( k2 )2 
4n:RR VS(K) (2.31) 

The scattering parameter a as defined on page 33 is equal to the ratio 
P,/ P 0 per unit volume and per unit solid angle. Therefore: 

a= _B_!!_ = ~ S(K) p Rz (kz)z 
P0 V 4n (2.32) 

This equation allows one to compare the experimentally ascertained 
values of a to the values of S(K) resulting from the various theories132• 

Isotropy 

It seems a well established face 27 that atmospheric turbulence is not 
isotropic. As could be expected, the vertical plays an important part in the 
distribution of inhomogeneities. However, due to the complexity of 
calculation in the case of anisotropic turbulence, the hypothesis of isotropic 
turbulence is often used-as proposed by Booker and Gordon in their 
original paper1 04• 

In this case the correlation between the dielectric fluctuations at two 
points in the scattering volume is only a function of the distance. We can 
therefore replace C(r) by C(r), and according to (equation 2.22), S(K) by 
S(K) = S(2k sin 8/2). Equations (2.16) and (2.32) then become: 

4n 00 

S(K) = ((Aa,)2)·~ Jr·C(r)sinK,dr 
Ko 

a = ( ::r s( 2k sin~) (2.33) 

or in practice (because e is very small): 

a~ (:;r S(k8) (2.34) 

Equation (2.34) shows that the only inhomogeneities acting on the 
scattering of waves having a frequency f will be those with equivalent 
dimensions given by: 

1 w 
- = ke = -e 
l c 

or 

(2.35) 

For the commonly used frequency range (150-4000 MHz) and scattering 
angle (10-60 mrad) the length varies between 30m and 20 em, and therefore 
lies in the inertial range. This would still be true in the case of anisotropic 
turbulence-even with a rather high anisotropy factor. 
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Effect of frequency 

In the inertial range (see page 33) the spectrum can be represented by the 
following equation: 

S(K) = ocK-~ 
We have for a constant scattering angle (J: 

S(K) = ock-~ 
and by means of equation (2.34): 

a oc k<'*-rx.> oc p4-rx.> 

Booker and Gordon104 have adopted: 
C(r) = e -r/lo 

(2.36) 

(2.37) 
an equation which makes calculation particularly easy. The spectrum is 
then: 

(2.38) 

With this spectrum, ex = 4 and a is independent of frequency. A great 
number of accurate observations have shown that, other factors being 
equal, the scattered energy depends on frequency. Though the results show 
different values142, it is generally agreed that a is inversely proportional to 
frequency, which requires ex = 5. 

The value ex = 5 is that given by the theory of mixing of air masses (see 
page 34) and is found by adopting the following equation for the correlation 
coefficient: 

(2.39) 

where K1 (z) = modified Bessel function of the second order, of the first 
order1• 2 • 

The spectrum is now: 

(2.40) 

Effect of distance 

In the study of tropospheric propagation, the effect of troposcatter is 
usually expressed by the difference between the actual loss and the loss 
that would occur if both source and receiver were in free space. This 
difference is called the loss related to free space. 

The same as for a, the loss related to free space depends on S(K) and 
therefore on the scattering angle(), as well as on the quadratic mean of the 
inhomogeneities ((L1e,) ) 2 • This last quantity depends in turn on the 
altitude where scattering takes place, because e, (and therefore L1e,) 
decreases with altitude (equation (2.2)). 
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Though a considerable amount of mathematical work has been carried 
out in this field, a satisfactory theory has not yet been found. 

For medium distances (150--300 km), the received power decreases more 
or less as a-s·s, when the axes of both the source and receiving antenna 
beams are horizontal. If they are above the horizon, a supplementary 
decrease in h- 2 is observed (his the mean altitude of the scattering volume). 
This latter phenomenon has a very strong effect, so that it is very important 
that the horizon of the antennae is quite clear. 

Nomograms giving the mean value of the loss related to free space will 
be found in Chapter 8. The proposed method of calculation takes into 
account the altitude of the scattering volume. 

Effect of climate 
It has been shown in Section 2.2.1 that the refractive index gradient affects 
the ray curvature. The latter reduces both the scattering angle and the 
altitude of the scattering volume, thus increasing the scattered field. On the 
other hand, the refractive index gradient is obviously related to the meteoro­
logical conditions. There must therefore exist a relation between the 
meteorological conditions and the field. Unfortunately it is very difficult 
to express this relation in a quantitative form. 

Th.e most obvious idea, which is still widely applied, is to use either the 
index of refraction near the ground, or the index gradient calculated over the 
first 1 000 m of altitude114• 140· 142• 145• 149• 155• The former method gives 
correct results in temperate climates 171 • Generally speaking, it is not valid 
in other climates164• However, it would appear that in climates with a high 
refractive index, the mean value of transmission loss is lower than in 
climates where this index is low. For want of something better, we can 
therefore use the rules given by CCIR 140• For this purpose, a map giving 
the mean monthly value of the refractive index near the ground is shown 
in Fig. 224, Chapter 9. 

A new parameter, based on the mean value, ge, of the gradient between 
the ground and the common volume, and on the gradient at the base of the 
common volume, g c• seems to be more satisfactory1 72 • 

This parameter is defined as: 

T = -3j8ge-5J4gc 
The attenuation between isotropic antennae is thus: 

A= 110·5+30logd+30logf+T 

The values of ge and gc are deduced from meteorological sondes. Un­
fortunately, there are not many weather stations where such sondes are 
used, and the hours of sonding are limited, which restricts the scope of the 
method quite considerably. 
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Experimental curves of field strength 

A purely experimental method which can also be used consists in using 
different field curves for each climate. Various experimental 
curves118• 139• 166 have been proposed for calculating the median field 
strength (or the median loss). Different authors have published different 
results, even for zones for which numerous experimental results are 
available (Europe and North America). The uncertainty is still greater for 
those climatic zones where propagation study is scarce. 

Graphs derived from CCIR Report 241-1 139 and from the curves 
issued by the French CNET166 will be found in Figs 221 and 222, 
Chapter 9. 

Barsis, Norton and Rice159 consider that the standard deviation between 
calculations and experiments is of the order of 3 ·6 dB. This value is 
certainly optimistic, especially outside temperate regions. 

It is of course possible to attempt improving the accuracy of the calcu­
lations in every particular case by carrying out field measurements. How­
ever, these measurements must be carried out over a long period of time to 
give sufficient certainty159• 

Antenna-to-medium coupling loss 

Even when transmitting and receiving antennae have large beams, the 
common volume is limited. Downwards it is limited by the shadow of the 
earth. Upwards and on the sides, it is practically limited to a region 
corresponding to small values on the scattering angle 8, while u decreases 
very steeply when 8 increases. 

However, when the free space gain of the antennae becomes very great, 
their beam becomes very narrow, and it can no longer cover the entire 
volume considered above. In this case, the antenna suffers a reduction in 
free-space gain (antenna-to-medium coupling loss). This reduction in gain 
increases with the normal gain of the antennae used, and probably with 
distance. A very interesting study on this subject has been published by 
Staras127 who has studied the case of anisotropic turbulence. The principle 
of his method is as follows: he makes the ratio 

10 vertical 
r=-----

10 horizontal 

the anisotropy coefficient. He first calculates the reduction in gain for an 
antenna having a narrow beam in the vertical direction, and then for 
an antenna having a narrow beam in the horizontal direction. He assumes 
that the gain reduction for an actual antenna (which commonly possesses the 
same beam width in both directions) is equal to the product of both 
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reductions in gain calculated in this manner. He gives the symbol 0 1 

to the 3 dB beam width of the transmitting antenna, and 0 2 to the corre­
sponding angle of the receiving antenna. He defines an angle 0 0 by means 
of the equation: 

1 1 1 
n~ = nf+n1 

The results are expressed as a function of 00/00 , where 00 = scattering 
angle. 

Starting from an analysis of the published results, Boithias and Battesti 163 

have proposed a different theory, according to which, for distances 
between 150 and 500 km, and for frequencies ranging from 400-10 000 MHz, 
the reduction in gain depends solely on the free space gain of the antennae. 
The corresponding curve is reproduced in Fig. 222, Chapter 9. 

This question is still highly controversial and it is difficult to state a 
definite preference for any of the proposed methods. 

Available bandwidth 

The various paths linking the transmitter and the receiver traverse various 
points in the scattering volume. They have therefore different lengths, 
producing differences in transit time. If At is the difference in transit time 
between the shortest and the longest ray, the available bandwidth is defined 
by: 

1 
B=­

llt 

If the antenna possesses a broad pattern, the farthest rays and hence the 
bandwidth, are not related with them, but with the characteristics of the 
medium, as mentioned in the preceding paragraph. It is possible to reduce 
the deviation of the farthest rays-thus increasing the bandwidth-by 
using antennae possessing very narrow beams. 

The available bandwidth has been calculated for both cases by Gerks117• 

A nomogram based on this study is given in Fig. 194, Chapter 8. Starting 
from similar calculations, Shaft158 has constructed more complete nomo­
grams. 

Variations in the received signal 

Due to the random motion of the atmosphere, the received signal varies 
erratically in both time and space. 

Cyclical variations of the mean field with time 

Our data on the cyclical variation of the median field are still inadequate. 
This is probably due to the fact that most observations have been too short. 
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In temperate climates, where the greatest number of observations have 
been made, a maximum appears in summer and a minimum in winter, with 
a difference of 8-10 dB between the mean values. A diurnal minimum 
seems to occur in the afternoon as well. Most published observations show 
that these cyclical variations have a smaller effect on small field values, i.e. 
fields which are exceeded during a large percentage of the time. The field 
values for the 'worst' month of the year are the most interesting155• 166• 

Random variations in the field. These have been studied by Rice410, 

who applied the same physical considerations as used by Booker and 
Gordon104• Silverman126 has rigorously related the variations in the field 
with modem turbulence theory. 

Taking into account the simplifications introduced by Rice at the end 
of his calculations, we can confirm his results in the following way: 

Suppose that the geometry is as in Fig. 14, and that: 

1. The coordinates of the vector have a gaussian distribution, with an 
r.m.s. value of I following every axis; 

2. The speeds of the scattering elements P~ have a gaussian distribution, 
with an r.m.s. value U following every axis. 

Result (a) 

According to equation (2.21), we have, putting Pz for the vertical axis 
passing through P 

k . (} 41tjZ . (} 
A <I> = K · r = 2 z sm - = -- sm-

2 c 2 

whence 

V2 being the speed of P ~ in the vertical direction. As V, is a gaussian variable, 
the same is true for Af, and for the sum of the contributions of all the 
points of the scattering volume. Thus, we can take the r.m.s. value of both 
sides. 

2fU . (} 
(Af)r.m.s. = (J, = -c- sm 2 

Rice404 has shown that for this type of wave, the number of maxima per 
second of the envelope is given by 

5·04/U (} 
2·52 q = ---sin-

IJ c 2 
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P' 

r 
R' 

Fig. 14a 

Result (b) (see Fig. 14a) 

If p .z; d and b .z; d, we can find 

t::.zd = (d;- dt)- (d'- d)~- rb s~n!J 
whence 

1:::.2 <1> = 2rr!::.2d ~ _ 2rrrb sin fJ 
;. Ad 

The phase relation will be the same as in the receiving location R if 

2nrblsin.BI 
.Ad = 2n 

or: 
! _ ~lsin.BI 
b- Ad 

This is again a gaussian variable, and we can write 

(!) = ub = Llsin.BI 
b r.m.s. Ad 
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The number of maxima per metre will be 2·52ub, and the distance between 
maxima will be 

1 Ad 
2·52ub = 2·52llsinBl 

According to this formula, the distance between the maxima would be 
infinite when travelling along the direction of propagation. However, 
using a closer approximation, it is easy to prove that in this case we have 

Result (c) 

From (2.21) 

2M2 

a~ = (3)! 12 

4nfz . 8 
d<l> = K·r = ~- sm-

c 2 
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we deduce that the phase relation will be the same for two frequencies with 
a difference Af given by 

4-rrz!:l.f . 0 
-- sm- = ±27T 

c 2 
or 

1 2z sin~ ±- = ---=-
AI c 

whence 

( 1) = 21 sin~ 
AJ r.m.s. = Uc C 

The number of maxima per hertz will then be 

5·041 sin.! 
2·52u = 2 

c c 

and the frequency difference between two maxima will be 
1 c 

--- z· oHz 
2·52uc 5·04 sm2 

As pointed out by Rice, these results suppose a scattering mechanism 
based on scattering centres with a gaussian distribution, which is question­
able. They do not have an absolute value, but they agree with the experi­
mental data on the following points. 

1. The speed of fading is proportional to the carrier frequency. 
2. The correlation distance between the field in two points is much 

greater following the 'direction of propagation than in the perpendi­
cular direction. 

3. The frequency difference giving correlated fields is inversely pro­
portional to the dimensions of the scattering volume. 

Among the published results about fading, we must also point out those 
of Wright144 and Vigants433 on the duration of fadings. 

Measurements have shown, as for the other modes of propagation, 
that there are two distribution laws, one for short time intervals and the 
other for long intervals. 

Short time intervals. Measured over a short period (e.g. 1-5 min) the 
field strength obeys Rayleigh's law with remarkable accuracy. This allows 
the easy calculation of the effect of diversity reception (see A.6.7.1 and 
A.6.7.2 of the Appendices). The phase of the received field also varies 
randomly, with a constant density distribution. 

Long period fading. It is often difficult to know whether the authors of 
papers on tropospheric scattering have distinguished in the published 
results between the part played by cyclical variations and that played by 
long period random variations. Nevertheless, the hourly mean values of 
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the fields seem to have an approximately log-normal distribution, at least 
for weak fields (which are the only ones of interest for the calculation of 
communication circuits). 

The standard deviation u of this distribution depends on distance and 
climate. Analysis of the experimental results159 has proved that in 
temperate climates u at first increases with the scattering angle and reaches 
a maximum for () = 15 mrad, then decreases and remains practically 
constant for () > 60 mrad. 

CCIR 139 has published provisional curves of statistical distribution for 
other climates. Values of u deduced from these curves and from those 
issued by the French CNET166 are given in Fig. 222, Chapter 9. 

Spatial correlation of long periodfading. The hourly median values of the 
field are almost identical over large regions. This makes it impossible to 
compensate their variations by space diversity. 

Spatial correlation of short period fading. A relation exists between the 
field strength received at the same instant at two points, which is covered 
by the correlation coefficient of these fields. This coefficient equals unity 
if the points are extremely close to each other, and tends towards zero as 
the points move infinitely apart. 

It has been found (and it can be proved) that the correlation coefficient 
remains significant for a much greater displacement in the sense of 
propagation than in a perpendicular sense. Antennae that are spaced 
perpendicularly to the direction of propagation must therefore be used for 
space diversity. 

For frequencies above 1 GHz, and for temperate climate, the following 
formulas have been proposed by the Deutsche Bundespost for the minimum 
distance between antennae used for space-diversity reception: 

Horizontal: Ay = 0·36 (D2 + 1600)-i­
Vertical: Az = 0· 36 ( D2 + 225)-i-
Ay and Az = antennae distance, metres 
D = antenna diameter, metres. 

Frequency correlation of the fading. The difference in the length of the 
rays scattered by the different parts of the diffusing volume (measured in 
wavelengths) depends on the frequency. The relation between the field 
strength and the frequency difference may thus be defined by a correlation 
coefficient175•183 • The correlation of the long term fading extends over a 
very wide frequency range175 , so that multiple frequency reception will not 
deal with this type of fading. However, this measure is very effective in 
dealing with short term fading. As it avoids the use of two receiving 
antennae, it is very widely used. 
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Mode of modulation 

As the received field varies greatly and very rapidly, frequency modulation 
would appear to be the most practical method. Small modulation indexes 
(1-2) are used to avoid an excessive increase in receiver bandwidth, which 
would lead to an increase in the required transmitted power. 

It has also been proposed to use d.s.b. (double sideband without carrier} 
or i.s.b. (with reduced or suppressed carrier wave). This latter method can 
only be used for the lower frequencies of the allowed band, because of the 
necessary frequency accuracy. On the other hand, this method is much 
more strongly affected by selective fading. 

2.3.3 THEORY OF MULTIPLE REFLECTION 

We have discussed in Section 2.2.3 the case of tropospheric reflection by 
large layers with a refractive index that can differ rather appreciably from 
the mean value. These layers are related to stable atmospheric conditions 
and occur only rarely. They are responsible for most TV interference, and 
cannot be used for establishing regular radio communications. On the 
contrary, meteorological observations, measurements made with airborne 
refractometers, and observations carried out with specially designed radar 
equipment, have shown that lamellae are permanently present in the 
atmosphere, whose refractive index does not differ very much from the 
mean value. These lamellae are able to produce partial reflections, which 
are necessarily very weak. The power reflected by the various lamellae are 
added at the receiving station, producing a fluctuating but always present 
field. Various authors 130• 131 • 133• 134• 141 • 14;!, 146 think that the existence 
of a rather strong field beyond the horizon is due to these lamellae. 

2.3.3.1 Characteristics of lamellae 

The horizontal dimensions of these lamellae are of the order of a few km. 
Their thickness varies from a few metres to 20 m, their altitude from 
300-3 000 m, and the corresponding An from 5-10 N-units at ground level 
(it decreases with increasing altitude). 

The angle of incidence on the lamella <p, calculated by means of equation 
(2.13) then varies from 8 to 27 mrad. 

2.3.3.2 Calculating the reflection coefficient 

It is obvious that the refractive index varies progressively at the input into 
the lamella, as well as at the output. By selecting a given function as 
representing the curve of variation in the index, a complete calculation of 
the reflection coefficient of the lamella can be carried out130• 133• 134• 141 
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We have already established the following equation (2.12) which gives 
the reflection coefficient for a small value of An: 

~-(~~;~+ ~r 
R = ~-~c~::~ +~r 

Since~ is small, this equation can be simplified to: 

or, noting that in our case 

( 2An )t 
I- q;2- +I 

R = -·---~----

( 2An )t 1+-2+1 
~ 

(2.41) 

Supposing that the vertical gradient of the index is represented by: 

dn 
g(h) = dll 

the reflection coefficient of a thin horizontal slab at an altitude h will be: 

dR = gj~) dh 
2~2 

(2.42) 

The phase difference between the two slabs can be calculated by means 
of equation (2.21): 

A<D = K·r 

Substituting h for r, noting that K and h are parallel, and putting K for the 
modulus of K, the phase difference will be: 

A<D = Kh (2.43) 

if we take the phase at h = 0 as the origin. 
Finally, combining equations (2.42) and (2.43) we find for the total 

reflection coefficient of a random layer: 
1 h, 

R = -_ - 2 J g(h)e-iKhdh (2.44) 
2~2 ho 

This means that 2~2 R is the Fourier transform (see Appendix 7) of the 
gradient of the index, g(h). For example, for a linear layer, defined by: 

An 
g(h) =- =constant 

AI! 
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we have: 
. Kflh 
sm-2 fln 

R=~, ---
2<p- Kflh 

2 

For a parabolic layer, defined by: 

g(h) = fln(l- :h) for h0 ::::; h::;;. h 0 +flh 

fln 2 
(

sin Kflh)
2 

R = l<p2 Kf_!!-

(2.45) 

(2.46) 

For small values of <p we have furthermore approximately, using 
equation (2.22) and noting that () = ap: 

K = 2k<p (2.47) 

Comparing R in the extreme conditions of frequency, altitude of 
reflection, layer thickness and fln, and assuming g(h) constant throughout 
the layer, we find values from 10- 1 to 10- 4 , the higher value of course 
being the less frequent. 

2.3.3.3 Reflection by a small surface 
When the dimensions of a reflecting surface greatly exceed the area 
illuminated by the source antenna as seen by the receiving antenna, the 
reflected power will be equal to the received power, multiplied by the 
square of the reflection coefficient R 2 • 

If the reflecting surface is small, it is necessary as in optics to apply 
Fresnel's diffraction theory. The problem can be slightly simplified by 
assuming a plane, horizontal and rectangular lamella with the following 
dimensions: 

b in the direction of propagation, and 
c in the perpendicular direction (see Fig. 15). Under these conditions, 

the diffraction parameters will be, putting a for half the distance 
between source and receiver: 

In the direction of propagation: 

In the perpendicular direction: 

c 
u = (A.a)t 

b<p 
v = (A.a)t 

(2.48) 

(2.49) 
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The ratio of reflected power to incident power is: 

PR = 4[C~(u) + S2(u)][C (v) + S 2(v)]R2 

Po 
where C(x) and S(x) are the Fresnel integrals: 

C(x) = 1 cos(n~2) dx 

S(x) = 1 sinc~;2) dx 

51 

(2.50) 

When x is very large, both integrals tend towards 0·5. When x is small, 
C(x) tends towards x and S(x) towards nx3 j6; it is therefore negligible 
when compared to C(x). 

Fig. 15 

It is normal to assume c = b. When comparing equations (2.48) and 
(2.49) with the orders of magnitude given in Section 2.3.1, we see that in 
practice u may be considered as large and v as small. Finally, it is con­
venient to put d = 2a (distance between source and receiver). Equation 
(2.50) then becomes: 

PR b2f(!2 
- = 4- R2 (2.51) 
Po M 

Assuming the lamellae being of the linear type (the simplest one), the 
value of R is given by equation (2.45) and we have: 

PR _ ~(~~)2 _1_ A. . 2 KAh 
P0 - 4n2 Ah dcp4 sm 2 (2.52) 

2.3.3.4 Effect of corrugation in the lamellae 

If the shape of the surface is so irregular that Rayleigh's criterion (Section 
4.1.4.1) is no longer satisfied, the reflection coefficienf decreases. With the 
values of angle <p under consideration, this occurs for a depth of irregulari­
ties equal to 2-8 wavelengths. At the same time part of the reflection will 
be scattered, so that the lamellae radiate energy in directions not foreseen 
in our former reasoning. 
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2.3.3.5 Reflection by a set of lamellae 
Each lamella pertaining to the common volume will afford a contribution 
given by equation (2.52) and as the phases of the received field are random, 
the powers will be added. For the same reason the sin2 factor must be 
replaced by its mean value, i.e. t. We then have: 

PR A. ~ bf (An)2 
-=-z--.t...4-
P 0 8n d 1 <p1 Ah 1 

(2.53) 

Effect of frequency 

We observe that for a lamella of linear type, the received power is pro­
portional to A. and therefore inversely proportional to the frequency­
which agrees with experimental results. 

Effect of distance 

This may be deduced from the terms: 

1 bf (An)2 
-}2--
d 1 cpf Ah 1 

Other things being equal, angle <p is proportional to the distance. On the 
other hand, the reflection altitude h is proportional to the square of the 
distance and An/Ah depends on h. It is possible, by a suitable choice of the 
laws of variation for these quantities, to rediscover the experimental law 
of variation in d-s-s or d- 6 • 

Other characteristics 

The other characteristics of the received field (antenna-to-medium 
coupling loss, available bandwidth, received signal fluctuations) are 
explained in the same way as in turbulence theory because of the similarity 
of the propagation mechanisms, though the number of scattering centres 
is smaller. In particular, this does not prevent the rapid fluctuations of the 
field from obeying Rayleigh's law411 • 413 • 

2.3.4 NORMAL MODE THEORY 

Caroll115• 129 has proposed a theory explaining tropospheric propagation 
well beyond the horizon, using the theory of propagation by diffraction 
around the earth, amended to take into account the variations in the 
refractive index with altitude. In this theory, turbulence would only 
intervene for explai~ing field fluctuation. 

Earlier studies assumed a linear decrease of the index up to a given 
altitude, where it becomes zero. Field calculations have given acceptable 
values, but it has been observed that this was due to the index gradient 
discontinuity at the instant the index became zero. 
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This discontinuity does not exist in natural media. New calculations 
were therefore carried out, assuming a parabolic profile of the index, 
linking up without discontinuity. The newly calculated fields were about 
60 dB below the first evaluation and could no longer explain the observed 
field. Anyhow, this theory does not give an explanation of most of the field 
characteristics observed well beyond the horizon (antenna-to-medium 
coupling loss, limitation of bandwidth and rapid fading). 

2.3.5 CONCLUSIONS 

Explanations of tropospheric scattering propagation, either by atmospheric 
turbulence or by reflections from small lamellae, are based on experimental 
results. It remains probable that, according to the meteorological condi­
tions, they coexist in variable proportions. 

However, they do not allow the calculation of either the received fields 
or their variations with the accuracy required for practical applications. 
A long period of experimental work will still be necessary before accurate 
predictions in the various regions of the earth will have been achieved. 

It is hoped that this research will include not only the effects, but also 
the causes, especially micro-meteorology. This will allow improvement of 
the theories and perhaps the achievement of fully satisfactory explanations 
of the observed phenomena. 



CHAPTER 3 

WAVE PROPAGATION IN THE GROUND 

3.1 TERRESTRIAL ELECTRIC CONSTANTS 

The earth's surface consists of seawater and soils of different compositions. 
These media are conductors (although rather poor ones) and possess a 
rather high dielectric constant. They will therefore behave towards radio 
waves in a way between conductors and dielectrics. The values of con­
ductivity for seawater range from 4-5 Sfm; those for the ground range 
from 0·01-0·001 Sfm. The relative dielectric constant of seawater is 80, 
and of earth 4-20, according to the degree of humidity. CCIR Report 
No. 229227 gives a survey of measurement methods for ground con­
ductivity. 

To simplify propagation calculations, they are usually carried out for 
only three media: seawater, good ground and poor ground, the last being 
the worst conductor. Different authors give different definitions of these 
media. The American Army Radio Propagation Unit has adopted the 
following standard values: 

Sea 
Good ground 
Poor ground 

Sfm e, 
5 

10-2 

10-3 

80 
10 
4 

The characteristics of 'good ground apply to thick layers of arable soil, 
clay soil, and the lowest parts of humid valleys. 'Poor ground' will be 
found in rocky terrain, dry sand and deserts. 

3.2 ELECTRICAL BEHAVIOUR OF IMPERFECTLY 
CONDUCTING BODIES* 

An elementary cube of a conducting body having unit height and section 
is submitted to an electric field E. The resulting conduction current is: 

Ic =erE (3.1) 

* The term 'semiconductor', found in older books, is incorrect, because semi­
conductors now form a well defined class of their own, having nothing to do with the 
earth's surface. 
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In the case of a dielectric, the conventional formula of the parallel plate 
capacitor gives us a displacement current: 

dE dE 
ID=C-=e0e- (3.2) 

dt r dt 

Similarly, we have in the case of an imperfect conductor: 

dE 
I= Ic+ID = aE+e0e,- (3.3) 

dt 

In radio problems, E is a sinusoidal field of an angular frequency w, 
so that equation (3.3) can be written: 

I= (a+jwe0e,)E (3.4) 
We now put: 

II c' a 4 = we0e~ = q (3.5) 

If q ~ I, the medium is practically a pure conductor. If q ~ I, the medium 
is practically a pure dielectric. 

We see therefore that at sufficiently low frequencies imperfectly con­
ducting bodies behave as pure conductors, while they act as pure dielectrics 
for very high frequencies. 

The frequency for which q = 1 is 1100 MHz for seawater, 18 MHz for 
'good ground' and 4·5 MHz for 'poor ground' . 

. 3.3 PROPAGATION OF A PLANE SINUSOIDAL WAVE OF 
CONSTANT FREQUENCY IN AN IMPERFECTLY 

CONDUCTING MEDIUM 

3.3.1 GENERAL EQUATIONS 

Propagation phenomena in an imperfectly conducting medium are of a 
complex nature, and there are many possible waveforms. Apart from the 
case of communication with submarines, or the use of buried antennae, 
there are no other applications of this type of propagation. We shall 
therefore only mention the simplest case, namely the case of a plane 
sinusoidal wave of constant frequency. 

We can write for the fields: 
E =Eo eiwt 

H = Hoeiwt 

Amplitudes E0 and H 0 depend on x exclusively. 
Equations A.l in the Appendix then become: 

V x E0 = -jJ-L0WH0 } 

V x H 0 = (a+ jwe0 e,)E0 

V.F0 = V.H0 = 0 

(3.6) 
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The conversions used in Chapter 1 lead to: 

V2E0 +Jl0w{weoe,-ju)Eo = 0} 
V 2Ho+JloW(WBoB,-ju)Ho = 0 

As JloBo = 1/c2, we can write: 

ro
2

( ju) } V2E0 +2 e,-- E 0 = 0 
C WBo 

ro2
( ju ) V2 H 0 + 2 e,- - H 0 = 0 

C W80 

3.3.2 COMPLEX MEDIUM CHARACTERISTICS 

The quantity 

' ju (1 . ) e, = e,-- = e, -Jq 
WBo 

(3.7) 

(3.7a) 

(3.8) 

which in equation (3.7a) plays the part of e, in the case of a dielectric, is 
called the complex relative dielectric constant of the medium at frequency ro. 

Similarly we define the complex index of refraction as: 

n = p-ja = (e;)t = [e,(l-jq)]t (3.9) 

We should note that both e, and n are variable complex quantities, 
dependent on ro. 

We can now write equation (3.7a) as: 

(3.10) 

This is an equation of the 'wave equations' type with a complex propaga­
tion velocity: 

c 
v=­

n 
Contrary to what happens in dielectrics, this velocity is frequency 

dependent. 
The same as in Chapter 1, it can be shown that the waves are transverse, 

that the electric and magnetic fields are mutually perpendicular, and that 
the state of wave polarization is the same at all points. 

3.3.3 CALCULATING THE FIELDS; PENETRATION 

On the other hand, the fields are no longer in phase and the difference in 
phase between H and E is given by: 

tan2q> = q (3.11) 
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Their ratio is : 
Eo Zo Zo 
Ho = lnl = [s.(1 +q2)t]t 

(3.12) 

According to the above, assuming that we are dealing with a plane wave 
travelling in the direction Ox, the field of the wave can be written as: 

E = E eJro(t-n%/c) } i = H::eJ[ro(t-n%/c)+tp] (3.13) 

Equation (3.12) gives the relation between E01 and Hoz· Using equation 
(3.9) we can write, when separating the real and imaginary components 
ofn: 

E =E e-ro«%/ceJro(t-{1%/c) } 

H: = H~ze-ro"%/ceJ[ro(t-{1%/c)+tp] (3.14) 

We are therefore in the presence of a plane wave, whose phase plane 
travels at a velocity cfP and whose amplitude is reduced exponentially. 
This amplitude is divided bye = 2·718 each time that xis increased by: 

c 
p=­

rooc 
(3.15) 

oc is called the extinction coefficient or extinction index, and p the depth 
of penetration. 

We easily derive: 

(3.16) 

Equation (3.5) has shown that q and therefore oc tend towards zero when 
ro increases indefinitely. The attenuation per wavelength travelled diminishes 
and the medium has a tendency to become transparent, which is only 
natural, because it approaches the properties of a dielectric. 

However, for practical purposes, p plays a far more important part 
than oc. Indeed, the only cases where ground propagation has any import­
ance, are those of a buried antenna and on board a submarine; in both 
cases the depth is fixed in advance. 

It is easy to verify by means of equations (3.15) and (3.16) that: 

I. when ro increases indefinitely, p will approach a fixed limit: 

( ) 2ce0et 
pro-+oo =-­

q 
(3.17) 

The boundary value is of the order of 10m in the case of poor ground, 
which explains the good reception obtained with antennae buried in 
the sands of desert regions. The order of magnitude is only I em in 
seawater, which prohibits the use of high frequencies in communica­
tion with submarines. 
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2. when w becomes very small, we find however: 

p(w ~ 0) = c(!~r (3.18) 

This value increases therefore when w decreases. In the case of wave­
lengths of the order of 30 km (f = 10 kHz) in seawater, it is about 
2 m, i.e. an attenuation of 4·34 dB/m of immersed passage. This 
explains the use of waves of great length for this type of 
communication. 

3.4 WAVE PROPAGATION IN THE GROUND 

The obvious conclusion of the above discussion is that, generally speaking, 
the ground is too opaque to radio waves to be used as a medium of 
propagation. 

However, there are two cases where ground propagation becomes 
necessary despite its poor efficiency. 

We have already mentioned the case of a submerged submarine. The 
emitting station is then at ground level. Very low frequencies are used, 
necessitating enormous antennae and very powerful transmitters. More­
over, a single station is sufficient for providing coverage over a wide area, 
because, as we shall see in Sections 6.2.1.1 and 7.1.2.2, the attenuation 
of the field received varies slowly in relation to the distance. 

On the other hand, stimulated by the danger of a nuclear war, 
the possibility of communication between underground command 
posts and bomb stores has been examined, using exclusively buried 
antennae216, 21s. 229. 

One can use horizontal dipoles buried in the upper stratum. The waves 
then emerge from the earth, travel by tropospherical modes (earth wave 
and wave guided by the ionosphere) and return to earth. The attenuation 
equals that between antennae erected in the air, increased by a quantity 
which is practically independent of distance. Quite large ranges are thus 
possible. 

It is also possible to use vertical dipoles in bore-holes-well below the 
upper stratum. In this case, the range will be only a few kilometres. It is 
sometimes possible to attain 100 km with low frequencies (10 kHz) when 
the antennae are situated in the waveguide formed by the upper stratum 
and the earth's inner shell-the moderately conductive plastic layer 
situated below crystalline rocks. 



CHAPTER 4 

WAVE PROPAGATION CLOSE TO THE EARTH'S 
SURFACE 

Wave propagation in the atmosphere can be studied by means of simple 
reasoning, using geometric optics. The determination of the wave planes 
and the plotting of the radii are both easy. Planes of equal phase are 
confused with planes of equal amplitude. 

Nothing similar applies to wave propagation close to the earth. 
One of the theories of geometric optics-the reflection theory­

obviously applies when we choose a point in the line of sight and at least a 
few wavelengths away from the earth. But even in this case, we are dealing 
with an extremely complex phenomenon because-as we have seen in 
Chapter 3-the terrestrial surface is neither a perfect conductor nor a 
perfect dielectric. 

Waves in the immediate proximity of the ground acquire specific 
properties, which are unknown in optics because the carrying out of 
experiments at a distance of a few wavelengths from a reflector is obviously 
impossible. 

Finally, the theory of diffraction by the earth's surface is extremely 
complex because of the great dimensions of the diffracting sphere com­
pared to the wavelength, and the necessity of meeting Maxwell's boundary 
equations at this imperfectly conducting sphere. Apart from considerable 
mathematical argument, the solution demands a very delicate discussion 
of possible approximations. 

It will therefore be necessary to summarize the problem and to discuss 
at least the simplest cases in some detail. 

4.1 WAVE REFLECTION FROM THE EARTH'S SURFACE 

4.1.1 PLANE WAVES; FLAT UNIFORM GROUND 

Without going into the details of the calculation, let us indicate its principle. 
We can write the incident plane wave as: 

A,= Ao;ejco[t-1/c(a x+P y+y z)] (4.1) 

where a, f3 and y are the cosines of the angles of the normal of the wave 
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plane to Ox, Oy and Oz. Taking plane z = 0 as the ground plane, we have 
at this plane: 

A;= Ao;eiro[r-1/c(a x+p y)] (4.2) 

Due to the continuity of physical phenomena, the reflected (R) and 
transmitted (T) waves must have expressions of the same form at this 
plane, irrespective oft, x andy. This requires (when giving the symbol n 
to the complex refractive index of the ground): 

hence: 

4.1.1.1 Descartes' laws 

We can conclude from the above that: 

(4.3) 

1. Frequency is not modified either by reflection or refraction. Its 
symbol simply remains w. 

2. Ratio rx/ {3, which is the same for the three waves, determines a plane, 
called the incident plane. We can take this plane for plane yOz. We 
then have f3 = 0 and in the plane xOz: 

IX; =cos A; 

rxR = cos!1R 
IXT = COS/1T 

whence according to equation ( 4.3): 

/1; = /1R 
We can therefore put: 

(Descartes' first law) 

/1; = /1R = /1 

Still according to equation (4.3), we have: 

cos 11 = 11 cos AT (Descartes' second law) 

4.1.1.2 Calculating the reflection coefficient 

Figure 16 represents the disposition of the fields for vertical polarization 
(vertical electric field, horizontal magnetic field). A similar disposition 
occurs in the case of horizontal polarization (the electric and magnetic 
fields changing place). 

In the case of oblique polarization, separation in two components­
horizontal and vertical-will be necessary. 
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We can state that: 

I. Tangential field components are continuous at the interface. 

2. Electric and magnetic fields are related by equation (3.12). 

3. Normal components of the displacement current and of the magnetic 
displacement are continuous. 

z 

y 

Hr 

----~--~0~-.--~----x 

H, 

Fig. 16 

We thus obtain for the electric field* 

n2 sm-1-(n2 -cos2 .1)t} 
Rv = n2 sin-1+(n 2 -cos2--1. }t 

sin ,1- (n 2 - cos 2 ,1)! 
RH = . A ( 2 2 .i sm u + n -cos ,1), 

which, when combined with equation (3.9) 

n = {3-jrx 

(4.4) 

allows one to calculate the planar reflection coefficient in all cases. This 

coefficient is a complex quantity whose modulus (always less than unity) 

is the ratio of the amplitude of the reflected wave to that of the incident 

wave, and whose phase is the phase difference introduced by reflection. 

The resultant equations are so complex that they cannot be used unless 

plotted as graphs. Burrows has constructed very complete graphs; some 

of them have been published3 • 8 . Figures 17-20 give a summary reproduc­

tion in linear coordinates to provide a better idea of these phenomena. 

* Some authors use the minus sign in front of RH, which is in accordance with the 
definition of the reflection coefficient, but which obliges one to use different signs for the 
two polarization directions in equations for field strength. 
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Fig. 18 

These figures show that: 

I. For horizontal polarization: 
(a) the modulus of the reflection coefficient decreases regularly with 

increasing angle A and increasing frequency. The modulus will be 
higher when the ground conductivity is greater. 
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(b) the phase of the reflection coefficient is always in the proximity of 
180° and slightly higher than this value (with our sign convention 
for RH). 

Good ground " = 10 CT = 0 · 01 

1._9PI 1 

0·1 

Fig. 19 

Poor ground .: = 4 CT = 0 · 001 

1.9P1 1 -- Vertical ----Horizontal 
~;:--_-_-_----- ______ Q·.Q18 

' -... _0.:.18 

0·1 

00L-~~~L--L~--6~0--7L0~80~90° 

!::,. {degrees) 

Fig. 20 

2. For vertical polarization: 

--Vertical - - -- Horizontal 

1·8 18 
"=--=---=--=-===-= = = ~--: -: ~ =-:: 

180 and 0·18 MHz 

10 20 30 40 50 60 70 80 90° 
6 {degrees) 

--Vertical ---- Horizontal 

1·8 MHz 

10 20 30 40 50 60 70 80 90° 
!::,. (degrees) 

(a) the modulus of the reflection coefficient first decreases with increasing 
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angle A, until this angle has attained a critical value called 'pseudo­
Brewster incidence'. The modulus then passes through a minimum, 
after which it gradually increases towards normal incidence to the 
ground plane. 

(b) the angle A corresponding to the minimum value of R will be still 
smaller when the frequency is smaller and conductivity greater. 

(c) the phase of the reflection coefficient starts at 180° for grazing 
incidence, then rapidly decreases in the neighbourhood of the pseudo­
Brewster incidence, after which it continues to decrease slowly and 
finally attains a small positive value for the normal incidence to the 
ground plane. 

(d) as the phase difference due to reflection is not the same for both the 
horizontal and vertical components, an incident wave with inclined 
linear polarization gives rise to a reflected wave with elliptical 
polarization. 

4.1.2 SPHERICAL WAVES 

In the case of spherical waves it has been shown by extremely complex 
calculations5 that the spherical reflection coefficient tends towards the 
planar reflection coefficient: 

I. when the curvature of the wave surface becomes very small (great 
distance from source) 

2. when coefficient q of equation (3.5): 

is much smaller than unity, 
3. or when the waves are close to grazing. 

4.1.3 SMOOTH SPHERICAL GROUND 

As will be seen from Fig. 21, the beam reflected by the terrestrial sphere 

Fig. 21 
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possesses after reflection a section that is larger than that of the same 
beam reflected by the plane tangential to this sphere. 

In virtue of the principle of conservation of energy, the energy density 
per unit surface is therefore smaller. We take this decrease in energy into 
account by multiplying the field by the divergence coefficient-a quantity 
which solely depends on the shape of the terrestrial surface and not on its 
electrical properties. 

This coefficient will be smaller when the source is situated higher above 
the ground and the beam is more at grazing incidence. 

4.1.4 IRREGULAR GROUND 

4.1.4.1 Effect on regular reflection 

It will be easily seen that the greater the irregularities, the smaller will be 
the reflection coefficient. Lord Rayleigh has defined this point by con­
sidering the phase difference introduced by surface irregularities. Figure 22 
shows the value of this phase difference: 

2n 2h sin.!\ = 4nh sin.!\ 
A.. A. 

Fig. 22 

He has shown that the surface can be considered as smooth (regular 
reflection) when the phase differences introduced by the various points 
are well below ± n/2. If they are higher, the surface is rough (diffuse 
reflectimi). This is Rayleigh's criterion, which is used in two different 
forms. 

1. We admit that the reflection coefficients calculated for smooth ground 
are valid for phase differences up to n/4. This gives the following value 
for the maximum height of the obstacles or irregularities of the terrain: 

h =-A.­
max 16 sin.!\ (4.5) 

In the case of greater heights, the reflection coefficient decreases 
rapidly and tends towards 0·216• 
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2. We define the quantity: 

4nh sin!!. 
R=--­

A. 
(4.6) 

(Rayleigh's criterion) and try to establish a relation between this 
quantity and the reflection coefficients or the strength of the field 
received. 

Although other methods for taking irregularities of the terrestrial 
surface into account have been proposed, the results achieved so far 
are too divergent to be of any practical value. 

4.1.4.2 Diffuse reflection 
The ground surface always presents enough irregularities for part of the 
incident energy to be diffused in all directions. This may be likened to an 
illuminated imperfectly polished surface. The diffused field is much weaker 
than the regularly reflected field if equation (4.5) is satisfied. However, the 
phenomenon is used in the study of the ionosphere (see Section 6.1.3.3). 

4.1.5 APPLICATION OF REFLECTION THEORY 

4.1.5.1 Validity of the theory 
Reflection theory can only be applied when diffraction is of a minor effect, 
i.e. when the waves are not too grazing. 

The following value is usually taken as the minimum limit of reflection 
angle 'I' (see Fig. 23): 

( A. )-~ 
't' = 2nKa 

where a = terrestrial radius, K = coefficient defined in Section 2.1.3.2, 
and whose mean value equals 4/3. 

Fig. 23 
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The curve in Fig. 24 shows the value of the limiting angle against 
frequency for K = 4/3. 

We see that, in the case of high frequencies, the propagation can be 
calculated by the methods used in geometric optics-practically to the 
horizon. 

When the reflection angle is smaller than the limiting angle, the field 
must be calculated by using diffraction theory (Section 4.3); this is how­
ever very difficult in the neighbourhood of the radio horizon. 
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4.1.5.2 Effects of reflection 

Horizontally polarized plane wave, which is reflected at a small angle on 
flat ground 

This represents the simplest case. It occurs in line-of-sight communication 
with horizontal polarization over short distances (e.g. line-of-sight radio 
links) and also for radar. 

We assume that reflection angle A is greater than the limiting value 'I' 
defined in Section 4.1.5.1, but small enough to ensure a reflection coefficient 
of approximately - 1. 

The difference in length between the direct ray and the reflected ray will 
be: 

and hence: 

l = 2h1h2 
d 

(4.7) 
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We have therefore a series of maxima equal to twice the field in free 
space when: 

h1h2 2k+ 1 u =-4-

and a series of zeros when: 

h1h2 k 
--=-u 2 

(k=0,1,2 ... ) (4.8) 

(k=1,2 ... ) (4.9) 

d 

Fig. 25 

The value K = 0 is excluded because we have assumed Ll > '¥.We shall 
see, however, in Section 4.3 that the field tends towards zero when h1 and h2 

tend towards zero. 
We can therefore conclude that: 

I. If h1h2 < A.dj2, which will usually be the case for communication 
between fixed stations, zero will not b.e observed, except at ground 
level. 

2. Nevertheless, in the case of short wavelengths, this inequality may not 
be satisfied; if reception is weak or negligible in this case, the height of 
one of the two antennae should be modified. 

3. In the case of radio beams of decimetre or centimetre waves passing 
over the sea, the variations of the refractive index due to different 
meteorological conditions for the two rays give serious fading by the 
same mechanism, which is combated by using multiple reception 
with two antennae of different heights (Section 2.1.4). 

4. In the case of search radar we usually have: 

hl ~ h2 
because the height of the antenna of a radar station is very much 
smaller than that of an aircraft. 

Therefore: 
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and 

for the maxima (4.10) 

for the minima (4.11) 

The space is therefore graduated in angles by conical beams of 
maximum field, separated by zeros of equidistant angles. 

Other cases 

If, in the case of horizontal polarization, angle A becomes considerable, the 
modulus of the refractive index decreases. Instead of zeros, there will be 
less pronounced minima. 

In the case of vertical polarization, the phenomena occurring at small 
angles will be similar to those described above. As soon as the angle 
increases a little, the phenomena become involved because the phase angle 
of the refractive coefficient and its modulus vary rapidly in the proximity 
of pseudo-Brewster incidence. 

For a spherical wave, analogous phenomena will occur because the 
spherical reflection coefficient differs little from the planar reflection 
coefficient. 

If the distance is great, the divergence factor must be taken into account. 
The phenomena show the same qualitative aspect as for smooth ground. 

Rayleigh's criterion (Section 4.1.4.I) can be taken into acount when 
obstacles of a well defined height (trees, houses, etc.) are present on other­
wise smooth ground. 

It is sometimes possible in mountainous regions, when using metre or 
shorter waves in conjunction with directional antennae, to use a vertical 
wall as a reflector to permit communication between two stations which 
are not in line of sight. 

General behaviour of field values 

The behaviour offieid variations is usually similar to that shown in Fig. 26, 
which corresponds to the following conditions: 

I. horizontal polarization 
2. transmitted power I kW 
3. average ground 
4. antenna heights 10 m and 300 m. 

The interference fringes begin to appear closer to the horizon when the 
antennae and the frequencies are higher. 
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4.1.5.3 Calculating reflection effects 

This calculation must take into account the curvature of the direct ray and 
that of the reflected ray, due to the variation of the refractive index at 
different altitudes (Section 2.1.3.1 ). 

These calculations are so long and complex that it is generally not left 
to the user to carry them out. They are carried out in advance for: 

I. radiation diagrams of antennae in the presence of ground 
2. graphs giving the field strength for line-of-sight paths. 

It is obvious that these diagrams and graphs cannot take into account: 

I. modifications of the reflection coefficient due to obstacles on the 
ground 

2. terrain that slopes towards the antennae 
3. nearby obstacles that can cause interference fringes. 

When using these diagrams and graphs it should be remembered that 
they only give a mean field value, and that the actual value may vary 
around this mean value when moving the antenna not more than one 
wavelength. If, in a practical case, the received field is too weak, one can 
always try such a displacement. 

•·•·•• 50MHz ---IOOMHz --300MHz 

Fig. 26 

More complex methods, such as the Matsuo method103, give a greater 
accuracy in evaluating the irregularities of the ground, but they are rather 
difficult to apply and then only to certain forms of terrain. 
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4.2 WAVE BEHAVIOUR NEAR THE GROUND 

4.2.1 ZENNECK WAVE 

As we have seen in Section 4.1.5.1 the reflection theory does not apply in 
the immediate proximity of the ground. And yet this zone is very important 
because it often contains the antennae. 

Let us first pose the following simple problem, which was first formu­
lated by Zenneck: 'To define a p~ane vertically polarized wave which 
satisfies Maxwell's equations at ground level and its immediate proximity'. 

Since the wave is assumed to be plane, the equations obtained only 
apply at large distance of the source, and over a rather small region, in 
order that there will be no appreciable variation in this distance and the 
wave direction. This will give us a 'local' theory, which is nevertheless very 
interesting because it shows several important facets of the propagation 
mechanism in the proximity of the ground. 

Assuming a horizontal magnetic field and a vertical electric field, we 
can write for each of the two media: 

E =Eo eico[t-n/c(u+Pzll (4.12) 

and a similar equation for H. 
Quantities oc 1 and {3 1 (for the air) and oc2 and {3 2 (for the ground) are 

complex quantities. The value of n is I in the air; its value in the ground is 
given by equation (3.9) where two letters have been changed in order to 
prevent confusion: 

n = v-jK = (e,-E_)t = et(l-jq)t 
WBo 

Substituting equation (4.12) and the similar equation for H in Maxwell's 
equations, and taking into account that: 

we find: 

fl 
- (f3Eox- ctEoz) = HOy 
c 

p 
-Hoy= -eonEox 
c 
0( 

-Hoy=- BonEoz 
c 

4.2.2 PROPERTIES OF ZENNECK WAVE 

(4.13) 

We shall not completely resolve these equations but make some deductions: 
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4.2.2.1 Calculation of the cosines 

We first have by definition: 

and 
IXi +Pi= 1 
IX~+ P~ = 1 

(4.14) 

(4.15) 

For z = 0 we must preserve the continuity of the tangential field 
components. This requires: 

For the same reason: 
Holy= Ho2y 

Eolx = Eo2x 

We then deduce from the second of equations (4.13): 

P2 = nP1 
Equations ( 4.14), ( 4.15), ( 4.16) and ( 4.17) give: 

IX~= __ 1_ /32-~ 
n2 + I 2 - n2 + 1 

(4.16) 

(4.17) 

Zenneck's theory is generally used for waves of a frequency of less than 
l MHz. Under these conditions, q is greater than unity, and we can put in 
first approximation: 

Therefore: 

and 

IX1 = /12 ~ 1-_j } 2qe, 
1 +j 

IX2 = /31 ~ - (2qe,)t 

We have therefore in the air: 
E = Eo e -wfc[xf2qer+ zf(2qer)'hl eiw[t- 1Jcrx- <zf(2qer>'lz>l 

(4.18) 

( 4.19) 

These waves weaken exponentially during propagation (vanishing waves) 
The planes of equal amplitude: 

X Z 
2- +(-2 -)t =constant qe, qe, 
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or: 

x + z(2qe,)t = constant 

are normal to the planes of equal phase: 

z 
x- ---=constant 

(2qe,)t 

In this case, we speak of a dissociated wave. 
The planes of equal phase subtend to the vertical in the direction of 

propagation an angle which is given by: 

1 
tan() = -- ( 4.20) 

(2qe,)t 

In the ground it is interesting to determine the decrease in field with 
depth. If we approximate: 

{32 = 1 
the coefficient of z in the exponent is: 

. wn . w . w(qe,)t . - J -- = - J- (-Jqe,)t = -- - (J + 1} 
c c c 2 

The penetration is therefore: 

p = !!__(~)t = !!___,~ 
w qe, w K 

a value we have already determined in equation (3.15). 

4.2.2.2 Field polarization in air 
Dividing the last two equations of (4.13) one by the other, we find: 

Since this ratio is complex, fields £ 0 • and Eox will not be in phase. 

(4.21) 

The electric field therefore possesses elliptical polarization in a vertical 
plane. From this we can make two important deductions: 

I. When comparing the moduli, we obtain: 

IEoxl 1 1 
IEo.l = R = [e,(l+q2)t]t (4.22) 

and because 

q= 
we0e, 

the horizontal field will possess a greater relative value when the 
ground is less conducting and the frequency higher. Over the sea, it is 
very weak and usually negligible. 
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2. The elements of the polarization ellipse: 
(a) ratio of the axes: K 
(b) angle of the major axis to the vertical: (} 

depend on the conductivity and to a lesser extent on the dielectric 
constant of the ground. These elements can be measured quite easily 
by means of a portable screened receiver provided with a short dipole 
antenna. This is one of the best methods for measuring ground 
conductivity at high frequencies. The most practical manner is to use 
the field of a nearby radio transmitter; lacking this, a portable 
transmitter situated about 10 km away may be used. Measurement is 
more accurate at not too high frequencies. 

Figure 27 has been calculated by Norton and permits one to 
calculate conductivity by starting from the measured results. 

8° 50.--------------------------.0·5 K 

K= ~ 

20 ·l 
0·05 

2 ... .... 0·02 .... .... .... 

Fig. 27 

4.3 FIELD VALUE ON FLAT GROUND: SURFACE WAVE 

It is possible to calculate accurately the field produced on flat ground by 
an electric dipole when the heights above the ground of the antennae are 
too small for reflection theory to apply. The first calculation of this kind 
was carried out by Sommerfeld. Vander Pol202 has confirmed Sommer­
feld's results by using a very elegant method. 

The complete development of this theory is beyond the scope of this 
book. We shall therefore content ourselves with stating the reasoning and 
the most important results. 
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4.3.1 THEORY 

Let us first give a very schematic definition of the source. The latter is 
assumed to consist of a vertical electric dipole, situated at the origin and 
directed along Oz. This dipole of a very small length I, consists of two 
charges +q and -q with: 

q = qoejwt 

It is equivalent to a conductor of length I through which passes a current: 

y 

dq . . 
I = - = JWqo eJwt 

dt 
z 

-q 

Fig. 28 

The moment of the dipole is the quantity: 

. . li 
M = lqoeJwt = MoeJwt = -j­

Q) 
(4.23) 

We assume that I tends towards zero and that the moment M0 remains 
constant. We now calculate the potentials from which the fields are 
derived by means of equations (A.5) of the Appendices, noting that 
fi dv =II, and that for each charge fp dv = q. We find: 

, q q/ o'¥ (r) M o'P(r) 
V= -['P(r1)-'P(r2)] =----;:;--- =---- (4.24) 

4ne0 4ne0 oz 4ne0 iJz 

A = li 'P(r) = jroM 'P(r) 
4n 4n 

We can combine these two equations into a single one by introducing 
the Hertzian vector II. Since we have, according to the first equation of 
(A.7): 

A= an 
iJt 
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we can write the radio vector as: 

M'P(r) 
ll=--

4n 
(4.25) 

The same as vector M, vector ll is everywhere vertical. When we know 
its value, we can determine the electric and magnetic fields at each point by 
means of equations (A.8). 

The use of this vector considerably simplifies calculations, because 
instead of defining two fields, E and H, we only have to define the modulus 
of a vector ll, which is everywhere vertical. 

We now change the conditions to the relative field boundaries: 

1. E and H are zero at infinity 
2. tangential field components are continuous at ground level 
3. electric and magnetic displacements are continuous 

in equivalent conditions for ll. 
Finally 'we separate ll into two components: 

1. the primary field, which in the air is identical with that of the source 
in free space (therefore infinite at the point of transmission) and zero 
in the ground. 

2. the secondary field, taking into account the presence of the ground, 
which is finite in the entire system. 

4.3.2 PRACTICAL RESULTS 

4.3.2.1 Field value 

Although the theory may appear complex, the results are rather simple and 
easy to interpret. The field is expressed by the equation: 

pt 
E = 3 x 105 d AF(h 1)F(h2 ) (4.26) 

where P is in kW and dis in km. 
Factor A is equal to or less than unity and is called the attenuation 

factor. Factors F(h) are the height factors of the antennae; they are both 
greater than unity. 

We can calculate these various factors by means of graphs or equations, 
starting from: 

1. the wave polarization 
2. the electric constants of the ground 
3. the distance and heights of the antennae. 

This calculation is carried out via auxiliary variables: the numerical 
distance (resulting from a transformation of the distance) and the numerical 
heights (resulting from the transformation of the antenna heights). 
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Without going into the details of these calculations, we shall mention a 
few important results. 

4.3.2.2 Effect of the principal factors 
Conductivity of the ground 
The numerical distance (and hence the attenuation of the waves) will be 
smaller when the conductivity of the ground is greater. 

Polarization 
When the elevation of the antennae above ground is small, the field 

value of waves with vertical polarization is much greater than that of waves 
with horizontal polarization. The latter approaches zero when the height 
of the antenna approaches zero. 

When the height above ground level of the antennae attains 3 or 4 
wavelengths, the direction of polarization has no longer any practical 
importance. 

Frequency 
The field strength will be greater when the frequency is lower. 

Distance 
At small distances, A = 1, and the field varies as 1/d. When the distance 
increases sufficiently, A becomes proportional to 1/d, so that the field 
becomes proportional to 1/d2 • This law of damping characterizes the 
Sommerfeld region, and remains valid as long as the terrestrial curvature 
plays a negligible part. 

Height of antennae 
When increasing the distance from the ground (Fig. 29), the height factor 
F(h) starts by being equal to, or even slightly smaller than unity, until we 
have attained a boundary height h1 . Many authors call this constant field 
near ground level the 'surface wave'. Sommerfeld made the assumption 
(which is not mathematically exact) that this was a wave guided by the 
earth's surface. The height factor then increases in proportion to the height 
of the antenna, in any case as long as the zone where the reflection theory 
applies (Section 4.1. 5) is not reached. 

The boundary height h1 is approximately defined by the graph in 
Fig. 30, which is derived from an equation by Bullington 101 . 

Equivalent conductivity of built-up ground 
When the ground is covered with vegetation or buildings, its absorption 
will be greater. The Sommerfeld equation can still be applied, provided 
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that one takes as conductivity value an equivalent conductivity which is 
lower than the actual conductivity. In towns, values of a between 10- 3 and 
w- 4S/m have been found. 
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4.4 CALCULATING THE FIELD ON SPHERICAL GROUND 

This is obviously the most interesting calculation, because it corresponds to 
actual conditions. Unfortunately, it is extremely complex and we must 
restrict ourselves to a survey of the methods used. 
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4.4.1 METHOD OF GEOMETRIC OPTICS 

When antennae are in line of sight, when they are sufficiently high to ensure 
that the angle between the reflected ray and the ground is greater than the 
limiting value'¥ given in Section 4.1.5.1, and when the direct ray does not 
pass too closely to the horizon, we simply apply the reflection laws defined 
in Section 4.1, as if we were dealing with a problem of geometric optics. 

4.4.2 CALCULATING DIFFRACTED W A YES 

Should the above conditions not be satisfied, we can calculate directly the 
wave diffraction by the earth's surface by using Maxwell's equations. This 
method has led to magnificent mathematical arguments, which unfortun­
ately are almost impossible to summarize5• 11 · 200· 201, 2o3, 2o4. 

The same as in the case of level ground, we define an Hertzian vector, 
which is usually taken as radial5 . The problem is thus converted to a scalar 
one. 

The boundary conditions are given, just as in the case of level ground, 
and the radio vector is once again separated into primary and secondary 
fields. 

The formal resolution of the problem is comparatively easy when 
developing the field into a series of Legendre polynomials. Poincare has 
given the equations of this first part of the problem in 1897. Unfortunately, 
the resultant series are not amenable to numerical summation because: 

I. it is very difficult to calculate the terms (the coefficients contain 
four Bessel functions) 

2. the series converges very slowly (several thousand terms are re­
quired204). 

Watson showed in 1918 that, by taking a curvilinear integral along a 
convenient path, one can transform this series into a series of residuals, 
which converges rapidly (the number of terms necessary varies between 
2 and 18). Van der Pol and Bremmer5• 204 have perfected this method of 
calculation, which is the only one now in use. They have given equations 
and graphs that are useful although complex. 

Eckersley201 · 203 proposed in 1932 a very general method (which takes 
into account atmospheric refraction or ionospheric reflection), based on 
the calculation of eigenvalues, and which he called the phase integral 
method. Some of his results are of great interest, especially as this method 
is relatively simple. 

Fock and Leontovitch17 recently introduced a new and simpler method, 
which consists of the slight modification of the expression of the boundary 
conditions at ground level. 

The height above ground of antennae can in most cases be taken into 
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account by means of height factors, similar to the ones we discussed with 
reference to level ground. 

4.4.3 PRACTICAL RESULTS 

4.4.3.1 Accurate field calculation 
The calculation methods derived from the theory discussed above are 
extremely complex. Should their use be absolutely necessary (e.g. when 
determining the primary coverage zone of a broadcast station, calculation 
of a very important fixed circuit) one could use one of the following 
documents, which give very similar results: 

1. the nomograms given by Norton inPIRE29, 623-639, December 1941 
2. Termann's method in Radio Engineers Handbook, 674-695 
3. Bremmer's method in Terrestrial Radio Waves, Chapter VI, 105-124. 

4.4.3.2 Effect of the main factors 
The effect is the same as described in Section 4.3.2.2, apart from the 
following points: 

Starting from a distance of approximately: 

80 
d1 = jtkm, 

where/is in MHz, the effect of earth curvature becomes noticeable and the 
decrease in the field becomes exponential. The effect of the frequency 
increases with the distance. 

4.4.3.3 Approximate calculations 
Under normal practical conditions, the field can be determined with 
sufficient accuracy by means of the graphs given in Chapter 8. 

4.5 PROPAGATION OVER IRREGULAR TERRAIN 
The surface of the earth is anything but regular because of the nature and 
ruggedness of the surface, as well as the obstacles it supports. It would be 
rather difficult to take all these very different irregularities into account. 
Precise methods for taking into consideration ruggedness have been 
proposed, especially by Matsuo103 , but they are highly complex and apply 
only to certain types of terrain. 

We shall only examine a few simple cases, where we can obtain results 
that can be used directly. 

4.5.1 EQUIVALENT EARTH SURFACE 

Suppose we have drawn, as in Fig. 31, the profile of the terrain between 
source and receiver. The distances are plotted on the x-axis and the 
altitudes above sea level on they-axis, as they are read from a map. Let us 
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assume that this profile is entirely situated below the straight line between 
the antennae of source and receiver. In this case, we call the profile 
concave. 

Fig. 31 

We now draw a circle through the bases of the two antennae and tangential 
to the ground. The absorption due to the actual ground will be smaller 
than that produced by the above defined regular concave ground, because 
absorption increases very rapidly when the radio wave is close to the 
ground. 

We put for the equivalent ground radius we have drawn: 

R'=K'a 

where a = radius of the earth. 
The depression of the concave terrain below the plane joining the 

antenna bases is giyen by the following equation, which is similar to 
equation (2. 7): 

x2 
Y = 2K'a 

Adding this value to the value given by equation (2. 7), and taking 
atmospheric refraction (coefficient K) into account, we find for the height 
of the concave terrain above the horizon: 

(4.27) 

whence: 
1 1 1 

(4.28) 
K" K K' 

It is thus possible to calculate a lower limit of the field value by replacing 
value K which belongs to a spherical terrain by value K" given by equation 
(4.28). This method is used in Chapter 8. 

4.5.2 COMPOSITE PATHS 

In practice one often meets paths covering a number of terrains, each of a 
different conductivity-especially paths that pass over land and sea. 
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Millington206 has given a remarkably simple equation for calculating 
the attenuation over these paths and which is in very good agreement with 
experimental results: 

When A 1(d) = attenuation due to the distance travelled above medium 1 
and A 2(d) = the same value for medium 2, we have: 

_ (A 1(d 1)Aid2)A 1(d)A2(d))t 
Atotat - A2(d .)A • (d2) 

where d = total distance, d1 = distance travelled over medium 1, and 
d2 = distance travelled over medium 2. 

Other authors212• 223• 226 have treated this problem theoretically and 
have obtained accurate solutions in some specific cases. Report No. 230 of 
CCIR 228 contains a survey of the papers published on this subject. 

It has also been observed that in the neighbourhood of a seacoast, planes 
of equal phase are subjected to a kind of refraction that causes errors in 
radiogoniometry9 • 17 . 

The nature of the ground near the transmitting station affects not only 
ground links (maintained by means of 'ground waves') but also the 
intensity of the ionospheric wave230 and tropospheric links with aircraft176. 

4.5.3 THIN OBSTACLES 

S. 0. Rice208 has shown that an obstacle can be considered as thin and 
Fresnel's diffraction theory can be applied, when the diffraction angle 
satisfies the inequality (Fig. 32) 

'P < t(~r 
where R = radius at the summit and 'P is in radians. 

Fig. 32 

Bullington101 has established a simple calculation method for this case, 
which is based on practical conditions. 

One first simplifies the expression of the diffraction parameter: 
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Assuming d1 ~ d2 , we can put: 

1 1 J2 -+-=­
dl d2 dl 

with an error smaller than 2t. We then have: 

V ~ 3 X 10- 3 hm(~) t 
where f is in MHz and d1 is in km. 

Since attenuation solely depends on v, a nomograph with aligned points 
gives an immediate reading of the attenuation as a function of h, f and d1 

(Chapter 8, Fig. 189). 
Fresnel's theory usually gives rather accurate results225• 

If there are several successive obstacles, it appears224 that the most 
correct method consists of first calculating the attenuation caused by the 
obstacle that produces the strongest attenuation, then joining the summit 
of this obstacle to the antennae, and calculating the attenuation caused by 
the remaining obstacles as if they were situated above the lines thus 
drawn (see Fig. 191). 

When a thin obstacle is surrounded by two plains with good reflection, 
a stronger field can be obtained by the judicious choice of the height of the 
two antennae. 

In this case there are four paths for the waves to travel from the source 
to the receiver (Fig. 33): 

Fig. 33 

1. one path without reflection by the ground 
2. two paths, each with one reflection 
3. one path with two reflections. 

We can calculate217 the attenuation by diffraction of each of the rays and 
their difference in length and therefore phase, and sum the resultant fields. 

We observe that: 

1. The field behind the obstacle presents an average value which decreases 
slowly, but which possesses very pronounced minima for certain 
distances and heights of obstacles, which however only extend over 
small distances. 
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2. The maximum field strength is greater than the one that would be 
obtained if the obstacle were absent; the ratio of fields with and 
without obstacles can attain very great values when the distance is 
great. However, this result requires a phase equilibrium that can 
be easily destroyed by meteorological variations. 

The resultant 'obstacle gain' can reach a value of, say, 90 dB at 250 km 
at a frequency of 100 MHz. However, the gain is less than the attenuation 
on regular spheric ground-the more so if the distance is greater-so that 
the field decreases with distance, as was to be expected. 

Since the high value of the field is related to the equilibrium between the 
phases of the four paths, which in their turn are influenced by the meteoro­
logical conditions, fading can be considerable220• 

4.5.4 ROUNDED OBSTACLES 

Dougherty and Maloney221 have extended the work of Rice so as to make 
it applicable to all types of obstacles found in uneven terrain, for waves in 
the metre band or shorter. A graph calculated on these principles will be 
found in Chapter 8 (Fig. 190). 

In the case of a number of successive rounded obstacles, the method of 
Section 4.5.2 for a series of obstacles can be used. If accurate maps are 
available, excellent results can be obtained. 

Direction of 

propagation 

I 
I 
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Fig. 34 

, , 
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The coverage zone of an emitter for metre waves or shorter often has to 

be calculated. To a first approximation, one may make use of the propaga­
tion curves of the CCIR138, which are reproduced in part in Chapter 8 
(Figs 109 and 110). More accurate results can be obtained with the aid of 
more elaborate methods231 , if a computer is available. 

4.5.5 ISOLATED VERTICAL OBSTACLES 

The simplest case is that of a vertical tuned antenna. This case has been 
thoroughly investigated by Mesny9 , who found that the field in the 
neighbourhood of the antenna presents the maxima and minima shown in 
Fig. 34. 

Similar phenomena have been observed at frequencies in the neighbour­
hood of the )..j4 resonance of pylons, trees, etc. In these cases, we should 
establish the maximum field by experiment by displacing the antennae 
over a distance of approximately one wavelength. 

The effect of isolated obstacles can be neglected if they are at great 
distances of the antennae. 

4.5.6 ENCLOSED VALLEYS 

Enclosed valleys act like waveguides for vertically polarized waves or for 
horizontally polarized waves in the direction of the axis. 

For these polarizations, only waves whose wavelength is smaller than 
twice the width of the valley will be propagated. In the case of horizontal 
polarization perpendicular to the axis of the valley, there is no boundary 
value for the wavelength, but the ground wave will always be weak. 

4.5.7 ARTIFICIAL OBSTACLES 

Although this is not really a case of a natural medium, we should mention 
the interesting use of artificial obstacles, which provide controlled diffrac­
tion220• 222 . These obstacles consist of metal strips comprising elements of 
diffraction gratings, similar to the ones introduced by Soret in optics. This 
gives us the facility of passing centimetre waves over an obstacle with 
reasonable attenuation and very good signal stability. 



CHAPTER 5 

WAVE PROPAGATION IN IONIZED MEDIA 

5.1 CONSTITUTION OF AN IONIZED MEDIUM 

In this chapter we shall only discuss gaseous ionized media or plasmas. 
Several types of these media occur in nature in the shape of external layers 
of brilliant stars, the ionosphere around our earth, etc. The latter is 
described in Chapter 6 and plays a very important part in wave propaga­
tion between two points on the earth, or between a ground based station 
and a satellite in space. 

We must also mention the artificial plasmas occurring around rockets 
(engine exhaust) or produced by the re-entry of satellites into the earth's 
atmosphere. These plasmas are very important for communication with 
space devices. 

A plasma consists of: 

1. Electrically charged particles. 
1.1. Free electrons with mass me = 9 x 10- 31 kg and negative charge 

B = -1·6x w- 19 C. 
1.2. Ions consisting of an atom or molecules having a positive or negative 

charge equal to a small multiple of the charge of an electron. The 
lightest ion, atomic hydrogen, has a mass of 1 837 me. The masses of 
other ions are 1 822 Mme where M represents the atomic or molecular 
mass of the gas in question. This would give 7 293 me for atomic 
helium. Ions of other gases are very much heavier. 

2. Atoms and/or neutral molecules. Simple gases at low pressures occur 
in the atomic form, at high pressures in the molecular form. 

If the ratio of ionized particles to the total number of particles is very 
great, the plasma is said to be strongly ionized. If the ratio is small, the 
plasma is weakly ionized. 

A great many different types of wave can exist in a plasma, especially 
in the case of strong ionization. 

We shall only discuss electromagnetic wave propagation in a weakly 
ionized plasma, such as the earth's ionosphere. However, we shall give 
some data on particular cases of wave propagation in more strongly 
ionized media, such as occur in the polar regions and around satellites on 
their re-entry into the earth's atmosphere. 
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5.2 MOTION OF PARTICLES; EFFECT OF ELECTRIC 
AND MAGNETIC FIELDS 

Charged particles are submitted: 

87 

I. to the electromagnetic field of the wave. In this case it is sufficient only 
to consider the effect of the electric field (Appendix 2.1) 

2. to the magnetic field of the earth, whose direction and strength are 
fairly constant at a given point. 

5.2.1 EFFECT OF AN ALTERNATING ELECTRIC FIELD 

A particle with a charge 8 in an electric field E is submitted to a force 
8E by definition of E. If the electric field is alternating, we have: 

d2x m- = 8E eJcot (5.1) 
dt2 0 

Integrating once with respect to time, assuming V = 0 at t = 0, and 
suppressing factor eJcot in the two terms, we obtain: 

~=~~ ~~ 
mJro 

where V0 = amplitude of velocity. 
It can be shown in electricity theory4 that the motion of an electrically 

charged particle is equivalent to a current of elementary amplitude: 

i0 = 8 V0 (5.3) 

Substituting the values of V0 derived from equation (5.2), we have: 

• • 82 
lo =-J -Eo 

mro 
Under the effect of an alternating electric field, the charged particles will 

therefore produce a current in the direction of the field, which is in 
quadrature with the field, inversely proportional to its frequency, pro­
portional to the ratio 82 fm, and has the same direction as the field. 

When referring to the figures given in Section 5.1, we see that almost the 
entire current is due to the electrons on account of their small mass. We 
can therefore base our discussion on the assumption that an ionized 
medium consists solely of electrons. 

5.2.2 EFFECT OF A CONSTANT MAGNETIC FIELD 

Let H be the constant magnetic field. A particle with a charge 8 and 
having a velocity V, will be subjected to a force: 

F = J.lo8VXH 
perpendicular to both Vand H. It can be shown that the corresponding 
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path is a helical one whose axle is parallel to H, plotted on a circular cylinder 
with radius p, in such a manner that the centrifugal force is in equilibrium 
with the electromagnetic force. We have therefore: 

mw~p = ftoBHVn (5.4) 

where Vn = component of the velocity normal to the field, and 
Wn = 2nfn = angular frequency of the motion. 

We can write: 
2np 

vn = T = WnP 

and therefore: 

(5.5) 

We find for an electron with the values of e and me given in Section 5.1: 

fn = 3·56 x 104H (5.6) 

This natural rotational frequency of electrons in the earth's magnetic 
field is called gyro frequency or cyclotron frequency. 

The earth's magnetic field varies at an altitude of 100 km from 19 At/m 
at the intersection of the magnetic equator with the small arc of the great 
circle which joins the magnetic poles, to 53 At/m at the magnetic south 
pole (George V Land in the Antarctic). At the same time, the gyrofrequency 
varies between 0·7 and 1·8 MHz (Fig. 35). 

5.2.3 EFFECT OF COLLISIONS 

If electrons in the ionosphere are only subjected to thermal agitation, the 
mean value of the current produced by their motion is zero, because both 
direction and value of V are random. This is not the case if the electrons 
are subjected to an electric field, because then the mean velocity in the 
direction of the field is no longer zero, as we have seen in Section 5.2.1. 

But if there are also neutral particles present, the electrons in motion will 
collide with them and the direction of their velocity after the collision will 
once again be random. Any electron which has collided with a neutral 
particle will be lost to coordinated displacement, and therefore to the 
current. 

It has been shown in kinetic gas theory6 that for N particles having an 
average free path /, the number of particles that .will travel distance x 
without collision is: 

n = Ne-"11 

Since x = V0 t and I= V0 /v (v being the number of collisions per 
second), equation (5.7) can be written: 

n = Ne-vt (5.8) 
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Assuming that at instant t = 0, the N electrons have velocity V0 , each 
of which will maintain this velocity until the first collision occurs, the 
current produced will be: 

I= neV0 = Ne-v'eV0 

We can define an imaginary velocity 

(5.9) 

V= V0 e-vr (5.10) 

in such a manner that if all N electrons had this velocity, they would 
produce the same current I as before. 

The corresponding acceleration is : 

y = dV =- V0ve-vr = -vV (5.11) 
dt 

and the force acting on the electron would be: 

f= my=-mvV (5.12) 

Therefore, the effect of collisions on electrons from the point of view 
of the current produced by their displacement is equivalent to that of 
viscosity force proportional to the number of collisions per second, and to 
the velocity of these electrons. 

East West 
150° 180" 150° 120" 

1·5 

Longitude 

Fig. 35 

Contours are in MHz 
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5.2.4 EQUATION OF ELECTRON MOTION 

The preceding results allow us to write the equation of electron motion. 
In accordance with the system generally used in kinetic gas theory, all 
electrons are assumed to have the same imaginary velocity, which equals 
their mean velocity. They are therefore subjected to: 

1. the force of inertia: -md Vfdt 
2. the viscosity force due to collision: - mv V 
3. electric field E, giving a force: eE 
4. earth's magnetic field H, giving a force JloB V x H. 

We have therefore: 
dV 

eE+JL0eVxH-m dt-mvV = 0 (5.13) 

In this very general form, this equation leads, for the study of propaga­
tion, to complex formulae the physical significance of which it is, however, 
difficult to understand. 

We shall discuss more especially two specific cases that lead to solutions 
of easy interpretation and which cover the majority of practical cases. 

5.3 PROPAGATION IN THE ABSENCE OF A 
MAGNETIC FIELD 

Although this case may appear purely theoretical, since the earth's 
magnetic field is present everywhere in space, it allows nevertheless: 

1. the definition of important constants of ionized media 
2. to be applied each time that the effect of the earth's magnetic field is 

weak, which is the case in the ionospheric reflection of waves whose 
frequency is not too close to a critical frequency we shall discuss later. 

5.3.1 COMPLEX DIELECTRIC CONSTANT 

As in Section 3.2, we shall discuss a capacitor whose dielectric consists of 
an elementary cube (1 cubic metre) of unit section and height, filled with 
an ionized medium containing N electrons. 

The current in this capacitor will be the sum of the convection current 
(due to electron displacement) and the displacement current in vacuo (the 
relative dielectric constant of rarefied air is very close to unity). 

I= lc+ln 
The first term is calculated by writing equation (5.13) as: 

dV e -+vV =- E eJwt 
dt m 0 

(5.14) 
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Let V0 be the amplitude of V and putting 
V = Vo ejrot 

we have (once equilibrium has been established): 

e E0 
Vo = -·--. 

m v+Jw 
and according to equation (5.3): 

I _ Ne 2 ___§___ 
oc- . . 

m V+JW 
where N = number of electrons per m3 • 

Moreover, equation (3.2) gives: 

IoD = jwe0E0 

Therefore: 

. [1 N e2 ] E . 'E I 0 = JWB0 + . ( . ) 0 = JWe0e, o Jme0w v+JW 
where 

Ne2 

e;=1+. ( . ) Jme0w v+Jw 
e; is the complex dielectric constant of the ionized medium. 

5.3.2 CRITICAL FREQUENCY OR PLASMA FREQUENCY 

Let us consider the case where v = 0. We can write: 

where 

Ne2 w2 
e' = 1--- = 1-~ 

r meow2 w2 

Ne2 
W~=-

meo 
The refractive index of the ionized medium is given by: 

( Q)2)t 
n = (e;)t = 1-w~ 

Two cases are possible: 

w >We 

5.3.2.1 Case 1 

w~ 
1 -- > 0 n is real 

(02 

In this case, wave propagation takes place. 

5.3.2.2. Case 2 

w~ 
1- 2 < 0 n is purely imaginary 

w 
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(5.15) 

(5.16) 

(5.17) 

(5.18) 

(5.19) 
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The waves are vanishing and no wave propagation occurs. Frequency 

fc = ~ = - - ~ 9(N)l Hz w 1 (Ne2)t 
2n 2n me0 

(5.20) 

which separates the two behaviour patterns, is called critical frequency or 
plasma frequency. 

5.3.3 EQUIVALENT ELECTRIC CHARACTERISTICS OF AN 

ABSORBENT IONIZED MEDIUM 

By introducing the critical frequency and separating the real and imaginary 
components, equation (5.17) gives: 

w2 w2 jw2v 
e' = 1- c = 1--~- c (5.21) 

r w(w-jv) v2+w2 (v2+w2)w 

Putting the same as in Section 3.3.2 (equation (3.8)): 

' ju (1 . ) e,=e,--=e, -Jq 
we0 

we see that the ionized medium possesses an equivalent dielectric constant: 

w~ e = 1---, v2+w2 (5.22) 

and an equivalent conductivity: 

e0VW~ 
0' = --- (5.23) 

v2+w2 

Contrary to what took place for the ground, the conductivity and 
dielectric constant of plasmas depend on frequency. We can consider two 
extreme cases: 

1. If w tends towards infinity: 

e,-+ 1 u-+0 

the effect of ionization disappears. This is indeed what we observe of 
light waves, which are not affected by passage through the ionosphere. 

2. If w tends towards zero: 

w~ e,-+ 1-2 v 
Propagation is only possible if v > w0 • 

5.3.4 REFRACTIVE INDEX 

The refractive index can be defined by the following equation, similar to 
equation (3.9): 

n = /3-jrx = (e;)t = (e,-j _!'_)t = (e;)t(l-jq)t 
we0 
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When carrying out the calculations we come across the following 
equations, which are valid for e, ~ 0, i.e. for w2 ~ w~- v2 : 

[3 2 = e (1 + q2)t + 1 
r 2 

(5.24) 

A general discussion of these equations is rather difficult because of the 
great number of parameters involved. Let us therefore only discuss the 
most interesting practical cases. 

5.3.4.1 Phase constant 

The most interesting case is when absorption is weak. We assume v2 ~We 
and consider two cases: 

High frequencies: w2 ~ w~ 

Equations (5.22) and (5.23) give: 
w2 

,..., 1 e e, "' - 2 
w 

whence: 
vw2 

"' e 1 q "' ( 2 2) ~ W -WeW 

and 

[3 2 1 w~ wt v2 

:::::: - 2 + 4 4-( 2 2) w w w -We 

In the case of frequencies that are higher than We, f3 rapidly tends 
towards unity and v has very little effect on the phase constant. 

Frequencies close to We 

In this case we shall put 

From (5.21), we derive: 

2 ,..., 2weAw + v2 + [(2weAw + v2) 2 + v2w~]+ 
f3 "'~---2(w~+2weAw+v2) 

Since v is small, the minimum value of {3 2 corresponds approximately 
to Aw = 0, or w =we. We have: 

2 v 
/3min ~ 2-

We 

As this minimum is not zero, there will be no total reflection, but reflec­
tion will be more effective when v is smaller. 

In the case of v = 0, the result will be the same as in Section 5.2.3. 
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5.3.5 PHASE VELOCITY; GROUP VELOCITY; SIGNAL VELOCITY 

The phase velocity or propagation velocity of planes of equal phase is 
cjn (equation (1.12)). 

Assuming zero absorption ( v = 0) we have: 

( w2)t 
n = (e,)t = 1-w~ (5.25) 

This quantity is always less than unity, so that planes with equal phase 
travel at a velocity V"' = cjn, higher than the speed of light. This fact 
appears to be in contradiction with relativity theory. 

However, in reality no information can be transmitted by a pure 
sinusoidal wave. In order to transmit a meaningful signal, the wave must 
either be modulated or coded. Let us assume that the wave is sine modulated, 
that the modulation frequency is sufficiently low to be negligible in relation 
to the carrier wave frequency, and that the variation of the refractive index 
in the modulation band can be considered as being linear. 

Let 
E = E0(1 +sin !lt) sin wt 

be the field at a given point. We can write: 

E = E0 sinwt+ ~0 [cos(w-Q)t-cos(w+!l)t] 

(5.26) 

(5.27) 

The three respective frequency components (w-Q), w, (w+!l) do not 
travel at the same velocity, because n is frequency dependent, so that we 
have at a distance x in the direction of propagation: 

E = E0 sinw(t- ncx)+ ~0 cos [<w-n)[t-(n-n~:)~JJ 

- ~0 cos [cw+n)[t-(n+n~:)~JJ (5.28) 

or, neglecting the terms containing Q2 and rearranging the components: 

(5.29) 

We see therefore that, if the phase velocity of the carrier wave is cjn, 
the phase velocity of the envelope, or group velocity, is: 

c c 
VG=~~-=--

dn d(wn) 
n+w-

dw dw 

(5.30) 

It is the envelope that will be detected, and the intelligible signal will 
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therefore travel at this velocity. When combining equations (5.25) and 
(5.30) we find: 

c2 
V6 = nc = - (5.31) 

v'l' 
This velocity is lower than the speed of light, as was to be expected. 

If absorption is not zero, equation (5.31) must be replaced by a more 
complex one, but the phenomena will be similar. 

Finally, when dealing with a coded signal, its spectrum in theory 
contains all frequencies, so that a linear variation of n with w can no 
longer be assumed in the modulation band. The result is signal distortion. 
Instead of sudden increases and decreases in amplitude, we have a more 
gradual change. Indeed, it is never necessary to transmit rigorously square 
signals, and the signal velocity is practically the same as the group velocity. 

5.3.6 ABSORPTION BY IONIZED MEDIA 

Considering the electric field of a wave at a distance r from the source, we 
have: 

E(r) =Eo eico(t-nrfc) =Eo e-coarfceico(t-Prfc> 
r r 

rx is necessarily positive in the direction of energy propagation. Therefore, 
during its travel the wave is subjected to exponential attenuation. 

As we have mentioned in Section 5.3.4, we must restrict our discussion 
of this attenuation to the most important specific cases. 

5.3.6.1 High transparency band 
When the frequency increases indefinitely: 

thus: 

and therefore: 
q2 v2w4 

2,..., ,..., c 
rx "'4"' 4w6 

The attenuation per metre (in nepers) is given by: 
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It is therefore proportional to v and tends rapidly towards zero with 
increasing w. 

This frequency band is always present and is called the high transparency 
band. 

5.3.6.2 Low transparency band 
In contrast with the above, this second band is only present when there is a 
high collision frequency v, as is sometimes the case in the ionosphere, 
when, as a result of a solar flare, ionization descends to low altitudes; it 
can also be produced during the re-entry of a satellite into the earth's 
atmosphere. 

Assuming 
and v ~ w 

we have: 

e, ~ 1 
w~ 

q~­
vw 

When w tends towards zero, q will tend towards infinity, so that we have: 
q w2 

0(2 ,..., - ,..., ~ 
"' 2 "' 2vw 

and 

Attenuation is therefore reduced when the frequency is reduced, or when 
the collision frequency increases. This apparent paradox can be attributed 
to the fact that the electron motion is so small that little energy is removed 
from the wave19• 

5.3.6.3 Deviative absorption 
When v is small compared to We, and w differs little from We, the values of 
P will differ considerably from unity (Section 5.3.4.1). As we shall see in 
Chapter 6, this results in curvature or deviation of the rays. At the same 
time, attenuation is present, called deviative absorption. 

Similar calculations to those in Section 5.3.4.1 lead to: 

2 1 w2ocz w2 - 2we.1w- v2 + [(2we.1w + v2)2 + v2wn+ 
" =- = -- = -· --~----;;----=--c_;:__----;;--'---~~ 

p 2 c2 2c2 w~ + 2we.1w +v 2 

If v is small, the maximum absorption is attained at w = We. 

We should remember that the above equation is only valid when 
w2 ~ w~ _ v2 
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5.4 PROPAGATION IN THE PRESENCE OF THE EARTH'S 
MAGNETIC FIELD, WHEN THE LATTER IS PARALLEL 

TO THE DIRECTION OF PROPAGATION 

5.4.1 COMPLEX DIELECTRIC CONSTANT 
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In this case since the waves are transverse the electric field of the wave is 
normal to the earth's magnetic field. The same as in Section 5.3.1, we shall 
assume an elemental capacitor of unity section and height, which is filled 
with an ionized medium and subjected to both an alternating field E and 
a constant field H, both fields being perpendicular. 

The vectorial form of equation (5.13): 

dV 
qE+J10qVxH-mdt-mvV = 0 

suggests that its solution can be more easily obtained by geometric 
reasoning than by calculation. 

E0 exp (jwtl 

Fig. 36 

As it may be seen in Fig. 36 we can replace field E0 ejwt of constant 
direction and variable amplitude by two fields of constant amplitude E0 /2 
and circular polarization in reverse directions, which would be normal to 
magnetic field H, the same as the linearly polarized field. Because of the 
symmetry of the system with regard to H, it is obvious that the velocity V 
received by the electrons from one of these fields will also be a constant 
vector, which rotates with frequency win a perpendicular plane towards H. 
Finally, vector V x His by definition perpendicular to both H and V. 

Arranging the various vectors of the equation in a plane xOjy perpendi­
cular to H, we obtain the arrangements shown in Figs 37 and 38. 

Moreover, equation (5.13) can be written as: 

dV 
mdt+mvV-J10qVxH = qE (5.32) 
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Representing vectors d Vjdt and V x H by their imaginary values, and 
taking the direction of rotation into account, we have: 

. . Eo ( 3) JmroV+mvV±J.uoqHV = ql 5.3 

where the plus and minus signs correspond to the two directions of 
rotation. 

jy 

HxV 

dV 
dt 

vV 
0~--------------VL-------~x 

Eo 
2 

dEo 
2dt 

dEo 
2dt 

Fig. 37 Right-hand rotation 

jy 

HxV 

vV 

Eo 
2 

v 

dV 
Cit 

Fig. 38 Left-hand rotation 

We now derive from equation (5.5): 

V( . . ) q Eo Jro+v±Jro8 = --­
m2 

X 
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or 

V = 9_ 1 E0 

rn j(w±wH)+v 2 

The conduction current is therefore: 

Nq 2 1 E0 
lc=NqV=-. .-

rn j(w±wH) +v 2 

As will be seen from the diagram, we also have: 

whence: 

I eodEo . Eo 
D = ldt =JWB02 
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(5.34) 

(5.35) 

(5.36) 

(5.37) 

The complex relative dielectric constant of the ionized medium is 
therefore: 

2 
e' = 1- We 

r W(W±OJH-jv) 
(5.38) 

If the earth's field equals zero, equation (5.5) gives: 

OJ _ JloqH _ 0 H- -rn 
and we find again equation (5.21) by adding the two waves with circular 
polarization, which in this case remain in phase. 

5.4.2 EFFECT ON PROPAGATION 

It would be easy to repeat the discussion of Sections 5.2.4, 5.2.4.1 and 
5.2.4.2. The only difference would be that the equations would be slightly 
more complex. 

However, it is sufficient to compare the following equations: 

and 

I OJ~ 
E, = 1- ( . ) OJ W-JV 

(5.17) 

(5.38) 

to be able to deduce the effect of the magnetic field on propagation. 
Incident waves are divided upon entering an ionized medium into two 

waves with circular polarization in reverse directions. The complex 
dielectric constants corresponding to these two waves are given by the 
two signs of the denominator of equation (5.38). In analogy with optics, 
the wave corresponding to the plus sign is called ordinary wave, and the 
one corresponding to the minus sign extraordinary wave. 
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In order to obtain in equation (5.17) the same value of e, as in equation 
(5.38), w must be replaced by: 

[w(w+wH)]± > w for the ordinary wave, and by 

[w(w-wH)]± < w for the extraordinary wave. 

Referring to the results of Sections 5.3.4.1, 5.3.6.1 and 5.3.6.3, we see 
immediately that: 

I. The ordinary wave has a smaller phase velocity and a greater group 
velocity than the extraordinary wave. 

2. The ordinary wave is less attenuated in its travel through the iono­
sphere than the extraordinary wave. More specifically, if the frequency 
of the incident wave equals the gyrofrequency, the extraordinary 
wave will be very strongly absorbed. Only the ordinary wave will be 
received, which will have circular polarization-to the left in the 
Northern hemisphere, and to the right in the Southern hemisphere. 
This phenomenon constitutes one of the experimental proofs of the 
existence of ionized layers. 

The two waves recombine upon leaving the ionized medium. They then 
have different amplitudes and phases, so that the result of this recombina­
tion will be an elliptically polarized wave. This is a characteristic pheno­
menon of ionospheric propagation. 

If absorption is very small, there will simply be a rotation of the plane of 
polarization (Faraday rotation). 

5.5 COMPLETE EQUATION AND APPROXIMATIONS 

It is possible by means of rather complex calculations to establish an 
equation that gives the complex dielectric constant in the most general 
case where the magnetic field subtends a random angle to the direction of 
wave propagation. 

The symbols have the following meaning: 

We = critical frequency 

wH = gyrofrequency corresponding to the earth's magnetic field 

w L = gyro frequency corresponding to the component of this field in the 
direction of propagation 

wT = gyrofrequency corresponding to the component normal to the 
direction of propagation. 
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We thus arrive at Appleton-Hartree's formula: 

2 e; = 1 + --------=---=----=----..,---;------

w2w} [ w
4
w} l t 

~ 7 4w2w2 
___ c=---- + c + __ L 

w2 1+w<:;jv)- (1+w<:;jv)r w~ 
2w(w+jv) 
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(5.39) 

This exact equation is obviously not suitable for practical calculations. 
It can be simplified for practical purposes by assuming that field H is 
solely transverse (quasi-transverse approximation) or solely longitudinal 
(quasi-longitudinal approximation). 

When examining the various possibilities, it has been observed8 that 
when the wave frequency is greater than I or 2 MHz (which is always the 
case for transmissions by ionospheric wave) the quasi-longitudinal 
approximation can be used in most cases, and it is this approximation on 
which the application calculations are based7• 

If the direction of propagation subtends an angle (}to the earth's field, 
we obviously have: 

HL = Hcos(} 

and therefore (equation (5.5)): 

wL = wHcos(} 

so that equation (5.38) can now be written as: 
2 

e' = 1- We 
' w(w±wHcos{}-jv) 

(5.40) 

This equation is sufficiently accurate and simple for practical applica­
tions. However, recent publications317 • 318 • 343 have shown the possibility 
of using more rigorous methods. 



CHAPTER 6 

IONOSPHERIC PROPAGATION 

The propagation of waves in the ionosphere can be studied by the same 
methods as used for examining the effect of the earth's surface, where 
ionosphere is an imperfectly conducting sphere. This is the theory pro­
posed by Eckersley203 and more recently by Bremmer\ Wait321 • 322, 

Budden320 and other workers. 
However, more intuitive methods, akin to those used in optics, permit 

us to present the main results for the prediction of radio communication 
by way of the ionosphere. It is these methods we shall now discuss. 

Despite these simplified methods, the study of propagation in the 
ionosphere is much more complex than the corresponding investigation 
of the atmosphere; this is due to variations in conductivity of the medium 
with frequency, and especially to double refraction, caused by the earth's 
magnetism. A brief theoretical account of these phenomena has been 
given in Chapter 5. The importance of communication by means of 
ionospheric propagation justifies a more detailed discussion of the complex 
mechanism of this mode of propagation. 

6.1 THE IONOSPHERE 

6.1.1 EXISTENCE OF THE IONOSPHERE 

The great ranges attained by decametre waves cannot be explained solely 
by referring to atmospheric refraction and diffraction around the earth as 
discussed in Chapters 2 and 4. Certainly, atmospheric refraction can 
occasionally cause great ranges, but it is a rare phenomenon that never 
stretches beyond an area with uniform meteorological conditions­
which of course can never be the case for ranges of several thousand 
kilometres. With regard to diffraction, this produces a weaker field when 
the frequency is higher; the exponential decrease of the field of a diffracted 
wave absolutely prevents large ranges. Moreover, the field strength of the 
waves of these two modes of propagation varies continuously with fre­
quency. On the contrary, propagation of decametre waves is characterized 
by sudden field discontinuities at certain frequencies. 

These observations caused Heaviside to assume the existence in the upper 
atmosphere of layers of ionized-and therefore conductive-air. In 1902, 
when this hypothesis was advanced, the only actual proof was the existence 
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of the Northern Lights. More recently it has been confirmed by direct 
measurement carried out by means of rockets. 

6.1.2 PHYSICAL ORIGIN OF THE IONOSPHERE 

Ionization of layers in the upper atmosphere is essentially caused by 
radiation from the sun; however, a not inconsiderable contribution is also 
made by meteorites travelling through this atmosphere. 

The action of the sun consists mainly of photo-ionization, i.e. solar 
radiation of short wavelength and large quantum energy causes the 
ionization of molecules in the upper atmosphere. This effect is linked with 
the intensity of solar radiation, i.e. time of day, season, geographic latitude 
and solar activity. The sun also emits electrically charged particles which 
reach the earth in the neighbourhood of the two magnetic poles; this 
effect is therefore related to the geomagnetic latitude. The electrically 
charged particles modify electric currents in the upper atmosphere and 
therefore the earth's magnetic field (magnetic storms). Ions are also 
produced when these particles are slowed down upon entering the earth's 
atmosphere. 

6.1.2.1 Solar activity 

Various indexes are used to indicate solar activity in the study of the 
ionosphere354• 358 • 

Sunspot number 

The oldest of these indexes is the relative Zurich sunspot number, also 
called Wolf number: 

R = k(lOg+f) 

where g = number of sunspot groups 

f = number of observable individual spots 

(6.1) 

k = correction factor ~ I, used to equalize the results from 
different observers and equipments. 

The sunspot number varies from year to year according to a cycle 
whose mean duration is about II years. Routine observations have been 
carried out since I749 and have shown 19 cycles of 11 years (the first 
started in I755) with a duration of between 7t and 14! years. The values of 
the sunspot number at the maxima are spread from 46 in 18I6 to I75 in 
I957, those at the minima from 0 in I810 to I1 in I766. The period of 
growth (average 4! years) is usually much shorter than the period of 
decline (average 6! years)14• 

Prediction of the sunspot number is difficult. It is usually sufficiently 
accurate during periods of increasing and decreasing solar activity, but 
the determination of the period and the value of the maxima and minima 
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remains uncertain. This problem has been most thoroughly discussed by 
Waldmeier14 and Mayot302 • 303• 308 • Halley and Gervaise348 have 
recently proposed a new method. They prove that the mean times of the 
minima are indicated by the following formula: 

t' = 11·15r+ 1 774·31 

and those of the maxima by 

T' = 11·08r + 1 749·42 

where r = number of the cycle. These authors then consider a secondary 
cycle of 170 years, which results in a correction to the mean times in order 
to obtain times of a defined cycle. 

Most parameters used in the study of the ionosphere are linked with the 
sunspot number in a simple and rather accurate manner. This fact empha­
sizes the great importance of knowing the sunspot number for establishing 
ionospheric predictions. 

Predictions of the value of the sunspot number are published in the 
Journal de I' UIT (Berne) and in the CRPL Ionospheric Predictions of the 
NBS in Washington. These predictions are made three months in advance. 

Index /F2 

This index was introduced in 1955 by Minnis344• 358 . Strictly speaking this 
is not an index of solar activity but a radioelectric index, which permits one 
to predict the critical frequency of the F2 layer at noon. This prediction 
can be made 6 months in advance. The index is published by the Radio 
and Space Research Station at Slough in Buckinghamshire (U.K.). 

Index cD 
This index was introduced by Covington in 1947 and is a measure of the 
radioelectric emission from the sun at 2 800 MHz. It is expressed in 
W/m2/Hz.I0- 22 • It appears to be capable of medium-term prediction 
(6-9 months) to a better approximation than the one obtained from the 
other indexes358 • 

Sliding averages 
The sunspot number is subject to wide variations from month to month 
because of the discontinuity of solar activity. The characteristics of the 
ionosphere do not follow these variations. In order to ensure better corre­
lation, a sliding average over 12 months is therefore used, which is defined 
by: 

R1z = 112 [-HRn-6+Rn+6)+:x: Rn] 

The value of this average is, by definition, only known 7 months after 
the last recorded observation. 
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Correlation between indexes 
105 

Because of the recent introduction of indexes fl> and /F2, the study of their 
correlation with R 12 is still in its infancy358 • 

It has been found: 
fl> = R12+46+23e-o·OSRu 

On the other hand, I F2 shows a less simple relationship with the two 
other indexes. For the same relative value of R 12 or fl>, the value of IF2 is 
smaller in the ascending part of the cycle than in the descending one. 

6.1.2.2 Effect of time of day, season and latitude 

These three factors modify the angle subtended by the sun to the zenith at 
the place of observation. The energy received by a given ground surface is 
proportional to the cosine of the zenith angle, indicated by X· 

6.1.2.3 Solar electromagnetic radiation 

The exact nature of electromagnetic radiation from the sun is not fully 
known. As a matter of fact, observations made at ground level-which 
obviously are the most numerous-are modified by the strong absorption 
of the earth's atmosphere. Observations by rockets or satellites do not 
offer this disadvantage, but are not permanent, and each launch only 
allows the study of a few preselected characteristics. 

The spectrum of the radiation from the sun contains a continuous 
background, which is observed from radio waves of 20 MHz (longer waves 
are reflected or absorbed by the ionosphere) to light, X- and y-rays. The 
total calorific radiation received from the sun at the upper part of the 
earth's atmosphere seems to be of the order of magnitude of3·5.103 W/m2 • 

Most of this radiation does not contribute to ionization (because of the 
weak quantum energy of its photons) but plays an important part in the 
behaviour of ionized layers, because of its action on the equilibrium of 
atmospheric gases. 

Brilliant lines appear on this background. The most powerful are19• 

330• 360 as shown in Table 6.1. 

La: 
L{J 
0 
He 
He 

v 
I 
II 

(hydrogen) 
(hydrogen) 
(oxygen) 
(helium) 
(helium) 

TABLE 6.t 

t2t6A 
t026A 

630A 
584A 
304A 

t0- 4-9 x to-a W/m2 (average 3 x tO-') 
4·8 X t0- 6 W/m2 

2·8 X t0- 6 W/m2 

3·4 x to-e W/m2 

t·7 X t0- 4 W/m2 



IOfl RADIO WAVE PROPAGATION 

Between 170 and 930 A, the energy flux is about 2x 10- 3 W/m2 at the 
period of minimum solar activity, and several times this value at the 
maximum360 • 

X-rays are of particular interest to the ionosphere; their spectrum 
corresponds to a temperature of 5 x 105 K, with an intensity of between 
1·3 X w- 4 and 10- 3 Wfm2 • 

6.1.2.4 Absorption of solar radiation by the atmosphere 
Figure 39 schematically indicates the transmission characteristics of the 
atmosphere to different solar radiations (Friedman330). The wavelengths 
from 170-930 A are absorbed between 120 and 175 km and create an 
ionized layer, called the F-layer. Line LP and X-rays of a wavelength 
between 10 and 32 A, which are absorbed between 100 and 120 km, give 
rise to the ionized E-layer. Line La and X-rays of a short wavelength 
(about 2·5 A) are only absorbed in the neighbourhood of 80 km; they 
produce the ionized D-layer. Line LIX, and especially X-rays of short 
wavelength are submitted to a suddenly increased intensity during chromo­
spheric eruptions. At 70 km, where no X-rays are found during periods of 
relative solar inactivity, the intensity of these rays can attain 10- 7 to 
2 X w- 5 W/m2 (average 5 X 10- 6). A considerable increase in the ionization 
of the D-layer will then take place. 

km 

Vertical transmission % 

Fig. 39 
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These effects occur about ten minutes after the chromospheric eruption 

has started; this is the travelling time of the electromagnetic radiation 
from the sun to the earth-to which should be added the time required to 
increase ionization. The annual number of chromospheric eruptions is 
closely proportional to the sunspot number. 

6. I .2. 5 Formation of ionized layers by absorption of solar radiation 
Description of the phenomena involved 
When a photon pertaining to an electromagnetic radiation collides with a 
molecule, it can force an electron out of the molecule if the energy of the 
photon is greater than the ionization energy of the molecule. The energy 
of a photon equals hv, where his Planck's constant (h = 6·625x IQ-34 J s) 
and v represents the radiation frequency. Radiation will therefore have a 
greater ionizing power when the frequency is higher. Ionization is accom­
panied by absorption of the incident radiation, in accordance with the 
principle of conservation of energy. The ionization process gives rise to the 
simultaneous appearance of one liberated electron and one positive ion. 

As we have seen in Chapter 5 (Section 5.2.1), the electrons have much 
more influence on the propagation than the ions. We shall therefore try to 
calculate the electron density in the plasma, which results from an equili­
brium between the rate of production of the electrons and their rate of 
disappearance. 

The electrons can disappear according to a number of different 
mechanisms, which lead to different equations for the equilibrium. 

Let N(h, t) be the number of electrons per m3 at altitude hand timet, and 
q(h) be the number of electrons produced per m3 per second at the altitude h. 

In the case of direct recombination between electrons and positive ions, 
the rate of disappearance wiii be proportional to the number of electrons 
and the number of ions, both equal toN. We thus have: 

dN 
- = q-aN2 (6.2) 
dt 

putting a for the recombination coefficient, i.e. the number of m3 of ionized 
plasma recombining per second. 

The electron can also attach itself to a neutral molecule, to give a 
negative ion. Since the number of molecules is much greater than that of 
electrons (102-103 as many), the rate of disappearance in this case will be 
proportional to N, so that we may write: 

dN dt = q - f3N (6.3) 

Finally, the electrons, ions and neutral molecules can undergo various 
reactions before the ions produced are electrically neutralized. These 
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reactions obey equations like equations (6.2) and (6.3)19• 360, but the 
coefficients o: and f3 will be different, giving a wider choice of parameters for 
the explanation of certain properties of the ionized layers. 

Chapman's formula 301 

This formula, the first to be derived to deal with the problem, gives a very 
accurate explanation of the formation of the layers E and F1• 

Rate of production of the electrons 

Let: S 00 be the density of the solar energy above the absorbing layer, 
expressed in Wjm 2 

S be the same quantity at an arbitrary point 
n be the number of particles (molecules or atoms) of the gas per m3 

n0 be the same number at the altitude h0 

H be the 'scale height' of the gas in the layer, assumed to be iso­
thermal (H = constant) 

a be the effective cross-section of the gas particles 
'YJ be the number of electrons produced by the absorption of one 

Joule 
h be the altitude 
h0 the altitude at which n0aH = I 

and let us put z = (h-h0 )JH. 
Now it follows from the laws of gaseous equilibrium that: 

n = n0 [exp ( -z)] (6.4) 

Let us suppose that the sun is at its zenith. If we consider a column I m2 

in cross-section, we may write: 

dS = aSn dh = Sexp( -z)dz (6.5) 

dS S = exp( -z)dz 

s z 
loge--= Jexp( -z) dz = -exp( -z) soo 00 

S = S 00 exp [ -exp (- z)] (6.6) 

It now follows from equation (6.5) that: 

now: 

dS 
dz = S 00 exp [ -z-exp(-z)] 

dS '7 dS 
q=l'/-=-­

dh Hdz 
(6.7) 
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The maximum value of q, which we shall call q0 , is reached 
dqfdh = 0. Now it follows from equations (6.6) and (6.7) that: 

dq 
dh oc exp [ -z-exp( -z)][1-exp( -z)] 
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when 

which is zero when z = 0. Again making use of equations (6.6) and (6.7), 
we find: 

(6.8) 

whence: 
q = q0 exp[1-z-exp(-z)] (6.9) 

If the solar rays make an angle x with the vertical, we find in the same 
way: 

q = q0 exp[1-z-exp(-z)secx] (6.10) 

The maximum ion production is thus found at a height corresponding to 
z = log.(sec x), and is equal to q0 cos X· 

The electron density 

It is found experimentally that the variation of the electron density is so 
slow that we can assume without excessive error that dNfdt in equation (6.2) 
is zero. It follows that: 

Nmax = (!r = (qo c:s xr (6.11) 

With the aid of equation (5.20) of Chapter 5, we may thus write: 

fcmax oc cos*x (6.12) 

This relation is characteristic of Chapman's layers. Measurements generally 
confirm that the value of the exponent of cos x in this equation is very 
close to l/4. 

Let us now assume that the production of ions in an ionized layer is 
suddenly stopped, as actually occurs in the case of a total eclipse of the 
sun. Substituting N max for N in equation (6.2) we have: 

which gives: 

The quantity 

N = Nomax 
max N 0 malXt + 1 

1 
T=-~-

2rxNmax 

(6.13) 

(6.14) 

(6.15) 

is called the time constant of the layer. The smaller this value is, the more 
rapidly will the layer density N max follow the variations in ion production. 
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Chapman's formula is completely invalid in the case of the highest ionized 
layer, F. Here Martyn assumes that a displacement of ionized plasmas 
takes place from one part of the atmosphere to another under the effect of: 

I. wind. In this case the transport of ionized particles is almost parallel 
to the earth's magnetic field, 

2. electric fields due to charges, which, in combination with the earth's 
magnetic field, submit the electrified particles to electromagnetic 
forces, 

3. gravity, 
4. partial pressure of the various components of the atmosphere. 

Martyn replaces equation (6.2) by: 

where V = velocity 

aN 
a~=q-pN-V.VN 

P = a coefficient acting as a recombination coefficient. 

(6.16) 

The quasi-stationary behaviour corresponding to equation (6.3) can 
then be written as: 

q = PN-V· VN (6.17) 

Recent theories 
More elaborate theories have been worked out of recent years, in particular 
to explain the peculiarities of the F2 layer360• These are based on the 
theories of Chapman and Martyn, but assume other disappearance 
mechanisms for the electrons. On the hypothesis that two disappearance 
mechanisms operate simultaneously, these theories can explain in particular 
the fact that the Fregion is split into two layers, F 1 and F2 , starting from a 
single electron producing layer. 

Many points in these new theories remain highly hypothetical. 

6.1.2.6 ~eteoric ionization 

Meteors are small bodies, most of which orbit the sun. Their orbital 
velocity lies between 11·3 km/s (minimum velocity for a solar orbit) and 
72 km/s (the velocity required to escape solar gravity). The measured 
mean velocity is 40 km/s. On the other hand, the orbital velocity of the 
earth is approximately 30 km/s. 

At 06.00 h local time at the point of observation, the orbital velocity of 
the earth is directed towards the zenith, and the relative velocity of 
meteors in relation to the atmosphere lies between 41 and 102 km/s, with 
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a mean value of 70 km/s. At 18.00 h local time at the point of observation, 
the orbital velocity of the earth is directed towards the nadir, and some 
meteors are unable to catch up with it, while others arrive at velocities 
between 0 and 42 km/s with a mean value of 10 km/s. 

Therefore, the number of meteors encountered and their velocity are 
considerably greater at 06.00 h than at 18.00 h. 

The deceleration of meteors by the relatively low layers of the atmo­
sphere produces intense heat, which causes their combustion at a greater 
height and more rapidly if their initial velocity was greater. The combustion 
products are ionized and form a meteoric trail that is capable of reflecting 
radio waves. Very thick trails can be seen with the naked eye at the moment 
of their formation (shooting stars). 

Radar measurement assists in identifying a great number of small trails, 
but it is certain that there does exist a still far greater number of very small 
trails, which reveal themselves by the scattering of waves in the ionosphere. 

Meteoric ionization occurs at altitudes between 80 and 100 km, with a 
maximum at about 90 km315 • 

The detailed mechanism of meteoric reflection is rather complex and its 
discussion would exceed the scope of this book3 3 5• 

We distinguish between underdense trails, containing less than 1014 

electrons per metre, and overdense trails, containing more than 1014 

electrons per metre. In the first case, the contributions made by all the 
electrons to the scattering of waves are simply added together. In the 
second case, there is a strongly ionized nucleus through which the waves 
cannot travel. Furthermore, we must take account of the wave scattering 
from one electron to another, with the result that the equations become 
less simple. 

Maximum ionization occurs immediately after the trail has been formed; 
the trail then begins to expand and to diffuse outwards. Its electron density 
decreases and it is no longer capable of reflecting high frequencies. At the 
same time, the trail is distorted by atmospheric disturbances. 

In the case of a large meteor, the head of the trail reflects a considerable 
amount of energy. Because of the motion involved, this reflection occurs 
with a change in frequency due to the Doppler effect (Appendix A.9). 
Waves reflected by the head of the trail interfere with those reflected by the 
body of the trail, thereby producing a whistling noise that starts at the top 
of the audio range and falls throughout the range, then ascends again. 
This phenomenon is called whistling atmospherics or just whistlers. 

Table 6.2 schematically presents the principal characteristics of meteors. 
The mean interval of usable strikes represents the interval between two 

strikes occurring in a spherical radius of 480 km around the point of 
observation. The reflection coefficient is defined as the ratio of the field 
received by the meteoric trail to the field reflected by that trail. 
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TABLE6.2 

loniza-

Number of Mean tion Maximum 
Number in trail coefficient Duration Mass Radius of strikes strikes per interval (elec- of reflection at Stellar 

(kg) (m) per day m2 and of usable trons at 150km, 30MHz magnitude 
pers strikes per for30MHz 

metre) 

10 8 .to- 2 10 -12 
1 4.to- 2 102 -10 

to- 1 2.10- 2 1()3 - 7 
10-2 8 .to-a 104 1·6.10- 18 1018 - 5 
to-a 4.10-a to• 1·6.10-15 16h 1017 7·7.10-a 4h - 2 
to- 4 2.10-a 108 1·6.10-14 lOOm 1018 4·4.10-a 25s 0 
to-• 8.io- 4 107 1·6.10-1a 10m 1015 2·4.10- 3 2·5s 2 
to-a 4.to- 4 108 1·6.10-12 60s 1014 9·1.10- 4 0·5s 5 
to-7 2.10- 4 109 1·6.10-ll 6s 101a 1·6.10- 4 0·5s 7·5 
to-a 8.10- 5 1010 1·6.10- 10 6.I0- 1s 1012 1·6.10-s 0·5s 10 
to-o 4.10" 5 1·6.10- 9 6.I0- 2s 1011 1·6.10- 8 0·5s 12·5 
10-10 2.lo-s 1·6.10- 8 6.10- 3 s 1010 1·6.10-7 0·5s 15 
I0- 11 8.10- 8 109 1·6.10- 8 0·5s 

h = hour m =minute s = second 

6.1.2. 7 Corpuscular radiation 
A sunspot is a kind of vortex from which emanates a multitude of electric­
ally charged particles. If the latter are ejected in the right direction (i.e. 
when the spot is situated in the proximity of the solar equator and on the 
central meridian) they arrive at the earth after 24-48 hours. Here they are 
deviated from a linear path by the earth's magnetic field and travel towards 
the auroral regions which enclose the magnetic poles, where they give rise 
to strong magneto-currents. The very strong ionization produced by these 
very fast particles causes aurorae (e.g. Northern Lights), whilst the particle 
currents modify the earth's magnetism and cause a magnetic storm. The 
structure of the ionosphere is simultaneously modified over the entire 
earth329 • 

6.1.3 METHODS FOR STUDYING THE IONOSPHERE 

The ionosphere was first studied by means of radio methods by ground 
stations. These methods are still the most frequently used and have the 
advantage of supplying continuous information at many points of observa­
tion; these data are suitable for the immediate prediction of the propaga­
tion of radio waves. Unfortunately, a great many assumptions have to be 
made before the actual constitution ofthe ionosphere can be deduced. The 
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use of rockets permits direct, but discontinuous observation (several 
minutes per rocket). Moreover, the high cost of these observations restricts 
their use. 

Satellites allow a much longer and much wider observation, but they can 
only remain permanently in orbit in extra-ionospheric orbits. Moreover, 
as in the case of terrestrial observation, a great many hypotheses are 
required for the interpretation of the observed results. 

6.1.3.1 Vertical soundings 
A series of brief pulses (30 of 100 flS duration) at a rate of 30-120 pulses 
per second are transmitted by a wideband aerial beamed in a vertical 
direction. A nearby receiver receives the initial pulse, its echo from the 
ionosphere and possibly other successive echoes originating from reflec­
tions by the ground and by the ionosphere. 

These pulses modulate a cathode ray oscillograph. The echoes received 
are recorded-on a known time scale-on photographic film by means of a 
calibrated timebase or a rotating mirror. 

One control simultaneously varies the transmitted frequency, the tuning 
of the receiver, and transports the film over a distance that corresponds 
to the frequency. One thus obtains a family of curves as shown in Fig. 40. 
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Fig. 40 

This presentation suggests that the ionosphere consists of a number of 
successive layers with different critical frequencies (Section 5.3.2), while the 
discontinuities in the recording correspond to these critical frequencies. 

The division of the curve on the side of high frequencies illustrates the 
existence of two different critical frequencies for ordinary and extra­
ordinary rays (Section 5.4.2). 
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The fact that the curves corresponding to higher frequencies show a 
greater delay-or time of travel-indicates that layers having the highest 
critical frequencies are the farthest away from the ground. 

We have seen in Section 5.3.5 that a pulse is propagated practically at 
the group velocity, which is given by equation (5.30): 

c 
Va = d(wn) 

dw 

When the critical frequency is approached, the phase constant decreases 
very rapidly (Section 5.3.4.1) and therefore also the group velocity. This 
explains the sudden rise in the curves in the vicinity of this frequency, 
because the signal takes a long time travelling the ionosphere. 

The virtual height is the height at which a signal would be reflected if it 
always travelled at the speed of light. This height is always greater than the 
actual height of reflection because the group velocity is always lower than 
the speed oflight. We shall see below that it is sufficient to know the virtual 
height for resolving practical propagation problems. 

Summing up we can state that the vertical sounding method is most 
frequently used and permits us to know at a given instant and a given 
location: 

1. the number of existing layers 
2. their virtual height 
3. their critical frequencies. 

By measuring the relation between the intensities of the first and second 
echoes, the reflection coefficient of the ionosphere can be calculated by 
taking absorption into account. This calculation is however rather difficult. 
Figure 41 shows a schematic example of some results obtained with 
vertical sounding. 

6.1.3.2 Oblique soundings 
For this purpose we use a receiver separated from the transmitter; their 
frequencies are varied simultaneously. 

When the separation is small, we can simultaneously receive the ground 
wave and the wave reflected by the ionosphere. Since these two waves have 
travelled different distances, they will have some phase difference to each 
other. The phases are additive at certain frequencies, while at others they 
are subtractive. The difference in distances travelled and hence the height 
of the reflecting layer, can be deduced from the maxima and minima 
observed. 

For a great separation between the two terminals of the system the local 
oscillators must be well synchronized and calibrated (usually by frequency 
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standards based on atomic resonance) in order to determine the duration 
of the travel and its variations with frequency, which are always very small. 
In this case, the method is obviously very difficult, and very few paths have 
been studied in this manner. However, the results obtained have been 
most interesting because they have allowed one to determine the different 
paths followed by the waves between transmitter and receiver (reflections 
from different ionized layers and from the ground). Some results were 
exactly as predicted by the classical theory of the constitution of the 
ionosphere, while others appear to obey propagation laws whose paths lie 
outside the plane of the great circle passing through the transmitter and the 
receiver19• 
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6.1.3.3 Soundings by back scattering 

In this case the pulses are transmitted at a fixed frequency by means of a 
rotating directional antenna. Waves reflected from the ionosphere strike 
the ground, which in view of its irregularities scatters these reflected waves 
in all directions including in the direction whence they came (see Fig. 42). 

Fig. 42 

The receiver is placed in the vicinity of the transmitter. From the duration 
of travel of the pulses and the virtual height, the areas on the earth which 
could be reached by waves of the frequency used can be deduced. Sounding 
devices having four frequencies based on this principle were installed at a 
great number of stations on the occasion of the International Geophysical 
Year338• 

The advantage of this method lies in the fact that the results can be 
immediately used for the establishment of short wave communications. 
COZI (Communication Zone Indicator) of the U.S. Army is based on this 
principle. Investigations are being carried out to realize this type of 
sounding with any transmitter, without interfering with its normal opera­
tion. 

6.1.3.4 Extra-terrestrial study 

Investigation by means of rockets330• 333 

The NRL (National Radio Laboratory) method consists in effecting the 
transmission by a rocket of two signals-one at 7 754 kHz and the other 
at six times this frequency, i.e. 46 254kHz. 

The greatest critical frequencies encountered during solar activity maxima 
are less than 20 MHz, so that the relative dielectric constant of the ionized 
layers for waves of 46 254kHz (given by equation (5.21)) differs little from 
unity. These waves are hardly affected by their transit through the iono­
sphere. This is however not the case for waves of 7754kHz, where both the 
dielectric constant and the refractive index are clearly different from unity. 

The Doppler effect (Appendix A.9) only depends on the refractive index 
of the medium surrounding the source, and therefore has different values 
for these two wavelengths. This difference can be measured by receiving the 
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two frequencies at ground level, multiplying the lowest by 6, and observing 

the interference between the two waves of about 46 MHz. Assuming that 

the refractive index for original frequency 46 MHz equals unity, the 

conventional calculation of the Doppler effect gives: 

where f = 7754kHz 

v = radial velocity of rocket 

c = speed of light 

n = refractive index of medium surrounding the rocket at fre­
quency 7 754 kHz 

fB = frequency of the observed interference. 

We can calculate n from this equation. The number of electrons per 

cubic metre can then be calculated quite easily from n and f 
This is an interesting method as it allows one to plot a complete profile 

of the ionization during the entire flight of the rocket. On the other hand, 

the radial velocity of the rocket must be known at every instant; it is 

sometimes difficult to know this velocity to the required degree of accuracy. 

The AFCRC (Air Force Cambridge Research Centre) uses a rocket 

transmitting a pulse at 200 MHz, immediately followed by one at 10 MHz. 

The first pulse remains unaffected when travelling through the ionosphere, 

but the second pulse is delayed. The total electron density between the 

rocket and the point of observation can be calculated from this delay. 

The DOVAP (DOppler Velocity And Position) method consists in 

transmitting a signal at 38 MHz from the ground to the rocket. The latter 

doubles the frequency and re-emits the signal. The ground station also 

transmits a signal at twice the frequency: 76 MHz. A number of ground 

stations observe the interference between the two frequencies, and the 

trajectory of the rocket can be plotted from these data. As long as the 

rocket has not reached the ionosphere, this trajectory is the true trajectory, 

and can be extended into the ionosphere by applying ballistic laws. In the 

ionosphere we observe an apparent trajectory, which is modified by 

refraction. The electron densities can be determined by comparing the two 

trajectories. 
Finally, we can directly measure the ion density in the space through 

which the rocket travels by using an ion trap consisting of a spherical mesh 

cage carrying an electrode whose potential is negative with respect to the 

sphere333 • The ions penetrating the sphere produce a current, and the 

rocket transmits the intensity of this current. However, despite all possible 
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precautions, there is no certainty that the results are not affected by the 
potential difference between the rocket and the ionosphere. 

Investigation by satellite 

Satellites only traverse the ionosphere just after having been launched and 
again during their final orbits before re-entry. It is therefore not possible to 
make direct measurements with them. The evaluation of the measurements 
that have been carried out is rather difficult350• 

We have seen in Section 5.4.2 that when a wave with linear polarization 
travels through the ionosphere without being noticeably absorbed, its 
polarization plane is subjected to Faraday rotation. 

Let ne and n0 be the refractive indexes for the ordinary wave and 
extraordinary wave respectively, we have for the Faraday rotation: 

dO = f(ne- no) dr 
2c 

where c = speed of light 

r = distance between satellite and observer. 

Since ne and no are both dependent on electron density, the latter may be 
deduced from the rotation measured. It has been shown328 that rotation is 
usually proportional to the total electron density between observer and 
satellite. 

It has been shown that the part of the ionosphere above the ioniza­
tion maximum contained by day three times as many electrons than the 
lower part, and by night five times as many19 • 

The 'rising' and 'setting' of a satellite borne transmitter depend on the 
ionospheric refraction for the transmitted frequency, in the same manner 
as the rising and setting of heavenly bodies depends on atmospheric 
refraction. The total electron density can be determined by the observation 
of the instants of appearance and disappearance of the signals. 

Similar results have been obtained by comparing the radio sighting of a 
satellite with its optical sighting. 

It is also possible to calculate electron density from the Doppler effect 
by means of rather complex calculations. 

When a number of observation stations are available, the shape and 
dimensions of the irregularities of ionized layers in the horizontal direction 
can be easily calculated. 

Finally, it has been possible to perform ionospheric soundings of the 
part of the ionosphere above the altitude of maximum ionization by 
means of satellite-borne sounding devices (e.g. on the Canadian Alouette 
satellite), complementing the curves supplied by ground-based sounding 
devices362 • 
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6.1.4 DESCRIPTION OF THE NORMAL IONOSPHERE 

6.1.4.1 General considerations 

A now universally accepted model of the ionosphere has been calculated 
as a result of the various methods discussed above and the numerous 
theoretical studies on the constitution of the actual ionosphere. Divergencies 
between experts only relate to a few points of detail and to the explanation 
of some phenomena, whose statistical laws are well known in other respects. 

The accepted theory is that the ionosphere consists of three regions: 
D, E and F. Each region consists of one or more layers. An ionospheric 
layer is almost spherical and concentric with the earth, so that ionization 
increases with altitude up to a maximum value, then decreases or at least 
remains constant until the appearance of the upper layer. 

On rising through the ionosphere, the maximum electron density in each 
layer increases. The number of molecules, and therefore the number of 
collisions, decreases at the same time. 

All layers vary in altitude and density according to the solar cycles (daily, 
annual and of about 11 years), but these variations do not always have the 
same sense in the different layers. 

It is interesting to illustrate the physical properties of the earth's 
atmosphere in the ionospheric region. Figure 43 shows the principal known 
characteristics19• 337 . 
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We note the extremely rapid decrease of molecular density with altitude. 
The calculation of pressure and temperature at these very great altitudes 
presents considerable difficulties and the results are as yet inconclusive. 

The composition of the higher layers of the atmosphere is not very 
different from its composition on the ground. The oxygen and nitrogen 
molecules 0 2 and N 2 are progressively replaced by their respective atoms 
at increasing altitudes. There is also a small proportion of NO, due to the 
combination of oxygen and nitrogen as the result of electrical discharges. 
Despite its small proportion, this gas plays an important part in the 
ionization of the upper atmosphere because of its small ionization potential 
of9·4 eV. 

6.1.4.2 D-region 

The D-region is usually defined as the whole of the ionized layers between 
60 and 90 km altitude. This region is not recorded by current soundings 
because its critical frequency (100-700 kHz) is too low. 

The D-region is investigated: 

1. by means of a small number of special sounding devices323 

2. by measuring the absorption of decametre waves that travel through it 
before and after being reflected by higher layers 

3. by measuring the reflection altitude of v.l.f. waves, that are reflected 
by the D-region at a grazing angle of incidence 

4. by studying the propagation of low frequency waves produced by 
electrical discharges. 

The D-region is characterized by: 

1. a high molecular concentration of the order of 1020 molecules/m3 

2. a small electron concentration (108-1010 electronsjm3) 

3. a very high collision frequency between electrons and molecules 
(5 x 105-5 x 106 per m3 /s). This region is therefore highly absorbent 
to radio waves (Section 5.3.6) 

4. a high recombination coefficient (of the order of 10- 12-10- 13 m 3/s). 
The time constant given by equation ( 6.15) is of the order of 1 min, 
i.e. the ionization of the D-region follows variations in solar illumina­
tion very rapidly. 

The D-region occasionally contains two layers: D 1 and D 2 • 

Figure 44 shows the approximate values of certain parameters for the 
D- and £-regions: 

1. electron density Ne according to Houston323 when the sun is at its 
zenith 

2. collision frequency v per m 3fs 352 
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3. recombination coefficient cc in m3 fs in the D-region and the lower part 

of the E-region323 • 

However, in view of the very considerable divergencies between figures 
given by different authors, Fig. 44 should only be considered as a guide. 

~ (m-3) 
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Fig. 44 

6. I .4.3 The-E region 

The £-region extends from 100-150 km altitude. It contains three main 
layers: 

Sporadic £-layers (E.) 

At low and average altitudes we are dealing with ionospheric lamellae of a 
small thickness (2 km) which are discontinuous and suffer displacement at 
great velocities. These are situated at an altitude in the neighbourhood of 
100 km and are capable of reflecting high frequencies. The exact nature 
of these lamellae has not been established. It is generally assumed that they 
are strongly ionized clouds in the lowest part of the £-region. The other 
explication that has been advanced is that the observed phenomena are 
caused by whirlwinds which provoke intense turbulence in the £-region and 
therefore strong diffraction of the waves striking this turbulence. However, 
this latter explanation does not appear very probable in view of the fact 
that rocket soundings have shown the existence of ionized clouds that 
correspond to E/33' 353 • 

The E.-layer is usually continuous in the vicinity of the magnetic poles, 
and often shields the higher layers because of its heavy absorption. 
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The E 1-layer 

This is the best example of a Chapman layer. The thickness of the layer 
varies between 20 and 40 km. Maximum ionization is found at an altitude 
of approximately 120 km. The maximum electron density exceeds 1011 

per m 3 at noon. It can attain 2. 1011 when the sun is at its zenith, which 
corresponds to a critical frequency of 4 MHz. 

As a function of the zenith angle of the sun x, the variation is similar to 
that of equation (6.11), but the exponent of the right hand side only equals 
t at average latitudes. It varies between 0·44 at the poles and 0·6 at the 
equator. 

The critical frequency at a given location at noon is linked with the solar 
activity by the following equation327 

where an = coefficient corresponding to the number n of the month 

R = sunspot number. 

One can also use the following approximate equation19 which is valid 
for any time of day and any season: 

foE = 0·9[(180 + 1·44 R) cos xJ0 ·25 

A certain amount of ionization persists by night, due to imperfect ion 
recombination and to meteoric ionization315 , but the critical frequency 
is low: 0·25 MHz during the period of a solar minimum and 0·5 MHz 
during the period of a maximum, corresponding to an electron density of 
the order of 109/m3 • 

The number of collisions between electrons and molecules is rather 
large ( 5. I 03-2. 104 per m 3 /s) so that there is still a great deal of absorption. 

The recombination coefficient is also high (of the order of 5. 10- 14 m3 js), 
corresponding to a time constant of about 2 min. The £ 1-layer therefore 
rapidly follows variations in illumination. 

The E2 -layer 

The £-layer often splits into two, giving rise to an adjacent layer at 140 km, 
the Ez-layer, whose ionization is slightly greater. 

6.1.4.4 The F-region 

The F-region extends from 160-450 km. It consists of two layers with very 
different patterns of behaviour. 
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The F 1-layer 

The F1-layer is situated at an altitude of about 200 km and is a Chapman 
layer, the same as the £-layer. Its maximum density is given by336 : 

N = 2·5 X 1011(1 +0·0062R) 

where R = sunspot number. 
It rather exactly obeys equation (6.11) as a function of the zenith 

angle X· The following equation 19 has been proposed; it is valid for any 
time of day and for any season: 

oFt= (4·3+0·01R)cos 0·2x 
Absorption is small. The recombination coefficient rx is approximately 

10- 13 m 3 js, and the time constant is of the order of 4 min. 

The F2-layer 

The altitude of the F2-layer is situated at about 300 km; its behaviour is 
completely different from that of the other layers. Martyn's theory 
(Section 6.1.2.5) suggests an explanation, in any case a qualitative one, of 
its principal characteristics336. 

The critical frequency varies in the same sense as the solar activity, but 
no satisfactory formula has been established to correlate these two 
variables. It increases with solar activity and is stronger by day than by 
night (with a lag on the zenith angle of the sun). The critical frequency is 
higher in the winter than in the summer, particularly in the northern 
hemisphere. 

Figure 45 shows a few charts in geomagnetic coordinates. They give 
some idea of the behaviour of the Frlayer during a maximum (1947) and 
during a minimum (1943-44) of solar activity. 

It is interesting to note that: 

1. The minimum critical frequency occurs around 06.00 h or slightly 
earlier 

2. The highest critical frequencies are usually centred around 15.00 or 
16.00 h, and not at noon 

3. The geomagnetic equator corresponds to a minimum of the frequencies 
4. The critical frequencies vary considerably from day to day 
5. Electron density can attain values as high as 3.1012 per m3. 

Coefficient p of equation (6.16) acts as recombination coefficient. Its 
value is: 

{3 = 10-4 ef300-h/SOJ 

where h is expressed in km. 
It is very difficult to deal with the behaviour of the Frlayer theoretically 

in an adequate manner, or to represent it accurately in formulae. The 



124 RADIO WAVE PROPAGATION 

behaviour of this layer differs very much from that of the other layers300 • 

In particular, it exhibits a seasonal anomaly (its critical frequency is higher 
in the winter than in the summer) and an annual anomaly (the critical 
frequency for the layer as a whole is higher in the summer of the northern 
hemisphere). Since these two anomalies are in phase in the northern 
hemisphere, the variations in the critical frequency there are particularly 
pronounced. In the southern hemisphere, they are in opposition, which 
gives rise to a biannual anomaly. All explanations for these phenomena 
are still at the hypothetical stage. 
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Fig. 45 

For a given station and a given month, the critical frequency at noon 
obeys the relation: 

(f0F 2) 2 oc 1 + 0·02 R. 

Table 6.3 shows the altitude of maximum ionization: 

TABLE 6.3 

Great or average latitudes Magnetic equator 

R Noon 
Midnight Noon Midnight 

Equinox Winter Summer 

0 220 210 240 320 350 300 
maximum 250 240 270 350 420 370 
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6.1.4.5 Motions of ionosphere 

Very violent winds occur in the ionosphere. A large number of papers have 
been published on the subject of winds in the lower part of the ionosphere; 
they usually follow the displacement of the E.-layer or meteoric trails. The 
mean velocity has been found to be approximately 30 m/s (110 km/h), 
practically horizontal. By day, the wind direction changes from west to 
east in the northern hemisphere, and from east to west in the southern 
hemisphere. At the same time, the wind velocity varies periodically from 
7-40 m/s335 • 

There also appear to exist in the ionosphere solar and lunar tidal 
motions, which cause variations in the critical frequencies. 

Finally, very strong turbulence takes place in the ionosphere, in any 
case in the lower part of the £-layer. This appears to be due to the mixing 
of large masses of air having different characteristics. This turbulence is 
made apparent by the scattering of radio waves. 

6.2 IONOSPHERIC PROPAGATION 

The ionosphere affects the propagation of all waves, in any case up to a 
frequency of approximately 50 MHz. Frequencies lower than approxi­
mately 30 MHz are .propagated by reflection, while frequencies between 
30 and 50 MHz are propagated by scattering. 

6.2.1 PROPAGATION BY REFLECTION 

6.2.1.1 Long waves (frequency less than 500 kHz) 
The wavelength being very great, the wave meets a rather large electronic 
density, before the ray has travelled one wavelength above the lower 
limit of the layer. The ionospheric layer therefore behaves like a sudden 
discontinuity and the laws of optical reflection apply with reflection co­
efficients that can attain a value of 0·9 for the longest waves. 

True ionospheric reflection therefore takes place, followed by reflections 
from the ground, whose reflection coefficient for long waves is also high 
(Section 4.1.1.2). Ground reflection produces divergence in the wave 
beams (Section 4.3). On the other hand, reflection from the concave 
surface of the ionosphere produces convergence (or focusing), that in­
creases the energy density. 

We thus simultaneously find at the receiving station rays that have been 
subjected to 1, 2, 3 ... n reflections from the ionosphere. Since the phases of 
these rays are not mutually related, the energies received must be added, 
i.e. the field received is: 
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For example, Fig. 46 shows the results for a wave of 300 kHz which is 
reflected by the £-layer at night. The figures indicate the number of 
reflections from the ionosphere. 

lkW 
300 kHz 

km 

Fig. 46 

The figures indicate the 
number of ionospheric 
reflections 

If we only consider the overall result (dotted curve), this is a rather slow 
exponential decrease of the field. A still more regularly exponential decrease 
would be found for longer waves (e.g. 30kHz), which would also be slower 
(2 dB for I 000 km instead of 5 dB in the example of Fig. 46). The first 
investigators of wave propagation were misled by this exponential 
appearance, and attempted to explain it by diffraction, which gives a law 
of the same form (Section 4.4.3.2). There is excellent agreement between 
present day theory and results3 21 • 322• The theory predicts the existence of 
an absorption band in the vicinity of 3 kHz; this has been confirmed by 
experiment. 

6.2.1.2 Medium waves (0 5-1·5 MHz) 

The proximity of the gyro frequency strongly complicates the phenomena. 
As we have seen in Section 5.4.2, the extraordinary ray is almost entirely 
absorbed. Even the ordinary ray is subjected to such an amount of 
absorption in daytime that it is usually very weak, but at night its reflection 
occurs in a way similar to that which occurs for short waves. 

6.2. I .3 Short waves (frequencies exceeding 1·5 MHz) 

Contrary to what occurs for long waves, short waves usually penetrate 
into ionized layers by several wavelengths, because on the one hand their 
wavelength is shorter, and on the other hand they can only be subject to 
pseudo-reflection from media with a high critical frequency, and which are 
therefore situated close to the centre of the ionized layer. This is no longer 
true reflection, but progressive refraction. However, it can be shown that 
this phenomenon is the equivalent of normal reflection; hence the use of 
expressions like 'reflected wave' and 'ionospheric reflection', which­
though incorrect-are in general use. 
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Moreover, the waves travel through ionized layers or parts of ionized 
layers before, during and after their reflection, thus undergoing absorption 
of energy. 

To consider all ionospheric layers would be too involved for the practical 
study of propagation. We therefore usually restrict ourselves to a simplified 
model of the ionosphere: 

I. the D-region is replaced by an absorption coefficient 
2. an £-layer, whose virtual height is fixed at 105 or 110 km, represents 

the effects of the E, E2 and F 1-layers, which have a similar diurnal 
evolution 

3. the virtual height of the F2-layer is often fixed at 320 km 
4. the sporadic E.-layers are sometimes taken into account by considering 

them as having the same height as the £-layer, and a given critical 
frequency and probability of occurrence. 

The following simplications may also be introduced: 

1. the effect of the curvature of the rays in the earth's atmosphere is 
neglected (Section 2.1.2) because this effect is negligible compared to 
the inexactitude of the data concerning the ionosphere 

2. to a first approximation, the effect of the earth's curvature and that 
of the ionosphere are neglected, as well as that of the earth's magnetic 
field. These two phenomena can be taken into account by using 
corrective terms. 

Ionospheric reflection 

Flat earth condition 
1. General behaviour of the phenomena. Ionization increases from the 
lower part to the upper part of the ionized layer. According to equation 
(5.20) we can write: 

fc = 9Nt 

On rising, the critical frequency increases therefore with N. 
The index is given by equation (5.25): 

( w2)t 
n = 1-w; 

if absorption can be neglected. 

(6.18) 

(6.19) 

The index therefore decreases on rising; it can be proved (as in Section 
2.1.2) that the rays curve back towards the ground. However, the variations 
in the index are much greater this time, and the return of the ray to the 
ground, which was the exception in tropospheric propagation, is here the 
general case. 
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2. Snell's law (see Fig. 47). Since the index decreases continuously with 
height, Snell's law, applied at a point where the angle of the ray with the 
vertical is i and the index is n, gives: 

or 

sin(i+di) n-dn 
sin i n 

dn 
1+cotidi = 1-­

n 

which gives after integration: 

logn =-log sin i+logK 
or 

K 
n=-

sin i 

Fig. 47 

Upon entering the layer, n very nearly equals unity, and i has a fixed 
value i0 • Therefore: 

K =sin i 0 

so that Snell's law can be written for a medium whose index varies con­
tinuously: 

n sin i = sin i 0 =constant (6.20) 

3. Secant law (Martyn's law). If the rays become horizontal at a point 
(see Fig. 48) we have at this point: 

sin i = 1 
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and hence, according to equations ( 6.19) and ( 6.20): 

( w2)t 
n = 1 - w; = sin i 0 

2 
We I · 2 • 2 • -i = - sm z0 = cos z0 
w 

and 

129 

We . 
w = --. = We sec t 0 (6.21) 

cos z0 

At a point where the critical frequency is we, an ionized layer can reflect 
waves of a frequency higher than We, and the higher according as the angle 
of incidence upon entering the layer is smaller. 

Fig. 48 

4. Equivalent relationship between virtual and real heights. 
Theorem of Breit and Tuve. Let ABFDE in Fig. 49 be the real path of a 

ray and a virtual path be ABC DE in which the ray travels in a straight line 
through the ionosphere and is subjected to optical reflection at C. We shall 
prove that we can also assume that the virtual path is travelled at the 
speed of light. 

We want to establish the duration of travel by both the real and the 
virtual paths on the two elements ds and du which correspond to the same 
horizontal distance dx. 

We have on the virtual ray: 
du dx 

dt= - = --
c c sin i0 
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and on the real ray: 
, ds ds dx 

dt = -=- =---
VG en cnsini 

Equation (6.20) states: 
n sin i = sin i 0 

and this gives: 
dt = dt' 

Therefore, the velocity of travel of a signal on the virtual path can be 
taken to be the speed of light without introducing any error. 

h' 

h 

dh 

ho - ---

A dx 

Fig. 49 

5. Equivalence relationships of heights 

The duration of virtual travel BC considered above is: 

, h'-h0 
r =--

ccos i 0 

where h' = virtual reflection height. 

E 

(6.22) 
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On the other hand, the duration of real travel BF is: 

• ds 1 • ds 1 h dh 
1: = I nc = ~ t-; = ~ [ n cos i 

According to equations (6.19) and (6.20): 

1 
= - ( oi cos2 i0 - w2}t 

w 

131 

(6.23) 

(6.24) 

If, on the other hand, nc be the critical frequency at the summit of the 
path, we can write equation (6.21) as: 

nc 
w=--

cosi0 

Introducing this value in equation (6.24) we obtain: 

COSio 
ncosi = nc (Q2-w2)t 

and equation (6.23) becomes: 

nc fh dh nc 
1: = -- --~ =--cp(h) 

c cos io ho cn2- w2)t c cos io 
(6.25) 

cp(h) equals the integral which depends on h for its upper limit and on we. 
We have seen that 1:' = 1: and can therefore write: 

(6.26) 

Therefore, the virtual reflection height is the same for all waves that 
correspond to the same real refraction height. 

The above equivalence relationships are valid for any vertical distribution 
of ionization. They allow the replacement of the real ray by a virtual ray 
that travels in a medium with index 1 and is optically reflected from a 
plane situated at the virtual height. 

The existence of these relationships justifies the term 'reflection from the 
ionosphere' and makes it much easier to solve the problems of iono­
spheric propagation. 

Spherical condition 

A detailed study of the corrections necessary to take the earth's curvature 
into account would exceed the scope of this book. They are in fact 
incorporated in the practical propagation nomograms and never need be 
calculated by the user. 
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The earth's curvature increases the apparent critical frequency for 
oblique incidence. Instead of equation (6.21) we now have: 

w = WcK sec i 0 (6.27) 

K sec i0 is called the corrected secant. 
Coefficient K is greater than unity and depends in a rather complex 

manner on the distance and vertical distribution of the ionization. It can 
be calculated by graphical methods. 

Effect of the earth's magnetic field 

When taking the earth's magnetic field into account, equation (6.19): 

( w2)t 
n = 1-w~ 

is replaced in the case of longitudinal travel by the following equation, 
which is obtained by putting v = 0 in equation (5.38): 

n- 1- ---"-[ w~ Jt 
- w(w±wn) 

(6.28) 

In the frequency band that interests us, w > Wn, so that the correction 
is rather small; it becomes negligible for the higher bands of frequencies, 
except those in the proximity of the critical frequency. 

We have for a vertically travelling wave at the point of reflection and 
in the absence of a magnetic field: 

Wc=W 

If a magnetic field is present, we have: 

1. for the ordinary ray: 

w~ = w(w+wn) > w2 

2. for the extraordinary ray: 

w~ = w(w-wn) < w2 

The ordinary ray will therefore be reflected at an altitude where roc 
is greater, i.e. at a greater altitude than the one reflecting the extraordinary 
ray (which is in fact observed on sounding). 

The same applies to oblique incidence, so that the ordinary ray is closer 
to the vertical than the extraordinary ray. We shall see that this results in 
less absorption of the ordinary ray. 

Geometry of the path 

Since it is possible by means of equivalence relationships to· replace the 
real path by a virtual path with optical reflection from a surface situated at 
the virtual height, the geometry of the wave path becomes very simple 
indeed. 
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All that is necessary is to consider a series of concentric reflecting layers, 
which can be reduced by means of the practical model of the ionosphere 
discussed in Section 6.2.1.3 to: 

1. the earth's surface 
2. the £-layer 
3. the Fz-layer. 

According to their frequency, their angle of elevation and the critical 
frequencies of the layers, the waves can travel along different paths, or by 
different ionospheric modes. Figure 50 shows a few of these modes. 

I XE IXF 2XE 

2XF M 

Fig. 50 

We shall now examine the possibility for existence of these different 
modes. Assuming that they are possible, the most important parameter 
for each of them is the angle of departure 1:!. Figure 51 shows this value 
for the most frequently encountered cases. 

Figure 51 also allows one to determine the point where a ray reflected 
from the F2-layer meets the £-layer. This is done by determining the 
elevation angle for the given range and for the F2-layer; one then reads off 
for this angle 1:! the range that corresponds to the £-layer. The ray meets the 
£-layer at half the distance read off (Fig. 52) at either the beginning or the 
end of the path. We shall later make use of this fact. The modes shown in 
Figs 50 and 51, as well as all those that can be derived from them by 
multiplying the reflections from the ground and from the permanent layers 
of the ionosphere, are the 'normal' modes. Many others will be found 
when analysing oblique soundings (Section 6.1.3.2). These abnormal 
modes usually give rise to intense propagation of little permanency. They 
originate from reflections by the sporadic E.-layers, ionized nuclei, the 
ground-outside the plane of the great circle that joins the source to the 
receiver, etcY. For distances below 2000 km, the modes can be identified 
and the experimental results agree with theory363 • 
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Maximum usable frequency 

Transmission by ionospheric reflection is characterized by the existence of 
an operational maximum usable frequency, abbreviated to MUF; trans­
mission above this value is impossible. In view of the great number of 
possible transmission modes, especially over great ranges, the pre­
determination of the MUF is a very complex affair. Highly ingenious 
methods have been developed for its determination, but their detailed 
discussion would exceed the scope of this book. We shall therefore only 
give a few general indications. 
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Fig. 51 

We shall only discuss the standard MUF (also called Estimated Junction 
Frequency, EJF), i.e. the highest frequency that can be used for 50 per cent 
of the time between two given points at a given time of day. The operational 
MUF, which takes into account all possible modes of propagation, even 
the sporadic ones, is usually higher19• 

Single ionized layer; short transmission range. In the case of vertical 
incidences, the existence of a maximum frequency is obvious from the 
ionospheric soundings themselves. The mechanism can be easily explained. 
The wave rises into the ionized layer and encounters regions of decreasing 
index, until it arrives at an altitude where its frequency is the same as the 
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critical frequency of the medium: w = We. At this point, both the index 

and the group velocity are null, and since no further propagation is possible, 

the wave is reflected towards the ground. Since the ionization of a layer 

has a maximum at some given height, the critical frequency at this height 

----------x----------F2 

I I 
I I 

~d/2~ 0 
I 

Fig. 52 

is then also the maximum usable frequency. Ordinary and extraordinary 

waves have different refractive indexes (equation (5.38)). We thus have 

two values of the MUF, one for the ordinary, and one for the extra­

ordinary ray. The case of vertical incidence is of no practical interest 

because it corresponds to a zero transmission range. 
In the case of oblique incidence, the secant law must be applied (equation 

(6.21)): 
w =we sec i0 

2 3 

Fig. 53 
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In virtue of the equivalence relationships we have for the plane condition: 

D 
tan i0 = 2h, (6.29) 

where h' = virtual height corresponding to frequency we. 
On the other hand, the sounding curve yields: 

h' = q>(wc) 

We can find h' and we as functions of w by eliminating i0 from these three 
equations. 

Starting from the first two equations we are now able to plot a family of 
curves that give h' as a function of we for each value of w. Superimposing 
an echo sounding on the family of curves thus established, we may obtain, 
e.g. for the £-layer and a range of 1000 km, a figure similar to the one shown 
in Fig. 53. We observe that frequencies lower than 11 MHz are reflected at 
two different virtual heights (110 and 180 km for 10 MHz), giving rise to 
two rays: the low angle ray and the high angle (or Pedersen) ray. The 
11 MHz frequency is only reflected at a single altitude (140 km) and 
represents the MUF because still higher frequencies can no longer be 
reflected since the corresponding curve no longer intersects curve h' = q>(fe) 
given by the sounding. It is also named junction frequency, as for this 
frequency both high and low rays join together. The path of the rays 
corresponding to 10 and 11 MHz waves is shown in Fig. 54. 

Fig. 54 

In the case of waves with frequencies lower than the MUF, the high 
angle ray travels a much longer path in the ionosphere than the low angle 
ray. It is therefore very strongly attenuated, the more so when the frequency 
is lower. It is usually not necessary to take this ray into account. Similarly, 
as the sounding curves for the ordinary and extraordinary rays are 
different (see Fig. 40) the values of the MUF might be calculated for these 
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two rays. However, as the attenuation of the extraordinary ray is higher, 
the MUF is, as a rule, calculated only for the ordinary ray. 

The earth's curvature can easily be taken into account by using equation 
(6.27) and by substituting a slightly more complex equation for equation 
(6.29). 

The MUF increases with distance for the same ionization value, as will 
be seen when plotting the families of curves corresponding to several 
distances for the same sounding. This increase is due to the fact that angle 
i0 increases with distance for the same virtual reflection height. 

Two ionized layers; short transmission range. The 1 x £-layer path (see 
Fig. 50) is only possible when the frequency is lower than the MUF of the 
£-layer (E-MUF) for the range under consideration. In the same way, the 
path by the 1 x F2-layer is only possible when the frequency is lower than 
the F2-MUF. 

However, this second condition is not sufficient in itself, because it is also 
essential that the waves reach the Fz-layer without being first reflected 
by the £-layer (see Fig. 55). 

In order to know whether this condition is met, we determine the 
elevation angle corresponding to a given distance (D) by means of Fig. 51. 
Distanced corresponding to the same angle for the £-layer can then be 
determined for the same elevation angle on the same nomogram. The 
E-MVF for this last range is the lower limit of the frequencies that can 
traverse the £-layer and be reflected from the F2-layer. This frequency is 
called the £-layer cut-off frequency. 

In the case that the F2-MUF of the range considered is higher than the 
E-MVF (as usually the case) the paths shown in Table 6.4 will be possible. 

TABLE6.4 

Wave frequency 

Lower than the E-layer cut-off frequency 
Between theE-layer cut-off frequency and E-MUF 
Higher than E-MUF 
Higher than F 2-MUF 

Possible paths 

1XE 
1 X Eand 1 X F2 
1 X F 2 

none 

If, on the contrary, the E-MUF were the higher, we would have the 
paths shown in Table 6.5. 

TABLE 6.5 

Wave frequency 

Lower than theE-layer cut-off frequency 
Between theE-layer cut-off frequency and F 2-MUF 
Between F 2-MUF and E-MUF 
Higher than E-MUF 

Possible paths 

1 X E 
1 X Eand 1 X F2 

1 X E 
none 
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The MUF for a given path is therefore the highest of the MUFs for the 
layers under consideration. 

Great transmission range. Here, a great number of modes is possible and 
the problem becomes extremely complex. It is not practicable to ask the 
user to examine every possible case in order to determine the MUF for a 
given path. We must therefore adopt an approximating method. 

I d 1 ,-, , ____ .=.0 ___ _ 

Fig. 55 

The American CRPL method makes use of a semi-empirical process 
that consists in determining separate MUF values for theE- and F-layers 
at a 'control point' in the centre of the path, or, for long paths, at two 
'control points' situated I OOOkm (£-layer) or 2000km (F-layer) from the 
terminal points of the paths. For each layer, the MUF is taken as equal to 
its lowest value at any control point, and the highest of the two MUF 
values (E and F) is then taken as the MUF of the path. The same method 
is used by the Radio Research Station at Slough in Buckinghamshire (U.K.). 

Variation of the MUF. Apart from its variations with distance (mentioned 
above) the MUF varies with time and with the position of the observation 
stations. With time, the MUF follows-just as does the ionization of the 
layers from which it is derived-the daily and annual cycles as well as the 
II year solar activity cycle. 

Its maximum is usually attained between local noon and I6.00 h; its 
minimum between 03.00 and 05.00 h. The MUF varies with the season and 
is highest during maxima of solar activity. 

The MUF usually increases from the poles to the equator. When it is 
given by the Fz-layer, it also varies with longitude, i.e. that for the same 
local time and same latitude, the MUF does not have the same value at all 
parts on the globe. Because of this effect, we must use ionization charts for 
studying the F2-MUF, which represent the state of ionization of the 
ionosphere for the entire globe at a certain hour in Universal Time (UT). 
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The charts are published either monthly (ESSA) or for all time (RRS, 
CCIR). In the latter case, the activity of the sun is taken into account by a 
numerical coefficient. 

Skip distance 

We have seen above that the MUF increases with distance. If the frequency 
used is higher than the MUF for vertical incidence, i.e. for zero distance 
(zero MUF), the transmitted wave can only be reflected after having 
travelled a sufficient distance to ensure that the corresponding MUF is at 
least equal to its own frequency. This distance is called the skip distance. 

There will be a zone of silence around the transmitter, whose radius is 
equal to the skip distance (Fig. 56). We should mention that this zone of 
silence does not exist when the wave frequency is lower than the zero MUF. 

Reflection 

0 

Fig. 56 

Satellites; diaphragm effect and deviation 

Waves emitted by a satellite situated above the ionosphere can only reach 
the earth if the angle between the radio ray and the normal to the iono­
sphere is smaller than the angle of total reflection, defined by: 

. ( w2max)t sm qJ = nmax ~ 1 - --;;;z-
The ionosphere therefore acts as a diaphragm .. On the other hand, in 

view of birefringence by the ionosphere due to the magnetic field, we have 
two radio images of the satellite, and for each of them 'the direction of 
arrival of the waves will be different from the geometric direction of the 
satellite. 

Ionospheric absorption 
As we have seen in Section 5.3.6, ionized media absorb waves-the more 
so when the collision frequency v is greater. We also mentioned that the 
study of ionospheric absorption is very complex when starting from the 
conventional equations. We must therefore attempt to find simpler methods. 
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Absorption can occur: 

1. when waves traverse one of the lower layers (D, E or F 1) and are 
reflected at a higher layer. In this case the path of the waves is little 
affected by traversing the layer, and-in accordance with Snell's law­
re-emerge parallel to the incident direction. This is called non­
deviative absorption. Absorption is weaker for the high angle ray, 
whose path through the layer is shorter 

2. during pseudo-reflection by a layer. In this case absorption is stronger 
for the high angle ray (whose path through the layer is then much 
longer) than for the low angle ray. This is called deviative absorp­
tion. 

Dependence on the zenith angle of the sun 

Since absorption is proportional to the collision frequency in layers 
through which the waves pass, it therefore depends to a first approxima­
tion on their electron density and hence on the zenith angle of the sun. 
Starting from experimental data, CRPL has adopted the formula: 

K = 0·142+0·858cosx 
which defines a coefficient equal to unity when the sun is at its zenith. 
Muggleton359 has proposed another formula, which gives practically the 
same results: 

A= A0(cosxt. 
In periods of solar calm, n = 0·80 in the summer and 0·86 in the winter. 

Absorption for vertical incidence 

If ionospheric reflection took place without absorption, the field received, 
as we have seen in Section 1.2, would be: 

pt 
E0 = K 2h' 

where K = coefficient depending on the antenna used 

h' = virtual height of reflection 

However, when vertical ionospheric soundings are carried out, a smaller 
field £ 1 is observed. We can therefore define an absorption index: 

Eo 
ct = log- (6.30) 

El 
We see that this index varies in a similar manner as the one shown in 

Fig. 57 (the dotted curves refer to the extraordinary ray; they can be 
observed only for certain parts). 

The frequencies for which absorption is very pronounced are the gyro­
frequency and the critical frequencies of the layers. 
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Neglecting these frequencies, obviously of little interest, and limiting 
ourselves to frequencies higher than 2 MHz, we have in very good 
approximation: 

(6.31) 

where o: 1 = a constant 

fH = gyrofrequency 

0 = angle of the earth's magnetic field to the direction of pro­
pagation. 

Sign + corresponds to the ordinary ray; sign - to the extraordinary ray. 
We can therefore state that when the frequencies are higher than the 

gyrofrequency, absorption-all other factors being equal-increases 
approximately as the inverse of the square of the frequency. 
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With frequencies far from the MUF, only the low angle ray is of import­
ance; its penetration into the reflecting ionized layer is very small, so that 
the only important absorption is the non-deviative one due to the lower 
layers. The absorption coefficient is proportional to the length of the path 
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in the absorbing layer or layers. Their refractive index is very close to 
unity, so that we have in good approximation (see Fig. 58): 

I IX 
IX =- (6.32) 

cos i0 

However, when approaching the critical frequency, particularly in the 
E-layer which has a rather great number of molecular collisions, absorption 
increases and more complex equations have to be used. In any case, as 
propagation by the E-layer occurs at a greater angle of incidence, absorp­
tion will be greater than in the case ofpr"opagation by the Frlayer. For the 
same reason, the extraordinary ray which originates as a smaller angle will 
be more attenuated than the ordinary ray. More elaborate methods of 
computation, making use of a digital computer, allow the absorption to 
be calculated with good accuracy 366 • 

Fig. 58 

Great transmission ranges 

Above 3 000 km there is hardly any propagation by the E-layer because the 
absorption for the corresponding modes is too strong. 

We have for F2 propagation for great transmission ranges in the case of 
a plane condition (Fig. 59): 

so that: 

hi 
cos i0 = sinLl ~ -­

D 

I IX 
IX=--

COS i0 h1 

IXD 

The absorption coefficient is therefore proportional to the distance. 

(6.33) 

This formula remains approximately accurate for paths containing 
several reflections (D > 4 000 km), provided we make IX the mean value of 
all absorption coefficients over the entire path. 

Multiple paths and telegraphy speed 
We can deduce from what we have said above that there are usually a 
number of different modes operating simultaneously in a communication 
by the ionosphere. Each of these modes corresponds to a different travelling 
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time. The most unfavourable case, that only occurs at the greatest ranges, 
is when the signal arrives via both arcs of the great circle joining the 
transmitter and the receiver. 

The existence of multiple signals, or echoes, limits the telegraphy speed 
of transmitted signals to a value: 

1 
V :::; l:!t bauds 

where l:!t = difference between the travelling times. 
The increasing importance of high speed data transmission has led to 

research into the requirements of short wave circuits in order to be able to 
transmit these signals19• 365 • 
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It has been observed that for distances between 1 000 and 4000 km, and 
using a frequency higher than or equal to the FOT, the difference between 
the travelling times is normally less than 5. 10- 4 s, which permits a 
telegraphy speed of 2 000 bauds. 

At the same frequency the useful telegraphy speed decreases rapidly with 
decreasing transmission range and slowly with increasing range. 

Using any frequency, the most favourable transmission ranges are 
between 2 000 and 8 000 km. Telegraphy at 300 bauds will always be 
possible at these ranges. At 200 km the maximum practical speed falls to 
125 bauds. 

6.2.2 PROPAGATION BY SCATTERING 

The lower part of the ionosphere is capable of scattering radio waves by 
means of a mechanism similar to that described in Section 2.3. At fre­
quencies below 25 or 30 MHz, scattering is completely masked by reflec­
tion, which produces much stronger signals. In contrast, at frequencies 
between 30 and 50 MHz, reflection occurs only sporadically, while 
permanent scattering can be easily observed. 

6.2.2.1 Origin of ionospheric scattering 

It appears certain that ionospheric scattering is caused by two facts: 
meteoric ionization and turbulence in the lower part of the ionosphere. 
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Meteoric ionization 

We discussed this subject in Section 6.1.2.6 and saw that meteoric ioniza­
tion is strongest around 06.00 h. The same applies to ionospheric scatter­
ing316, 319. 

Ionospheric turbulence 

The lower part of the ionosphere is a region of rapid motion (Section 6.1.4. 5) 
which is probably due to the mixing of gases having different degrees of 
ionization and which thus creates strong turbulence. 

The effects of thi~ turbulence can be calculated in the same way as 
tropospheric turbulence119. The refractive index of the ionosphere depends 
on the degree of ionization in the same manner as the refractive index of 
the troposphere depends on pressure and humidity. All other factors being 
equal, fluctuations in the index will therefore be stronger when the atmo­
sphere is more strongly ionized, i.e. about noon. 

Combination of the two causes 

Figure 60 shows the contributions made by these two causes and gives an 
approximate account of the degree of phenomena observed. 

Local time 

Fig. 60 

6.2.2.2 Characteristics of ionospheric scattering 

General characteristics 

Altitude of scattering medium 

Although tropospheric scattering can occur at any altitude (provided only 
that the air is not too rarefied), ionospheric scattering occurs at a well 
defined altitude, namely between 70 and 80 km by day, and between 
85 and 90 km by night323. This property affects the characteristics of the 
antennae as well as the possible ranges. 
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Useful frequency band 

The strength of the propagated field decreases rapidly with increasing 
frequency. The band of useful frequencies is restricted: 

1. at low frequencies by the appearance of phenomena of ionospheric 
absorption, particularly sudden ionospheric disturbances (SIDs, see 
Section 6.4.2.1) which make it impossible to use frequencies lower 
than 25 MHz 

2. at high frequencies by the very rapid decrease in field strength with 
frequency, the stronger fading, and the added interference due to 
large meteors, which create a Doppler ~ffect. 

The best frequency band appears to lie between 30 and 40 MHz. If we 
want to be totally free from sudden ionospheric disturbances (SIDs), we 
may go to 50 or even 60 MHz, but the transmission powers must then be 
much greater. 

Range 

The range is also limited: 

1. lower limit: by the necessity to limit the angle between the rays 
emitted by the source and the scattered rays to a small value. Due to 
the altitude of the scattering layer the minimum range is in the 
neighbourhood of 1200 km 

2. upper limit: by the necessity to cover the whole path in a single skip, 
which limits the range to about 2 000 km. 

Variations in the field received 

Cyclic variations 

The value of the field received presents three kinds of cyclic variation: 
Time of day. The minimum occurs between 19.00 and 21.00 h (local time 

at the centre of the path). This minimum appears to be caused by the 
coincidence of weak meteoric ionization and a low density in the £-layer. 

Annual variations. At average latitudes, the field is minimum at the 
equinoxes and maximum at summer and winter solstices. In the auroral 
zones, there is only one annual maximum, namely in the summer. 

Sunspot cycle. The medium value of the field received around noon, 
expressed in dB, appears to be a linear function of the sunspot number 
(Section 6.1.2.1 ). 

Irregular variations 

These are due to well defined causes that appear in a random fashion. 
Sporadic E.-layer (Section 6.1.4.3). Due to this layer, the field received 

increases sporadically to values several times greater than normal during a 
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period that may be between a few minutes and several hours. At average 
latitudes, these increases occur-like the E.-layers' appearance-particu­
larly in daytime and during the summer. They are significantly noticeable 
at nightfall in the auroral zones. 

Sudden ionospheric disturbances (SID): During the occurrence of SIDs, 
signals transmitted at 50 MHz are increased because of the higher degree of 
ionization in the lower part of the £-layer. But signals transmitted at 
25 MHz are suppressed, due to the higher absorption in the D-layer. 
The same phenomenon occurs in the auroral zones during polar blackouts. 

Sputter. This is the rapid modulation of a signal by noise. It appears to 
be caused by the reflection from large columns of meteoric ionization, or 
when an auroral display is in evolution. The variations in ionization in 
~ime and space are sufficient to convert a carrier wave into a group of 
components with different, irregularly distributed frequencies that cause 
noise. 

When this phenomenon occurs, ionospheric sounding shows a consider­
able extension of the trace of the £-layer at the high frequency end, and at 
greater than normal altitudes ('oblique £-layer'). The path of the waves 
during the sounding then presents a triangle, one corner of which is 
occupied by the auroral display or the large meteoric columns, one corner 
by the station which carries out the sounding, and the third corner by a 
point in the £-layer. The £-layer is no more affected perpendicularly, and 
is able to reflect waves of a frequency higher than the normal MUF. 

Meteors. The passage of large meteors produces a considerable increase 
in the field, accompanied by a Doppler effect; the variation in frequency 
can attain a value of 6 kHz. This effect is due to the displacement of the 
head of the ionization column. If normal scatter continues, the Doppler 
shift produces a whistling noise of variable pitch, due to the interference 
between the two waves. This phenomenon occurs very often during a 
meteoric shower. 

Random variations 

These are irregular variations due to non-discriminated causes. 
Short term fading. The duration of rapid fading is between 0·2 and 5 s. 

The distribution of the fields over a short period of time obeys Rayleigh's 
law, unless there are unusual increases. 

Slow fading. The distribution of fields smaller than the mean value 
follows an approximately log-normal law with a standard deviation of 
6 dB. The strong fields have distinctly higher values than the ones given by 
this law, even when eliminating irregular increases. 

Correlation in space 

The correlation coefficient of fields at two adjacent points decreases 
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rather slowly when the separation between these points increases. It is 
still 0·4 for a separation of 5 wavelengths in a direction normal to that of 
propagation, or 60 wavelengths in the direction of propagation. 

The distance between two receiver antennae for space diversity reception 
must be greater than 20 wavelengths, measured in the direction normal to 
that of propagation. 

Antenna-to-medium coupling loss 

The reduction in gain of the receiver antenna is more important when the 
signals are weaker. Even when larger rhombic antennae are used, one 
cannot expect an overall gain (transmitting and receiving antennae) 
exceeding 14 dB for 99 per cent of the time. 

Transmitted bandwidth 

The transmitted bandwidth is restricted by the possibility of multiple 
paths. Meteors only very rarely produce differences in travelling time 
greater than I ms. 

The sporadic E.-layer, the oblique £-layer (which causes sputter), the 
back scattering from ionized masses or from irregularities on the ground, 
all can lead to much greater differences in travelling time. 

Use of antennae with strong directivity, whose secondary lobes are as 
small as possible can reduce the differences in travelling time, or at least 
attenuate the waves having important phase differences. With ideal 
antennae, it would be possible to use transmitted bandwidths of several 
tens of kHz. In practice, however, the available bandwidth is no more than 
a few kHz. 

Equipment characteristics 

Emitted power 

6.2.2.3 Practical data 

This should be as great as possible, usually between 10 and 30 kW. 

Antennae 

The antennae used are large rhombic antennae (up to 600 m), Beverage 
antennae, or very large reflectors. 

The elevation angle A between the waves and the ground is calculated so 
as to obtain an altitude of 85 km at the centre of the path, i.e. 7° for 
I 200 km, and I o for 2 000 km. It is extremely difficult to realize these very 
small values. 

It can be shown for the plane condition335 and it has been confirmed by 
experiment that the received field is stronger when the source and receiver 
antennae are directed-not towards the centre of the path-but to the 'hot 
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spots' where meteor ionization is strongest, taking the direction of the 
earth's motion into account. 

For a path from east to west, the antenna should be directed slightly 
north of the great circle joining the source and the receiver from midnight 
to noon, and slightly south of the same great circle from noon to midnight. 

For a path from north to south, they must be directed east of the great 
circle in daytime, and west by night. 

In view of the difficulty of shifting the beam of the very large antennae 
used, one employs antennae with two lobes, each at a slight angle to the 
direction towards the receiver. 

Since the angle of departure of the waves is very small, the terrain 
should be very flat and entirely free from obstacles in the direction of the 
receiver, and this over a considerable length. Similarly, the height of the 
horizon must also be very low. In view of the relatively low frequencies 
used and the weakness of the fields received, the receiving antenna must 
be situated at a place that is completely free from industrial noise. 

Modulation 

The useful transmitted bandwidth is narrow because of the small correlation 
value between the fields received at different frequencies, and because of 
the necessity for iimiting the bandwidth of the receiver as much as possible 
in order to reduce noise. 

Four telegraph channels can be transmitted in carrier-shift, or one 
telephone channel in SSB. 

Moreover, telegraphy reception requires very complex equipment for 
signal reconstruction. Synchronized systems of telegraphy are used 
instead of start-stop systems. 

Modes of application 
We can use either permanent links with very great emitted powers (10-
50 kW) or discontinuous links. 

In this last case (the JANET system) a sounding transmitter situated in 
the proximity of the receiver, is received by an auxiliary receiver close to the 
main transmitter. When this auxiliary receiver receives the sounding 
transmitter, the main transmitter will be modulated. Modulation ceases 
when the auxiliary receiver does not receive further signals. While using 
the best periods of propagation, this method allows one to operate at much 
smaller source powers (usually 500 W). 

6.2.3 PROPAGATION IN THE EXOSPHERE 

The existence of long range missiles and earth satellites has drawn the 
attention to communications outside the ionosphere. Very few results 
have been published in this respect. 
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One of the best means for studying the exosphere is the investigation of 
whistling atmospherics produced by low frequency waves originating from 
lightning discharges or specialized sources332 • The wavetrains have a 
frequency of several kHz and travel from one hemisphere to the other 
along the magnetic flux lines of the earth's field. They are only very 
slightly attenuated by their propagation in a medium that is practically 
loss free because of its very low density; they are reflected from the ground 
and their passage can be heard a number of times. 

The relevant propagation theory331 consists of equations also applied to 
propagation in the ionosphere,· but at these extremely great altitudes, the 
values of electron density and of the earth's magnetic field are very 
different from those encountered in the ionosphere. The number of 
electrons has been estimated at 1.8 x I 08 m- 3 at a distance of 6 earth radii 
from the centre of the earth, and appears to lie between 1·5 and 4·5 x 107 

m- 3 in outer space. 
There are also waves of a very low frequency that are produced by the 

arrival into the earth's magnetic field of electrically charged particles 
originating from the sun. These waves are produced by the interaction 
between the particles and a region in space where the wave propagation 
velocity is low and close to that of the particles. Their propagation mode is 
similar to that of whistling atmospherics. 

Reference 349 comprises an excellent bibliography and descriptions of 
the various types of observed phenomena. 

6.3 IONOSPHERIC PREDICTIONS 

Many international radio communications make use of the ionosphere. 
This also applies to nearly all internal radio communications in many 
countries. However, these communications can only function properly if 
their frequencies are selected having regard to the state of the ionosphere. 
That makes it imperative to know in advance what this state will be. This is 
the purpose of ionospheric predictions. 

General predictions, which give the monthly median values of the MUF 
and of absorption, are usually published 3 or 6 months in advance. 

However, a number of organizations now publish short term predictions, 
based on the observation of the sun or on back scattering. These data are 
transmitted by radio. 

We shall only discuss the first mentioned type of prediction. 

6.3.1 PREDICTIONS 

Predictions are published by a number of services, who use complex and 
more or less empirical methods18• 326• 340• 344• We shall not go into details 
but can sum up the processes as follows: 
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6.3.1.1 Predicting the index of solar activity 

This is the most complicated and most uncertain part of the prediction as 
we have seen in Section 6.1.2.1. However, in periods far from the maxima 
and minima of the solar cycle, prediction with a certain accuracy is 
possible several months in advance. 

6.3.1.2 Determining ionization at each point 

Partly theoretical and partly experimental methods allow us to deduce 
the probable ionization of the various layers at each point in the iono­
sphere and for any time from the index of solar activity. 

6. 3 .1. 3 Establishing prediction documents 

Whatever their form, prediction documents show in a rapidly usable 
manner the monthly median values of the MUF (and sometimes of 
absorption) as a function of time and the terminal points of the path for a 
given month. 

They are always deduced from the ionization values expected at each 
point of the globe at a given time. These values have in turn been derived 
from observations during previous years by stations performing iono­
spheric soundings. 

However, the manner of establishing and presenting these documents, 
as well as their instructions for use, vary considerably from one country to 
another. 

U.S.A. 

A complete set of ionospheric maps, covering the whole solar cycle, is 
contained in the following document: 

OT/TRE 13. Telecommunication Research and Engineering Report 13. 
Ionospheric predictions. Vol. 1, 2, 3, and 4. D. of C., Office of Tele­
communication, Institute for Telecommunication Sciences, Boulder, 
Colorado, September, 1971. 

CCIR 

A similar document has been issued by the CCIR: 
CCIR Report 340. CCIR Atlas of Ionospheric Characteristics, Oslo, 
1966. ITU, Geneva, 1967. 

Both documents must be used as indicated in Chapter 8, item 8.2.3.1. 
Some complementary graphs for field strength calculation can be found in 
the referred Chapter. 
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These documents leave it to the user to calculate the MUF and the 
absorption for the various modes E and F, and to combine them. Calculat­
ing absorption, in particular, means a rather intricate computation. 

Other documents 
Other countries outside the U.S.A. publish ionospheric predictions. 

In Great Britain, the Radio and Space Research Station at Slough has 
published a collection of permanent ionization maps for the calculation of 
the MUF, as well as a handbook for their use344• A monthly sheet gives­
six months in advance-the prediction of index /F2, the only periodic 
element necessary for using these predictions. 

In France, the DPI (Division de Propagation Ionospherique) publishes 
documents for certain regions of the globe and for certain paths; only very 
simple calculations are required for their use. 

There are still other documents326 • All these documents lead in practice 
to the same results. 

6.3.2 PRACTICAL VALUE OF PREDICTIONS 

With regard to the MUF and the FOT: 

I. Predictions concerning the £-layer are remarkably accurate 
2. Predictions concerning the median MUF for the F2-layer are usually 

exact with a margin of more or less than 10 per cent. The greatest 
degree of accuracy is obtained in regions having the greatest number 
of sounding and radio stations. 

The predicted median MUF is sometimes lower, but very seldom higher, 
than the median MUF observed (operational MUF), so that this prediction 
can be used in all safety. 

Predictions concerning absorption are much less accurate. They are also 
less precise, as we have seen above. However, in view of the necessary 
margin for taking fading into account, this lack of precision is of little 
practical importance. 

Provided we do not ascribe an absolute character to these predictions 
(which they do not possess), they are an indispensable tool for the establish­
ment of any communication by means of the ionosphere. 

6.4 RANDOM VARIATIONS IN THE IONOSPHERE 

Ionospheric predictions are established from the cylic variations of the 
ionized layers. But these layers are also subject to random variations which 
do not appear to obey any known law. 
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Two kinds of deviation are therefore possible between prediction and 
observation: 

I. The monthly averages given by the predictions can be erroneous. 
However, one can always attempt to minimize this source of error by 
improving the method of calculation. 

2. At a given instant, the state of the ionosphere may differ (sometimes 
considerably) from the monthly average. In this case we are faced with 
random problems we cannot hope to minimize. Random variations of 
the ionosphere can be divided into three groups: 

(a) Random fluctuations from day to day or for a short time. 
(b) Large variations in the characteristics during a period regarded as 

abnormal or perturbed. 
(c) Spatial variations. 

6.4.1 RANDOM FLUCTUATIONS 

We shall only consider variations in a random direction and without 
apparent laws of the characteristics of the ionosphere on unperturbed 
days. We shall not discuss variations in the virtual height of the layers, 
which are of little interest to the user. 

6.4.1.1 Variations from day to day 

In view of the yearly and solar cycle period of solar activity, the state of the 
ionosphere at a given instant and a given place, should vary continuously 
and rather slowly from day to day. 

This is in fact confirmed by the observations of the critical frequencies 
of the E- and F1-layers, but not as regards the critical frequency of the 
F2-layer, nor the absorption. 

Critical frequency of F2 ; optimum working frequency (FOT) 

The critical frequency of F2 changes rather considerably from day to day. 
This obviously also applies to the F2-MUF, which is derived from it. 

We define an hourly median value-the median value during the hour 
under consideration over one month (short in relation to the annual cycle, 
but long enough for the daily cycle)-and observe that during 90 per cent 
of the hours the F2-MUF is higher than about 85 per cent of its median 
value (a more accurate relation between F2-MUF and F2-FOT can be 
found in CCIR report 252-23611_). 

If the MUF over a given path is determined by the F2-layer, we call the 
frequency calculated as above the optimum working frequency FOT (after 
the French initials); this value offers sufficient certainty for sure communica­
tion. This term can be explained by the fact that this is the highest, and 
therefore the least absorbed, frequency that can be used for sure trans­
mission. 
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If the MUF of the path is determined by the £-layer, whose MUF is not 
subject to daily variations, the FOT equals the E-MUF. 

Absorption 
In the same way we can define an hourly median value of the absorption. 
We observe that at a given time of day, during 90 per cent of the days, the 
field will be stronger than half the value (- 6 dB) corresponding to the 
median absorption value, and that during 10 per cent of the days, it will be 
stronger than twice the value (- 6 dB) corresponding to the median value 
of the absorption. 

6.4.1.2 Short term variations; ionospheric fading 

Seen on a large scale, the ionosphere consists of concentric and homo­
geneous layers; but, like our atmosphere, it presents when observed in 
detail, certain inhomogeneities, and is in animated motion, which is the 
cause of the fact that the layers are not permanently horizontal, but are 
being continuously displaced with regard to the ground. 

This means that a receiver can usually receive a transmitted signal via 
a number of paths (Section 6.2.1.3). Since these paths are not all of the 
same length, interference will occur between the various rays. The path 
lengths vary continuously and the phases of the various rays are distributed 
at random-resulting in a continuous fluctuation of the resulting field 
received. These short term fluctuations (from a fraction of a second to 
several minutes325) are called 'fading'. Fading is usually of shorter duration 
according as the frequency is raised. 

The field obeys Rayleigh's law when observed over a short period of, 
say, 5 min (under constant ionospheric conditions). But it obeys the normal 
logarithmic law when observed for 15-60 min. The deviation is 13 ± 3 ·2 dB 
between the fields that correspond to the probabilities of 10 and 90 per 
cent325). This corresponds to a standard deviation u = 5± 1·2 dB. 

Interference fading is usually selective, because the difference in path 
lengths, expressed in wavelengths, varies with frequency. If there is a 
considerable difference in path lengths and for a short wavelength, adjacent 
frequencies-even those that are part of the same communication channel 
-will not be affected by fading in exactly the same way at the same instant, 
with the result that voice communication will be distorted in a most 
incoherent manner (selective fading). This type of fading produces the 
'scintillation' of satellite sources. 

On the other hand, we have seen in Section 5.4.2 that because of the 
earth's magnetic field, waves reflected from the ionosphere possess 
elliptical polarization. But the receiver antennae normally possess linear 
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polarization. The two axes of the polarization ellipse fluctuate independ­
ently of each other and the antenna will only receive the field in a propor­
tion of 21 = 0· 707 (-3 dB). 

On the whole, the presence of fading forces us to use greater transmitted 
power-greater by about 13 dB, i.e. 20 times more powerful than would be 
necessary if fading did not exist. Moreover, fading reduces the quality of 
the received signal, especially for radiotelephony. 

Figure 61 shows the approximate percentage of the time availability for 
ionospheric communication for long distance transmission as a function 
of the increased transmitted power, expressed in dB, and taking fading 
into account. 

An ionospheric link of average quality functions for 90 per cent of the 
time. If a reliability of 99 per cent is required, the power must be increased 
by 18 dB, i.e. 63 times greater. 

On the other hand, it will still function for 10 per cent of the time when 
the power is 34 dB below its nominal value (2 500 times weaker). This 
explains the very great ranges one sometimes obtains with very small 
powers. 

6.4.2 IONOSPHERIC DISTURBANCES 

This is due to a sudden increase in solar activity (Section 6.1.2). 

6.4.2.1 Sudden ionospheric disturbance (SID) 

This kind of perturbance is caused by a sudden increase in the ultraviolet 
and X-radiation from the sun, due to chromospheric eruption (solar flare). 
It causes an equally sudden increase in the ionization of the D-layer over 
the entire illuminated hemisphere (Section 6.1.2.4), gradually returning to 
normal after a period of time which may vary between a few minutes and 
one hour. Electron densities of up to 2·5.1010 m- 3 have been observed at 
an altitude of about 80 km. 

The propagation of waves of a frequency lower than 500kHz improves 
during these disturbances (better reflection from the D-layer). On the other 
hand, the absorption of short waves becomes so strong that all communica­
tion is often impossible. 

6.4.2.2 Magnetic storms 

Magnetic storms are caused by the emission of electrically charged 
particles from the sun (Section 6.4.2.7). They have the following effects on 
propagation334• 
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I. The critical frequency fcF2 of the F2-layer is modified 
High latitudes Summer-Fall at all times 

Low latitudes 
Average latitudes 

Winter-Sharp fall, centred around noon 
Equinox-Rather slow fall, centred around noon 
Usually a small rise (rarely a fall) 
In general: Summer-a fall 

Winter-a rise 

These effects are generally strongest on the first day. 

Fig. 61 

155 
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2. The altitude of the F2-layer seems to increase by approximately 30 km 
over a period of a few hours, centred around 04.00 or midnight. Martyn's 
theory of ionization transfer (Section 6.1.2.5) gives the best account of the 
phenomena observed. The beginning is gradual, but the increase is more 
rapid according as the magnetic storm is stronger. The phenomenon starts 
nearly simultaneously at all longitudes, but travels from the poles to the 
equator at a velocity of 180 km/h. Magnetic storms last from one to several 
days. There is a gradual return to normal. 

6.4.2.3 Polar blackout 
Blackout periods occur in the polar regions which have nothing in common 
either with aurorae borealis or with magnetic storms. They appear to be 
caused by the expulsion of high energy protons by the sun. This pheno­
menon commences one or several hours after a solar flare and it lasts from 
one to ten days (three days on average). Strong ionization descends to an 
altitude of 70 or even 50 km, causing extremely strong absorption. This is 
called polar cap absorption. 

6.4.3 VARIATIONS IN SPACE 

Apart from the sporadic E.-layers we discussed in Section 6.1.4.3, volumes 
of ionized particles are constantly present in the ionosphere, which are 
often of important dimensions, not homogeneous with the remainder of 
the layers, and which cause scattered reflection over a large frequency 
spectrum. The behaviour of these particles in the ionosphere is in certain 
ways the same as that of clouds in the atmosphere. 

It is impossible at present to state categorically whether these scattering 
nuclei are clouds whose ionization is stronger than that of the remainder of 
the layer, or whether they are regions where ionospheric turbulence is 
particularly strong. 

The existence of these nuclei becomes particularly apparent by the 
nuisance they cause to radio direction finding. They reflect waves in all 
directions and allow paths outside the vertical plane containing transmitter 
and receiver. The direction of arrival of these waves can therefore be totally 
random, so that the direction finder will determine the direction of the 
scattering mass instead of that of the transmitter. This lateral deviation 
can take a maximum value of 2-5° for great ranges, depending on the paths. 

Equatorial transmission is encountered rather often; this provides a 
north-south propagation across the equator of waves of a frequency of 
50 MHz or more. This phenomenon is particularly prevalent during the 
autumn, in the course of the evening and the night. The mass of ionized 
nuclei that permits this type of propagation has a width (north-south) of 
the order of 1 km, a thickness of about 10 m and a length (east-west) 
which may attain 1 000 km. 
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6.4.4. ABNORMAL PROPAGATION 

The existence on certain unpredictable and rather rare occasions of nuclei 
or very strongly ionized layers cause so-called abnormal (or anomalous) 
propagation, which cannot be used for transmission purposes and which 
is a source of interference between stations which do not normally interfere. 

The investigation of these phenomena is far from complete. However, 
CCIR 324 has summarized the chances of interference because of iono­
spheric propagation in the Table 6.6, based on observations made in a 
number of countries. 

Table 6.6 

Upper Lower Distance 
Cause of interference Zone of Period of severe frequency frequency interval 

latitude interference limit limit (km) 
(MHz) (MHz) 

Regular reflections temperate Day. Equinox 50 60 east-west: 
from F2-layer and winter-solar 3 000-6 000 

maximum 
low Afternoon-evening. 60 70 north-south: 

Solar maximum 3 000-10 000 

Reflections from aural Night 70 90 500-2 000 
sporadic £,-layers 

temperate Summer days 60 90 
and evenings 

equatorial Day 60 90 

Scattering by low Evening-midnight 60 90 up to 2000 
sporadic £,-layers 

Reflections from all Especially during May be important up to 2 000 
meteoric ionization meteoric showers at all points in the 

band 
Reflections from auroral End of afternoon 
columns of auroral and night 
ionization aligned to 
the magnetic field 

Scattering by low Evening-midnight 60 80 1000-4000 
F-region Equinox 

Special trans- low Evening-midnight 60 80 4000-9000 
equatorial effect 



CHAPTER 7 

PRINCIPLES OF CALCULATING A RADIO LINK 

In order to determine whether radio communication is possible and what 
its quality will be, we must first calculate the field received, then the field 
required for a communication of the desired type and quality, and finally 
ensure that the first result is higher than the second. 

7.1 FIELD RECEIVED 

The discussions of the preceding chapters have shown the manner of wave 
propagation in various media. Actually all waves travel through the 
atmosphere, the ground and the ionosphere, so that the different pro­
pagation modes we have discussed so far are all superimposed in any 
situation. But they are not of equal importance in each practical situation; 
usually, one of them is so predominant that the others can be neglected. 
The problem is then reduced to calculating the field received by the 
predominant mode. 

In this chapter we shall give only some general indications. Numerical 
data and practical calculation methods will be found in Chapter 8. 

7.1.1 RELATIVE IMPORTANCE OF THE VARIOUS 

PROPAGATION MODES 

In order to judge the relative importance of the various modes, we must 
look at the problem from two complementary viewpoints: 

1. the conditions under which a given mode occurs effectively 
2. the most important modes in each part of the frequency spectrum. 

These two viewpoints obviously lead to the same conclusions, but each 
allows us a different view of the propagation problem, resulting in a better 
general picture. 

7 .1.1.1 Applicability of the various modes 

Combined fields 

When the field received is due to several different modes, the component 
fields will combine into a single one, taking the different phases into 
account. Usually, these phases are independently and continuously 
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variable. In this case, the energies received will be summed, i.e. the squares 
of the amplitudes. 

For example, if two fields with independent phases are received simul­
taneously, the mean value of the field received will be 

E = (Ei+Ent 
or 

E = El(l +1X2)t 

where !X = E2 /E1 • As soon as !X is less than 0·5, the mean field received 
practically equals E1, the strongest field (see Fig. 62). 

E 
E, 

0·5 

Fig. 62 

We can therefore state that two fields of different modes will combine 
only when their ratio lies between 2 and 0·5. In the opposite case, only the 
strongest mode will prevail, which will be affected by fading caused by 
interference between the two modes, which is variable in time. 

If the strength of the two fields is almost the same, their combination will 
give rise to particularly strong fading, especially: 

1. with hectometre or decametre waves, when the stable diffracted wave 
combines with the unstable ionospheric wave 

2. with metre or decimetre waves, when the direct ray and the ray 
reflected by a flat ground or by the sea are perturbed by meteorological 
phenomena. 

If there are many fields available for the combination (multiple reflection) 
the result will be more complex. But even here we can neglect all compo­
nents whose mean value is well below that of the others (e.g. scattered field 
against the field reflected by the ionosphere). When the strengths of a great 
number of components are more or less the same, statistical cancellation 
will occur, and the resulting field will vary less than in the case of only two 
components. This is a case of Rayleigh distribution (Appendix A.6.l). 

Stability of the various modes 
The characteristics of variation in time differ greatly according to the 
modes under consideration. 
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The most stable fields are produced by propagation along the ground of 
diffracted waves that are emitted and received by rather low antennae. 
Ground characteristics do not vary all that much, nor is the effect of the 
atmosphere very noticeable. 

The field of tropospheric waves between antennae in line of sight is 
subjected to rapid and important variations, especially at night. The field of 
ionospheric waves undergoes considerable variations both with long or 
short periods, because of variations in the ionosphere. 

Fields obtained by tropospheric or ionospheric scattering continuously 
show rapid fluctuations. Long period fluctuations are smaller. 

Finally, some propagation modes produce very strong fields which, 
however, are so irregular as to be of no use in communications. These are 
the 'abnormal' propagations, which may be tropospheric (Section 2.2) or 
ionospheric (Section 6.4.4). We should nevertheless attach some import­
ance to these modes because they occur quite frequently, in any case 
during certain times of the year, and the interference they cause is the more 
intense because, when existing, these are excellent modes of propagation. 

Utilization of regular modes 
Each of the modes that can be used for communication purposes has its 
own field of application, which is determined by the range and the fre­
quencies at which it gives a sufficiently strong field. 

We can describe the various modes of propagation as follows. 

Tropospheric propagation 

Line-of-sight communication. The field received between antennae having 
a given gain is inversely proportional to frequency and separation, i.e. the 
field strength decreases rather slowly as the separation is increased. This 
mode of propagation is restricted only by the conditions of radio visibility. 
It is the mode used for radar. It can also be used for communication between 
ground and aircraft. Stations for land communication must be located on 
the highest points of the terrain, which involves increased cost (service, 
connection to supplies, security, etc.). 

Very stable radio links can be realized with metre and decimetre waves 
at reduced powers of a few tenths of a watt to several watts. 

Apart from some isolated cases, a line-of-sight communication is 
always accompanied by reflection from the ground or the sea, which will 
cause interference fading. 

Tropospheric scattering (troposcatter). This mode is used only for waves 
of more than 50 MHz, which cannot be reflected by the ionosphere, and 
has the advantage of not having to incur the increased cost connected with 
stations at high altitudes, as well as possessing a large range of more than 
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500 km. On the other hand, the emitted power must be great (100 W-
10 kW) and the antennae must have a high gain, which implies great 
dimensions. 

Propagation in the proximity of the earth's surface 

Reflection. Reflection from the ground does not constitute an independent 
mode. Reflection intervenes in line-of-sight links. It modifies the radiation 
diagram of the antennae for ionospheric links. Reflection occurs only 
when the height of the antennae above the ground is sufficient (Section 
4.1.5.1). 

Diffraction around the earth's curvature. The effect of diffraction strongly 
depends on frequency; the field at a given distance will be stronger accord­
ingly as frequency is lower. 

For frequencies lower than 500kHz, diffraction plays a more predomin­
ant part at short and average ranges. At great ranges, the ionospheric field 
becomes the dominant factor. 

For frequencies between 500 kHz and 1·5 MHz diffraction produces 
useful fields up to a range of about 100 km on land and a few hundred km 
at sea. In daytime this is the only possible mode of propagation of medium 
waves. 

For frequencies between 1·5 and 50 MHz diffraction is the normal 
method for short range links, e.g. military links from the battlefield. 

For still higher frequencies diffraction allows links over the horizon, 
which will be shorter according as the frequency is higher. For example, 
this mode is used for metre wave links with vehicles, and for television 
and f.m. broadcasts. 

Diffraction caused by obstacles. Knife edge obstacles are sometimes used 
for the realization of great ranges for metre waves without relay stations. 

Ionospheric propagation 

Ionospheric reflection plays a fundamental part in the propagation of 
waves at a frequency lower than the MUF of the path (which is rarely 
higher than 30 MHz). This mode of propagation involves very little. 
attenuation and is therefore the preferred method for transmission over 
average and great ranges. 

Ionospheric scattering only enters the picture for frequencies that are not 
subject to regular reflection. The useful frequency spectrum appears to lie 
between 30 and 100 MHz with useful ranges between 900 and 2000 km. 

Effect of antenna on the relative importance of the various modes 
When several modes are capable of efficient transmission of energy, the 
angle of departure is in general not the same for each of them. 
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If the antenna is sufficiently directional, energy transmitted by one of the 
possible modes may be much more powerful than that propagated by the 
other or others. In that case the preferred mode can become distinctly 
predominant. 

The most typical case is a short range link by hectometre or decametre 
waves. The two possible propagation methods are: 

I. the ground wave with an angle of departure equal to zero. 
2. the ionospheric wave which departs almost vertically. 

The use of a vertical antenna gives a vertically polarized wave with a 
strong ground wave. On the other hand, the radiation of the antenna in the 
vertical zone will be very weak, and the same will apply to the ionospheric 
wave. Communication will be effected by means of ground waves. 

Anti-fading antennae for radio transmission on medium wavelengths are 
based on this principle. 

When using a horizontal antenna whose altitude is smaller than A./4, 
the ground wave can be neglected because ·of horizontal polarization. On 
the other hand, maximum radiation will take place in the neighbourhood 
of the vertical, and only ionospheric waves will be propagated. 

7 .I.I.2 Modes used at different frequencies 

Long waves (less than 500kHz) 

Antennae are always ground based and their altitude is smaller than one 
wavelength. Polarization is vertical. Transmission takes place by diffraction 
and multiple reflection from the ground and ionosphere; diffraction is 
preponderant at small ranges (up to a few hundred km). The transition 
between the two modes is imperceptible. There is little variation in time of 
the field, mainly at lower frequencies. 

Medium waves (500-1500 kHz) 

Links between ground based stations 

In this case as well, the altitude of the antenna is smaller than one wave­
length; antenna polarization is vertical. 

I. By day all propagation is by diffraction because the ionospheric wave 
is heavily absorbed and therefore negligible. The field is very stable. 

2. By night ionospheric and ground waves coexist: 
(a) at short ranges, the diffracted wave is predominant and the field is 

stable. There is a zone of good reception or of 'primary coverage' 
of radio transmitters. 

(b) at medium ranges (between 100 and I 50 km over average ground) 
the mean values of the two waves are very close. Fading is very 
strong and radio reception is poor. 
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(c) at great ranges only the ionospheric wave remains and is subjected 
to rather pronounced fading. This is the 'secondary coverage zone' 
of radio transmitters. 

Links between ground and aircraft 

In this case, the altitude above ground of one of the antennae is great 
enough to create interference fringes between direct and reflected waves. 
However, since the wavelength is great, this phenomenon will be present 
only at very short ranges (equations (4.10) and (4.11)), but medium wave 
links are seldom used for short ranges. 

Apart from this exceptional case, propagation occurs like that between 
land based stations, but, since one of the antennae is situated so high, the 
field of the ground wave will be considerably stronger. 

Decametre waves (1·5 MHz-30 MHz) 

Links between ground based stations 

As the antenna altitudes are not very great, reflection does not enter the 
picture, except that it affects the radiation patterns of the antennae. 

I. At short ranges and vertical polarization, ground diffraction 
dominates and the link is stable, although depending on the profile of 
the terrain. With horizontal polarization there would be an appreci­
able ground wave. 

2. At medium and great ranges with vertical polarization, and at every 
range for horizontal polarization, the ionospheric wave is the pre­
vailing mode. It is rather unstable against time, but does not depend 
on the profile of the terrain. When the frequency exceeds the zero­
MUF at the place of transmission, the ionospheric wave will only 
exist from the skip distance. At this distance it appears at maximum 
strength, and will subsequently decrease slowly. 

3. At intermediate ranges we can observe: 
(a) either coexistence of the two modes, with very strong fading if their 

mean values are identical 
(b) or a silent zone, because the ground wave has become negligible 

and the ionospheric wave has not yet appeared. 

Links between ground and aircraft 

In the line-of-sight zone, interference fringes between direct and reflected 
rays start earlier than in the case of intermediate waves, because the wave­
length is shorter. 

Apart from the above case, the same phenomena occur as between 
ground based station, but the direct wave is much stronger. 



164 RADIO WAVE PROPAGATION 

Metre waves (30-300 MHz) 

Links between ground based stations 

Small antenna altitude. Only vertical polarization can be used in this case, 
giving a useful diffracted wave effective up to a few dozen km. The field is 
stable, but depends heavily on obstacles in the terrain, especially in the 
neighbourhood of the antennae. This is for example the case for vehicles 
equipped with v.h.f. radio. 

Great antenna altitudes (several wavelengths). In the case of line-of-sight 
links we have not only to deal with the direct wave, but also with its 
reflection, primarily by the ground and also be isolated obstacles in the 
proximity of the antennae. The field is stable in time, except in the case of 
super-refraction or tropospheric reflection, but varies over a few metres in 
space because of interference due to reflection by obstacles. 

Not in line of sight; the relatively easy diffraction of these waves allows 
them to travel round isolated obstacles and to penetrate into the shadow 
zone caused by the earth's surface. The field is stable. When using great 
emitted powers, tropospheric scattering permits one to attain ranges of 
several hundred km. Finally, ionospheric scattering-at the cost of a 
reduced passband and considerable powers-allows one to attain ranges 
of between 1 000 and 2 000 km. The resultant fields are unstable over short 
periods, but the average and quasi-minimum fields are stable over long 
periods. 

We should also mention diffraction by sharp mountain ridges and reflec­
tion from mountain sides: These are very exceptional modes. 

Links between ground and aircraft 

In line of sight, propagation occurs by direct waves and by reflection, 
usually with interference fringes at small ranges. Outside the region of line 
of sight, the diffracted field induces relatively great ranges because of the 
altitude of one of the antennae. In the case of modern aircraft, flying at 
high altitudes, we can attain considerable ranges by using high power 
transmitters, so that the use of decametre waves becomes unnecessary. 

Microwaves (greater than 300 MHz) 

In this case, a link between ground based stations is only possible in line 
of sight or at a small distance over the radio horizon, unless great powers 
are used in conjunction with tropospheric scattering. 

Links between ground and aircraft as well as television broadcast are 
established in the lower part of this spectrum (u.h.f.) under the similar 
conditions as those met with metre waves. 
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7.1.2 METHODS FOR CALCULATING THE FIELD RECEIVED 

(OR THE POWER RECEIVED) 

For practical reasons one usually prefers to calculate the field received 
for decametre and longer waves, and the power received at the input of the 
receiver for metre and shorter waves. 

The calculation is based on three factors: 
1. radiated power 
2. antenna gain 
3. transmission loss. 
The radiated power is always smaller than the power supplied to the 

antenna, because antenna efficiency is always smaller than unity. In the 
case of long wave antennae, or antennae mounted on vehicles, efficiency 
may be very low-even as low as 10 per cent. 

Antenna gain for different frequencies and in different directions is 
given by graphs or equations. It is expressed either in relation to an iso­
tropic antenna, to an elemental dipole, or in relation to a half-wave 
dipole. We have seen in Section 1.2.2.3 that the gain of an elementary 
dipole is 1 ·8 dB compared to an isotropic antenna, and that of a half­
wave dipole is 2·15 dB. 

7 .1.2.1 Ground wave 
Different zones 

Retreating from a transmitter, we find the following zones, or at least 
some of them: 

1. illuminated zone (transmitter and receiver in line of sight) 
2. zone in the proximity of the radio horizon 
3. Sommerfeld's zone, where the ground may be considered as being flat 
4. diffraction zone. 

The boundaries of the illuminated zone are defined by geometric 
considerations (Section 4.1.5.1). Those of the other zones are not clearly 
defined because there is no discontinuity between them. 

In the case of antennae in the immediate proximity of the ground, the 
first two zones are replaced by a zone of direct radiation, where the waves 
travel as in free space. Here, the boundaries are approximately defined by 
Fig. 63. We observe that: 

1. the boundary of the diffraction zone does not depend on the nature of 
the ground 

2. on the other hand, the boundary between the zone of direct radiation 
and Sommerfeld's zone depends on the nature of the ground 

3. Sommerfeld's zone does not exist at sufficiently low frequencies; one 
goes immediately from direct radiation to the diffraction zone. 
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Calculating the field in the various zones 
The field in the illuminated zone is not subject to loss, apart from loss due 

to imperfect reflection (Section 4.1.1.2) and to decrease by 1/dproduced by 
beam divergence (Section 1.2.2). Its strength is calculated in the same 
manner as in geometric optics. 

In the other zones, the diffraction theory (Sections 4.3 and 4.4) allows us 
to calculate the field. This calculation becomes more complicated when one 
comes closer to the boundary of the illuminated zone. 
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Fig. 63 

The field decreases approximately as lfd2 in Sommerfeld's zone, while 
its decrease is exponential in the diffraction zone. 

Practical diagrams 

The form of diagrams is simpler for decametre or longer waves (when the 
antenna altitude is always in practice a fraction or a small multiple of the 
wavelength) than for metre or shorter waves (in which case the antenna 
altitudes may be a considerable number of wavelengths). 

Decametre or longer waves 
The diagrams used give the field in dB in relations to lp.V/m against 
distance for I kW radiated by a short vertical dipole close to the ground 
and for various frequencies. 

The actual power and antenna in use are taken into account by adding 
the power and antenna gain values (in dB) to the field given by the graph. 

At greater antenna altitudes, the corresponding height factors should be 
included as well, but this is normally not necessary for the wavelengths we 
now consider. 

On the other hand, it is useful to consider the loss due to diffraction from 
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obstacles situated between transmitter and receiver. This loss can be 
calculated by means of special graphs. 

Metre and shorter waves 

Here the number of factors to be included is greater. We have to take 
account of the antenna altitudes, terrain profiles, and factor K, determining 
the equivalent earth's radius (Section 2.1.3.2). 

In the case of low antennae (on vehicles) or sound or television trans­
mission, we can use the CCIR curves138 , which take the altitude of the 
transmitter antenna into account. However, these curves only provide 
mean values while the value of the field at a given point can differ con­
siderably from this mean value. 

The problem is highly complex in the general case. A number of methods 
have been proposed for its solution, and many graphs have been published. 
All these methods are based on the same principles: 

1. by selecting, wherever possible, a certain domain, obtained by limiting 
the variation of one or more variable (e.g. distance, frequency or 
antenna altitude limits) in such a manner that the field can be calcu­
lated by means of a single and sufficiently simple equation (as long as 
one remains within the limits of the combination) 

2. by establishing the graphs corresponding to these combinations in the 
case of the spherical earth. Because of the large number of variables 
involved, these graphs usually take the form of alignment nomograms 

3. by taking into account the actual shape of the terrain, either by 
calculating the diffraction for isolated obstacles, by determining the 
equivalent earth's surface (Section 4.5.1), or by means of more 
complicated methods103• 221 • 

Metre waves also show 'abnormal' tropospheric propagation, which can 
cause interference, but which are too unstable to be used for regular 
communication. 

7 .1.2.2 Ionospheric wave 

The calculation methods differ greatly according to the frequencies of the 
waves used.-

Long waves (less than 500 kHz) 

The field could be accurately calculated by means of the theory of multiple 
reflection. In practice, however, one prefers the semi-empirical Austin­
Cohen equation: 

pt ( (} )t -<Xd/J.t E=K- - e 
d sinO 

(7.1) 

where (} = angle at the centre of the path and where constants K and rx 
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depend on the nature of the ground. Different authors do not agree on the 
value of these constants. 

At sea, we can assume K = 600 and IX = 0·0015 if Pis expressed in kW, 
d and A. in km, and E in J1V/m. On land, we can assume IX= 0·0026. 

Decametre waves (1·5--30 MHz) 

MUF 

Before calculating field strength, we obviously must first know whether 
propagation is at all possible. In other words, we must calculate the value 
of the MUF. This calculation has been explained in Section 6.2.1.3. 

Field strength 

As far as the strength of the ionospheric field is concerned, there does not 
exist a synthetic diagram similar to the nomograms of ground wave 
propagation. The number of variables would in this case be prohibitive. 
Figures 64 and 65 give an idea of the behaviour of field strength variations. 
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Fig. 64 

They are related to a power of 1 kW radiated by a short dipole near to the 
ground. The curve relating to zeo absorption (A = 0) is valid for all 
frequencies. Absorption value A = 1 represents a typical value of absorp­
tion at noon. 

It is obvious that all curves must discontinue at the MUF. 
When comparing these curves with those of the ground wave (Chapter 8), 
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we observe a much slower variation of the field with distance. On the other 
hand, in contrast to what happens in the case of the ground wave, the 
highest frequencies are least attenuated. 
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If there is no absorption (e.g. during the night), the field diminishes as 
Ijr (r = path travelled, which can be derived by means of geometric 
considerations). It can be assumed that each reflection by the ground 
produces an additional loss of the order of 4 dB. 

If absorption is present, it can be calculated by the methods mentioned 
in Section 6.2.1.3. 

Practical diagrams 

In practice, the MUF and the field strength are calculated by means of 
ionospheric prediction charts, together with complementary graphs. The 
method of using CCIR and RPU diagrams is described in Chapter 8. 

Metre waves 

Metre waves do not possess regular ionospheric propagation, but often 
present 'abnormal' ionospheric propagation; its probability of appearance 
is discussed in Section 6.4.4. When this type of propagation is present, 
absorption is low and field strength is great. 

7.1.2.3 Scattered waves 

The field of tropospheric and ionospheric waves can be calculated by 
means of graphs, which take into account the scattering angle, the altitude 
of the scattering medium, etc. 
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A great many methods have been proposed, but the results do not show 
too much agreement. 

7.2 FIELD REQUIRED 

A radio circuit is viable only if the received signal can be distinguished with 
certainty from the noise present in any electric circuit. We shall therefore 
now discuss noise. 

We should also remember that the required signal-to-noise ratio at the 
receiver depends on the nature of the transmitted signal. Usually, neither 
signal nor noise are constant. This makes it necessary to define during 
which part of the time (time availability-e.g. 90, 99 or 99·9 per cent) the 
signal-to-noise ratio must be higher than a fixed value (service grade). This 
requires that the median value of the signal-to-noise ratio (50 per cent of 
the time) is higher than the necessary minimum value. The difference 
between these two values constitutes the margin of the link. 

The required signal field is obtained by adding the value of the necessary 
signal-to-noise ratio and the margin to the noise field. 

7.2.1 NATURE AND INTENSITY OF NOISE 

7 .2.1.1 Thermal antenna noise 
An antenna appears at the receiver input as an impedance whose real 
component consists of the sum of its ohmic resistance and its radiation 
resistance. The ohmic resistance of antennae at the lowest frequencies 
greatly exceeds their radiation resistance. On the other hand, the radiation 
resistance of high frequency antennae is much greater than their ohmic 
resistance. 

It is known403 • 404 that the maximum noise power that a resistance can 
produce is 

P=KTB 
where: P = power in W 

K = Boltzmann's constant: K = 1· 374 X 1 o-23 

T = temperature of resistance in K 

(7.2) 

B = bandwidth in Hz over which the energy is collected (approxi­
mately 3 dB passband of the receiver). The fact that the noise 
power is proportional to the passband of the receiver is 
characteristic of white noise, i.e. noise whose spectrum is 
constant with respect to frequency 1• 404• 

The temperature of the ohmic resistance of an antenna is the ambient 
temperature, i.e. approximately 300 K. On the other hand, the temperature 
of its radiation resistance is the same as that of the medium from which the 
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antenna receives radiation. It is rather difficult to determine this latter 
temperature because the radiation temperature of electrons in the iono­
sphere is rather high, but they only radiate in the frequency band corre­
sponding to hectometre and decametre waves. On the other hand, certain 
parts of the sky possess very low temperatures for very short waves. With 
regard to radio links between two points of the earth's surface, it is generally 
assumed that the temperature of the radiation resistance is the same as the 
ambient temperature. 

Expressing the noise power in dB in relation to 1 W, we have: 

P = -204+10logB (7.3) 

7.2.1.2 Background noise in a receiver 

Because of the use of valves, transistors or diodes, any system capable of 
receiving a signal will produce noise in the form of white noise (shot noise 
plus partition noise), which is added to the thermal noise across the input 
resistance404• This noise is covered by means of the noise factor. 

The noise factor of a receiver has been defined as the ratio of the noise 
at the output of this receiver to that which would be present at the output of 
a perfect receiver (without added noise) having the same gain and the same 
response-both ideally matched to the same dummy antenna at the same 
temperature. 

The noise factor is usually represented by the symbol N, expressed in dB. 
Up to a frequency of 100 MHz it is possible to design receivers with not 

more than 4 dB noise factor, using conventional valves, transistors or 
diodes. This value can be reduced to 1·5 dB by using field effect transistors. 
At 300 MHz, the minimum noise factor of well designed receivers is 5 dB, 
at 900 MHz 8 dB, at 4000-6000 MHz 10 dB. The use of tunnel diodes 
can give a minimum of 7 dB, even at the highest frequencies. However, the 
noise factor may be reduced to only 1 dB or even less by using a parametric 
amplifier before the receiver. 

The noise power of an antenna which is correctly matched to the input 
of the receiver is: 

P = -204+ IOlogB+N dB above 1 W (7.4) 

The equivalent noise field En can be derived from this equation. If e is 
the e.m.f. equivalent to the noise, it acts on the total resistance R of the 
antenna in series with the input resistance of the receiver, also equal to R 
because the antenna is correctly matched. We have therefore for the 
power P it supplies to one of these resistances: 

e2 
~=2P 
2R 
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On the other hand, if the equivalent noise field is En and the antenna 
effective height h, we have: 

whence 
2(PR)t 

E =--
n h (7.5) 

from which we derive by means of equation (7.4) and expressed in dB: 

En= -78+10logB+10logR-20logh+N (7.6) 
dB in relation to 1 J1V/m (with B expressed in Hz, R in Q and h in m). 

We have for a A/2 antenna isolated in space: 

A. c 
R ~ 73Q h =- =-

n nf 

whence, by conversion into dB in relation to l J1V/m: 

En= -99+20logf+ lOlog B+N (7.7) 

Equations (7.3) and (7.7) are in current use for metre and shorter waves, 
where the receivers are usually well matched to their antenna, whose 
efficiency closely approaches unity (the ohmic resistance is negligible in 
comparison with the radiation resistance). 

For decametre and longer waves, antenna efficiency is less good (e.g. 
whip antenna) and their matching to the receiver is generally poor. 

For these wavelengths, the signal field required in the presence of noise, 
for a given service, is often used instead of the noise field. 

7.2.1.3 Atmospheric noise 
Origin and nature 

Atmospheric noise is caused by disturbances in the atmosphere, such as 
thunderstorms. Except in the case of a local thunderstorm, this type of 
noise has almost the same spectrum as white noise over not too wide a 
frequency band (e.g. the passband of a receiver), but its intensity varies 
considerably over the entire electromagnetic spectrum. 

If the thunderstorm is local, the noise has the characteristics of shot 
noise, where each discharge excites the circuit in an impulse-like fashion. 

Thunderstorm characteristics 

We have about 50000 thunderstorms per annum, 2000 happening at each 
instant, giving 100 lightning flashes per second, each lightning flash 
including two discharges. 

The discharge current varies between 10 and 100 kA, with a mean value 
of 20 kA. The altitude of the discharge is between 2 and 4 km, and its 
damped oscillatory period is of the order of 0·01 ms. We are therefore in 
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the presence of an irregular sequence of pulses, each having a mean 
duration of 0·01 ms, and whose maximum power is very great (several 
tens of GW). The frequency spectrum of these pulses is very extensive, so 
that a local thunderstorm will produce intensive interference, even in the 
case of metre waves. However, the radiated energy reaches a maximum at 
frequencies in the proximity of 10kHz. 

The main thunderstorm centres are situated in the tropical or equatorial 
regions. A first region extends from Central America to Brazil, a second 
(and the most intensive) occupies Central Africa, with an additional region 
in Madagascar. The Far East, Indonesia, New Guinea and the Philippines 
also have important thunderstorm centres, as well as the mountainous part 
of Burma during the summer. Figures 66 and 67 show the distribution of 
thunderstorms during summer and winter, according to Brooks. 

Northern winter Frequency scole 

Fig. 66 

Propagation of atmospheric noise 

Atmospheric noise obeys the same propagation laws as communication 
signals, but its enormous power allows it to travel by modes that would 
give communication signals prohibitive attenuation. Multiple paths with 
various reflections and scattering are the rule, so ihat the energy from a 
single discharge arrives at the receiver at different instants. (This is why it 
was believed for a long time, on the strength of distant recordings, that the 
discharge had an oscillatory character.) The result is a continuous noise, 
whose spectrum is similar to that of white noise if the thunderstorm is not 
confined to the receiver's locality. If the thunderstorm is local, the shot 
noise must be added. 

Since the sources of atmospherics and the laws of propagation are known, 
one could conceive of the possibility of calculating the noise level observed 
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at a random point on the globe at a given instant. However, the number of 
relevant factors is so great that it is only possible to establish very general 
tendencies, for example the fact that the rapid decline in noise level for 
frequencies of over 10 MHz, and more particularly of over 30 MHz, is 
obviously due to the circumstance that these frequencies are only able to 
travel great distances during specific conditions of the ionosphere. 

Northern summer Frequency sca le 

Fig. 67 

Measurement methods 
We can use two methods for measuring atmospheric noise: 

Direct method 

With this method we measure the noise field as indicated on a measuring 
device placed at the output of a receiver, which is connected to a standard 
antenna. 

It is not possible to record the instantaneous value of the noise current (a 
concept without a precise meaning) because the noise spectrum extends to 
extremely high frequencies. We must therefore use circuits that integrate 
noise energy over a given period. Therefore: 

1. the indication of the measuring device depends on the integration 
circuit used 

2. the fact that the measuring device gives the same indication twice does 
not justify the conclusion that the effect on a given receiver will be the 
same in both cases 

3. on the other hand, indications obtained by the direct method are 
objective and make it easier to carry out a scientific study of the 
problem. 
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The quantity measured is usually the r.m.s. value of the noise field over 
a period of a few minutes for a bandwidth of 1 kHz. This quantity is called 
the mean quadratic noise. 

Indirect method 

Let us assume a receiver connected to a standard antenna, which receives 
signals from a local oscillator whose power can be varied by means of a 
potentiometer. The oscillator transmits an automatically keyed text at the 
rate of 10 words per minute. The operator regulates the oscillator power in 
such a manner that he does not make more than 5 per cent errors when he 
reads the signal. 

A network of stations of this type has been installed over the entire 
world. Despite the subjective character of this method, the results can be 
mutually compared. The mean operator error amounts to 3 dB, and the 
equipment errors also to 3 dB, which gives a total error of about 6 dB. 
This value is quite acceptable in view of the great variations in noise level. 

It has been found that the ratio of the r.m.s. values of 1.ignal and noise 
is -6 dB when the device is set to 95 per cent intelligibility, but this system 
is generally used to determine not the noise field itself, but the signal field 
required in the presence of noise. 

Value of noise field 

The atmospheric noise field depends on: 

1. the geographic location of the receiver-the maximum noise will occur 
in the vicinity of thunderstorm centres 

2. the season, the field value being greater during the local summer 
3. the time, being stronger during the night than during the day 
4. frequency: very strong for frequencies of less than 1 MHz-increasing 

to 9 MHz and becoming negligible between 15 and 20 MHz 
5. bandwidth of receiver; it is proportional to the square root of the 

passband. 

Knowing these rules, we can predict noise in the same manner as we 
have done in the case of ionospheric predictions. However, in this case the 
predictions will be much less accurate because of the considerable spread 
in values. Although on average of the order of 5 dB, errors can sometimes 
reach 20 dB. These predictions have therefore a very limited value. 

Despite certain inaccuracies, the prediction system according to CRPL 
world maps 7 has been used most of all for a long time. The CCIR 
system418• 419 is more complicated, but more accurate. 

Prediction systems give for each location, season and time of day: 
1. the field value required in the presence of noise for a given type of 

service (CRPL) 
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2. the field value equivalent to the noise (CCIR), or 
3. the values in dB of the ratio of noise power to thermal noise of an 

elemental antenna (CCIR). 

Apart from regular variations, that can be predicted with more or less 
accuracy, atmospheric noise varies considerably from day to day, even 
in the absence of local thunderstorms. In the case of a local thunderstorm, 
atmospheric noise can attain extremely high values, rendering reception 
of any kind impossible. 

Direction 

Atmospheric noise often has a preferred direction which is the one of the 
centre of the thunderstorm's activity. 

7.2.1.4 Cosmic noise 

The origin of all cosmic noise is still unknown, but it has been possible to 
prove that it is caused by some extraterrestrial source, and that the 
direction of its maximum is fixed in relation to the stars. Its origin is 
therefore probably linked with the Galaxy. 

Its behaviour is the same as that of white noise; the intensity changes 
slowly with frequency. 

Measuring method; units 

Only the direct method is used in this case. Measurement is rather difficult, 
especially when noise is weak. Receivers with very low system noise are 
required, and the receiving station must be well away from any source of 
industrial noise. The measured results are evaluated by means of statistical 
methods. 

Cosmic noise is expressed: 

1. in pV/m for a given transmission band. However, as with other types 
of noise, the signal required in the presence of noise is frequently 
used for decametre waves. Since noise field varies very little, a small 
margin or no margin at all is taken for fading. 

The following equation can be used for converting from one pass­
band to another: 

En= Eon+lOlogB dB (7.8) 

where: Eon = noise field in dB related to 1 Jl V /m for a passband of 
1Hz 

B = passband in Hz 

2. in watts per unit surface, or per unit angle 
3. in equivalent absolute temperature. This is the temperature of a black 

body radiating the same power over the same passband at the same 
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frequency by thermal radiation. Since cosmic noise does not possess 
the same spectrum as a black body, the equivalent temperature is 
frequency dependent. 

These last two units are most often used for very short waves. It is quite 
easy to pass from one system of units to the other. 

The measurement result depends to a great extent on the directivity of 
the receiving antenna, because cosmic noise has preferred direction. 

Intensity 

There are two cases: 

Antenna with little directivity 

In this case the cosmic noise value is nearly constant. The sum of all 
measurements-which are well coherent-gives the following mean value 
of cosmic noise: 

En= -47 + lOlogB-1·5 logf 
(in dB referred to I JLV/m) 

where f = frequency in MHz 

B = passband of receiver in Hz. 

Antenna with high directivity 

(7.9) 

(With a beam at half power points of less than 15-20°). A very distinct 
maximum is observed in a direction whose equatorial coordinates are 
those of the assumed centre of the Galaxy (R/ A = 17 h 30 min; D = - 30°). 

Since the antenna is involved in the diurnal motion, its beam will describe 
a circle on the stellar sphere. This circle will pass more or less closely to the 
region of maximum noise, according to the declination of the antenna. 
Cosmic noise will therefore pass each day through a maximum at the 
same sidereal time. 

Here the value of maximum cosmic noise is the most important factor in 
the prediction of communications. An approximate value can be esta­
blished by using the nomogram of Fig. 68. We find on the left hand side the 
intersection of the latitude curve for the place of reception and the azimuth 
angle towards which the receiving antenna is turned (counting from the 
north in a direction to give ::::; 180°). The intersection of a horizontal line 
drawn through this point with the curve at the relevant frequency gives the 
value, of 10 log Tmax which can be read from the horizontal scale on the 
right hand bottom side. 

This temperature can be converted to power by using equation (7.2). It 
can also be converted to equivalent noise field by equations similar to 
(7.5) and (7.6). 
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7 .2.1. 5 Specific extraterrestrial noise sources 

Apart from cosmic noise, there are other sources of noise in space: the sun, 
certain stars, and invisible heavenly bodies called radio stars. 

Radio astronomy-the study of the radiation of astronomic bodies­
is still in its infancy. 

Generally speaking, these phenomena do not affect radio transmissions. 
However, certain solar disturbances can cause rather strong noise between 
30 and 300 MHz. Radar operating in this band is affected by this noise. 

The equivalent field can attain 1 or 2 1N fm, i.e. of the same order of 
magnitude as the equivalent field of cosmic noise. 

sin D= cos A. cos A 

Azimuth of reception A 10 Log t max 

Fig. 68 

7.2.1.6 Industrial noise 

In contrast with other types of noise, industrial or man made noise is much 
more a form of shot noise. Definition of its characteristics is very difficult. 
However, the vertical component of its field is generally stronger than the 
horizontal one, so that horizontal antennae are less subject to industrial 
noise. The effective range of this noise is of the following order of 
magnitude: 

Electric motors 200m 
High voltage power lines 1 to several km (especially when it is raining) 
Motorcars 500 m 
Aircraft 1 km 

Radio stations should therefore be installed away from roads and 
airports at a distance exceeding the figures given above. 
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7 .2.1. 7 Composition and comparison of different types of noise 

Noise emanating from different sources is combined in the receiver and 
gives a total noise output. Since noise currents possess random phase, 
their energies (proportional to their squares) are summed. As we have seen 
in Section 7 .1.1.1, the different types of noise will only combine to give a 
larger figure if their intensities are more or less identical. If not, only the 
strongest will appear to exist. 

This makes it important to know, in each case, the source of the greatest 
noise. Figure 69 gives a survey of the problem for a band width of6 kHz,(A3). 

f (MHz) 

Fig. 69 

Among different types of natural noise, atmospheric noise usually 
prevails up to 20 MHz, followed by cosmic noise up to 100 MHz (which 
can be stronger at certain times if the antenna is strongly directive). Finally, 
receiver noise dominates all other noise at very high frequencies. 

7.2.1.8 Calculating total noise 

Practical methods for calculating total noise are described in Chapter 8. 

7.2.2 REQUIRED SIGNAL-TO-NOISE RATIO 

7 .2.2.1 Service grade and signal-to-noise ratio 

Whether reception is aural or mechanical, it is only possible when the 
signal can be distinguished from the noise, which obviously requires a 
sufficiently high signal-to-noise ratio. 
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More specifically, on increasing the signal-to-noise ratio from zero, we 
arrive at a threshold value where the signal is just apparent, but not good 
enough for use. Continuing the increase of the signal-to-noise ratio, the 
number of reception errors is reduced, at first rapidly, then increasingly 
slowly, so that eventually a very small error percentage can only be 
achieved at the cost of a considerable increase in signal level. 

Moreover, the required signal-to-noise ratio varies with the type of 
service. For example, the human ear, thanks to the mechanisms of 
attention and intelligence, allows us to distinguish signals in the noise 
which mechanical receivers would be quite unable to distinguish. The 
latter, in tum, are more or less sensitive to the effect of noise, according 
to the modulation mode used, the receiving system, and the mechanism of 
reconstructing the signal. 

Similar considerations apply to jamming and interference by trans­
mitters outside the communication network. 

Therefore, the required signal-to-noise ratio depends on the required 
reception quality (service grade), and the type of equipment. 

7 .2.2.2 Effect of field fluctuations 

The problem is complicated by the fact that the noise field fluctuates, and 
that its distribution function varies according to the type of noise. Both 
signal and inteference source can also be affected by fading-with various 
distribution functions. 

From an operational standpoint, it is requested to have a signal that 
can be used during a given percentage ofthe time (time availability), which 
must be higher when the service must be of better quality. We assume that 
the distribution functions of noise and signal are known. We must now 
determine the relation between their r.m.s. values, so that the ratio of their 
instantaneous values remains higher than the required minimum value for 
the required part of the time. 

This is a problem in probability calculation. Without it being necessary 
to resolve the problem explicitly, it is obvious that the ratio of the effective 
signal value to the noise must be greater in the case of fluctuating fields 
than in that of stable fields. We must therefore set aside a fading margin. 
This margin must be greater according as the service must be maintained 
for a longer part of the time. 

The required margin will be greater in the case of unstable fields 
(ionospheric propagation of decametre waves) than when the fields are 
stable (ground wave or line-of-sight propagation of microwaves). It must 
be much greater if noise is very variable (waves with a frequency of less 
than 30 MHz). 
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7 .2.2.3 Methods for calculating the required signal-to-noise ratio 

The CRPL method7 
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As we have seen, noise is defined by the signal field required in the presence 
of noise for a certain type of service. The field value thus determined by 
CRPL includes a safety margin against fading; there is therefore no need 
for adding a sepaqtte margin. 

The reference type of service is double sideband telephony (A3), i.f. 
receiver pass band 6 kHz, 90 per cent intelligibility for 90 per cent of the 
time (the standard corresponding to a good telephone conversation). 

For determining the required field for another type of service, a correction 
is applied to the field required for telephony, expressed in dB. This method 
has the advantage of simplicity. 

The CCIR method4t6,4t7,4t8,4t9 

CCIR has conceived a more accurate method, which will undoubtedly be 
the only one used in the future. With this method we determine: 

I. the required signal-to-noise ratio for the case that both signal and 
noise are constant, and for a given service grade. 

2. the safety margin against fading in the case of decametre waves. 

Instructions for using this method will be found in Chapter 8. 

7.2.3.3 Effect ofreceiving antenna 

The gain of the receiving antenna affects the signal-to-noise ratio in a more 
complex manner than at the transmission end, where the transmitted 
power is proportional to antenna gain. This is due to the presence of 
external noise sources. 

Signal-to-noise ratio with nearly constant directivity 

When varying the gain of the receiving antenna without appreciably 
modifying its directivity diagram (e.g. a short vertical antenna of adjustable 
length), the energy of both signal and external noise will vary in accordance 
with the antenna gain. 

On increasing the gain from zero (Fig. 70), as long as the external noise 
supplied by the antenna is distinctly weaker than the internal noise of the 
receiver, the total noise will be virtually equal to the latter. On the other 
hand, the signal will be increased in proportion to the gain. The signal-to­
noise ratio is therefore proportional to the gain. 

But if the gain has attained a value which is sufficient to make the external 
noise definitely greater than the internal noise, the latter will no longer play 
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any part; signal and noise will increase in proportion, and their ratio will 
be constant. 

There must therefore be a limit for an antenna with a given directivity, 
above which no improvement in the signal-to-noise ratio will be observed 
when antenna gain is increased. This explains why little attention is paid 
to the antenna and its matching to the receiver when receiving waves with 
a frequency of less than 30 MHz. 

Discrimination gain 

Generally speaking, the gain of directional antennae is not the same for the 
signal and for atmospheric noise. Indeed, the antenna is obviously 
orientated in such a direction that the waves arrive in a direction close to a 
maximum in the directivity diagram. If the noise does not mainly arrive 
in a direction close to a maximum in the diagram, the gain will be greater 
for the signal than for the noise. 

SIN 

Gain 

Fig. 70 

External noise usually arrives from all directions. Assuming that its 
intensity does not depend on direction, the discrimination gain can be 
defined as the gain in signal-to-noise ratio due to the receiving antenna. 

Discrimination gain is expressed in dB and is the difference between the 
gain of the antenna used (calculated as for transmission) and the gain of 
an isotropic antenna (imaginary antenna with a spherical directivity 
diagram), situated at the same point and having the same direction of 
polarization; because of the presence of the ground, the latter depends on 
the elevation angle A of the waves. Discrimination gain can be higher or 
lower than the gain of the transmitting antenna. The actual discrimination 
gain is lower than the calculated value during periods of poor propagation 
conditions426 . 

Calculating gain at the receiver 

Decametre and longer waves. We must first calculate the various types of 
noise and see which one is the strongest. 
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If system noise dominates, the antenna gain is the same as on transmission 
duty. 

If external noise dominates: 

1. if the antenna possesses weak directivity (linear or L-antenna), 
discrimination gain is virtually zero. This means that if a simple 
antenna produces external noise in the absence of a signal, which is 
distinctly greater than the receiver noise, reception cannot be improved 
by improving the antenna 

2. if a directional antenna is orientated towards a noise source (especially 
frequent in tropical regions), discrimination gain is still zero. In this 
case, the use of a directional antenna is generally of no practical 
advantage 

3. in the case of a strongly directional antenna (rhombic), we must 
subtract algebraically the gain of the antenna when transmitting 
expressed in dB the gain in dB of the isotropic antenna with horizontal 
polarization, situated at the same height H as that of the actual 
antenna. Finally, it is convenient to subtract 6 dB from the obtained 
value426 , to take periods of poor reception into account. 

Metre and shorter waves. Because of the small value of cosmic noise it is 
usually possible to take the gain on reception the same as on transmission. 
However, in the case of propagation by tropospheric scattering, the 
antennae may undergo an antenna-to-medium coupling loss (Section 
2.3.2.2). 

7.3 CALCULATING THE MINIMUM REQUIRED FIELD 

In order to determine the minimum required field, we must: 

I. Calculate the fields equivalent to the various types of noise, and 
combine them if necessary. 

2. Add to the thus calculated noise the signal-to-noise ratio required for 
the type and grade of service in question, as well as the fading margin 
which corresponds to the required time availability. 

3. Subtract from the result the gain of the receiving antenna. 

Practical calculation methods and corresponding numerical data will be 
found in Chapter 8. 



CHAPTER 8 

PRACTICAL CALCULATION OF RADIO LINKS 

8.1 INTRODUCTION 

The theory of the propagation conditions discussed in the previous 
Chapters must lead to numerical results, which can be put to practical use 
for the establishment of radio communications. This is the purpose of 
this chapter. 

8.1.1. RELATIVE VALUE OF PROPAGATION CALCULATIONS 

These calrulations are based on the median values of certain physical 
quantities (fields, noise, etc.), but the latter sometimes show considerable 
variations around these median values. For example: 

I. atmospheric noise varies considerably from day to day 
2. ionospheric characteristics are unforeseeably affected by perturbations 
3. it is extremely difficult to give an exact definition of the terrain 

(conductivity, shape) 
4. meterological conditions change all the time. 

We should therefore be careful not to attribute an absolute character to 
the results obtained, which they do not possess. Let us mention in this 
respect that: 

1. predictions give the best chance of achieving a good communication; 
the probability of this result is high. However, there are cases when 
communication is simply impossible, although all the predicted 
conditions are present 

2. if the case presents itself for ground wave propagation, and more 
especially for tropospheric wave propagation, one should always 
try moving one or both of the communicating stations. A displacement 
of a few dozen metres can make a very great difference 'to the quality 
of the communication, in a manner which cannot be foreseen. This is 
due to local reflections, which produce standing waves 

3. if communication is essential (life saving, military operations, etc.) one 
should always attempt to establish it, even if theoretically impossible. 
It is always possible that thanks to a fortunate combination of 
circumstances, the link can be established. As far as we know at 
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present, calculation cannot be opposed to need, unless confirmed by a 
test. However, the fact that a communication operates in an acceptable 
manner for a few hours or a few days does not guarantee that it will 
operate continuously 

4. it is entirely useless to try imparting in the calculations a higher degree 
of accuracy than shown in the graphs of this chapter. Fractions of 
decibels, in particular, are completely useless. 

8.1.2 GENERAL CALCULATION METHOD 

Communication is only possible when the ratio of the field received to the 
background noise is in accordance with or exceeds that required by the 
specific type of communication (telegraphy, telephony, etc.). The factors of 
the calculation will therefore always be the same: 

I. transmitter power 
2. transmitting antenna gain; gain (or discrimination gain) of the receiv-

ing antenna 
3. attenuation due to the path 
4. receiver noise 
5. atmospheric noise (below 30 MHz); cosmic noise (below 200 MHz); 

industrial noise (below 500 MHz) 
6. type of service. 

Only the manner of determining these factors varies with the frequency 
range. 

This chapter contains graphs with the aid of which these determinations 
can be carried out. The use of these graphs is explained in the following 
sections. 

8.1.3 UNITS 

In order to facilitate the calculation of the field received (or of the power 
received), all values playing a part in the calculation are expressed in 
logarithmic units (decibels). 

In the case of decametric (h.f.) and longer waves: 

1. the transmitted power is expressed in dB in relation to I kW 
2. fields are expressed in dB in relation to I J-LV/m for a power of 1 kW 

radiated by an elementary vertical dipole at ground level 
3. antenna gain is related to the A/2 antenna. 

In the case of metric (v.h.f.) and shorter waves: 

4. transmitted and received powers are expressed in dB in relation to I W 
5. antenna gain is related to the isotropic antenna. If it is necessary to 

relate this gain to the A./2 antenna, subtract 2 dB. 
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8.1.4 SOURCES OF DATA 

I. Data on atmospheric noise have been taken from CCIR Report 322419 

2. the field relations for the various types of communication have been 
derived from CCIR Recommendation 339-1 416 

3. data on the ionosphere wave have been taken: 
for the MUF from NBS Handbook No. 9018 

for field strength from NBS Circular 4627 

4. antenna gains have been derived from Report No. 2 of the Radio 
Propagation Unit of the U.S. Army, or from calculations made by the 
author 

5. field curves of the ground wave have been taken from CCIR Recom­
mendations 368 214and 370-J13s. 

6. statistical distribution curves of the fields received by line-of-sight 
communication from CCIR Report 338 

7. some data on the propagation of the tropospheric wave by diffraction 
have been adapted from papers by K. E. Bullington101 and Dougherty 
and Maloney221 • 

8. data on the propagation of the tropospheri~ wave by scattering have 
been taken from a very large number of papers published on this 
subject, particularly CCIR Report 244-1139, the research carried out by 
CNET166 and work done by the author. 

Many other data and calculation methods have been published. We 
have adopted those that appeared to be the most certain, or the easiest to 
use. In particular, in accordance with the conclusions of CCIR report 
252-P56, we have preferred the method for calculating the field strength 
of the ionospheric wave described in NBS Circular 4627 to the RPU 
method20, because the latter, although less empirical and probably more 
accurate, leads to extremely long calculations, especially for great ranges. 

8.2 DECAMETRIC (h.f.) AND LONGER WA YES 

8.2.1 FIELD REQUIRED IN THE PRESENCE OF NOISE 

We want to determine the minimum field required to ensure a particular 
service quality in the presence of noise from various origins. The most 
complex case is that of atmospherics, because of their variability both in 
space and time. 

~.2.1.1 Mean field ofatmospherics 

The seasons shown in Figs 71-96 correspond to the months shown in 
Table 8.1. 
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TABLE 8.1 

Month 

December, January, February 
March, April, May 
June, July, August 
September, October, November 

Local season 

Northern 
hemisphere 

Winter 
Spring 

Summer 
Autumn 

Southern 
hemisphere 

Summer 
Autumn 
Winter 
Spring 
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Select from the above table and the desired time interval (00-04, 04-08, 
08-12, 12-16, 16-20, 20--24 hours local time) the figure numbered between 
71 and 96 that will be used. Locate on the chart at the place where the 
receiving station is situated the value of the mean noise factor Fam in dB 
above thermal noise at a frequency of 1 MHz. 

Now select on the lower left hand graph of the same figure the curve 
identified by the same number as the noise parameter gained above. Fix the 
frequency for your calculation and you can read off the value of Fam in­
ordinate at the intersection of chosen frequency and the curve selected. 

The following footnotes apply to Figs. 71 to 96 

Fam = median value of hourly values of F. over a period of time 
F. = equivalent antenna noise factor resulting from the external noise power 

available from a loss-free antenna 

--- atmospheric noise 
- · - ·- industrial noise 
- --- extraterrestrial noise 

GFam - standard deviation of Fam values 
Du - ratio of first decile (tenth percentile of the distribution; percentile is 

the distribution of a random variable) to median value of Fam 
Gnu -standard deviation of Du values 
D 1 - ratio of median value of Fam to last decile 
Gn1 - standard deviation of D 1 values 
Vam - expected value of median deviation from the average potential 

(bandwidth 200 Hz) 
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You can convert Fam to the median noise field E,. for your frequency by 
means of the nomogram of Fig. 97. This nomogram shows E,. in dB 
above 1 p.Vfm. 

Fa En 
fMHz 

ldB above kT0 b) (dB above I 1'-V/m) 
(MHz) -50 

100 90 -20 
80 70 
60 

50 - 40 
40 0 

30 -30 
20 

20 - 20 

9 10 
8 7 
6 40 - 10 

5 
4 

0 3 60 
2 

10 

I 80 
0 ·8 0·9 20 

0·7 
0 ·6 

0 ·5 100 
0 ·4 30 

0 ·3 

0 ·2 120 40 

0·09 01 
140 

50 
0 ·07 0·08 

006 
0·05 60 

0 ·04 160 0 ·03 

0·02 
70 

180 

0·01 
80 

Fig. 97 Nomogram for the conversion of Fa to E,. as a function of frequency 

En = Fa + 20 log10[MHz - 65.5 
En = quadratic mean of noise field strength for a bandwidth of 1 kHz (in dB 

above 1 JLV/m) 
Fa = equivalent antenna noise factor resulting from the external noise 

power applied to a perfect antenna 

8.2.1 .2 Fluctuation margin 
Noise obeys a normal logarithmic distribution; this also applies to the 
signal median value. In the case of ionospheric waves, the instantaneous 
signal values vary around the hourly median value in a Rayleigh distribu­
tion. 
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The fluctuation margin is defined here as the change in signal required to 
maintain the signal-to-noise ratio above a certain value (service grade) for 
a certain percentage of the time (time availability). 

This margin is calculated as follows. 
Read value Du of the maximum deviation of Fam for 90 per cent time 

availability from one of Figs 71-96. 
Calculate: 

(D;+D;)t 
q = 1·3 

where D, = 0 for the ground wave, and D.= 7 dB for the ionospheric 
wave (u = standard deviation of the ratio of the hourly median values 
of signal to noise). 

Find in Fig. 98 (single reception) or Fig. 99 (double diversity reception) 
the value of u found above and the complement to unity of the time avail­
ability, and read the corresponding fluctuation margin expressed in dB 
from the ordinate. 

dB 
Single receiver 

Fig. 98 Convolution of Rayleigh distribution with lognormal distribution 

8.2.1.3 Uncertainty margin 

The above calculated values for Fam and the fluctuation margin are both 
mean values. In view of the unavoidable uncertainty of the data used, only 
half of the communication circuits realized by means of these data will 

produce the expected result. If the service probability should exceed 

50 per cent, a power margin must be added, which we shall call 'uncertainty 

margin'. 
The calculation is carried out as follows. 
Read the value of u DU from the graph on the lower right hand side of one 

of the figures 71-96. 
Calculate: 
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where u»s = 0 for the ground wave, uDs = 1·5 for the ionosphenc wave, 
and ucu = standard deviation of the distribution of the ratio of the 
hourly median values of signal to noise for 90 per cent time availability. 

dB 

Fig. 99 Fading distribution for diversity reception (switch type) 

Note in Fig. 100 the percentage of time availability (as already used 
above) on the left hand scale, and the value of ucu on the right hand scale. 
uc is then read from the central scale. 

Add the squares of 

I. uc, calculated above 
2. O'Fam• read from the lower right graph of the Figs 71-96 
3. up, quadratic average error in the calculation of the power received 

(2-5 dB) 
4. other possible errors. 

Calculate: 
-( 2 2 2 )t O'T- O'c+O'Fam+up+ · · • 

Note on the left hand scale of Fig. 100 the value of the required service 
probability, and on the right hand scale the value of uT obtained above. 
Read the uncertainty margin (in dB) from the central scale. 
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ac and uncertainty marQin 2 
I 

p 2 

80 
2 3 

85 
3 

3 
4 

4 
90 

5 

4 5 

95 
6 

10 5 

7 

99 6 
15 8 

7 9 20 

99·9 8 10 

30 9 
99·99 

40 10 
% 

50 15 
60 
70 
80 15 90 20 

100 
dB 

20 

Fig. 100 Uncertainty margin dB 

8.2.1.4 Field required in the presence of atmospherics 
Select in Fig. 101 the required signal-to-noise ratio for the type of service 
under consideration (stable signal and noise). 

Add to this ratio. 

1. the field En 
2. the fluctuation margin 
3. the uncertainty margin. 
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The discrimination gain of the receiving antenna, calculated as mentioned 
in Section 8.2.3.4 must if necessary be deducted from the obtained result. 
The result will be the required field. 

Note. In view of the large values of the probable deviations used in these 
calculations and the existence of ionospheric disturbances or local 
thunderstorms, calculations carried out for very high probability per­
centages have no practical value. The circuits are usually calculated for 
probability percentages of between 90 and 95 per cent. 

Fig. l 01 Signal-to-noise ratio required for different types of service (stable 
signal, stable noise) 

Nature of transmission 

Telegraphy A l 
8 bauds, poor quality 

24 bauds 
120 bauds, recorder 
50 bauds, teleprinter 

Telegraphy A 2, modulated carrier wave 
8 bauds, poor quality 

24 bauds 

Telegraphy with shift frequency keying F 1 
120 bauds, recorder 
50 bauds, teleprinter 

Fascimile F 4, F.M., transmitted by 

Script telegraph system 

Telephony 
Double band, between skilled operators 
Double band, ba.rely commercial 
Double band, good commercial link 
SSB and independent side bands 

1 channel l 
2 channels PEP power 
3 channels 
4 channels 

Carrier-noise ratio or 
PEP-noise ratio for a 
band of l kHz (dB) 

l 
16 
8 

10 

-1 
10 

10 
6 

20 

11 

20 
29 
37 

31 
33 
34 
35 

8.2.1.5 Internal receiver noise 
In the case of modern professional receivers, it hardly ever happens that 
internal noise exceeds atmospheric noise. This can nevertheless be the case 
when a very short antenna (vehicle antenna) is being used. 
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If we have: 
F ~ Fam-GD-L 

where F = receiver noise factor 
G» = discrimination gain of receiving antenna 

217 

L = loss in the antenna-receiver coupling circuit (usually attenua­
tion due to a poor matching); 

replace Fam by F when calculating the required field. 
IfF and Fam-GD-L are of the same order of magnitude, the required field 

must be calculated successively for these two values, and Fig. I 02 is used 
to obtain the final value. 

CD 
"0 

"0 
a:; 
;;:: 

0 
c 
0 

:E 
"0 
"0 
0 

s 
(;:; 
3 
0 
a_ 

0 
c 
0 
E 
"0 
"0 
<! 

0 
_j L---~---*--~~--~4--~5~--~--~--~~--~ 10 

Difference between powers (or between fields) dB 

Fig. 102 Quadratic addition chart 

How to use this graph: Calculate the difference between the powers in dB. 
Read from the graph the corresponding additional power and add this value 

to the greatest power. 

8.2.1.6 Industrial noise 
For medium wave broadcast reception in urban regions, industrial (or 
man made) noise usually dominates. In this case, the fields required are: 

Industrial regions 
Residential areas 
Small towns 

10-50mV/m 
2-lOmV/m 
0 5-l mV/m 

8.2.2 GROUND WAVE 

The ground wave is the normal propagation mode of hectometric (m.f.) 
and longer waves over medium ranges, and of decametric (h.f.) and shorter 
waves over short ranges. 
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The typical calculation for these waves is as follows: 
'An antenna and a transmitter of known power are given; determine 

the range for one or more frequencies in the spectrum.' 
This problem is solved by: 

1. determining the required field in dB in relation to 1 J-LV/m, as ex­
plained above. 

2. determining the radiated power in dB in relation to 1 kW as a function 
of transmitter power and antenna gain 

3. deducting one from the other and plotting this difference on a 
propagation graph that gives the field (in dB in relation to I J-LV/m) as 
a function of the distance for a radiated power of I kW. The range is 
then read from the scale of the distances in this graph. 

8.2.2.1 Radiated power 

Convert the transmitter power into dB (in relation to I kW) by using 
Fig. 103. 

W dB kW dB 

10 -20 1 -o 

20 2 

30 -15 3 5 

40 4 

50 5 
60 6 
70 7 
80 8 
90 9 

100 -10 10 10 

200 20 

300 -5 30 15 

400 40 

500 50 
600 60 
700 70 
800 80 
900 90 

1000 0 100 20 

Fig. 103 Conversion of power into decibels (referred to 1 kW) 
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Read the antenna gain as a function of the type of transmitting antenna 

and of the frequency from Figs 104 and 105. 
Add these two values together, taking the signs into account. This gives 

the equivalent radiated power in dB in relation to 1 kW. 

8.2.2.2 Range 
(a) Deduct the radiated power from the required field, taking the signs 
into account. 

as 
-0 H=4·50m 

Goin of whip ontenno 
(vertical) ground wove 

5 

2 

- 20L_ ____ J_ ____ ~----~~--~~----~----~3o 1 

dB 

I:J Hr-
Gain of L -shaped 
antenna ground wove 

f (MHz) 

-2QOL-----L---~----~~~~~--~_J~~--~0~·7~ 

Fig. 104 
HI 'A 

~ ,_ 
0 
c: ., 

100 :g w 
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monopole antenna 

0·002 0 005 0·01 0·0 2 0 ·05 
HI>.. 

Fig. 105 
Note. Calculated for earth of buried wires. Efficiency varies greatly with 

quality of the earth. 

E I?0~----·--------------------------------------------------~ 106e 

> 
::l 

~ 
0 
(I) ., 

10 MHZ (30m) 
7·5MHz (40m) 
5 MHZ (60m) 
3 MHz (100m) 
2 MHz (150m) 
1·5MHz 
I MHz 
700kHz 

Fig. 106 Ground-wave field over the sea for 1 kW radiated power; 
a = 4 Q -lm- 1 e = 80 
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(b) Select the relevant graph from the series of figures 106-110. 
By 'good ground' we mean arable ground, thick top soil, clay soil, and 

the lower parts of humid valleys. By 'poor ground' we mean rocky ground, 
dry sand and desert regions. 

(c) Plot the number of dB found in (a) on the selected graph, and read 
the range by means of the curve that corresponds to the frequency used 

IOMHz (30m) 
7·5MHz(40ml 
5MHz {60ml 
3MHz{IOOml 
2MHz{l50m) 
1·5MHz{200m) 
I Mi;iz{300m) 
700kHz(429ml 

10 

Fig. 107 Ground-wave field in good ground for 1 kW radiated power; 
a= I0- 2 n- 1m- 1 e = 4 

Fig. 108 Ground-wave field in poor ground for 1 kW radiated; 
a= 10- 3 n- 1m- 1 e = 4 

km 
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(d) If the path contains an obstacle of some importance, use the nomo­
gram of Fig. Ill and follow the instructions. Multiply the range obtained 
in (c) by the coefficient of range reduction read from Fig. Ill. 

(e) As the field required varies with the period of time under considera­
tion, the preceding operations must be carried out for each period of time 
during which the radio link is in operation. 

-5011.,.0---A---,~--,h--,h----,b---=~-~~~--=!1000 

~-------------------------------------km 
Logari1hmic scale Linear scale 

Fig. 109 Median ground-wave field over land and sea; frequency 40-250 
MHz; h2 = 10m; 1 kW radiated power 

8.2.3 IONOSPHERIC WAVE (DECAMETRIC WAVE: h.f.) 

The ionospheric wave is the normal propagation mode for decametric 
waves over mean and large ranges. 

The problem can be stated as follows: 
'A link between two points, a defined antenna and a transmitter of 

known power are given. We wish to determine the frequencies one should 
use during different hours of the day.' 
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1000 
----------------~--------------------km 

Logarithmic scale Linear scale 

Fig. 110 Median ground-wave field over land; frequency 450-1000 MHz; 
h. = 10m; tl.h = 50 m; 1 kW radiated power 
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The CRPL method of ionospheric prediction is rather complex (see 
below), but it has the advantage of being usable for any path, anywhere in 
the world, and only requires the possession of a few simple documents. 

Calculation can be considerably simplified when investigating a number 
of circuits with similar characteristics. 

The calculation is divided into the stages shown in Table 8.2. 

8.2.3.1 Calculating MUF and FOT 
The MUF is the highest possible frequency capable of travelling between 
two points in the season and at the hour of day under consideration. 

The calculations produce the median MUF (50 per cent probability 
that this value is not exceeded). 

The FOT is the highest possible frequency capable of travelling during 
90 per cent of time availability. This is usually the more advantageous 
frequency for use in a radio link. 
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0·9 

D 

H o, 
Frequency MHz metres kilometres 0·8 

1·5 
3000 

3 2000 0·7 
4 1500 100 
5 

1000 50 
7----- 0·6 

700 20-----
10 --- ----500 10 
15 400 5 0·5 
20 300 

30 200 
2 

150 0·4 
100 0·5 

(I) 
70 0·2 
50 0·3 40 
30 (4) 

20 0·25 

(2) 

0·2 
(3) 

(5) 

Fig. Ill 

How to use this nomogram: 
I. Draw the triangle equivalent to the obstacle on the profile of the terrain. 

Determine height H and distance D1 between the normal to the base from 
the apex of the triangle and the nearest base corner. 

2. Join the frequency (scale 1) to height H (scale 2) and extend the line to 
scale 3. 

3. Join the point of intersection with scale 3 to distance D1 (scale 4) and 
extend the line to scale 5. 

4. Multiply the carrier wave which would have been obtained without an 
obstacle by the factor read from scale 5. 
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TABLE 8.2 

Calculated elements 

MUF andFOT 

Ionospheric absorption 

Field strength 

Field required in the 
presence of noise 

Conclusions 

Documents to be used 

Figs 112-130 
CCIR Report 340. CCIR Atlas of Ionospheric 
Characteristics* 

Figs 114-125 
Fig. 129 
Figs 131 and 132 

Figs 133-171 

see Section 8.2.1 
Fig. 172 

Results of preceding calculations 
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* The MUF and POT can also be calculated by means of documents published by the 
Radio and Space Research Station, Slough, Bucks. The 'Service National de Previsions 
Ionospheriques', Chateau de Ia Martiniere, Saclay, France, publishes monthly pre­
dictions for certain regions and certain paths. 

MUF and FOT (ranges of less than 4000 km) 

These values are calculated as follows: 
(a) Place a sheet of tracing paper over the chart of Fig. 112. Identify and 

mark the two terminals of the path by means of their geographic coordinates. 
Trace the equator or the pole and the origin meridian (longitude 0). Trace a 
second meridian at 360° to the first, so that these two meridians enclose the 
path to be studied. 

(b) Place the tracing on the chart of the corresponding great circles map 
(Fig. 113). 

The continuous curves in these charts represent the great circles on the 
globe, in the same projection system as that of the preceding ci1arts. 

The numbered dash-dot-dash curves represent a scale of distances in 
thousands of km along these great circles. 

Now slide the tracing so that the equator (or the pole) traced in (a) 
remains on the middle horizontal line (or the centre) of the chart, and the 
extremities of the path are situated.on the same great circle (or between 
two of these circles). 

Determine the centre of the path by means of the dotted curves and mark 
this on the tracing paper. Use the dotted curves for marking points with a 
separatiOn of 500 km (these points will be used to calculate absorption). 
Make a note of the length of the path. 

(c) To determine the MUF relating to the Fz-layer (Fz-MUF): 
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1. Place the tracing on the chart 'R1,2 = 0; EJF (zero) F2 (MHz)' of the 
CCIR Report 340 corresponding to the required month and hour, and 
sliding the sheet of paper so that the equator coincides with the 
equator of the chart (or the pole with the pole) and the origin meridian 
with meridian 0 of the chart. Read the MUF-zero-F2 on the curve 
that passes through the centre of the path. Make a note of this 
frequency. 

2. Repeat the same process on the chart 'R u = 100; EJF (zero) F2 (MHz)' 
for the same month and hour. 

3. Make linear interpolation between the values obtained in (1) and (2), 
agreeing to the actual value of R u. This gives the zero-MUF. 

4. Act in the same manner with the charts 'EJF (4000) F2 (MHz)'. This 
gives the 4000-MUF. 
(Examples of ionization charts are given in Figs 126 and 127.) 

5. Plot the two obtained values on the nomogram of Fig. 128 (on the 
left hand and right hand scales respectively) and join them with a 
transparent ruler. Follow the vertical corresponding to the trans­
mission range to its intersection with the transparent ruler. Follow the 
oblique line passing through this intersection to one of the margins 
of the nomowam. Read the frequency at the extremity of the oblique 
line. This is the MUF of the path for the 12-layer at the selected month 
and hour. 

6. Repeat operations 1 to 5 for each even hour by using the corresponding 
charts, and-if necessary-the second origin meridian on the tracing. 

(d) To determine the MUF relating to theE- and F 1-layers (E-MUF) 

1. Select from Figs 114-125 the chart of zenith angle of the sun that 
corresponds to the month under consideration. 

2. Place the tracing over the selected chart so that the equator coincides 
with that of the chart and the origin meridian with 00 h. Make a note 
of the zenith angle that corresponds to the centre of the path. 

3. Select this angle on the left hand scale of the nomogram of Fig. 129. 
Select on the right hand scale of the same nomograph the sunspot 
number R1:1. Join the two points by means of a transparent rule and 
read the value of the E-2000-MUF from the oblique scale of the nomo­
gram (left hand graduations). 

4. Select this value on the left hand scale of the nomogram of Fig. 130 
and the distance on the right hand scale. By joining these two points 
by means of a transparent ruler, the E-MUF at 00 hUT can be read 
from the central scale. 

5. Repeat operations 1, 2, 3 and 4 for each even hour by sliding the 
tracing over the chart so that one of the origin meridians coincides 
successively with the even hours. 
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(e) The effective MUF of the path for each even hour is the higher of the 
F2-MUF and E-MUF as determined above. 

(f) The FrMUF can be converted to F 2-FOT by using the conversion 
scale of Fig. 128. 

The E-FOT is the same as the £-MUF. 
The effective FOT of the path is the larger one of these two FOT values. 
Note 1. When proceeding to calculate the field strength, and when the 

range is greater than 400 km, the process can be simplified by calculating 
the E-MUF by the method described in (b) in the next section. 

Note 2. It is usually unnecessary to calculate the £-MUF for ranges 
exceeding 2 000 km because propagation at these ranges is almost exclu­
sively by the Frlayer. 

MUF and FOT (ranges exceeding 4 000 km) 

(a) Follow the method described in (a) in the previous section, but trace­
if necessary-three -origin meridians (at separations of 360°), so that each 
terminal point of the path will be enclosed by Lwo origin meridians. 

(b) Follow the method described in (b) in the previous section, but 
instead of marking the centre of the path, mark two control points, each 
situated at 2 000 km from the corresponding terminal point. 

(c) Determine the F2-MUF for each hour at each control point, follow­
ing the instructions of (c) in the previous section. 

(d) For each hour, the MUF of the path is the lower MUF that corre­
sponds to the two control points. 

(e) Determine the FOT by using the conversion scale of Fig. 128. 

8.2.3.2 Calculating ionospheric absorption 

The absorption coefficient, which is required for calculating the field 
strength, is the product of three factors: 

I. coefficient K, depending on the zenith angle of the sun 
2. coefficient J, covering the effect of the season 
3. coefficient Q, covering the degree of solar activity. 

Coefficient K varies along the path. In practice, we use a form of 
average, represented by K, which varies with the hour. The product 
KQ = I is called 'absorption index'. 

The required absorption coefficients are: 
for ranges of less than 3 200 km: 

A= JQK = Jl 
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for ranges greater than 3 200 km: 

Ad= JQKd = J1d 

where d = length of path. 

Calculating 1 or Kd 

This is done by means of the tracing of the path we already used for 
calculating the MUF, and Figs 114-125, 129, 131 and 132. 

This tracing contains: 

1. the path of the great circle, graduated in distances of 500 km 
2. the equator and the origin meridian of the hours (or several origin 

meridians, at separations of 24 h) 
3. the value of I or Kat each point of the path at a certain hour is found 

by first placing the tracing on the chart of Figs 114-125 that corre­
sponds to the month under consideration, so that the equator as well 
as the origin meridian coincide with the meridian corresponding to 
the time (UT) for which the absorption has to be calculated. The 
zenith angle of the sun can be read at the point considered. 

The next step is to enter the zenith angle on the left hand scale of Fig. 129 
and the sunspot number R 12 on the right hand scale. I is then read from the 
right hand graduation of the oblique central scale. Selecting the sunspot 
number R12 = 0 on the right hand scale, one reads K from the same gradua-, 
tion of the same scale. 

We now only have to calculate the mean values 1 or Kd. 

Ranges smaller than .3 200 km; determination of 1 

If the whole path lies in the zone where the zenith angle is greater than 
105°, we obviously have 1 = 0. 

If the zenith angle is smaller than 105° at the two terminal points of the 
path, the value of I at the centre is taken as 1. 

If one of the terminal points is in a zone where the zenith angle is smaller 
than 105° and the other point in a zone where it is greater: 

1. Determine length d' of the path situated in the zone where the zenith 
angle is smaller than 105°. 

2. Calculate value of I at the centre of d', name it I 0 . 

3. Use the formula: 
d' 

l= Io­
d 

Carry out this calculation for each hour UT. 
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July; 08h; R12 =0; EJF (zero) F2 (MHz) 
so• so• 120• 1so• 1so• 1so• 120• so• so• 3o• o• 3o• so• 

~ ~5 -

Fig. 126 

July; OBh; R12= 100; EJF (zero) F2 (MHz) 

Fig. 127 
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Fig. 128 Nomogram for transforming F2-zero-MUF and £2-4000-MUF 
to equivalent maximum usable frequencies at intermediate transmission 
distances; conversion scale for obtaining optimum working frequency (POT) 
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Fig. 130 Nomogram for transforming £-layer 2000-MUF to equivalent 
maximum usable frequencies and optimum working frequencies. The F1-layer 

is approximately accounted for at distances between 2000 and 4000 km. 
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Ranges exceeding 3 200 km; determination of Kd 

Determine as described above the values K 1 and K 2 of K at the two 
terminal points of the path. 

Determine length d' for that part of the path where the zenith angle is 
smaller than 105°. 

Enter on the nomogram of Fig. 131 the values of (K1 + K2)and d' and 
read Kd from the left hand scale. 

Kd Kj +K2 
13 

0 

12 0·1 

0·2 

II <'s~a 0·3 ~ Do 
i:9a 

0·4 
10 / Do 
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9 /. Lbo 
/17. ~0 0·6 

a 
/._r. Do 0·7 

8 
0a Goo 0·8 

7 
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0·9 ,~, Do 
oa 

Ss,Do 1·0 ~aaoo 6 &sao ·-+$" 
6'Cb 0 \) 1·1 
>~o 

5 
>oo o " 1·2 esq? 

s~Oo0 1·3 sa t:b 
4 ..,s. Do 1-4 ..,a oo 

J's. oo 1·5 
3 J'~O 

<"s, 1·6 
<"a oo 

2 ;~oo 1·7 Oo 
1·8 

1·9 

0 2·0 

Fig. 131 Calculation of Kd for ranges up to 20 000 km 

Carry out this calculation for each hour UT. 
Note. If the length of the path is approximately 20000 km, it must be 

divided into two parts. Calculate Kd for each part and add the results. 
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Auroral absorption 

If the path traverses one of the auroral zones, the waves are subjected to 
very strong and very variable absorption. A rough estimate of this absorp­
tion can be made by means of Fig. 132, by placing the tracing on this 
figure in the manner described above. The correction which should be 
added to I or told is made as follows: 

For ranges smaller than 3 200 km, read the values of K for points 500 km 
apart from the curves of the figure and establish the mean value K.. 
Multiply this result by: 

Q = 1 +0·0037 R12 

where R 12 = sunspot number. This gives us I. 

H.l!:tON HlnOS 

HHlON HlnOS 

Fig. 132 Absorption in auroral regions 
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For ranges greater than 3 200 km, determine the distance along the arc 

of the great circle between the curves of the figure, multiply each distance 
by the mean value of K on the two curves that enclose it. and sum the 
products obtained. This gives Kd. 

Add the result to the value of either 1 or Kd obtained by means of the 
normal method. 

Calculating J and A 
J is given in the table of Fig. 129. We have: 

who: 

A = Jl (for distances smaller than 3 200 km) 
Ad = JQKd (for distances greater than 3 200 km) 

Q = 1 +0·0037 R 12 

8.2.3.3 Received field strength 
The calculation method described below applies to frequencies defined 
in advance. See Section 8.2.3.5 below for the selection of these frequencies. 

Range (km) 

Fig. 133 Ionospheric wave; departure or arrival angle against range 
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Calculation of the field received only makes sense for frequencies below 
the MUF, because higher frequencies are not propagated. 

The field received depends on: 
1. the power of the transmitter 
2. the gain of the antenna in the direction of propagation, therefore on 

the elevation angle. The latter in tum depends on the reflecting layer 
used and on the number of reflections from the ionosphere and the 
ground 
3. absorption during travel. 

Ranges of less than 400 km 
Possible modes and corresponding elevation angles 
The only important modes for small ranges are lXE and lXF. Mode lXE 
is always possible if the frequency to be used is lower than the E-MUF for 
the range under consideration. Mode lXFis only possible if the frequency 

dB -10 

dB -10 

Good ground 
H'A=0·02 

Frequency (MHz) 

Poor ground 
H'A =0·02 

dB -10 

Good ground 
H'A =0·05 

Frequency (MHz) 

~18: 
,~50° 
,.__40° 
__ .__30° 

---25° 
'--2oo 

Poor ground 
HIA =0·05 

Frequency (MHz) Frequency (MHz) 

Fig. 134 Ionospheric wave; gain of horizontal A/2 antenna 
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is both lower than the F2-MUF and higher than the occultation frequency 
of the £-layer. 

We therefore apply the following method: 
(a) Determine from Fig. 133 the elevation angle for modes 1XE and 1XF. 
(b) Read from curve IXE the distance corresponding to the elevation 

angle for IXF. Calculate the corresponding E-MUF by means of Fig. 130. 
This is the occultation frequency of the £-layer. 

(c) Compare the frequency under investigation to the E-MUF, the 
F2-MVF and the occultation frequency of the £-layer. This tells us which 
mode or modes are possible. 

(d) Make a note of the corresponding elevation angle or angles. 

Calculating field strength 

(a) Convert the power of the source into dB. related to 1 kW by means of 
Fig. 103. 

dB dB 

Frequency (MHz) Frequency(MHzl 
Fig. 135 Ionospheric wave; gain of horizontal l./2 antenna 
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(b) Determine the gain of the antenna for the frequency under investiga­

tion for that elevation angle (calculated above) which gives the greatest 
gain. This is done by means of Figs 134-160. Adding this gain to the power 
expressed in dB gives the 'apparent power'. 

(c) We now use the nomogram of Fig. 161 and enter on the left hand 
scale the apparent power as calculated above. 

(d) Enter on the right hand scale the absorption coefficient A obtained 
in Section 8.2.3.2. 

dB 

dB 

~= 40" 
0 3QO 

35° 

20° 

-5 15° 

12·5 

10 
-10 

7·5° 

-150 
50 

5 

w...,.. 70°-90° 
4QO '>.. 

030" 
25°::::::::::::::: 
25° 

-5 15° 
12·5 

10° 

-10 7·5 

50 
-15 

0 5 

10 15 20 

10 20 

Good ground 

H/A.=0·25 

25 30 
Frequency (MHzl 

Poor ground 
H/).•0·25 

30 
Frequency (MHzl 

Fig. 136 Ionospheric wave; gain of horizontal l/2 antenna 

(e) Join these two points by means of a transparent ruler. Follow the 
vertical corresponding to the frequency to its intersection with the trans­
parent ruler. Follow the oblique line passing through this intersection to 
one of the margins and read the field value in dB above l~t V/m. 
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·~O· Good ground /-VA=0·5 
~~::::::..-"::. = ::.:_=_-__________ - ---=--=- = 
15"- - - - - - - - - - - - - - - - - - - -

12·5°- - - - - - - - - - - - - - - - - - - -50" IO"::---:_:-::_:-:_:-::_~-=-~-=-""'-,..,-""-=""-,....,_,..,_:=-::,....,_,..,_::-::_,..,_ 
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~--------------------
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7·50·----­ ---------------
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Fig. 137 Ionospheric wave; gain of horizontall/2 antenna 
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Fig. 138 Ionospheric wave; gain of horizontall/2 antenna 
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Ranges between 400 and 3 200 km 

Possible modes and elevation angles 

The most important modes are IXE, IXF and 2XF. 
Mode IXE is possible when the frequency is lower than the E-MUF. 
Mode IXF is possible when the frequency lies between the occultation 

frequency of IXF by the £-layer and the F2-MUF. 
Mode 2XF is possible when the frequency lies between the occultation 

frequency of 2XF by the £-layer and the F2-MUF for half the range. 
It is essential to determine all possible modes and the corresponding 

elevation angles. This is done as follows: 
(a) Follow the method described in Section 8.2.3.l(c) for determining 

the F2-MUF for half the range (2 x F2-MUF). 
(b) Select the graphs (in Figs 162-169) that correspond to the distance 

(or enclose it). Take the curve that corresponds to the absorption coefficient 

Frequency {MHzl 

15 
Frequency {MHzl 

Fig. 139 Ionospheric wave; gain of horizontal ).{2 antenna 
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A and to the seasonal coefficient J as determined in Section 8.2.3.2. The 
intersections of these curves produce: 

1. E-MVF (which needs therefore not to be calculated by the more 
complex method described in Section 8.2.3.l(d). 

2. Occultation frequency of lXF by the £-layer. 
3. Occultation frequency of 2XFby the £-layer. 

(If the range lies b.etween these two graphs, the above data must be 
interpolated.) 

(c) We now know which modes are possible for the particular frequency, 
and the corresponding elevation angles can be read from Fig. 133. 

' ' ' ' 

GOOD GROUND 
H/A=O·I 

-10°----------------------

5o-------------- ---------

POOR GROUND 
H/A=O·I 

-30o 25 30 
Frequency (MHz) 

Fig. 140 Ionospheric wave; gain of vertical antenna on land 

Calculating field strength 

(a) Convert the power of the transmitter into dB related to I kW by 
using Fig. 103. 
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(b) Determine the antenna gain by means of Figs 134-160 for the 
elevation angle corresponding to one of the modes that have been found 
possible, as well as for the frequency under consideration. Add this gain 
to the result of the previous operation. 

(c) Determine the field strength for a radiated power of 1 kW on the 
graph corresponding to the mode under consideration, and add this value 
to that of the previous operation. This gives us the field value in dB above 
1p.V /m for the mode envisaged. 

(d) Follow the same method for the other possible modes and take the 
highest value as the field strength. 

Ranges greater than 3 200 km 

A great number of modes are possible at such ranges, including reflection 
or scattering by strongly ionized nuclei, which are sometimes outside the 
plane of the great cirCle through the transmitter and the receiver. The 
CRPL method does not claim to identify them; it is a purely empirical 
method. 

Elevation angle of waves 

The elevation angle is continuously variable, in general between 7 and 15°, 
but often between 0 and 30°. Several modes coexist frequently-each 
with a different angle. The transmitting antenna must therefore not 
possess too high vertical directivity. 

Calculating field strength 

(a) Convert the power of the transmitter into dB related to 1 kW, using 
Fig. 103. 

(b) Now use Figs 134-160 to determine the gain of the antenna used for 
that p~rticular frequency and for elevational angles of 5, 10, 15, 25 and 30°. 

(c) Convert these gains into power by means of Fig. 103. 
(d) Take the arithmatic mean of these powers. 
(e) Convert this mean into antenna gain by means of Fig. 103. This 

gives us the equivalent antenna gain for great ranges. Add to this gain the 
value of the power in dB, and we have the apparent radiated power. 

(f) Calculate the field for 1 kW radiated, using Fig. 170 or Fig. 171, 
according to the value of Ad. 

(g) Select the value of Ad obtained above on the right hand scale. 
(h) Select the range on the left hand scale. 
(i) Join these two points by means of a transparent ruler. Follow the 

vertical that corresponds to the frequency to its intersection with the 
transparent ruler. 

G) Read the field strength for 1 kW radiated in dB above 1p.V/m on the 
oblique line that passes through this intersection. 
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Fig. 145 Ionospheric wave; gain of L-antenna on land 
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(k) Add this value to the apparent radiated power and we have the 
field strength received, in dB above lpV /m. 

8.2.3.4 Discrimination gain 

Discrimination gain is zero for antennae with little directivity (rectilinear 
or L-shaped), or when the antenna is directed towards a strong source of 
noise (see Figs 71-96). 

In all other cases, discrimination gain equals the algebraic sum of the 
antenna gain (Figs 134-160) and the gain of the isotropic antenna at the 
same height, but with the opposite sign (Fig. 172). (The resultant gain is 
usually not achieved during periods of poor propagation. This fact may 
lead to the subtraction of 6 dB from high gains). 

The discrimination gain must be deducted from the required field 
(Section 8.2.1.4). 

8.2.3.5 Conclusions 

The results of the above calculations now allow us to determine the 
frequencies that must be used for a given communication. 

For a frequency to be useful at a given hour, it must at that hour be 
lower than the MUF, and the field received at this frequency at that hour 
must be greater than the required field at the same frequency and at the 
same hour. 

There are two possibilities: 

The frequencies are already known 

This is the case when they have been allocated by some authority. In this 
case: 

(a) We start by eliminating, for each hour, all frequencies higher than 
the MUF. 

(b) We calculate for each of the other frequencies the field received and 
the field required at each hour. All frequencies for which the field received 
is lower than the required field are removed. 

(c) All remaining frequencies, at each hour, can be used. The highest of 
them is always the most favourable if lower than or equal to the FOT. 

How to determine possible frequencies 

This case occurs for example when making a request for frequencies from 
the allocating authority. In this case: 

(a) We trace the curve of the MUF and the FOT as a function of the 
hour, which gives the upper limit. 

(b) We determine the LUF (Lowest Usable Frequency) for each hour 
and trace the curve. 

(c) The interval between the curves of the FOT (or to the limit, of MUF) 
and of the LUF is the usable frequency band for that particular link, 
at any time. 
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The simplest method for calculating the LUF is to calculate the field 

received (Section 8.2.3.3) and the required field (Section 8.2.1.1) for three 

different frequencies, e.g. the FOT, half the FOT and one quarter of the 

FOT. We then plot for each hour the curves of the field received and the 

required field as a function of frequency. The point of intersection of these 

curves indicates the LUF for that particular hour. 

Note 1. The LUF does not imply a sudden transition, as does the MUF. 

It has therefore only an approximate value. 

Note 2. When making a request for frequencies, the above calculations 

must be made for January and June, which represent the extreme propaga­
tion conditions. 

8.2.3.6 CCIR Computer program 
CCIR Report 252-2368 proposes a much more sophisticated method for 

the computation of both the MUF and the field-strength. 

The important features of this method are as follows. 

1. Ray tracing versus true height of the ionized layers is used. The relevant 

model of ionosphere includes two parabolic layers: 
'"i 
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Fig. 161 Field strength of ionospheric wave for ranges of less than 400 km 
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Fig. 162 Field strength of ionospheric wave for 1 kW radiated power 
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Fig. 163 Field strength of ionospheric wave for 1 kW radiated power 
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(i) E-Iayer, with a maximum of ionization at an altitude of 110 km, and 

with a semi-thickness of 20 km. The critical frequency f 0E is deduced from 
e>~Cperimental world maps. 

(ii) F2-layer, the value and altitude of ionization maximum of which are 
deduced from CCIR Report 340367• Semi-thickness of this layer is deduced 
from an unpublished Report by LEFTIN. 
2. Study of various modes for the same circuit. Up to 9 modes (the most 
probable ones) are studied. Probability of existence and field intensity are 
calculated for each of the selected modes. 
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Fig. 164 Field strength of ionospheric wave for 1 kW radiated power 
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For £-Modes, and for frequencies at or below the E-MUF, the prob­
ability assumed is 99 per cent. For F2-modes, the calculation of the prob­
ability is based on a x2 distribution, assuming a linear relation between 
F2-MUF and x2• 

An empirical formula is used to calculate the total ionospheric loss, while 
the ground reflection loss is calculated by the conventional theory. An 
'Excess System Loss', deduced from empirical tables, is added to take into 
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Fig, 165 Field strength of ionospheric wave for 1 kW radiated power 
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account the factors not covered by the previously mentioned calculations. 
3. The final listing gives, for every UT-hour: 

(i) The MUF (50 per cent of the days), the most probable mode for this 
frequency, and for the referred mode, the angle of departure, the propaga­
tion delay, virtual height of reflection, propagation loss between isotropic 
antennas, field intensity in dB above I microvolt per metre, signal power at 
the terminals of the receiving antenna, and probability that a specified 
signal level will be equalled or exceeded. 

(ii) For any specified frequency, the same data as supplied for the MUF~ 
plus the probability that the most probable mode as listed will exist. 

I x E reflection 
Frequency (MHz) 

1600km 

Frequency (MHz) 

I x ~ reflection I 600 km 

Fig. 166 Field strength of ionospheric wave for 1 kW radiated power 
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4. Due to the number of parameters involved and of modes investigated, 
as well as to the use of complex interpolation and cut-and-try procedures, 
the method can only be used with a computer program. The relevant 
program can be supplied by CCIR. 

8.3 METRE AND SHORTER WAVES 

Metre waves and waves with shorter wavelengths are used: 

E 

1. for coverage of a zone {TV, radio, communication between a fixed 
station and mobile stations, or between a number of mobile stations), 
or 

2 x F2 reflections 

30 
Frequency (MHz) 

I 600km 

> 
~ 
~ 
0 
.0 
0 

CD 
"0 

Frequency (MHzl 

I x 0_ reflection 2 400 km 

Fig. 167 Field strength of ionospheric wave for 1 kW radiated power 
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2. for point-to-point links, making use of: 
(a) line-of-sight propagation 
(b) diffraction 
(c) scattering. 

8.3.1 COVERAGE OF A ZONE 

275 

The simplest procedure is to calculate the range of the ground wave, using 
the method described in Section 8.2.3 for decametre and longer waves. 
The antenna gain is usually given by the manufacturer of the antenna. The 
omnidirectional antenna (vertical ).j4) has practically zero gain. Antennae 
mounted on vehicles usually possess a negative gain, that must be measured 
after the antenna has been installed on a certain vehicle. Figures I 09 and 
II 0 contain the propagation graphs to be used. The figures shown on the 
curves of these graphs are the heights h1 of the highest antenna, while the 

Frequency (MHz) 
2 x F2 reflections 2 400 km 

Frequency (MHz) 
I x F2 reflection 3 200 km 

Fig. 168 Field strength of ionospheric wave at 1 kW radiated power 
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Fig. 169 Field strength of ionospheric wave for 1 kW radiated power 

Fig. 170 Field strength of ionospheric wave for ranges greater than 3200 km 
and for 1 kW radiated power (small values of Ad) 
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other is assumed to be situated at a height h2 of 10 m. This makes 1t 

possible to determine the range of a radio station, or a base station for 
communication with vehicles. 

In view of the considerable effect of natural and artificial obstacles, 
especially those situated in the proximity of the antennae, all ranges 
calculated are only averages. The actually achieved range between two 
given stations may differ considerably from this value. If a computer is 
available, more accurate results can be obtained by the method described in 
Reference 231. 

8.3.2 POINT-TO-POINT LINKS 

The problem can be stated as follows: 
'Two geographic points and a frequency in one of the authorized bands 

are given. We wish to determine the power of the transmitter and the gain 
of the antennae required for the realization of the link.' 
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Fig. 171 Field strength of ionospheric wave for ranges greater than 3200 km 
and for 1 kW radiated power (large values of Ad) 
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Fig. 172 Calculation of discrimination gain (gain of isotropic antenna with 
horizontal polarization); H = antenna height 

F e 
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Fig. 173 Conversion of power and voltage into decibels above 1 watt 
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8.3.2.1 Terrain profiles 

When we want to calculate a link, we must first know the profile of the 
terrain between the two stations. This profile can be studied by means of 
maps, but its verification by topographic survey or photogrammetry is 
often mandatory. The maps or photogrammetric data give the altitude of 
the various points of the terrain in relation to sea level, but we must take 
into account the earth's curvature, and atmospheric refraction. 

Two methods can be used; these are detailed below. 

Curved ground method 
The profile is plotted on a sheet of tracing paper, placed on one of the 
diagrams of Figs 174 and 175, which take into account the earth's curvature 
as well as normal atmospheric refraction. The wave path (radio ray) can 
then be represented by a straight line. 

rn 

km 

Fig. 174 Curved ground method; diagram for terrain profile K = 4/3 

Flat ground method 
The profile is plotted on a sheet of transparent millimetre paper, using 
the scales of Figs 176-178: 

Vertical scale 1 : 20000; horizontal scale 1 : 1000000. 
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km 
Fig. 175 Curved ground method; diagram for terrain profile K = 4/3 

The path of the radio ray for normal refraction (K = 4/3) is given by 
the curve marked 'd x 0' of Fig. 176. The profile is then placed on this 
figure, so that the vertical lines of the profile are parallel to the vertical 
line in the centre of the figure, and shifted until its two terminal points are 
situated on the curve 'dx 0'. This curve, which represents the path of the 
radio ray, is then traced. Figures 177 and 178 allow one to trace in the same 
manner the radio rays forK= I and K = 0·8 respectively. 

Note. If the terrain is either very steep or almost flat, coincidence with 
the d x 0 curve will not be possible. In this case we must: 

(a) trace a straight line between the terminal points of the path on the 
first profile; 

(b) establish a second profile by vertical plotting of the positive or 
negative altitudes of the terrain in relation to the previously drawn straight 
line, and trace the rays on this second profile. 

8.3.2.2 Line-of-sight propagation 
First Fresnel zone 
Line-of-sight propagation does not only imply the absence of obstacles 
on the path of the ray between the stations. It is also necessary that the 
first Fresnel zone is at least partly free. The specifications issued by 
telephone companies or administrations, usually indicate which fraction 
of the first Fresnel zone must be free for a given value of K. The following 
method should be used to make certain that these conditions are satisfied: 
first trace the radio ray; then trace below this ray the first Fresnel zone. 
This is done as follows: 

(a) Determine the radius of the zone in the centre of the path by means 
of Fig. 179. 
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Fig. 179 Radius of first Fresnel zone at centre of path 

(b) Deduce the radius of the zone at a few points on the path, using 

Fig. 180. 
(c) Use Fig. 181 in the proximity of the antennae. 

(d) Join the thus obtained points and check the position of the ground 

and the obstacles in relation to the zone. 

0·2 0·3 0-4 

Fig. 180 Ratio of radius of first Fresnel zone to radius at centre of path 

0·5 
d 

75 
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Calculating the required power and antenna gain 
285 

(a) The required power at the input of the receiver in dB in relation to 
I W is determined as follows: 

I. If the threshold value of the receiver sensitivity in microvolts is known, 
convert this voltage into power by means of Fig. I73 (lower and 
right hand scales. Use the curve for 52 n or the curve for 75 n 
according to the input impedance of the receiver). 

2. If the sensitivity of the receiver is not kngwn, calculate the required 
power in dB in relation to I W by means of the following formula: 

~ 100 
.S 

10 

PR = -I94+ IOlogB+F 
where: B = passband at 3 dB points of the i.f. amplifier (in Hz) 

F = noise factor of the receiver (in dB). 

Ll --~~~~_L~~~~~--~~~LL~~---L--~~LL~~IOOO 
(~ O(~ 

I I 

-1 +5 -1 

Geometrical 
shadow 

1 I I I I I 1 I I I I I 

0 5 10 

x = Distance between obstacle and shadow limit 
r = Radius of the 1st. Fresnel zone 

(b) 
Fig. 181 

-1 X 

1 1 I 7 

I A ltenuation (dB) 
14 

(a) Radius of first Fresnel zone in the proximity of the antennae 
(b) Effect of an obstacle in the zone 
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This formula gives the power corresponding to the threshold of f.m. 
receivers, or tq, a signal-to-noise ratio of 10 dB for a.m. receivers. 

(b) Determine the attenuation in free space between isotropic antennae 
as a function of distance and frequency, using Fig. 183 (or Fig. 184 in the 
case of a passive reflector). 

(c) Calculate the loss in the antenna feeders and filters, using the data 
provided by the manufacturer. 

(d) Determine the fading margin. 
Figure 185 gives the fading margin directly as a function of the per­

centage of the total time, for the following conditions: temperate climate, 
uneven terrain, frequency 4 GHz. If the conditions differ from these, CCIR 
recommend that this figure should be used 'with care'. However, it would 
seem that the results for 6 GHz do not differ much from those for 4 GHz. 

In other cases, we must first of all know the percentage x of the total 
time during which fading is produced. This value may be known from 
experience, if other radio beams are being used under similar conditions. 

Diameter Angle Gain 
Frequency 

I 0 a G 300 f 

1000 10 

450 
500 

2 20 

200 

3 900 

100 30 
4 

5 50 

6 
40 2000 

7 
8 20 
9 

10 

10 50 
4000 

15 
5 

20 60 6000-
m 7000 

mp dB 8000 

11000 
MHz 

Fig. 182 Gain and beam angle of parabolic antennae 
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If no experimental data are available, 25 per cent is generally taken as the 
first estimate for preliminary calculations. The value of the signal which is 
exceeded a fraction Q of the time will then be that corresponding to the 
value Q1 = 100 Qfx, read off from the signal distribution curves for the 
type of fading in question. 

Percentage of time during which intensity of fading is not exceeded 

Fig. 185 Fading distribution for temperate climate (4 GHz) 

After Q1 has been determined, make use of this value in the graph of 
Fig. 196: 

1. For single reception over uneven ground, use the ctuve: 
'Rayleigh receiver.' 

2. For double diversity reception or instantaneous passage on a reserve 
circuit over uneven ground, use the curve: 

'Diversity by commutation-2 Rayleigh receivers.' 
3. For single reception with reflection from a very flat plain, or from the 

sea, use the curve : 
'1 receiver-2 components.' 

4. For double-diversity reflection or instantaneous passage on a reserve 
circuit, with reflection from a very flat plain or from the sea, use the 
curve: 

'Diversity by commutation-2 receivers, 2 components.' 
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(e) Add the results obtained in a, b, c and d, not forgetting the signs. The 

result is the sum 
PE+2G 

where: PE =transmitted power in dB in relation to 1 W. Figure 173 
(left hand and top scales) permits us to convert the dB into 
power. 

G = antenna gains (assumed to be equal for both transmitter and 
receiver) in dB. Antenna gain is usually indicated by the 
manufacturer. If parabolic antennae are used, their gain can 
be determined by means of Fig. 182. 
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E 
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150 

160 
dB 

Fig. 186 Attenuation between isotropic antennae on flat ground. Only valid 
if the result is higher than that obtained from Fig. 183. 
How to use this nomogram. 
Enter the relevant scales with the antenna heights H1 and H2. 
Read H m = (H1H2)i on the corresponding scale. 
Join H m to D, and read Eon the right-hand scale 
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Once we know which transmitters and antennae can be used for the link, 
it is easy to select the best solution by trying out various combinations of 
transmitters and antennae. 

8.3.2.3 Propagation by diffraction 

CiJrved earth method 

(a) Determine the required input power to the receiver in the manner 
described in (a) iii the previous section. 

(b) To calculate the attenuation between isotropic antennae as a 
function of distance, frequency and antennae heights, we can: 

1. Either add the results of Figs 186 and 187 (provided the heights of the 
antennae do not exceed the maximum height shown in Fig. 187) 

900 f 

450 

300 

160 

80 

40 
MHz 

50 

10 

20 

30 

40 
50 

100 

200 
km 

2 

3 

4 

5 

6 
7 
8 
9 

10 

20 

30 

40 

50 

60 
70 
80 
90 

100 
dB 

Fig. 187 Attenuation between isotropic antennae due to terrestrial curvature. 
To be used in conjunction with Fig. 186. Only valid if the antenna height does 
not exceed: 
135m at 40 MHz; 80 mat 80 MHz; 50 mat 160 MHz, 33m at 300 MHz; 

25m at 450 MHz; 15m at 900 MHz 
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2. or add the results of Figs 183 and 188. If the first method is applicable, 

it gives more accurate results. 

(c) An obstacle is considered as isolated if it constitutes the common 
horizon of the two stations (see Fig. 32 of Chapter 4). It is considered as 
thin if the radius of curvature R at its summit satisfies the inequality 

R < A./64 03 

(where ()is in radians, and Rand A. are expressed in the same units). 

~o, o,o, 
I- 2 I I I 

f 
900 

450 

300 

160 

80 

40 
MHz 

4 4 4 

10 10 10 

20 20 20 

30 30 30 

40 40 40 

50 50 50 

100 100 100 

E(01) 
30 
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26 

24 

22 
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19 

(18·3) 

19 

20 
dB 

E(Ozl 
26 

24 

22 

20 
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16 

14 

12 

10 

8 

6 

4 

3 

I 

E(031 
I 

4 

6 
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9 

10 

15 

20 

30 

40 

50 

dB 60 
50 100 500 1000 m 

20 50 

(Equivalent radius of the earth = 8 500 km) 

100 80 
dB 

Fig. 188 Attenuation between isotropic antennae related to attenuation in 
free space. To be used in conjunction with Fig. 183. 

For an isolated thin ('knife-edge') obstacle, calculate the loss due to 
the obstacle with the aid of Fig. 189. If the obstacle is high and thin 
enough to ensure that the first Fresnel zone is free on both sides between 
the stations and the obstacle, this loss is added to the loss in free space given 
by Fig. 183, increased by 6 dB. If this is not the case, the loss determined by 
Fig. 189 is added to that calculated by Fig. 186. 
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For several knife-edge obstacles (see Fig. 191), first of all, calculate as 
described above the loss produced by the obstacle which gives the 
strongest one (A in the figure), than that produced by obstacle B above 
the line AS2 (distance D1', height h'), and so on. 

~ 
01 

01 
h 

100 5000 

50 2000 

20 1000 f 

40t 500 80 
10 

160 
300 

5 200 450 
900 

MHZ 

2 100 

50 

0·5 20 

10 0·2 m 

0·1 
km 

Fig. 189 Attenuation caused by isolated obstacles 
Instructions for use: 

A 
6 

8 

10 

12 

14 

16 

18 

20 

22 

24 

26 

28 

30 

32 

34 

36 

38 

40 
d8 

1. Plot the terrain profile by means of the graphs of Figs 174 and 175. Plot the 
enclosing triangle and read off D1 and h. 

2. Use these values to define a point on the central ungraduated scale. 
3. Determine the attenuation by means of this point and the frequency. 

For a rounded obstacle, use Fig. 190. Calculate the values of Y and p from 
the formulae given in this figure, then note these values in the graph and 
read the loss. Add to the free-space loss, Fig. 183. 

(d) Calculate the loss in the antenna feeders. 
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How to use this nomogram 

{ v = 2·584 tp (da.dbf/d)l 
Calculate P = 0·663 rt fl (dfdadb)t 

d, da, db and r in km 
fin MHz 
tp in radians 
and enter the graph with these values. 

Fig. 190 Effect of a round obstacle 

Fig. 191 
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~\ 

Fig. 191(a) 

(e) Determine the fading margin. It is usual to take the following values 
for single reception: 

10 dB for an availability of90 per cent 
20 dB for an availability of 99 per cent 
30 dB for an availability of 99·9 per cent 
40 dB for an availability of 99·99 per cent. 

These values may be halved in the case of double diversity reception. 
(f) Add the results obtained from (a), (b), (c), (d) and (e). The final 

result is the sum : 

This is dealt with as described in section on calculating required power and 
antenna gain, part (e). 

Flat ground me~ 
The advantage of this method lies in the fact that it takes the curvature of 
the terrain into account. It is the most convenient method for terrains of 
complex shape, without having particularly high obstacles. 

(a) Determine the required input power of the receiver. 
(b) Trace the profile of the terrain as described in the flat ground method 

in Section 8.3.2.1. Place this profile successively on Figs 176, 177 and 178. 
Vertical lines of the profile must remain parallel to the central vertical line 
of the figure. Slide the tracing until the highest points and the terminal 
points of the profile are situated on the same curve. Read the multiplication 
coefficient (dx) from the curves on the three figures. 

(c) Calculate the hourly median of attenuation between isotropic 
antennae for the availability percentages corresponding to the three 
figures. This is done as follows: 

1. Determine the attentuation on flat ground by means of Fig. 186. 
2. Multiply the path length by the coefficient obtained in (b), and use 

this distance to determine the additional attenuation by means of 
Fig. 187. 

3. Add the results of Figs 186 and 187. 



PRACTICAL CALCULATION OF RADIO LINKS 295 
We now have three values of the hourly mean of attenuation, which 

roughly correspond to availabilities of 50, 99 and 99·99 per cent. 
(d) To calculate the attenuation for the required availability: 

1. Calculate the standard deviation of the time medians by means of the 
following formula: 

A(99%)-A(50%) 
(1= 

2·3 
or 

A(99·99%)- A( 50%) 
(1 = -------'--------'---

3·7 

Take the greatest of the values found. 
2. Select the value of a and the required availability in either Fig. 98 

(single reception) or Fig. 99 (diversity reception) and read the 
corresponding fading margin (taking rapid signal fluctuations into 
account). 

3. Add this margin to the value of attenuation during 50 per cent of the 
time, A(50 per cent), as calculated in (c). The result is the attenuation 
we wanted to determine. 

(e) Calculate the losses in the antenna feeders. 
(f) Add the results obtained in (a), (d) and (e). The result is interpreted 

as in (e) in the previous section. 

'Knife edge' obstacles 

When a sharp obstacle is present in the path, the attenuation of the 
propagation may be weak. (This phenomenon has been improperly called 
'obstacle gain'). 

These calculations are only valid if the terrain between the obstacle and 
the stations is not very rough. 

Attenuation is calculated as follows: 
(a) Calculate the value: 

Vo = ho[~C1 +}J]t 
(b) Trace the exact profile of the terrain on either Fig. 174 or Fig. 175. 

From each antenna, draw the tangent to the profile and determine 
graphically the distances and heights indicated in Fig. 19l(a). 

(c) The additional attenuation in relation to free space (to be added to 
the result of Fig. 183) will then be given by the formula: 

1 2nh 1 h~~ 12nh2 h;l A = 1 + 20 log v0 - 20 log sin ;:a;- -20 log sm ;x:-
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If the following two conditions: 

h _ 2n+l A.d2 } 
1 - 4 h' 

_ 2n'+l ')..~ 1 n,n'=0,1,2 ... 

h2- 4 h~ 
can be realized simultaneously, the attenuation will be as small as possible, 
and be reduced to: 

A= 1+20logv0 dB 

8.3.2.4 Propagation by scattering 

(a) Determine, as in (a) in 'calculating the required power and antenna 
gain' in Section 8.3.2.2, the required input power to the receiver. 

(b) Determine, using Fig. 183. the attenuation between isotropic 

0 0 
0 <D 
r<) <t 
I I I I I I 

-5 

Correction for frequency 
Frequency (MH zl 

0 0 oooo 
8 8 8888 
(\) <t <Df'--<0 = 

I I I I I I I, II II I 

0 5 10 
dB 

I - Temperate or continental tropical climates 
2- Equatorial climate 
3- Tropical coastal climate 
4- Desert climate 

Frequency: 1000 MHz 

0 

I 

0, d1, d2 in km 

h 1, h'1 , h2, h2 in m 

Correction for 
altitude of scattering (dB) 

5 10 

,I ! •' I '• I I 
5 10 

H, 

Ho 

30L---~~--L-~7~-L~I0~------~2~0-----L---L~5~0~~7~0~-LI~OO 

Fig. 192 Median attenuation by scattering 
8Cmrnd) 
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antennae in free space, which corresponds to the total distance between the 
actual antennae. 

@ 

(c) To calculate the median attenuation by scattering: 

1. Trace the profile of the terrain and the radio rays travelling from the 
two antennae to their respective horizons, by one of the two methods 

@ 
;g 
Q) 

I 0 c: I c: 
l!! I 
5 I 

~ 
I 

~ 
c: 
~ 
<> :::1 
"0 
Q) ... 
.s 
~ 

;g 10 
b 

9 

8 

7 

6 

5 

4 

3 

4 5 7 10 
(b) 

Fig. 193 
(a) Antenna-to-medium coupling loss. 

20 50 70 100 
6\:mrodl 

(b) Standard deviation of the scattered field (meaning of the curve numbers as 
per Fig. 192) 
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described in Section 8.3.2.1. Accurately determine the heights of the 
antennae, as well as the altitudes and distances to the antennae from 
the points where the radio rays meet the horizon. 

2. Calculate scattering angle 0, using the formula of Fig. 192. 

3. Determine the median scattering attenuation at 1 000 MHz as a 
function of this angle and of the climate, by means of the curves in the 
lower part of Fig. 192. 

(d) If the frequency is not 1 000 MHz, add the frequency correction 
shown on the nomogram at the middle left hand side of the same figure. 

(e) If the terrain is rough, add the altitude correction in the following 
manner: 

N 
I 

3 
"0 

E 

G= Antenna gain in free space 

O·l '------,-!::-;::----,-~----:;-~----:;::!:=----;o~----;o~~7;;!0"'0---;8,;:!00 

Range(km) 

Fig. 194 Frequency band that can be used in tropospheric scattering 
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Fig. 196 Distribution of signal-to-noise ratio for one section 

u Q u 

IO~o-s 

U = Median noise per section 

Fig. 197 Statistical noise distribution for 2n sections; line of sight; Rayleigh 
fading; simple reception 
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u 
~~~~~~-r.-~~r--r~~rrnT--r-rrrrnni02 

Noise 
U = Median noise per section 

Fig. 198 Statistical noise distribution for 2n sections; line of sight; Rayleigh 
fading, double reception; diversity with quadratic combinator 

U = noise 
median noise per section 

301 
dB 

I. Determine by means of the nomogram in the lower part of Fig. 188, 
the altitude H0 where scattering would take place if the ground were 
spherical. 

2. Determine on the profile the height H 1 where scattering actually 
takes place. 

3. Calculate the ratio HtfH0 and read the corresponding correction from 
the middle right hand nomogram of Fig. 192. 

(f) Calculate the losses in the antenna feeders and-if necessary-add 
the losses in duplex filters or circulators. 

(g) Calculate the attenuation margin as follows: 

1. Read from the lower graph of Fig. 193 the standard deviation of 
the hourly medians of scattering attenuations as a function of the 
angle of scattering and the climate. 

2. Read from either Fig. 98 (single reception) or Fig. 99 (diversity 
reception) the required fading margin. 
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Fig. 199 Distribution of signal-to-noise ratio with quadratic combinator 

(h) Add the results from (a), (b), (c), (d), (e), (f) and (g), taking the 
signs into account. The result is the sum: 

where: PE = transmitter power in dB in relation to 1 W. Figure 176 
(left hand and top scales) converts dB into power 

G = antenna gain (supposed equal at both ends) 
R = reduction in antenna gain, given as a function of G in the 

upper graph of Fig. 193. 
The antenna gain is usually indicated by the manu­

facturer. If parabolic antennae are used, their gain can be 
determined by means of Fig. 182. 

Once we know the various types of transmitter and antenna that can be 
used for the link, it is easy to choose the most suitable one by trying out 
different combinations of transmitters and antennae. 

(i) Figure 194 gives a tentative estimate of the usable frequency band of a 
circuit by tropospheric scattering as a function of antenna gain and 
distance. 

Q 



APPENDICES 

BASIC CONCEPTS OF MATHEMATICAL PHYSICS 

APPENDIX I UNITS 

A.l.l MKSA (or GIORGI) SYSTEM 

Units of the rationalized MKSA system are used in this book. They have 
the advantage of linking the units of mechanics with the electromagnetic 
units by adoption of the ampere as the fourth fundamental unit. 

This system is relatively recent (1950), so that many theoretical studies 
of recent years have been described either in one of the systems using CGS 
units, or in the mixed fundamental system. 

Equations expressed in these systems only differ from those expressed 
in the MKSA system by numerical coefficients. 

Table A. I shows the main units of the MKSA system used in this book. 

TABLEA.l 
Units of the MKSA (or Giorgi) system 

Relation to CGS units 

Quantity Symbol Unit Symbol electro- electro-
static magnetic 

Length d,D,l,h,etc. metre m 102 102 

Mass m kilo gramme kg 103 103 

Time t second s 1 1 
Work, energy wor W joule J 107 107 

Power p watt w 107 107 

Electric current ior I ampere A 3 X 109 w-1 

Potential difference v or V volt v 1/3 X 102 108 

Resistance or impedance r, R or Z ohm !> 1/9 X lOll 109 

Conductance G siemen s 9 X lOll w-• 
Conductivity u siemen 

per metre S/m 9 X 109 w-u 

Electric field EorE volt per metre V/m 1/3 X 104 108 

Magnetic field HorH ampere turns 
per metre At/m 12n X 107 4nxlo-a 

Dielectric constant e farad per metre F/m 36n x 109 4n X lQ-ll 
Magnetic permeability J.l. henry per metre H/m 10- 13/36n 107/4n 
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In the MKSA system: 
The speed of light (c) is 3 x 108 m/s. 

The dielectric constant B of a medium is usually expressed by 

B = B0B, 

where Bo = dielectric constant of free space = 10- 9/36n: F/m 

and B, = relative dielectric constant (referred to a vacuum) of the 
medium in question. 

Similarly, the magnetic permeability JL of a medium is expressed by 

Jl = JloJlr 

where Jlo = magnetic permeability in a vacuum = 4n x 10- 7 H/m 

and JL, = relative magnetic permeability (referred to a vacuum) of the 
medium in question. 

Furthermore we have 

1 1 
BoJLo = 9 x 1016 = ~ ( c = speed oflight in vacuo) 

A.l.2 LOGARITHMIC UNITS 

The quantities to be considered in propagation theory are subject to very 
large variations; they are usually expressed in decibels, referred to an 
arbitrary reference level. 

Powers are expressed in decibels referred to one kilowatt (watt). 
We have: 

P decibels = 10log10 P kilowatt (watt) 

Electric fields are expressed in decibels referred to 1 microvolt per metre. 
We have: 

E decibels = 20 log10 E microvolt per metre 



APPENDIX 2 PROPERTIES OF ELECTROMAGNETIC FIELDS 

A.2.1 ELECTROMAGNETIC FIELDS 

The presence of electromagnetic waves is shown by the simultaneous 
presence of two fields; each field can be represented by a vector (quantity 
possessing both magnitude and direction) whose value is proportional to 
the strength of the field and whose direction and sense are those of the field. 
These two fields are called the electric and the magnetic field; they are but 
two aspects of the same phenomenon, i.e. the electromagnetic field, which 
is capable of imparting part of its energy to a receiving antenna in the form 
of high frequency electrical energy. 

The effect of the field on an antenna (wire or loop) can be calculated by 
using either the. electric or the magnetic field; the result will obviously be 
the same in both cases. However, in the case of open antennae it is easier 
to start from the electric field, because the necessary calculations are then 
remarkably simple. Similarly, the effect of the field on a closed antenna 
(loop, ferrite) is best calculated by starting from the magnetic field. 

A.2.2 UNITS OF STRENGTH 

CCIR Report 227 (Section 6)415 recommends the presentation of the value 
of the electromagnetic field: 

l. for all frequencies by the value of the electric field in volts per metre, 
or a convenient submultiple. 

2. or for frequencies exceeding 1 000 MHz by the value of the energy 
(in watts) crossing a surface of I m2, perpendicular to the direction of 
propagation. 

However, the value of the electromagnetic field is sometimes defined by 
the power passing through a given solid angle. The latter may be expressed 
either in spherical angle (steradians), in circular degrees (angle at the 
centre of a cone with an opening of one degree), or in square degrees (angle 
at the centre of a quadrangular pyramid with an opening of one degree in 
each direction). 

A.2.3 POLARIZATION 

Apart from its strength, an electromagnetic field is defined by the direction 
of the electric field, i.e. the direction of polarization, or simply polarization. 
When this direction does not vary, we speak of plane polarization. When 
this direction rotates continuously, we call it circular or elliptical polariza­
tion, depending on whether or not the field remains constant during 
rotation. 



APPENDIX 3 MAXWELL'S EQUATIONS 

The elctromagnetic force obeys Maxwell's equations at any point in space, 
irrespective of bodies present. 

One can find the derivation of the referred equations for quasi-stationary 
conditions (slowly varying currents and voltages) in all books on electricity, 
starting from Ampere's theorem (work of a magnetic mass when describing 
a closed loop round a current) and Faraday's law (the induced electro­
magnetic force in any circuit is proportional to the rate of change of the 
flux linked with the circuit). Maxwell and many other authors who have 
written on this subject have shown that these laws are always valid, 
irrespective of the frequency of the current, provided the displacement 
current in the dielectrics is taken into account4 • 

In the study of electromagnetic wave propagation, there are neither 
electric charges nor magnetic masses. Furthermore, the magnetic perme­
ability of the media in which propagation takes place is very close to that of 
free space (J.t, = 1, p. = p.0). 

Adopting the following symbols: 

D = vector representing the electric displacement 

E = vector representing the electric field 

H = vector representing the magnetic field 

= vector representing the current of conduction 

u = conductivity of the medium 

e, = its relative dielectric constant 

we can write Maxwell's equations as: 

aH 
VxE = -p.0 -at 

. aD 
VxH = •+­ot 

aE 
(orife,isindependentoftime) VxH = uE+e0e, ot 

V.E = V.H = 0 

(A.l) 

to which we should add the equations of continuity of the tangential field 
components at the interface between two media: 

(ET)l = (ET)z} 
(HT)l = (HT)z 

(A.2) 
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It can also be shown that the electric energy stored per unit volume in a 

space with an electric field E equals: 

(A.3) 

and that the magnetic energy stored per unit volume in a space with a 
magnetic field H equals: 

(A.3a) 

Finally, the energy passing through a surface S equals the flux through 
this surface from Poynting's vector: 

dW = ExH (A.3b) 



APPENDIX 4 RETARDED POTENTIALS 

Maxwell's equations as written above are localized equations, relating the 
electric and magnetic fields at adjacent points. In order to relate these 
fields to their causes, i.e. to the movement of electric charges in the 
transmitting antenna, we use Lorentz's retarded potentials. 

The transmitting antenna is usually situated in air, so that we can write 
in good approximation: 

8, = 1 

We first define the function : 

0"=0 

'l'(r) = qt = e-Jwr/c (A.4) 

where r = distance from transmitter. The modulus of this function varies 
as 1/r and its phase rotates as that of a wave propagated along a ray rat 
the speed of light c. 

The retarded potentials are now defined by means of Kirchoff's equa-
tions: 

(A.S) 

where p = electric charge density, i = current density, and dv = volume 
element, the integral being extended to such a volume as to contain all 
charges and currents. 

The fields can be derived from these potentials by means of the equations: 

E = - VV- P.o a A} at (A.6) 
H=VxA 

The proof of these relations will be found in books on electrical theory 
and general radioelectricity4 • It is shown that the fields calculated by 
means of these equations satisfy Maxwell's equations. 



APPENDIX 5 HERTZIAN VECTOR 

To determine the electromagnetic field at a certain point, we must know 
the six components of E and H, which means the solving of six equations. 
However, these calculations can sometimes be considerably simplified by 
using the hertzian vector II, which is defined by three equations: 

an =A 
at 

V. II= -e0e,V 

vzn - e, azn = 0 
c2 ot 2 

Equations A.6 then show that: 

E = -
1 Vx(Vxll)} eoe, 

H=Vx 0n at 

(A.7) 

(A.8) 

Once we know the value of II, we can calculate both the electric and the 
magnetic fields. 

If the direction of the hertzian vector is also known-and this is very 
often the case in propagation problems-the calculation of the fields is 
reduced to calculating the modulus of this vector. The number of equations 
has thus been reduced from six to one. 

On the other hand, since the radio vector does not possess an immediate 
physical significance, any calculations based on its use will have an abstract 
character. 

We see from equations (A.8) that the fields are not modified by adding 
to vector II a vector with zero curl, i.e. the gradient of an arbitrary scalar 
function. This observation has been put to good use by Bremmer5 • 

The radio vector defined above can be easily calculated when starting 
from a source consisting of a system of electrical doublets (open antenna). 
Antipotentials can be obtained by permutating the magnetic and electric 
quantities, and hence the magnetic hertzian vector, which is easier to 
calculate when the source is a system of magnetic dipoles (closed antenna)10• 



APPENDIX 6 STATISTICAL DISTRIBUTIONS 

One of the most important causes of the variation in characteristic 
propagation values is the effect of the sun in all its manifestations (time of 
day, annual cycle, solar activity-a cycle of approximately II years). This 
is a systematic action which can be predicted; its effects should be isolated 
from those due to unpredictable causes. A discussion of the calculation 
methods used for this purpose-which are anyway rather arbitrary-would 
go beyond the scope of this book. 

These systematic variations are the subject of more or less long range 
predictions, which generally refer to the median value of the quantities 
considered. 

Around these predicted values, the field strength varies in an un­
predictable manner: a phenomenon commonly called fading. It is to be 
hoped that in the near future improved prediction methods (e.g. by the 
inclusion of new factors) will make it possible to remove some of the 
variations now considered unpredictable to the category of predictable 
variations. 

However, it is not likely that even improved predictions will permit us to 
forecast the exact properties of fields received at a certain instant and a 
certain place. There are so many parameters on which the various values 
depend that their local or instantaneous value does not seem to obey any 
formula. We therefore have to deal with random variables which depend 
on space (distribution of the field of a transmitter) and on time (fluctuations 
in the field received). Here we shall only consider fluctuations in time, 
which constitute a random process. 

It is easy to determine the percentage of time during which a variable 
exceeds a given value from observations made, and to plot the relevant 
curve. By exchanging the axes of this curve, we can calculate the value 
exceeded during a given percentage of the time-the distribution function. 
In order to provide a good quality of communication, we take as field 
value the value exceeded during a very large percentage of the time, e.g. 
90 or 99 per cent. On the other hand, to evaluate the chances of inter­
ference or unwanted listening, the value exceeded during a very small 
percentage of the time, e.g. 10 to I per cent should be taken; this value 
will nevertheless be far greater than the previous one. A value which is 
attained or exceeded during 50 per cent of the time is called a median value. 
One also makes use of the average value, which is the average of values 
observed at close intervals. 

For the theoretical study of phenomena, the observed distribution 
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function is conveniently replaced by another function, which corresponds 
as closely as possible to a known type of law, which has been analysed 
mathematically. 

The laws most widely used in the study of wave propagation are detailed 
below. 

A.6.1 RAYLEIGH'S LAW 

Lord Rayleigh401 has calculated the distribution function of the vector­
the sum of a large number of vectors with arbitrary phases and comparable 
amplitudes. We have: 

P(x) = e<-x't<x'» (A.9) 

where P(x) = probability that the sum of the vectors exceeds x (in the 
present case, P(x) represents the fraction of time during 
which the sum of the vectors exceeds x) 

<x2 ) = average value of the square of the sum of the vectors. 

This law depends on only one parameter, <x2 ), which is twice the square 
of the r.m.s. value of the variable. The law is only valid when this value 
remains constant. However, should the r.m.s. value vary slowly in time, 
one could still apply Rayleigh's law to the ensemble of the values of the 
variable during a time interval which is short enough to prevent the effective 
value from varying to any appreciable extent during this interval. This is 
why Rayleigh's law is commonly used to describe variations in the field 
received around its median time value, though the latter may vary from one 
hour to the next. Using the reduced variable: 

x2 x2 
t= -2- =-2-<x ) 2xr.m.s. 

we can write Rayleigh's law as: 
P(t) = e-t (A.10) 

We therefore have for small values oft (e.g. t < 0·1) in good approxi­
mation: 

P(t) ~ 1-t 

Table A.2 gives the value of t and the value in decibels of the same 
variable for a few specific probability values. 

P(t) (percentage) 0·1 
t = x2/2x'irr 6·9 
t (decibels) 8·4 

1 
4·6 
6·6 

TABLEA.2 

10 
2-3 
3-6 

50 
0·693 

-1-6 

90 99 99·9 
0·105 0·01 0·001 

-9·8 -20 -30 
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The reader will observe that in this distribution, the median value is 
1 ·6 dB less than the mean value of the square of the variable. In practical 
applications, the distribution is often referred to its median value. This is 
achieved by adding 1 ·6 to the t values in decibels. Recent investiga­
tions411·413 have shown that the distribution of the resultant remains very 
close to a Rayleigh distribution, even if the number of component vectors 
is rather small, e.g. 4 or 5. However, this is not true for the case of only 
two vectors; the distribution then strongly deviates from Rayleigh's law 
(see also Rice's law below). 

A.6.2 INVERSE RAYLEIGH'S LAW 

When receiving an f.m. wave, as long as the signal level remains above the 
threshold of the receiver the noise level at the output will be inversely 
proportional to the power of the signal received. If the signal power obeys 
Rayleigh's law, the noise will obey a law whose distribution function is 
defined by: 

P(N) = P(N < N t) = e< -No/Nil 

where N 0 = sound level without fading. 
Pearson called this the inverse Rayleigh's law428 . 
For small time percentages, the asymptotic law applies: 

N 
Q(N) = P(N > N 1) ~ _!! 

Nt 

(A.ll) 

(A.l2) 

The average noise value-in the sense of probability calculation-is 
therefore infinite. However, the noise power in a physical system is always 
finite. If Nmax represents this limit-determined by the characteristics of 
the receiving system-it has been shown424· 428· 432 that in this case, 
assuming Nmax ~ No 

(N) = N0 (0·423+2·3logN;;x) (A.l3) 

Pearson428 admits that the value of N0 in this equation must be increased 
by 3 to 7 dB. The probable cause is a reduction of the median signal value 
in the presence of fading. 

A.6.3 LAPLACE-GAUSSIAN LAW 

This law is by far the most used in probability statistics and has been the 
subject of many papers. 

It has been shown 12 that the sum of a large number of random variables 
that are centred on the same value tend to be distributed according to the 
Laplace-Gaussian law when the number of these variables increases 
indefinitely, provided that certain mathematical conditions are met-this 
is usually the case for physical variables (theorem of Liapounoff, or of the 
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central limit). Gaussian distribution will therefore very often be en­
countered in physics when phenomena resulting from a great number of 
random causes are described. 

It depends on two parameters: 

I. The average value of the variable (x), which-for this law-is 
moreover the same as the median value. 

2. The standard deviation a; its square a2 = ((x- (x))2 ) is called 
'variance'. 

The normalized deviation is defined by: 

x-(x) 
t=---

0" 

The probability density, i.e. the probability that the variable in question 
will be between t and ( t + dt) is then : 

1 p(t)dt = --e<-r>t2>dt 
(2n)t 

and the distribution function: 
1 t 

P(x) = TI(t) = -t J e< -r>t2> dt 
(2n) - 00 

(A. 14) 

Very complete tables of functions TI(t) and p(t) are available. Table A.3 
gives a few specific values of II(t): 

TABLE A.3 

n(t)(percentage) 0·01 0·1 I 10 50 90 99 99·9 99·99 
-3·7 -3-1 -2-3- 1·3 0 + 1·3 + 2·3 + 3-1 +3·7 

Experience has shown that field strengths (expressed in dB) in general 
obey the Laplace-Gaussian law, as far as propagation is concerned. Such a 
distribution is called a normal logarithmic distribution. 

A.6.4 RICE'S LAWS 

We shall group under this term the distribution laws of the sum of a 
sinusoidal variable (the signal) and one or several random variables (noise 
or signals). 

Laws of this type have first been proposed by Rice404 and elaborated by 
other authors411 • 413 . 

They allow in particular the study of the signal-to-noise ratio with 
various modulation systems, as well as the study of a signal which is 
propagated simultaneously along a normal path and along a certain 
number of other paths, through which it is much weaker. 
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However, the results obtained are rather complex because of the great 
number of parameters involved. We shall limit ourselves to mentioning 
the existence of these types of law. 

A.6.5 RESULTANT OF TWO RAYS 

In the case of communication by line of sight with sea reflection, direct and 
reflected rays have approximately the same amplitude; their phase 
difference is however variable and presents a uniform distribution. The 
power received is then: 

where ll<p = phase difference. 

W = 4sin2 A<p 
2 

If Q is the fraction of time during which the signal level is below a 
given level W, we have: 

(A.15) 

and for small time intervals: 
w ~ 1t2Q2 ~ 10Q2 

A.6.6 ALTERNATION OF TWO LAWS 

Pearson428 has represented the distribution of signal level in a section of a 
radio link, operating in line of sight by the random succession of a Ray­
leigh distribution and a normal logarithmic distribution with rT = 3. The 
result obviously depends on the fraction of the time during which Rayleigh 
distribution takes place. Pearson has published the corresponding distribu­
tion curves. 

A.6.7 COMPOSITION OF SOME PROBABILITY LAWS 

The study of wave propagation frequently prompts one to compose 
probability laws. The principle of compounded probabilities may be 
described as follows: 

If event C assumes the realization of two events A and B, its probability 
is the product of the probability of A and the probability of B occurring in 
the knowledge that A has occurred. 

Let us consider a few important cases431 . 

A.6.7.l 

To remedy fast and strong variations in signals received, the strongest of 
the signals received by several antennae or at several frequencies is chosen 
(diversity reception with selection combining). 

(a) Let us assume that the fast variations in the signals obey Rayleigh's 
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law (see above) and that there is no correlation whatsoever between the 
signals at the various receivers. 

The probability that the signal at one of the receivers has an amplitude 
of less than x (using the reduced variable t) is: 

Q(t) = 1-P(t) = 1-e-' 

If there are n identical receivers, the probability that the signals received 
by all these receivers have an amplitude of less than x (in virtue of the 
principle of compounded probabilities) will be: 

Q<nj(t) = (1-e-'t 

The probability that the chosen signal (the best signal received) has an 
amplitude of more than x will therefore be: 

(A.l6) 

Signal improvement is of particular importance in the case of weak 
signals. We have in this case: 

P(n)(t} :::::: 1- tn 

(b) In the case of two rays, a similar reasoning produces: 

W = 4 sin2 G Q11n) 
or for small time intervals: 

W ~ 10Q2fn 

(A.l7} 

The advantage of diversity reception is considerable when Q is small. 

A.6.7.2 

A still better result is obtained by appropriately combining the signals 
from the various receivers (diversity reception by maximal-ratio combining). 
Brennan412 has shown that if the signal obeys Rayleigh's law, and if the 
transmission is frequency modulated, the best combination is obtained 
when: 

where: 

n 

S+N = Iai(si+ni) 
1 

. = (<sf))t 
a, <nf) 

S and B are the signal and noise values at the output of the combining 
device. si and ni are the signal and noise values at the output of the receiver. 
(si 2 ) and (ni 2 ) are the values of signal and noise levels measured over the 
time interval which corresponds to the time response of the combining 
device (of the order of milliseconds). 
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Assuming that this optimum combination is realized at each instant, the 
following relation can be shown to exist between the instantaneous levels: 

(A. IS) 

Putting 

(S2) = F2 nd (sf!_ = // 
(N2) a (nf) ' 

we now assume that (F2 ) and <If> are their average values during a 
large time interval. 

The instantaneous values of s1 and n1 obey Rayleigh's law. Because of the 
analytical form of this law, this also applies to their quotient. 

Putting 

J? F2 
<fl> = t1 and (F2 ) = t 

equation (A.l8) becomes, observing that the average values of the two 
terms of this equation are equal: 

n 
t=Ltl (A.l9) 

1 

On the other hand, the probability that the signal-to-noise ratio at the 
output of the receiver i will have a reduced value of less than t1 is: 

Q(t1) = 1-e-'' 

The probability that this value will lie between t1 and (t1 + dt1) is therefore: 
q(t1) = e_,, 

The probability that the resulting signal will have a reduced value of less 
that t is therefore: 

•times n " J J exp(-})1) n dt1 
• • • • I 1 

the integral being expanded in virtue of equation (A.l9) to the range 
defined by: 

n 

Lt1 ~ t 
1 

Carrying out this calculation we find: 
(a) for two receivers: 

P(2)(t) = P(t) (1 + t) 
which can be reduced for small values of t to: 

t2 
p(2lt) ~ 1-2 

(A.20) 
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(b) for four receivers: 

Pc 4 >(t) = P(t)( 1 + t+ ~ + ~) 
or for small values of t: 

A.6.7.3 
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(A.21) 

An often occurring case is that the monthly median values of the signal are 
known and that we want to know its distribution in time by starting from 
these values. 

The distribution of the median values (or average values, which are 
identical in this case) expressed in dB of the signal around its monthly 
median, is a Gaussian distribution, whose standard deviation we know in 
another connection. 

The distribution of the instantaneous values around the median value 
is a Rayleigh distribution. 

If PG(x) represents the probability (calculated according to the Gaussian 
distribution by using the given monthly median value and the given 
standard deviation) for the median signal value to lie between x and 
(x+dx) dB, and if PR(x) represents the probability (calculated according 
to Rayleigh's law or diversity reception distribution laws) for the instant­
aneous signal value to exceed x dB, the probability that the signal exceeds 
x dB is: 

+oo 

P(x) = J PR(xt)pG(x2)dx2 (A.22) 
-oo 

with x1 +x2 = x. 
A more practical form of this equation for numerical calculation when 

P(x) is large, is: 
+oo 

P(x) = 1- J [1-PR(x 1)]PG(x2)dx2 
-oo 

The integral can be calculated by a method of numerical approxi­
mations t. 424. 431. 

A.6.7.4 
In the case of a radio beam in line of sight, the noise levels of successive 
sections must be summed to obtain the total noise at the output of the 
circuit. Curtis42 has studied the resulting distribution by starting from a 
distribution he found by experiment. It would seem more logical to carry 
out the calculation by assuming that fading obeys Rayleigh's law432 . 
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Let us put: 
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N 
U=­

No 
(A.23) 

where N 0 = noise level without fading (or a higher level if one admits 
Pearson's theory mentioned in Section A.6.2). 

(a) With single reception we have in accordance with Section A.6.2: 

P(N)=e-t;u (A.24) 
and therefore: 

e-1/U 
dP(N) =-U2 dU 

If U1 and U2 represent the values of parameter U for two successive 
sections, we can write the law of distribution of the noise level at the output 
of the second section as: 

u 
P(2)(N) = J P(U 1). dP(U 2 ) 

0 

where u = ul + u2 (adding the noise levels). 

Similarly: 
u 

P(2"l(N) = J P<2<n-t>>(Ut)dP(2<"-'>>(U2) 
0 

(A.25) 

(A.26) 

These equations enable us to calculate by numerical integration the 
noise level at the output of a radio beam with 2" equal sections. 

For small time intervals, corresponding to high noise levels, we find the 
following asymptotic equation: 

n 
1-P(n)(N) = Q(n)(N) ~ U 

In the case of unequal sections, this asymptotic equation still applies 
if we take the arithmetic average of the lengths of the sections instead of 
the length of the equivalent section431 • 

(b) In the case of diversity reception, similar calculations must be 
carried out, but substituting for equation (A.24) an equation found by 
substituting (A.23) in one of the equations (A.16), (A.20) or, exceptionally, 
(A.21). 

The following asymptotic equation applies to maximal ratio combining 
for two receivers: 

n 
1-P<n>(N) = Q<n>(N) ~ 2U2 

and for reception by means of selection combining of two receivers: 

. n 
1-P<n>(N) = Q<n>(N) ~ U 2 
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A.6.7.5 

The distribution of the hourly means of the noise level at the output of a 
radio beam which functions by means of tropospheric scattering, can be 
calculated in a similar manner as described in the two preceding para­
graphs, but the Rayleigh distribution (or distributions derived from it) 
must be replaced by normal logarithmic distributions whose standard 
deviation depend on the length of the section1 59 • 

(a) Sheffield425 has described a very practical method-based on the 
use of nomograms-for calculating the parameters of the normal 
logarithmic distribution, which is closest to the resultant distribution. 

(b) Jacobson414 has proposed a more precise solution, which takes into 
account the third moment of the distribution, and which can be applied 
to all experimentally determined distributions. Calculation is necessarily 
more complicated. This method has been officially adopted by CCIR and 
formed the basis of the studies of CNET167 . 

A.6.8 REPRESENTATION OF PROBABILITY LAWS 

CCIR Recommendation 311 137 advises the use of specially ruled paper for 
the presentation of the observed probability curves, such as putting the 
field strength in dB along the Y-axis and the probabilities along the X-axis, 
the normal logarithmic distribution is a straight line. This method of 
presentation is highly practical for studying the true distribution. Figures 
98-99 and 196-199 show detailed graphs of the more important distribu­
tions discussed in this section. However, the scales used differ for practical 
reasons from those recommended by CCIR. 
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In their most usual form, Fourier transforms allow the calculation of the 
spectrum G(m) of a current or of a variable potentialf(t). Conversely, they 
permit the calculation of the function f(t) of either the current or the 
potential by starting from its spectrum G(m) by means of the following 
reciprocal equation: 

G(m)= J:f(t).e-iwt.dt 1 
1 +co 

f(t) = 2- I G(m). eiwr. dm 
1t-co 

(A.27) 

In the particular case off(t) = 0 fort < 0 we can also use the analogous 
forms: 

G(m) = 1/(t).cosmt.dt 1 
2"" 

f(t) =-I G(m).cosmt.dm 
no 

for an even function, and 

G(m) = If(t).sinmt.dt } 

2"" 
f(t) =-I G(m).sinmt.dm 

no 

for an odd function. 

(A.28) 

(A.29) 

Fourier transforms supply the rigorous solution of the problem of shape 
modification of a signal traversing a dispersive medium such as the iono­
sphere. However, although very complete tables have been published, it is 
relatively seldom that the calculations can be carried out by analytical 
methods. Generally speaking, the transforms-and more specifically the 
inverse transforms-must be calculated numerically, so that the generality 
and apparent simplicity of this method becomes illusory. 

Fourier transforms are used in the theory of tropospheric scattering to 
establish the relations between the correlation coefficient as a function of 
the distance p, C(p) and the distribution of the dimensions of atmospheric 
irregularities. The latter distribution is called the spectrum S(K), with 
K = 1/1. 
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The following equations are used 108 

C(p) = r S(K)cosKpdK} 

2co 
S(K) =- J C(p)cosKpdp 

7to 
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(A.30) 

The transforms can also be expanded to functions with more than one 
variable. Still in the theory of tropospheric scattering, these transforms are 
used to transform the functions of a vector in a three dimensional space. 
The transform equations, expressed in a form similar to the previous one, 
are then123 

C(p)=J([s(K)e-J.II:P·d 3K} 
1 +co 

S(K) = -JH J C(p)eiJ[p. d3p 
81t -co 

(A.31) 

where d3 K and d3p represent the elementary volume in the space of 
vector K and vector p respectively. 

We can also move the numerical coefficient (l/27t, 2/7t or l/87t3) from 
one equation to another in the above pairs of equations. This is how they 
are used by some authors123• 132 and in equations (2.16) and (2.17). 



APPENDIX 8 FRESNEL ZONES 

A.8.1 GENERAL 

By virtue of Huygens' principle of superposition, if we consider a closed 
surface surrounding a light source, the illumination at a point outside this 
surface will be the same as when each point of this surface has been 
replaced by a light source of the same intensity for the illumination at this 
point. 

This principle can be applied to radio waves, provided only obstacles 
are considered that are sufficiently large in relation to the wavelength, and 
provided that the field is calculated at points that are sufficiently distant 
from the obstacles208 • These conditions are assumed to prevail in the 
following discussion. 

Let D be the distance between transmitter and receiver. The first 
Fresnel zone is defined as the ellipsoid of revolution about the axis joining 
the transmitter and the receiver (Fig. 200) in such a manner that the sum 
of the distances of a random point P on the surface of the ellipsoid to the 
transmitter and the receiver equals D + A/2. The equation of this ellipsoid 
is therefore: 

Fig. 200 

A second Fresnel zone is similarly defined by the equation: 

2A. 
SP+PE = D+-l 

and so on. 

A.8.2 DIMENSIONS OF THE FIRST FRESNEL ZONE 

Let r be the radius of the first Fresnel zone at a point Q situated at a 
distance xD from the transmitter. 

Distance D is always of the order of several kilometres in practical wave 
propagation problems. On the other hand, Fresnel zones are only useful 
in the case of line-of-sight propagation-only used for wavelengths of less 
than 10 m. Finally, we have seen in Section A.8.1 that the Huygens­
Fresnel theory is only valid starting a few wavelengths from the transmitter. 
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An elementary calculation gives under these circumstances: 
r = (A.D)![x(l-x)Ji 

323 

(A.32) 
Radius r attains its maximum value in the centre of the path, i.e. 

when x = 0·5. We then have: 

(A.D}t 
'max =-2- (A.33) 

The radius varies rather slowly when assuming a more distant position 
from the centre of the distance covered. When X = 0·1, r is still 0·6 r max· 

Except in very special cases, it is therefore sufficient in practice to calculate 
'max and to approximate the ellipsoid by a cylinder. 

In the proximity of antennae (but at a distance of more than 2..1. from the 
antennae) we have: 

r = (d..t)t (A.34) 

where d = distance xD at the centre of the antenna. 

A.8.3 DIFFRACTION BY SCREENS 

The presence of a screen in the path of radio waves between transmitter 
and receiver modifies the field received. However, this modification 
becomes noticeable only when the transmitter is situated in, or in the 
immediate neighbourhood of the geometric shadow. 

f' • E • R 

Fig. 201 

The simplest case is that of a thin screen with rectilinear and indefinite 
edges, which forms an opaque 'half plane'. In propagation studies, terrain 
irregularities are often compared to this type of screen. This rather 
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inaccurate hypothesis nevertheless sufficiently approaches reality, and 
greatly facilitates calculations. 

In Fig. 201 y represents the distance from the screen edge to the axis 
between transmitter and receiver, and is deemed to be positive in the 
direction towards free space, while r represents the radius of the first 
Fresnel zone at the place of the screen. We put v = 2tyjr. It is easy to 
calculate the field received by using Cornu's spiral (Fig. 202). All that is 
necessary is to join on the spiral, point I ( -0·5, -0·5) to reference pointy, 
and to measure distance 1 between these two points. 

Attenuation in relation to free space is therefore given by 
2t 

A= l-
2 

Examining this figure, we observe that this attenuation varies panicu­
Iarly rapidly when v varies from -I ·3 to +I ·3, i.e. when yfr varies from 
-0·92 to +0·92; this corresponds very closely to the limits of the first 
Fresnel zone. For this reason we always try to clear this zone when 
calculating a line-of-sight radio communication. 
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In the case of a transmitter and a receiver situated at a short distance from 
each other, and in the presence of a reflector at a distance d from the 
transceiving station, when the transmitter emits a wave represented by 

Et =Eo eirot 

the receiver will receive 
E2 = kEo eiro[t- (2dfc>J 

If the reflector is moving at a radial velocity V, in relation to the fixed 
station, we have: 

Hence 
E2 = kEo eiro[l(l-(2Vrfc)-(2do/c))] 

The effect for the fixed station will be as though vibration w had become 
w (I- 2 V,fc). The relative angular frequency variation observed by this 
station is therefore: 

(A.35) 

This variation of the frequency is called the Doppler effect. It is used for 
the very exact measurement of the radial velocity of a reflector. 

In the same way, if the reflector moves in a medium with a refractive 
index n, we have 

A.w = y_ = _ 2n V, 
w f c 

(A.36) 

Finally, similar but more complex equations exist for the case that 
transmitter and receiver are not contiguous. 



APPENDIX 10 CALCULATION OF THE 
SIGNAL-TO-NOISE RATIO FOR f.m. 

Radio links using metre and shorter waves are often used for f.m. trans­
mission of a multiplex telephony communication. Although this is not 
strictly a question of propagation, it may be useful to describe a method 
for noise calculation in a telephony channel using this type of link, as well 
as its statistical distribution in time. 

We must first determine the relation between transmission attenuation 
and noise in a telephony channel. We then use the statistical distribution of 
the attenuation to obtain the statistical noise distribution. 

A.IO.l BEHAVIOUR OF f.m. RECEIVERS 

Figure 203 is a sketch of the variation of the signal-to-noise ratio e in a 
telephony channel as a function of the carrier-to-noise ratio p at the 
receiver input. 

When pis lower than a certain threshold value (of approximately I 0 dB), 
the signal will be negligible or weak; this also applies to the signal-to-noise 
ratio. On the other hand, above a certain value of p, the signal-to-noise 
ratio acquires a constant value, due to residual receiver noise (saturation). 

'iD 
;:g Residual noise 

"' 

30 
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10 (approx.} 

Fig. 203 

Saturation 

p(dBl 

Above the threshold value, the signal will maintain a constant value. 
Between the threshold value and saturation, e and p are mutually pro­
portional. Radio links generally operate in this latter zone. We have 
(with p and e in dB): 

e = 20logAf-20Iogfm+10logB+p-38 (A.37) 
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where ,!l.f = peak frequency deviation (Hz) 

fm = mean frequency of the telephone channel under considera­
tion, at the output of the transmitting multiplexer (Hz) 

B = bandwidth at 3 dB points in the i.f. amplifier (Hz). 

All specifications of radio links are related to the highest frequency 
channelfm, for which e has the smallest value. 

The psophometric noise in this channel, expressed in dB in relation to 
I pW, is given by the equation: 

N = 81·5-e-E (A.38) 

where E. = pre-emphasis of the channel in dB (usually E = 4 dB). 

On the other hand, for a system where all components are at ambient 
temperature (this is the case in ground links; the case of spatial links is 
more complex), we have 

p = PT+2G-L\G-A-Ac+204-10logB-F (A.39) 

where PT = transmitted power in dB in relation to 1 W 

G = gain of each antenna in dB 

L\G = reduction in gain by tropospheric scattering 

A = propagation attenuation in dB 

Ac = attenuation in cables and filters, in dB 

F = receiver noise factor in dB. 

A.10.2 RELATION BETWEEN ATTENUATION AND 

THERMAL NOISE IN A SECTION 

When combining the three above equations, we have between threshold 
and saturation: 

N =-V-(2G-L\G)+(A+Ac) dBm Op 

where V = 168·5 + 20 log L\f- 20 logfm + PT- F +E. 
(A.40) 

Vis called the system value. It is usually given by the manufacturer. 
Its order of magnitude is 130-150 dB for line-of-sight systems, and can 
attain 180 dB for systems operating by tropospheric scattering. 

The sum of the other two terms represents the total attenuation between 
the transmitter output and the receiver in.Put. This gives a very simple 
relation between attenuation and thermal noise· in a section of a radio 
link, between the threshold value of the receiver and its saturation. 

A.10.3 STATISTICAL DISTRIBUTION OF THERMAL NOISE 

A.10.3.1 One section, line ofsight 

The statistical distribution of A has been studied in Chapter 8 (Section 
8.3.2.2). The appropriate values can simply be substituted in equation 
(A.40). 
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A.10.3.2 Several sections, line ofsight, land reflection 

(a) Calculate the median attenuation of each section (Section 8.3.2.2) 
(b) Calculate the corresponding noise by means of equation (A.40) and 

convert this value into pW. 
(c) Add all median noise values of the various sections (N0) in pW. 
(d) Determine fraction x of the total time during which fading occurs 

(usually x = 0·25) and divide the given percentage Q1 by this fraction. 

1. If the result is higher than 50 per cent, there is no additional attenua­
tion. 

2. lfthe result is lower than 50 per cent, it represents fraction Q = Qdx 
of the fading time. 

(e) Determine fraction y of the section where fading occurs simul­
taneously (y varies between 0·25 and 0·5; the greatest values correspond to 
homogeneous meteorological conditions along the path, and to north­
south paths). If n1 is the number of sections, we have therefore n = yn 1 

sections with simultaneous fading. 
(f) Enter the values of nand Q in Fig 197 (or by way of exception in the 

case of double-diversity reception in Fig. 198) and read the corresponding 
multiplier U. We then have a line noise of 

N = N 0[(1- y)n1 + U] pW 

A.10.3.3 One section; diffraction or scattering 

(a) Calculate the median attenuation and the standard deviation as 
indicated in Sections 8.3.2.3 and 8.3.2.4. 

(b) Deduce the median noise from the median attenuation by means of 
equation (A.40). 

(c) Enter the value of u and the required fraction of time: 

1. for single reception in Fig. 98 
2. for diversity reception with maximal-ratio combining in Fig. 199 in 

order to determine the increase in noise. 

(d) Add this increment to the median noise. 

A.10.3.4 Several sections; diffraction or scattering 

(a) Calculate the noise distribution in each section (Section A.10.3.3). 
(b) For larger percentages of time (Q ~ 0·8) add the noises corre­

sponding to the same percentage. 
(c) For small time percentages (Q < 0·1) add the percentages corre­

sponding to the same noise. 
(d) Join the curves obtained in an arbitrary fashion. 
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A.10.4 FIXED NOISE 
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To the variable thermal noise calculated in Section A.I0.2, we should add 
other sources of noise: 

(a) Thermal noise and intermodulation noise of modulator and de­
modulator, in stations using demodulation. 

(b) Thermal noise of the transmitter and residual noise from the saturated 
receiver. 

(c) lntermodulation noise from both transmitter and receiver. 
The values of these types of noise are indicated by the manufacturers. 

A.l0.5 NOISE AVERAGES 

Some CCIR recommendations refer to the noise average during one hour. 
This average can be calculated as follows: 

(a) Plot the statistical noise distribution on a sheet of double logarithmic 
paper (see for example Figs 197 and 198). 

(b) Calculate the noise average between Q = I and Q = 10- 1 by 
means of the formula: 

N _1 = 0·2[N(0·9)+N(0·7)+N(0·5)+N(0·3)] +0·1 N(0·15) 

(c) Calculate in the same manner the median between Q = 10- 1 and 
Q = 102 by means of the formula: 

N _2 = 0·02[ N(0·09) + N(0·07) + N(0·05) + N(0·03)] +0·01 N(0·015) 

(d) Continue to the maximum noise considered, which may be, according 
to the type of installation: 

I. the noise of a receiver without carrier wave (which gives a distinctly 
exaggerated result) 

2. the noise at the moment of 'squelch' (this result gives a better idea of 
the value of the circuit, provided the percentage of interruption by the 
squelch does not compromise the required time availability). 

A.10.6 RELIABILITY 

The circuit is interrupted when in any section the receiver (or all receivers 
if there are more than one) receive a carrier wave below the threshold 
value, or if the squelch operates (it usually operates at the threshold value, 
so that the conditions are equivalent). 

The interruption percentage for each section can be calculated as follows: 
(a) Calculate the difference between the mean attenuation and the 

attenuation corresponding top = 10 dB in equation (A.39). This difference 
is called the 'section margin'. 
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(b) In the line-of-sight case, enter this margin on curve a = 0 of Fig. 185 
and read the value of Q. 

(c) In the case of diffraction or scattering, enter in the same manner in 
either Fig. 98 or Fig. 99 the values of the margin and of cr, and read off Q. 

Reliability is defined by: 

R = 1-l:Q 

where !:Q = sum of values of Q found for the different sections. 
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