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Preface

This book deals with a variety of radio propagation phenomena in various

environments and describes the most important characteristics of radio propagation

in wireless communication links. Today we observe a conversion of existing

wireless networks, labeled as the second generation (2G), third generation (3G), and

fourth generation (4G) of wireless networks. To design such networks successfully,

it is very important to predict the propagation characteristics of each radio channel

used, to define the optimal location of subscribers, whether stationary or mobile, as

well as the number of base stations, in order to provide high quality of service (QOS)

for each individual subscriber located in a given area of service. These functions can

be achieved by using smart antennas at one or both ends of a communication link.

Accurate information about the physical propagation processes that occur in each

specific link increases the performance of smart antennas and the efficiency of

service (called grade of service, GOS) for each subscriber.

This book is intended for any scientist, practicing engineer and designer who is

concerned with the operation and service of radio links, including personal, mobile,

aircraft and satellite links. It examines different situations in the over-the-terrain,

atmospheric, and ionospheric communication channels, including rural, mixed

residential, and built-up environments for terrestrial links, atmospheric turbulences,

and different kinds of hydrometeors (rain, clouds, snow, etc) for atmospheric links.

For each channel we discuss the role of all kinds of obstructions on the corresponding

propagation phenomena that influence the transmission of radio signals through such

communication channels, in both line-of-sight (LOS) and obstructive non-line-of-

sight (NLOS) propagation conditions along the radio path between the transmitter

and the receiver antennas. The book also emphasizes how adaptive antennas, at

the link terminals, can be utilized to minimize the deleterious effects of such

obstructions.

The book introduces the reader to relevant topics in radio propagation in

various media and their applications in smart communication networks. Multipath

phenomena, path loss, large-scale or slow fading, and short-scale or fast fading are

xv



thoroughly described. The phenomena treated include free-space propagation,

propagation above an irregular terrain, in an inhomogeneous and stratified

atmosphere and ionosphere, the reflection, and diffraction by various obstructions

(hills, buildings, trees, hydrometeors, turbulences, plasma inhomogeneous struc-

tures, etc.), regularly or randomly distributed in an area of communication. Finally,

the authors try to show how to create a unified approach for predicting the main

propagation characteristics for different wireless communication channels using

adaptive antenna systems. That means a full prediction of all propagation

characteristics not only in space but also in azimuth, elevation, and time delay

domains, without which adaptive antennas and their corresponding algorithms

cannot be used successfully.

The structure of the book is as follows. The main parameters and characteristics

of radio propagation links, as well as the challenges in using adaptive antennas, are

briefly described in Chapter 1. Chapter 2 introduces the figures of merit and

fundamentals of regular antennas. Chapter 3 introduces the physics of electro-

magnetic wave propagation in random media, based on the principles of statistical

mechanics and quantum field theory, for applications in radio propagation above

rough terrains, turbulent atmospheres, and ionospheric plasmas. In Chapter 4, we

present the electrodynamics of radio propagation in free space, over smooth and

rough terrains, based on Huygens principle and Fresnel-zone concept. All aspects of

terrestrial radio propagation are covered in Chapter 5. First, we start with the

description of the influence of a single building, its shape and roof or wall structures,

on the radio pattern surrounding an antenna. Then, a general stochastic approach

is used to perform a link budget for different kinds of outdoor communication

links: rural, suburban, and urban on the basis of the physical aspects of the terrain

features. In Chapter 6, the effects of the atmosphere and its features (clouds, fog,

hydrometeors, rain, turbulences, etc.) on loss characteristics of any radio signal are

described with examples on how to design a link budget for several specific land-

atmospheric communication links. In Chapter 7, we give the reader information on

how an inhomogeneous ionosphere, containing quasi-regular layers, large, average,

and small sporadic plasma irregularities, affect radio wave propagation, focusing

on path loss and fading. Indoor propagation is discussed in Chapter 8, where

some models for practical applications in indoor communications are presented

through numerous experimental data. Chapter 9 describes the main aspects of

adaptive (or smart) antenna system technologies, such as antenna array and digital

beamforming, focusing on their special applications in terrestrial, atmospheric, and

ionospheric radio propagation for wireless mobile, personal, aircraft, and satellite

communication links. In Chapter 10, a general, three-dimensional, stochastic

approach is given to predict the joint angle-of-arrival, elevation-of-arrival, and

time-of-arrival ray distribution and the corresponding power spectrum distribution

in the space, angle, time, and Doppler frequency domains for different urban

environments, using smart antenna technology. Here, we propose a new concept on

how to predict the main propagation characteristics of the signal for wireless systems

using smart antenna systems. In Chapter 11, the advantages and disadvantages of the

proposed stochastic approach are discussed via a series of experiments carried out in
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different built-up areas. Then, on the basis of a unified stochastic approach, a general

algorithm that can be used to develop a link budget and to predict GOS, and which

also has to optimize the capacity of the information data stream within different

propagation channels, is presented. Chapter 12 concentrates on the design of cellular

communication networks based on radio propagation phenomena. Several examples

are presented and discussed. In Chapter 13, we verify the theoretical results described

earlier by using more precisely arranged experiments carried out in different urban

sites around the world. We do that by focusing our attention on the adaptive antenna

operational characteristics in the space, angle, time, and frequency domains. Finally,

Chapter 14 describes the different approaches, statistical or physical-statistical

used today in land-satellite communication links, as well as for mega-cell map

performance.
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CHAPTER ONE

Fundamentals of Radio
Communications

The purpose of this chapter is to familiarize the reader with the basic propagation

characteristics that describe various wireless communication channels, such as

terrestrial, atmospheric, and ionospheric for VHF to the X-band. Well-known

standards in wireless communication [1–10] are introduced for the prediction of path

losses and fading effects of any radio signal in various communication links, and

finally, new possibilities that can be obtained using smart antennas are discussed.

1.1. RADIO COMMUNICATION LINK

Different radio communication links (land, land-to-air, air-to-air) covering different

atmospheric and ionospheric conditions, include several components having a

plethora of physical principles and processes, with their own independent or

correlated working characteristics and operating elements. A simple scheme of such

a radio communication link consists of a transmitter (T), a receiver (R), and a

propagation channel. The main output characteristics of such a link depend on the

conditions of radio propagation in different kinds of environments, as shown in

Figure 1.1. According to Reference [6], there are three main independent electronic

and electromagnetic design tasks related to this wireless communication network.

The first task is the transmitter antenna operation including the specification of the

electronic equipment that controls all operations within the transmitter. The second

task is to understand, model, and analyze the propagation properties of the channel

that connects the transmitting and receiving antennas. The third task concerns the

study of all operations related to the receiver.

Radio Propagation and Adaptive Antennas for Wireless Communication Links: Terrestrial, Atmospheric

and Ionospheric, by Nathan Blaunstein and Christos Christodoulou
Copyright # 2007 John Wiley & Sons, Inc.
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The propagation channel is influenced by the various obstructions surrounding

antennas and the existing environmental conditions. Another important question for

a personal receiver (or handheld) antenna is also the influence of the human body on

the operating characteristics of the working antenna. The various blocks that

comprise a propagation channel are shown in Figure 1.1.

Its main output characteristics depend on the conditions of radio wave

propagation in the various operational environments where such wireless

communication links are used. Next, we briefly describe the frequency spectrum,

used in terrestrial, atmospheric, and ionospheric communications, and we classify

some common parameters and characteristics of a radio signal, such as its path loss

and fading for various situations, which occur in practice.

1.2. FREQUENCY BAND FOR RADIO COMMUNICATIONS

The frequency band is a main characteristic for predicting the effectiveness of

radio communication links that we consider here. The optimal frequency band

for each propagation channel is determined and limited by the technical re-

quirements of each communication system and by the conditions of radio

propagation through each channel. First, consider the spectrum of radio frequencies

and their practical use in various communication channels [1–5].

Extremely low and very low frequencies (ELF and VLF) are frequencies below

3 kHz and from 3 kHz to 30 kHz, respectively. The VLF band corresponds to waves,

which propagate through the wave guide formed by the Earth’s surface and the

ionosphere at long distances with a low degree of attenuation (0.1–0.5 per 1000 km

[1–5]).

Wireless Propagation ChannelWireless Propagation Channel

ReceiverTransmitter

Electronic

Channel

Electronic

Channel

Additive

noise
Absorption

Attenuation

(path loss)

Multiplicative

noise

(fading)

Additive

noise

Propagation Channel

FIGURE 1.1. A wireless communication link scheme.
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Low frequencies (LF) are frequencies from 30 kHz up to 3 MHz. In the 1950s and

1960s they were used for radio communication with ships and aircraft, but since then

they are used mainly with broadcasting stations. Because such radio waves

propagate along the ground surface, they are called ‘‘surface’’ waves [1–5].

High frequencies (HF) are those that are located in the band from 3MHz up to

30 MHz. Signals in this spectrum propagate by means of reflections caused by the

ionospheric layers and are used for communication with aircraft and satellites, and

for long-distance land communication using broadcasting stations.

Very high frequencies (VHF) are located in the band from 30 MHz up to

300 MHz. They are usually used for TV communication, in long-range radar

systems and radio navigation systems.

Ultra high frequencies (UHF) are those that are located in the band from

300 MHz up to 3 GHz. This frequency band is very effective for wireless microwave

links, constructions of cellular systems (fixed and mobile), mobile–satellite

communication channels, medium range radars, and other applications.

In recent decades, radio waves with frequencies higher than 3 GHz (C, X,

K-bands, up to several hundred gigahertz, which in the literature are referred to as

microwaves) have begun to be widely used for constructing and performing modern

wireless communication channels.

1.3. NOISE IN RADIO COMMUNICATION LINKS

The effectiveness of each radio communication link—land, atmospheric, or

ionospheric depends on such parameters, as [5]:

– noise in the transmitter and in the receiver antennas;

– noise within the electronic equipment that communicate with both antennas;

– background and ambient noise (cosmic, atmospheric, artificial man-made, and

so forth).

Now let us briefly consider each type of noise, which exists in a complete

communication system. In a wireless channel, specifically, the noise sources can be

subdivided into additive and multiplicative effects, as seen in Figure 1.1 [6,7,10].

The additive noise arises from noise generated within the receiver itself, such as

thermal noise in passive and active elements of the electronic devices, and also from

external sources such as atmospheric effects, cosmic radiation, and man-made noise.

The clear and simple explanation of the first component of additive noise is that

noise is generated within each element of the electronic communication channel due

to the random motion of the electrons within the various components of the

equipment [5]. According to the theory of thermodynamics, the noise energy can

be determined by the average background temperature, T0, as [1–5]:

EN ¼ kBT0 ð1:1Þ

NOISE IN RADIO COMMUNICATION LINKS 3



where

kB ¼ 1:38� 10�23 W� s� K�1 ð1:2Þ

is Boltzman’s constant, and T0¼ 290K¼ 17�C. This energy is uniformly

distributed in frequency band and hence it is called ‘‘white noise.’’ The total

effective noise power at the receiver input is given by the following expression:

NF ¼ kBT0BWF ð1:3Þ

where F is the noise figure at the receiver. The noise figure represents any

additional noise effects related to the corresponding environment, and it is

expressed as:

F ¼ 1þ Te

T0
ð1:4Þ

Here Te is the effective temperature, which accounts all ambient natural (weather,

cosmic noise, clouds, rain, and so forth) and man-made (industry, plants, power

engine, power stations, and so forth) effects.

The multiplicative noise arises from the various processes inside the propagation

channel and depends mostly on the directional characteristics of both terminal

antennas, on the reflection, absorption, scattering, and diffraction phenomena caused

by various natural and artificial obstructions placed between and around the

transmitter and the receiver (see Fig. 1.2). Usually, the multiplicative process in the

propagation channel is divided into three types: path loss, large-scale (or slow

fading), and short-scale (or fast fading) [7–10]. We describe these three

characteristics of the multiplicative noise separately in the following section.

1.4. MAIN PROPAGATION CHARACTERISTICS

In real communication channels, the field that forms the complicated interference

picture of received radio waves arrives via several paths simultaneously, forming a

multipath situation. Such waves combine vectorially to give an oscillating resultant

signal whose variations depend on the distribution of phases among the incoming

total signal components. The signal amplitude variations are known as the fading

effect [1–4,6–10]. Fading is basically a spatial phenomenon, but spatial signal

variations are experienced, according to the ergodic theorem [11,12], as temporal

variations by a receiver/transmitter moving through the multipath field or due to the

motion of scatterers, such as a truck, aircraft, helicopter, satellite, and so on. Thus we

can talk here about space-domain and time-domain variations of EM field in

different radio environments, as well as in the frequency domain. Hence, if we

consider mobile, mobile–aircraft or mobile–satellite communication links, we may

observe the effects of random fading in the frequency domain, that is, the
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complicated interference picture of the received signal caused by receiver/

transmitter movements, which is defined as the ‘‘Doppler shift’’ effect [1–7,10].

Numerous theoretical and experimental investigations in such conditions have

shown that the spatial and temporal variations of signal level have a triple nature

[1–7,10]. The first one is the path loss, which can be defined as a large-scale smooth

decrease in signal strength with distance between two terminals, mainly the

transmitter and the receiver. The physical processes that cause these phenomena are

the spreading of electromagnetic waves radiated outward in space by the transmitter

antenna and the obstructing effects of any natural or man-made objects in the

vicinity of the antenna. The spatial and temporal variations of the signal path loss are

large and slow, respectively.

Large-scale (in the space domain) or slow (in the time domain) fading is the

second nature of signal variations and is caused by diffraction from the obstructions

Base station

Scattering

Mobile

D
iff

ra
ct

io
n

Diffraction
+

Scattering

Reflection

LO
S

Diffraction

Scattering

FIGURE 1.2. Multipath effects caused by various natural and artificial obstructions placed

between and around the transmitting and the receiving antennas.
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placed along the radio link surrounding the terminal antennas. Sometimes this

fading phenomenon is called the shadowing effect [6,7,10].

During shadow fading, the signal’s slow random variations follow either a

Gaussian distribution or a lognormal distribution if the signal fading is expressed in

decibels. The spatial scale of these slow variations depends on the dimensions of the

obstructions, that is, from several to several tens of meters. The variations of the total

EM field describe its structure within the shadow zones and are called slow-fading

signals.

The third nature of signal variations is the short-scale (in the space domain) or

fast (in the time domain) signal variations, which are caused by the mutual

interference of the wave components in the multiray field. The characteristic scale of

such waves in the space domain varies from half-wavelength to three-wavelength.

Therefore, these signals are usually called fast-fading signals.

1.4.1. Path Loss

The path loss is a figure of merit that determines the effectiveness of the propagation

channel in different environments. It defines variations of the signal amplitude or

field intensity along the propagation trajectory (path) from one point to another

within the communication channel. In general [1–3, 6–10], the path loss is defined as

a logarithmic difference between the amplitude or the intensity (called power) at any

two different points, r1 (the transmitter point) and r2 (the receiver point) along the

propagation path in the medium. The path loss, which is denoted by L and is

measured in decibels (dB), can be evaluated as follows as [5]:

– for a signal amplitude of A(rj ) at two points r1 and r2 along the propagation

path

L ¼ 10 log
A2ðr2Þ
A2ðr1Þ

¼ 10 logA2ðr2Þ � 10 logA2ðr1Þ

¼ 20 logAðr2Þ � 20 logAðr1Þ ½dB� ð1:5Þ

– for a signal intensity J(rj ) at two points r1 and r2 along the propagation path

L ¼ 10 log
Jðr2Þ
Jðr1Þ

¼ 10 log Jðr2Þ � 10 log Jðr1Þ ½dB� ð1:6Þ

If we assume now Aðr1Þ ¼ 1 at the transmitter, then

L ¼ 20 logAðrÞ ½dB� ð1:7aÞ

and

L ¼ 10 log JðrÞ ½dB� ð1:7bÞ
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For more details about how to measure the path loss, the reader is referred to

References [1–3,6–10]. As any signal passing through the propagation channel,

passes through the transmitter electronic channel and the electronic channel (see

Fig. 1.1), both electronic channels together with the environment introduce additive

or white noise into the wireless communication system. Therefore, the second main

figure of merit of radio communication channels is the signal-to-noise ratio (SNR or

S/N). In decibels this SNR can be written as:

SNR ¼ PR � NR ½dB� ð1:8Þ

where PR is the signal power at the receiver and NR is the noise power at the receiver.

1.4.2. Characteristics of Multipath Propagation

Here we start with the general description of slow and fast fading.

Slow Fading. As was mentioned earlier, the slow spatial signal variations

(expressed in decibels, dB) tend to have a lognormal distribution or a Gaussian dis-

tribution (expressed in watts, W) [1–4,6–10]. The probability density function

(PDF) of the signal variations with the corresponding standard deviation, averaged

within some individual small area or over some specific time period, depends on the

nature of the terrain, of the atmospheric and ionospheric conditions. This PDF is

given by:

PDFðrÞ ¼ 1

sL
ffiffiffi
2

p
p
exp �ðr � �rÞ2

2sL

( )
ð1:9Þ

Here �r ¼ hri is the mean value of the random signal level, r is the value of the

received signal strength or voltage envelope, and sL ¼ hr2 � �r2i is the variance or

time-average power (hri indicates the averaging operation of a variable r of the

received signal envelope).

Fast Fading. In the case of stationary receiver and transmitter (static multipath

channel), due to multiple reflections and scattering from various obstructions sur-

rounding the transmitter and receiver, the radio signals travel along different paths

of varying lengths, causing such fast deviations of the signal strength (in volts) or

power (in watts) at the receiver.

In the case of a dynamic multipath situation, either the subscribers’ antenna is in

movement or the objects surrounding the stationary antennas are moving, so the

spatial variations of the resultant signal at the receiver can be seen as temporal

variations [11,12]. The signal received by the mobile at any spatial point may consist

of a large number of signals having randomly distributed amplitudes, phases, and

angles-of-arrival, as well as different time delays. All these features change the

relative phase shifts as a function of the spatial location and, finally, cause the signal

to fade in the space domain. In a dynamic (mobile) multipath situation, the signal
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fading at the mobile receiver occurs in the time domain. This temporal fading is

associated with a shift of frequency radiated by the stationary transmitter. In fact, the

time variations, or dynamic changes of the propagation path lengths, are related to

the Doppler effect, which is due to relative movements between a stationary base

station (BS) and a moving subscriber (MS).

To illustrate the effects of phase change in the time domain due to the Doppler

frequency shift (called the Doppler effect [1–4,6–10]), let us consider a mobile

moving at a constant velocity v, along the path XY, as shown in Figure 1.3. The

difference in path lengths traveled by a signal from source S to the mobile at points X

and Y is �‘ ¼ ‘ cos y ¼ v� cos y, where �t is the time required for the moving

receiver to travel from point X to Y along the path, and y is the angle between the

mobile direction along XY and direction to the source at the current point Y, that is,

YS. The phase change of the resultant received signal due to the difference in path

lengths is therefore

�F ¼ kD‘ ¼ 2p

l
‘ cos y ¼ 2pvDt

l
cos y ð1:10Þ

Hence the apparent change in frequency radiated, or Doppler shift, is given by fD,

where

fD ¼ 1

2p

��

�t
¼ v

l
cos y ð1:11Þ

It is important to note from Figure 1.3 that the angles y for points X and Y are the

same only when the corresponding lines XS and YS are parallel. Hence, this figure is

correct only in the limit when the terminal S is far away from the moving antenna at

points X and Y. Many authors have ignored this fact during their geometrical

explanation of the Doppler effect [1–4,10]. Because the Doppler shift is related to

the mobile velocity and the spatial angle between the direction of mobile motion and

the direction of arrival of the signal, it can be positive or negative depending on

FIGURE 1.3. Geometry of the mobile link for Doppler effect estimation.
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whether the mobile receiver is moving toward or away from the transmitter. In fact,

from Equation (1.11), if the mobile moves toward the direction of arrival of the

signal with radiated frequency fc, then the received frequency is increased, that is the

apparent frequency is fc þ fD. When the mobile moves away from the direction of

arrival of the signal then the received frequency is decreased, that is the apparent

frequency is fc � fD. The maximum Doppler shift is fDmax ¼ v=l, which, in our

futher description will simply be denoted as fm.

There are many probability distribution functions that can be used to describe the

fast fading effects, such as, Rayleigh, Suzuki, Rician, Gamma, Gamma–Gamma,

and so on. Because the Rician distribution is very general [1–4,10], as it includes

both line-of-sight (LOS) together with scattering and diffraction with non-LOS, we

briefly describe it in the following paragraph.

To estimate the contribution of each signal component, at the receiver, due to the

dominant (or LOS) and the secondary (or multipath), the Rician parameter K is

usually introduced, as a ratio between these components [1–4,10], that is,

K ¼ LOS� Component power

Multipath� Component power
ð1:12Þ

The Rician PDF distribution of the signal strength or voltage envelope r can be

defined as [1–4,10]:

PDFðrÞ ¼ r

s2
exp � r2 þ A2

2s2

� �
I0

Ar

s2

� �
; for A > 0; r � 0 ð1:13Þ

where A denotes the peak strength or voltage of the dominant component envelope,

s is the standard deviation of signal envelope, and I0ð�Þ is the modified Bessel

function of the first kind and zero-order. According to definition (1.12), we can now

rewrite the parameter K, which was defined above as the ratio between the dominant

and the multipath component power. It is given by

K ¼ A2

2s2
ð1:14Þ

Using (1.14), we can rewrite (1.13) as a function of K only, [1–3,10]:

PDFðxÞ ¼ r

s2
exp � r2

2s2

� �
expð�KÞI0

r

s

ffiffiffi
2

p
K

� �
ð1:15Þ

For K ¼ 0, expð�KÞ ¼ 1 and I0ð0Þ ¼ 1, that is, the worst case of the fading channel.

The Rayleigh PDF, when there is no LOS signal and is equal to:

PDFðxÞ ¼ r

s2
exp � r2

2s2

� �
ð1:16Þ
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Conversely, in a situation of good clearance between two terminals with no

multipath components, that is, when K ! 1, the Rician fading approaches a

Gaussian one yielding a ‘‘Dirac-delta shaped’’ PDF described by formula (1.9)

(see Fig. 1.4). We will use these definitions in Chapter 5 for the link budget design

inside a terrestrial radio communication system.

1.4.3. Signal Presentation in Wireless Communication Channels

To understand how to describe mathematically multipath fading in communication

channels, we need to understand what kinds of signals we ‘‘deal’’ with in each

channel.

Narrowband (CW) Signals. First of all, we consider a continuous wave CW or

narrowband signals. A voice-modulated CW signal occupies a very narrow band-

width surrounding the carrier frequency fc of the radio frequency (RF) signal

(e.g., the carrier), which can be expressed as:

xðtÞ ¼ AðtÞ cos 2pfct þ jðtÞ½ � ð1:17Þ

where AðtÞ is the signal envelope (i.e., slowly-varied amplitude) and jðtÞ is its signal
phase. For example, for a modulated 1 GHz carrier signal by a wire signal of

bandwidth �f ¼ 2fm ¼ 8KHz, the fractional bandwidth is very narrow, that is,

8� 103 Hz=1� 109 Hz ¼ 8� 10�6 or 8� 10�4%. Since all information in the

signal is contained within the phase and envelope-time variations, an alternative

form of a bandpass signal xðtÞ is introduced [1,2,6–10]:

yðtÞ ¼ AðtÞexp jjðtÞf g ð1:18Þ

0.5
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0
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Strength/rms, dB
–20 –5

PDF

FIGURE 1.4. Rician PDF distribution versus ratio of signal to rms.
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which is also called the complex baseband representation of xðtÞ. By comparing

(1.17) and (1.18), we can see that the relation between the bandpass (RF) and the

complex baseband signals are related by:

xðtÞ ¼ Re yðtÞexp j2pfctð Þ½ � ð1:19Þ

The relations between these two representations of the narrowband signal in the

frequency domain are shown schematically in Figure 1.5. One can see that the

complex baseband signal is a frequency shifted version of the bandpass (RF) signal

with the same spectral shape, but centered around a zero-frequency instead of the

fc [7]. Here, Xðf Þ and Yð f Þ are the Fourier transform of xðtÞ and yðtÞ, respectively
and can be presented in the following manner [1,2]:

Yðf Þ ¼
ð1

�1

yðtÞe�j2pftdt ¼ Re Yðf Þ½ � þ j Im Yðf Þ½ � ð1:20Þ

and

Xðf Þ ¼
ð1

�1

xðtÞe�j2pftdt ¼ Re Xðf Þ½ � þ j Im Xðf Þ½ � ð1:21Þ

Baseband

Signal

f
0

X(f)

Y(f)

∆f∆f

–fc +f
c

0 f

Real Bandpass

Signal

Real Bandpass

Signal

FIGURE 1.5. The signal power presentation of the frequency domain. Bandpath (upper

figure) and baseband (lower figure).
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Substituting for xðtÞ in integral (1.21) from (1.19) gives:

Xðf Þ ¼
ð1

�1

Re yðtÞe j2pfct
	 


e�j2pftdt ð1:22Þ

Taking into account that the real part of any arbitrary complex variable w can be

presented as:

Re½w� ¼ 1

2
wþ w�½ �

where w� is the complex conjugate, we can rewrite (1.22) in the following form:

Xðf Þ ¼ 1

2

ð1

�1

yðtÞe j2pfct þ y�ðtÞe�j2pfct
	 


e�j2pftdt ð1:23Þ

After comparing expressions (1.20) and (1.23), we get

Xðf Þ ¼ 1

2
Yðf � fcÞ þ Y�ð�f � fcÞ½ � ð1:24Þ

In other words, the spectrum of the real bandpass signal xðtÞ can be represented by

real part of that for the complex baseband signal yðtÞ with a shift of 	fc along the

frequency axis. It is clear that the baseband signal has its frequency content centered

around the ‘‘zero’’ frequency value.

Now we notice that the mean power of the baseband signal yðtÞ gives the same

result as the mean-square value of the real bandpass (RF) signal xðtÞ, that is,

hPyðtÞi ¼
hjyðtÞj2i

2
¼ hyðtÞy�ðtÞi

2

 PxðtÞh i ð1:25Þ

The complex envelope yðtÞ of the received narrowband signal can be expressed

according to (1.18), within the multipath wireless channel, as a sum of phases of N

baseband individual multiray components arriving at the receiver with their

corresponding time delay, ti; i ¼ 0; 1; 2; . . . ;N � 1 [6–10]

yðtÞ ¼
XN�1

i¼0

uiðtÞ ¼
XN�1

i¼0

AiðtÞ exp jjiðt; tiÞ½ � ð1:26Þ

If we assume that during the subscriber movements through the local area of service,

the amplitude Ai time variations are small enough, whereas phases ji vary greatly
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due to changes in propagation distance between the base station and desired

subscriber, then there are great random oscillations of the total signal yðtÞ at the

receiver during its movement over a small distance. Since yðtÞ is the phase sum in

(1.26) of the individual multipath components, the instantaneous phases of the

multipath components result in large fluctuations, that is, fast fading, in the CW

signal. The average received power for such a signal over a local area of service can

be presented according to References [1–3,6–10] as:

PCWh i �
XN�1

i¼0

A2
i

� �
þ 2

XN�1

i¼0

X

i; j 6¼i

AiAj

� �
cos ji � jj

	 
� �
ð1:27Þ

Wideband (Pulse) Signals. The typical wideband or impulse signal passing

through the multipath communication channel is shown schematically in

Figure 1.6a according to [1–4]. If we divide the time-delay axis into equal segments,

usually called bins, then there will be a number of received signals, in the form

of vectors or delta functions. Each bin corresponds to a different path whose

time-of-arrival is within the bin duration, as depicted in Figure 1.6b. In this case

   1      2     3     4      5      6      7     8      9     10   11 

(b)

t, µs

t, µs

P, dB 

P, dB 

(a)

~

~

FIGURE 1.6. (a) A typical impulse signal passing through a multipath communication

channel according to [1–4]. (b) The use of binds, as vectors, for the impulse signal with

spreading.
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the time varying discrete-time impulse response can be expressed as:

hðt; tÞ ¼
XN�1

i¼0

Aiðt; tÞexp �j2pfctiðtÞ½ �d t� tiðtÞð Þ
( )

exp �jjðt; tÞ½ � ð1:28Þ

If the channel impulse response is assumed to be time invariant, or is at least

stationary over a short-time interval or over a small-scale displacement of the

receiver/transmitter, then the impulse response (1.28) reduces to

hðt; tÞ ¼
XN�1

i¼0

AiðtÞ exp �jyi½ �d t� tið Þ ð1:29Þ

where yi ¼ 2pfcti þ jðtÞ. If so, the received power delay profile for a wideband or

pulsed signal averaged over a small area can be presented simply as a sum of the

powers of the individual multipath components, where each component has a

random amplitude and phase at any time, that is,

Ppulse

� �
¼

XN�1

i¼0

AiðtÞ exp �jyi½ �j jf g2
* +

�
XN�1

i¼0

A2
i

� �
ð1:30Þ

The received power of the wideband or pulse signal does not fluctuate significantly

when the subscriber moves within a local area, because in practice, the amplitudes of

the individual multipath components do not change widely in a local area of service.

Comparison between small-scale presentations of the average power of the

narrowband (CW) and wideband (pulse) signals that is, (1.27) and (1.30), shows that

when hAiAji ¼ 0 or/and hcos½ji � jj�i ¼ 0, the average power for CW signal and

that for pulse are equivalent. This can occur when either the path amplitudes are

uncorrelated, that is, each multipath component is independent after multiple

reflections, diffractions, and scattering from obstructions surrounding both the

receiver and the transmitter or the base station and the subscriber antenna. It can also

occur when multipath phases are independently and uniformly distributed over the

range of b0; 2pc. This property is correct for UHF/X-waveband when the multipath

components traverse differential radio paths having hundreds of wavelengths

[6–10].

1.4.4. Parameters of the Multipath Communication Channel

So the question that is remains to be answered which kind of fading occurs in a given

wireless channel.

Time Dispersion Parameters. First some important parameters for a wideband

(pulse) signal passing through a wireless channel, can be determined, for a certain

threshold level X (in dB) of the channel under consideration, from the signal
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power delay profile, such as mean excess delay, rms delay spread and excess delay

spread.

The mean excess delay is the first moment of the power delay profile of the pulse

signal and is defined as:

th i ¼

XN�1

i¼0

A2
i ti

XN�1

i¼0

A2
i

¼

XN�1

i¼0

PðtiÞti

XN�1

i¼0

PðtiÞ
ð1:31Þ

The rms delay spread is the square root of the second central moment of the power

delay profile and is defined as

st ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ht2i � hti2

q
ð1:32Þ

where

t2
� �

¼

XN�1

i¼0

A2
i t

2
i

XN�1

i¼0

A2
i

¼

XN�1

i¼0

PðtiÞt2i

XN�1

i¼0

PðtiÞ
ð1:33Þ

These delays are measured relative to the first detectable signal arriving at the

receiver at t0 ¼ 0. We must note that these parameters are defined from a single

power delay profile, which was obtained after temporal or local (small-scale) spatial

averaging of measured impulse response of the channel [1–3,7–10].

Coherence Bandwidth. The power delay profile in the time domain and the

power spectral response in the frequency domain are related through the Fourier

transform. Hence, to describe a multipath channel in full, both the delay spread

parameters in the time domain, and the coherence bandwidth in the frequency

domain are used. As mentioned earlier the coherence bandwidth is the statistical

measure of the frequency range over which the channel is considered ‘‘flat.’’ In

other words, this is a frequency range over which two frequency signals are

strongly amplitude correlated. This parameter, actually, describes the time disper-

sive nature of the channel in a small-scale (local) area. Depending on the degree

of amplitude correlation of two frequency separated signals, there are different

definitions for this parameter.

The first definition is the coherence bandwidth, Bc, which describes a band-

width over which the frequency correlation function is above 0.9 or 90%, and it is

given by:

Bc � 0:02s�1
t ð1:34Þ
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The second definition is the coherence bandwidth, Bc, which describes a

bandwidth over which the frequency correlation function is above 0.5 or 50%, or:

Bc � 0:2s�1
t ð1:35Þ

There is not any single exact relationship between coherence bandwidth and rms delay

spread, and equations (1.34) and (1.35) are only approximate equations [1–6,7–10].

Doppler Spread and Coherence Time. To obtain information about the time

varying nature of the channel caused by movements, from either the transmitter/

receiver or scatterers located around them, new parameters, such as the Doppler

spread and the coherence time, are usually introduced to describe the time variation

phenomena of the channel in a small-scale region. The Doppler spread BD is defined

as a range of frequencies over which the received Doppler spectrum is essentially

nonzero. It shows the spectral spreading caused by the time rate of change of the

mobile radio channel due to the relative motions of vehicles (and scatterers around

them) with respect to the base station. According to [1–4,7–10], the Doppler spread

BD depends on the Doppler shift fD and on the angle a between the direction of

motion of any vehicle and the direction of arrival of the reflected and/or scattered

waves (see Fig. 1.3). If we deal with the complex baseband signal presentation,

then we can introduce the following criterion: If the baseband signal bandwidth is

greater than the Doppler spread BD, the effects of Doppler shift are negligible at the

receiver.

Coherence time Tc is the time domain dual of Doppler spread, and it is used

to characterize the time varying nature of the frequency dispersiveness of the

channel in time coordinates. The relationship between these two-channel charac-

teristics is:

Tc �
1

fm
¼ l

v
ð1:36Þ

We can also define the coherence time according to [1–4,7–10] as the time duration

over which two multipath components of receiving signal have a strong potential for

amplitude correlation. One can also define the coherence time as the time over

which the correlation function of two various signals in the time domain is above 0.5

(or 50%). Then according to [7,10] we get

Tc �
9

16pfm
¼ 9l

16pv
¼ 0:18

l

v
ð1:37Þ

This definition is approximate and can be improved for modern digital

communication channels by combining Equations (1.36) and (1.37) as the geometric

mean between the two, this yields

Tc �
0:423

fm
¼ 0:423

l

v
ð1:38Þ
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The definition of coherence time implies that two signals arriving at the receiver

with a time separation greater than Tc are affected differently by the channel.

1.4.5. Types of Fading in Multipath Communication Channels

Let us now summarize the effects of fading, which may occur in static or dynamic

multipath communication channels.

Static Channel. In this case multipath fading is purely spatial and leads to con-

structive or destructive interference at various points in space, at any given instant

in time, depending on the relative phases of the arriving signals. Furthermore, fading

in the frequency domain does not change because the two antennas are stationary.

The signal parameters, such as the signal bandwidth, Bs, the time of duration, Ts,

with respect to the coherent time, Bc, and the coherent bandwidth, Tc, of the

channel are shown in Figure 1.7. There are two types of fading that occur in the static

channels:

A. Flat slow fading (FSF) (see Fig. 1.8), where the following relations between

signal parameters of the signal and a channel are valid [7–10]:

Tc � Ts; 0 ffi BD � Bs; st � Ts; Bc �
0:02

st
� Bs ð1:39Þ

Here all harmonics of the total signal are coherent.

B. Flat fast fading (FFF) (see Fig. 1.9), where the following relations between

the parameters of a channel and the signal are valid [7–10]:

Tc � Ts; 0 ffi BD � Bs; st4Ts; Bc � Bs ð1:40Þ

t f

sT

cT

cB

sB

FIGURE 1.7. Comparison between signal and channel parameters.

f

cB

sB

sT ts
t

FIGURE 1.8. Relations between parameters for flat slow fading.
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Dynamic Channel. There are two different types of fading also that occur in a

dynamic (mobile) channel:

A. Frequency selective fast fading (FSFF) (see Fig. 1.10), when fast fading

depends on the frequency. In this case following relations between the

parameters of a channel and the signal are valid [7–10]:

Tc � Ts; BD � Bs; st � Ts; Bc � Bs ð1:41Þ

B. Frequency selective slow fading (FSSF) (see Fig. 1.11), when slow fading

depends on the frequency. Therefore, the following relations between the

parameters of a channel and the signal are valid [7–10]:

Tc > Ts; BD < Bs; st < Ts; Bc � Bs ð1:42Þ

Using these relationships between the parameters of the signal and of a channel, we

can a priori define the type of fading which may occur in a wireless communication

link (see Fig. 1.12).

f

sB

cB

sT
t

ts

FIGURE 1.9. Relations between parameters for flat fast fading.
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FIGURE 1.10. Relations between parameters for frequency selective fast fading.
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FIGURE 1.12. Common picture of different kinds of fading, depending on the relations

between the signal and the channel main parameters.
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FIGURE 1.11. Relations between parameters for frequency selective slow fading.
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1.5. PROBLEMS IN ADAPTIVE ANTENNAS APPLICATION

The main problem with land communication links is estimating the ratio between the

coherent and multipath components of the total signal. That is, the Ricean parameter

K, to predict the effects of multiplicative noise in the channel of each subscriber

located in different conditions in the terrestrial environment. This is shown in

Figure 1.13 for various subscribers numbered by i ¼ 1, 2, 3, . . . .

However, even a detailed prediction of the radio propagation situation for each

subscriber cannot completely resolve all issues of effective service and increase

quality of data stream sent to each user. For this purpose, in future generations of

wireless systems, adaptive or smart antenna systems are employed to reduce

interference and decrease bit error rate (BER). This topic will be covered in detail in

Chapter 8. We present schematically the concept of adaptive (smart) antennas in

Figure 1.14.

Building 1 Building 1
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House

House

Park
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Tree Factory
Tree
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K4
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K6

T

FIGURE 1.13. Scheme of various scenarios in urban communication channel.
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Even with smart antennas (see Chapter 8), we cannot totally cancel the effects of

the environment, especially in urban areas, due to the spread of the antenna beam

(see Fig. 1.14). Chapters 5 and 10 will focus on terrain effects where a thorough

analysis of these effects on the design of wireless system will be presented.
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BIBLIOGRAPHY 21



CHAPTER TWO

Antenna Fundamentals

A radio antenna, transmitting or receiving, is an independent and yet integral

component of any wireless communication system. An antenna acts as a transducer

that converts the current or voltage generated by the feeding-based circuit, such as a

transmission line, a waveguide or coaxial cable, into electromagnetic field energy

propagating through space and vice versa. In free space, the fields propagate in the

form of spherical waves, whose amplitudes are inversely proportional to their distance

from the antenna. Each radio signal can be represented as an electromagnetic wave

[1], that propagates along a given direction. The wave field strength, its polarization,

and the direction of propagation determine the main characteristics of an antenna

operation.

Antennas can be divided in different categories, such as wire antennas, aperture

antennas, reflector antennas, frequency independent antennas, horn antennas,

printed and conformal antennas, and so forth [2–10]. When applications require

radiation characteristics that cannot be met by a single radiating antenna, multiple

elements are employed forming ‘‘array antennas.’’ Arrays can produce the desired

radiation characteristics by appropriately exciting each individual element with

certain amplitudes and phases. The very same antenna array configurations, when

combined with signal processing, lead to multiple-beam (switched beam) or

adaptive antennas that offer many more degrees of freedom in a wireless system

design than using a single antenna [11–14]. The subject antenna arrays, including

adaptive arrays, will be studied in detail in Chapter 9. In this chapter, we introduce

the basic concepts of antennas and some fundamental figures of merit, such as

radiation patterns, directivity, gain, polarization loss, and so on, that describe the

performance of any antenna.

Radio Propagation and Adaptive Antennas for Wireless Communication Links: Terrestrial, Atmospheric

and Ionospheric, by Nathan Blaunstein and Christos Christodoulou
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2.1. RADIATION PATTERN

The radiation pattern of any antenna is defined as the relative distribution of

electromagnetic energy or power in space. Because antennas are an integral part of

all telecommunication systems, the radiation pattern is determined in the far-field

region where no change in pattern with distance occurs. Figure 2.1 shows that if we

place an antenna at the origin of a spherical coordinate system, the radiation

properties of the antenna will depend only on the angles f and y along a path or

surface of constant radius. A trace of the radiated (or received) power at a fixed

radius is known as a power pattern, whereas the spatial variation of the electric field

along the same radius is called the amplitude field pattern.

Although a 3-D visualization of an antenna radiation pattern is helpful, usually, a

couple of plots of the pattern as a function of y, for some particular values of f, plus

a couple of plots as a function of f, for some particular values of y, give sufficient

information. For example, Figure 2.2(a) depicts the 3-D radiation pattern from an

ideal or very short dipole. Figure 2.2(b) shows the xy-plane (azimuthal plane,

y ¼ p=2Þ, called the principal E-plane cut, and Figure 2.2(c) is the xz-plane

(elevation plane, f ¼ 0) called the principal H-plane cut.

A typical antenna power pattern is shown in Figure 2.3. The upper part

depicts a normalized polar radiation pattern in linear, whereas the bottom figure

is actually the same pattern but in rectangular coordinates and in dB scale.

The radiation pattern of the antenna consists of various parts, which are known

as lobes. The main lobe (also known as main beam or major lobe) is the lobe

containing the direction of maximum radiation. In the case of Figure 2.3 the

main lobe is pointing in the y ¼ 0 direction. Antennas can have more than

one major lobe.

Azimuth plane

Elevation plane

x

y

z

L

E

E

rE

r

f

q
q

f

FIGURE 2.1. Spherical coordinate system for antenna analysis purposes. A very short dipole

is shown with its no-zero field component directions.
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In Chapter 9, we will see that one can create multiple lobes to track several

mobile users at the same time from a Base Station (BS). A minor lobe is any lobe

other than the main lobe. Minor lobes are usually divided into side lobes and back

lobes. The term side lobe refers to those minor lobes near the main lobe, and by a

back lobe we refer to a radiation lobe that is in the opposite direction to that of the

main lobe. Minor lobes usually represent radiation in undesired directions that can

cause interference in a mobile environment, and they should be minimized. The ratio

of levels of the largest side lobe over the major lobe is termed as the side lobe ratio or

side lobe level.

Another term that characterizes a radiation pattern is its half-power beamwidth

(HPBW) in the two principal planes. The HPBW is defined as the angular width of

the main lobe within which the radiation intensity is one-half the maximum value of

beam (see Fig. 2.3). Sometimes, we also use the beamwidth between the first nulls

(BWFN) around the main beam. The 3-dB beamwidth plays a major role in the

overall design of an antenna application. As the beamwidth of the radiation pattern

x

y

f

q

(b)

z

90°=HPBW

qsin

(c)

(a)

x

z

y

FIGURE 2.2. Radiation field pattern of far field from an ideal or very short dipole. (a) Three-

dimensional pattern plot. (b) E-plane radiation pattern polar plot and (c) H-plane radiation

pattern polar plot.
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increases, the side lobe level decreases, and vice versa. So there is a trade-off

between side lobe ratio and beamwidth of an antenna pattern.

Furthermore, the beamwidth of the antenna is also used to describe the resolution

capabilities of the antenna to distinguish between two adjacent radiating sources or

radar targets. That can play an important role when one uses an antenna to determine

the angle-of-arrival of a radio source.

(a)

Minor

 lobes

Main lobe

1.0

0.5

Half-power

 Beamwidth

(HPBW)

Beamwidth

between
 first nulls

 (BWFN)

Main lobe

maximum direction

Minor or side

 lobes

0 dB

– 3 dB

– 10  dB

Main lobe

(b)

FIGURE 2.3. Antenna power patterns. (a) A typical polar plot in linear scale and (b) a plot in

rectangular coordinates in decibel (logarithmic) scale. The associated lobes and beamwidths

are also shown.
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2.2. FIELD REGIONS OF AN ANTENNA

The space surrounding a transmitting antenna is divided into two main regions:

the near-field region and the far-field region. The near-field region can be fur-

ther subdivided into two regions: the reactive near-field and the radiating near-

field [1].

Figure 2.4 shows these regions. The first region, which is the closest to the

antenna, is called the reactive or induction near-field region. It derives its name from

the reactive field that lies close to every current-carrying conductor. The reactive

field, within that region, dominates all radiated fields.

For most antennas, the outermost boundary of this region is given by:

r > 0:62

ffiffiffiffiffiffi
D3

l

r
ð2:1Þ

where r is the distance from the antenna, D is the largest dimension of the antenna,

and l is the wavelength.

Between this reactive near-field region and the far-field region, lies the radiating

near-field region. Although the radiation fields dominate within this region, the

angular field distribution still depends on the distance from the antenna. This region

l362.0 D 22D

D

Reactive

 region

Radiating

 region

Near-field region Far-field region

l

FIGURE 2.4. Field regions of an antenna and some common used boundaries.
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is also called the Fresnel region, a terminology borrowed from the field of optics.

The boundaries of this region are:

0:62

ffiffiffiffiffiffi
D3

l

r
< r <

2D2

l
: ð2:2Þ

At the outer boundary of the near-field region, the reactive field intensity becomes

negligible with respect to the radiated field intensity. The far-field or radiation

region, also called the Fraunhofer region, begins at r ¼ 2D2

l
and extends outward

indefinitely into free space. In this region the angular field distribution of the field of

the antenna is not dependent on the distance from the antenna.

2.3. RADIATION INTENSITY

Radiation intensity is a far-field parameter that is used to determine the antenna

power pattern as a function of angle:

Iðy;fÞ ¼ Savr
2

¼ r2

2Z
jEðr; y;fÞj2

¼ r2

2Z
½jEyðr; y;fÞj2 þ jEfðr; y;fÞj2�

� 1

2Z
½jEyðy;fÞj2 þ jEfðy;fÞj2�

ð2:3Þ

where I(y, f) is the radiation intensity (W/unit solid angle); Sav is the Poynting

vector (W/m2); E(r, y, f) is the total transverse electric field (V/m); H(r, y, f) is the

total transverse magnetic field (A/m); r is the distance from antenna to point of

measurement (m); Z is the intrinsic impedance of medium (O per square).

The averaged Poynting vector Sav in equation (2.3) is derived from:

Sav ¼
1

2
ReðE�H�Þ ðW=m2Þ ð2:4Þ

where the notation Re stands for the real part of the complex number and the *

denotes the complex conjugate. Note that E and H in Equation (2.4) are the

expressions for the radiated electric and magnetic fields.

Note that the radiation intensity is independent of distance since in the far field

the Poynting vector is entirely radial, that is, the fields are entirely transverse and E

andH vary as 1=r. As the radiation intensity is a function of angle, it is related to the
power radiated from an antenna per unit solid angle. The measure of a solid angle is
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steradian, which is defined as the solid angle with its vertex at the center of a sphere

of radius r, subtended by a spherical surface area equivalent to that of a square of size

r2 (see Fig. 2.5). But the area of a sphere of radius r is given by A ¼ 4pr2, so in a

closed sphere there are 4pr2=r2 ¼ 4p steradian (sr). For a sphere of radius r, an

infinitesimal surface area dA can be expressed as:

dA ¼ r2 sin y dy df ðm2Þ ð2:5Þ

and hence the element of solid angle dO of a sphere is given by:

dO ¼ dA

r2
¼ sin y dy df ðsrÞ: ð2:6Þ

The total power that can be radiated is given by:

Prad ¼ �
ðð

O

Iðy;fÞdO ¼
ð2p

0

ðp

0

Iðy;fÞ sin y dy df: ð2:7Þ

Let us consider an isotropic radiator as an example. An isotropic antenna refers to a

hypothetical antenna radiating equally in all directions and its power pattern is

uniformly distributed in all directions. That means the radiation intensity of an

isotropic antenna is independent of the angles y and f and the total radiated power

will be:

Prad ¼ �
ðð

O

IidO ¼ Ii

ð2p

0

ðp

0

sin y dy df ¼ Ii�
ðð

O

dO ¼ 4pIi ð2:8Þ

or Ii ¼ Prad

4p
, which is the radiation intensity of an isotropic antenna.

Equivalent  in 

area

Area= r 2

r Area= r 2

1 sr

FIGURE 2.5. Definition of a solid angle and a steradian.
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Dividing Iðy;fÞ by its maximum value Imax, leads to the normalized antenna

power pattern, that is,

Inðy;fÞ ¼
Iðy;fÞ

Imaxðy;fÞ
ðdimensionlessÞ: ð2:9Þ

2.4. DIRECTIVITY AND GAIN

An important parameter that indicates how well radiated power is concentrated

into a limited solid angle is directivity D. The directivity of an antenna is

defined as the ratio of the maximum radiation intensity to the radiation intensity

averaged over all directions (i.e., with reference to the isotropic radiator). Thus,

the average radiation intensity is found by dividing the total antenna radiated

power r by 4p sr, or

D ¼ Imaxðy;fÞ
Iav

¼ Imaxðy;fÞ
Ii

¼ Imaxðy;fÞ
Prad=4p

¼ 4pImaxðy;fÞ
Prad

ðdimensionlessÞ:

ð2:10Þ

The narrower the main lobe of the antenna radiation pattern, the larger the directivity

of the antenna. Obviously, the directivity of an isotropic antenna is unity. Any other

antenna will have a directivity larger than unity (i.e., larger than the isotropic), as

shown in Figure 2.6.

Let us consider the directivity of a very short dipole, as an example. The average

pointing vector for the dipole is given by [11]

Sav ¼
Z

2

I0Lb

4pr

� �2

sin2 y W=m2 ð2:11Þ

Imax = D Ii

(directive antenna)

Ii(isotropic)

FIGURE 2.6. Directive pattern versus an isotropic one.
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where L is the length of the short dipole, I0 is the current flowing through the dipole,

Z is the wave impedance in free space, and b ¼ 2p=l. Using Equation (2.3) we can

solve for the radiation intensity, and then we can use Equation (2.10) to obtain a

directivity of 1.5. This occurs at the y¼ 90� direction (see Fig. 2.2). Thus, in this

direction, a very short dipole can radiate 1.5 times more power than the isotropic

radiator. This is often expressed in decibels such that

D ¼ 10 log10ðdÞ dB ¼ 10 log10ð1:5Þ ¼ 1:76 dB: ð2:12Þ

The gain of an antenna is closely associated with directivity, and it is defined as the

ratio of the maximum radiation intensity in a given direction to the maximum

radiation intensity produced in the same direction from a reference antenna with the

same power input. Any convenient type of antenna can be taken as a reference

antenna. Usually, the type of reference antenna is determined by the specific

application, but the most commonly used one is the isotropic radiator, and thus we

can write:

G ¼ Imaxðy;fÞ
Ii

¼ Imaxðy;fÞ
Pin=4p

ðdimensionlessÞ ð2:13Þ

where the radiation intensity of the isotropic radiator is equal to the input, Pin, of the

antenna divided by 4p. As the gain of an antenna depends on how efficient it is in

converting input power into radiated fields, we need to take into consideration its

efficiency before we determine the actual gain. In general, antenna efficiency (e) is

defined as the ratio of the power radiated by the antenna to the input power at its

terminals:

e ¼ Prad

Pin

¼ Rr

Rr þ Rloss

ðdimensionlessÞ ð2:14Þ

where Rr is the radiation resistance of the antenna; Rr is an equivalent resistance in

which the same current flowing at the antenna terminals will produce power equal to

that radiated by the antenna. Rloss is the loss resistance due to any conductive or

dielectric losses of the materials used to construct the antenna. So, if we include

these losses, a real antenna will have radiation intensity

Iðy;fÞ ¼ eI0ðy;fÞ ð2:15Þ

where I0ðy;fÞ is the radiation intensity of the same antenna with no losses.

Using Equation (2.15) into (2.13) yields the definition of gain in terms of the

antenna directivity:

G ¼ Imaxðy;fÞ
Ii

¼ eImax0ðy;fÞ
Ii

¼ eD: ð2:16Þ
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The values of gain range between zero and infinity, whereas for directivity the values

range between unity and infinity. However, though directivity can be found either

theoretically or experimentally, the gain of an antenna is almost always determined

by a direct comparison of measurement against a reference, usually the standard gain

antenna. Gain is expressed also in decibels, that is

G ¼ 10 log10ðgÞ dB: ð2:17Þ

When we use the isotropic antenna as a reference then we use the dBi notation,

which means decibels over isotropic.

2.5. POLARIZATION

2.5.1. Wave and Antenna Polarization

Polarization refers to the direction of the electric field component of an

electromagnetic wave. The wave is called linearly or plane polarized, that is the

locus of oscillation of the electric field vector within a plane perpendicular to the

direction of propagation forms a straight line. On the contrary, when the locus of

the tip of an electric field vector forms an ellipse or a circle, the wave is called an

elliptically or circularly polarized wave, respectively. There is a tendency to refer to

antennas as vertically or horizontally polarized, though it is only their radiations that

are polarized. Next, we discuss the mechanics of various polarizations that we

encounter in antenna communication systems.

2.5.2. Linear, Circular, and Elliptical Polarization

Consider a plane wave traveling in the positive z direction, with the electric field

component along the x direction as shown in Figure 2.7(a). This wave is linearly

polarized, in the x direction, and its electric field can be expressed as:

Ex ¼ Ex0 sinðot � bzÞ: ð2:18Þ

(a) (c)
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FIGURE 2.7. Polarization of a wave: (a) linear, (b) circular, and (c) elliptical.
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In Figure 2.7(b) the wave has both a x and a y electric field component. If the two

components Ex and Ey have the same magnitude, then the total (vector) electric-field

rotates as a function of time with the tip of the vector forming a circular trace, and

the wave is thus called circular polarized. Generally, the wave consists of two

electric field components, Ex and Ey, of different amplitude ratios and relative phases

that can yield an elliptically polarized wave, as shown in Figure 2.7(c). The

polarization ellipse may have any orientation, which is determined by its tilt angle,

as depicted in Figure 2.8. The ratio of the major to minor axes of the polarization

ellipse is called the axial ratio (AR).

For any wave traveling in the positive z direction, the electric field components in

the x and y directions can be written as:

Ex ¼ Ex0 sinðot � bzÞ ð2:19Þ
Ey ¼ Ey0 sinðot � bzþ dÞ ð2:20Þ

where Ex0 and Ey0 are the amplitudes in x and y direction, respectively, and d is the

time-phase angle between them. By manipulating these two components we can

show that [1,11]

E2
x

E2
1

� 2ExEy cos d

E1E2

þ
E2
y

E2
2

¼ sin2 d: ð2:21Þ

Depending on the values of Ex, Ey, and d, this equation can be expressed as the

equation of an ellipse or of a circle.

The sense of rotation of a circularly or elliptically polarized wave plays an

important role in a communication link. It is defined by the direction of rotation of

the wave as it propagates towards or away from an observer along the direction of

propagation. If, for example, a wave is moving away and its rotation is clockwise

x

y

z

OA
OB

Minor axisMajor axis

0xE

0yE

t

FIGURE 2.8. Polarization ellipse at z ¼ 0 of an elliptically polarized electromagnetic wave.
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then we say that the wave has a ‘‘clockwise’’ sense of rotation. The most common

notation used today is that of the IEEE by which the sense of rotation is always

determined observing the field rotation as the wave travels away from the observer.

If the rotation is clockwise, the wave is right-handed or clockwise circularly

polarized (RH or CW). If the rotation is counterclockwise, the wave is left-handed or

counterclockwise circularly polarized (LH or CCW). The same applies to ellipti-

cally polarized waves.

The polarization state of an antenna is defined as the polarization state of the

wave transmitted by the antenna. It is characterized by the sense of rotation and the

spatial orientation of the ellipse, if it is elliptically polarized. If the receiving antenna

has a polarization that is different from that of the incident wave, a polarization

mismatch will occur. A polarization mismatch causes the receiving antenna to

extract less power from the incident wave.

Polarization loss factor (PLF) is used as a figure of merit to measure the degree of

polarization mismatch. It is defined as the square power of the cosine angle between

the polarization states of the antenna in its transmitting mode and the incoming wave

(see Fig. 2.9).

PLF ¼ jcos gj2

Generally, an antenna is designed for a desired polarization. The component of

the electric field in the direction of the desired polarization is called the co-polar

component, whereas the undesired polarization, usually taken in orthogonal

direction to the desired one, is known as cross-polar component. The latter can be

due to a change of polarization characteristics during the propagation of or scattering

of waves that is known as polarization rotation.

An actual antenna does not completely discriminate against a cross-polarized

wave due to structural abnormalities of the antenna. The directivity pattern obtained

over the entire direction on a representative plane for cross-polarization with respect

to the maximum directivity for the desired (co-polar) polarization is called antenna

cross-polarization discrimination and plays an important factor in determining the

antenna performance.

γ 
Incident 

wave

polarization

Antenna

Polarization 

FIGURE 2.9. Definition of PLF.
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2.6. TERMINAL ANTENNAS IN FREE SPACE

The equations in the previous section allow us to obtain a relation between the power

at the transmitter and the power received at the receiver when both antennas are

located in free space. This relation is called the Friis transmission formula [15]. For

two antennas, shown in Figure 2.10, separated by a distance r, large enough so that

we are in the far field of both antennas, we get:

The receiving antenna received a portion of the incident radiation, that is

PR ¼ ARIT ð2:22Þ

where IT is the radiation intensity of the incident wave and AR the effective area of

the receiving antenna given by:

AR ¼ GR

l2

4p

� �
: ð2:23Þ

Here, GR is the gain of the receiving antenna, and l2

4p

� �
is called the free-space loss

factor. The received power can now be written as:

PR ¼ GR

l2

4p

� �
GT

4pr2
PT ð2:24Þ

with GT being the gain of the transmitting antenna. If we also include polarization

loss, then equation (2.24) becomes:

PR ¼ GT � GR
l

4pr

� �2

PT � PLF: ð2:25Þ

This equation is called the Friis transmission formula, and it is very essential in

designing a communication link between two antennas. Although this particular one

is valid for free space only, we will later show how it can be adapted to take into

account propagation conditions, other than free space.

2.7. ANTENNA TYPES

There is a large variety of antennas that are used in different branches of wireless

communications. The simplest and most commonly used antennas are the wire

ReceiverTransmitter

rr

PT PR

FIGURE 2.10. Transmitter and receiver antennas separated by range r.
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antennas that are used as dipoles, loops, or helical antennas. Another major antenna

category is the aperture antennas that appear in the shape of horns or reflectors.

Finally, array antennas are used extensively in communication as switched beam

antennas or adaptive antennas. For more information on the design and analysis of

antennas we refer the reader to several references [1–15], where all types of

antennas, mentioned above, are fully described. Adaptive and multi-beam antennas

will be studied in Chapter 9.
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CHAPTER THREE

Fundamentals of Wave
Propagation in Random Media

The subject of wave propagation through randommedia, terrestrial, atmospheric and

ionospheric medium (e.g., plasma), has been investigated theoretically by many

authors [1–30]. The problem of wave propagation through a random medium could

be understood by using the statistical description of the wave field (electromagnetic

and scalar) and quantum theory [31]. Because the problems of random equations are

not tractable with standard mathematical tools, we must use some special methods

such as Feynman’s diagram method [1–4], the method of renormalization [5,7,22],

etc.

The main goal of this chapter is to summarize the existing theoretical methods

based on statistical and quantum theories and to explain how they can be applied

in wave propagation solutions for future applications of radio communication

problems.

In Section 3.1, we will briefly introduce the main equations and functions that

describe stochastic processes in the random medium. In Section 3.2, we introduce

the perturbation method [7,13,16–18,22] to describe the multi-scattering processes

that a wave goes through by using Feynman’s diagram procedure [1–4]. Here, we

extend this method to non-Gaussian functions by means of a cluster expansion of the

random refractive index. In Section 3.3, we introduce a one-dimensional random

propagation equation having an exact solution, and already containing most features

of the general theory. Section 3.4 describes a formal perturbation method and its

approximations for a scalar wave equation with random refractive index, with or

without time dependence. We also present several approximate procedures related to

the perturbation method, such as Born’s approximation [7,16–18,22], Keller’s
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expansion [14], Bourret’s closure assumption [13], and Kraichnan’s random

coupling model [23]. In Section 3.5, we use a Taylor expansion [7,22] of the

random refractive index, that is, we find the conditions under which it is possible to

replace the random index by a mere random variable or a linear function with

random coefficients. Section 3.6 describes the exact solution of the scalar wave

equation through functional integration, and in Section 3.7, we introduce the

vector electromagnetic wave equation with random index and harmonic time

dependence. It is shown that at long wavelengths the effective phase velocity of

electromagnetic waves increases because of the coupling between transverse and

longitudinal waves. Section 3.8 describes wave propagation in a statistically

inhomogeneous random medium. In Section 3.9, we describe more general

propagation equations of plane waves in anisotropic random medium (namely, the

ionospheric plasma, which is actually for problems of radiowave propagation in

the ionosphere, see Chapter 7), the coupling between different wave modes and the

subsequent energy transfer. It is shown that the energy transfer between different

wave modes, for example, in a turbulent plasma, may be important even for weak

random fluctuations of parameters, but it takes a very long time.

3.1. MAIN WAVE EQUATIONS AND RANDOM FUNCTIONS

A random medium is a medium whose parameters, such as pressure, density,

temperature, and so forth are random functions of positon and time. This means

that we are not describing the exact values of these parameters in the following

section, but only the probability to find them between a given range of values at

given intervals in space and time. A random medium can also be thought of as a

collection of inhomogeneous media, each of which may be either continuous

(turbulent medium) or discrete (medium with random inclusions). Next, we

introduce the main equations that describe stochastic processes in a random

medium.

3.1.1. Wave Equations

The propagation phenomena of linear waves in random medium is described by

a linear differential equation with random coefficients. Let us consider a few

examples.

A scalar wave equation can be presented in the following form:

�Cðr; tÞ � n2ðr; tÞ
c2

@2Cðr; tÞ
@t2

¼ 0 ð3:1Þ

where Cðr; tÞ is the wave field amplitude in the space and time domains, nðr; tÞ is
the refractive index, which is a random function of space (r) and time (t), and c is the

wave velocity in free space.
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A compact scalar wave equation with a source gðrÞ can be presented as

follows:

�CðrÞ � k2n2ðrÞCðrÞ ¼ gðrÞ: ð3:2Þ

Here, (3.2) is deduced from (3.1) assuming a harmonic time dependence �expficktg

expfiotg and a time independent refractive index n, where k ¼ 2p

l
is the wave

number and l is the wavelength. The source term gðrÞ is assumed to be given and

not randomised (e.g., deterministic). For mathematical convenience the wave

number k is assumed to have a small positive imaginary part, which ensures that we

are looking for the outgoing wave. Moreover, this imaginary part does not

correspond to a decaying process and may be canceled after the correct solution

has been found.

An Electromagnetic vector wave equation can be presented by the following

form:

�Eðr; tÞ � rðr � Eðr; tÞÞ � n2ðr; tÞ
c2

@2Eðr; tÞ
@t2

¼ 0; ð3:3Þ

where Eðr; tÞ is the vector presentation of electromagnetic field.

We shall always treat the refractive index as a time independent random

function, which is equivalent to the assumption that the characteristic time of

index fluctuations is much longer than the period of the propagating wave. The

medium in such conditions will be taken statistically as homogeneous. This

assumption excludes any medium where the turbulence is concentrated in a small

volume of space. This restriction will be partially dropped in Section 3.9, where

the scale of the inhomogeneity will be considered very large compared to the

wavelength.

To conclude this subsection, let us show that the scalar wave Equation (3.1) and

the reduced scalar wave Equation (3.2) may be treated simultaneously. Equation

(3.1) corresponds to an initial value problem that is well known as the Cauchy

problem and must be given as Cðr; 0Þ and @Cðr;0Þ
@t in order to find Cðr; tÞ. Equation

(3.2) corresponds to a radiation problem. Let us introduce the Laplace transform of

the wave function Cðr; tÞ,

Cðr; qÞ ¼
ð1

0

Cðr; tÞ � expfi � q � tg � dt; ImðqÞ > 0: ð3:4Þ

It satisfies the following equation, which is the Laplace transform of (3.1):

�Cðr; qÞ � q2

c2
� n2ðrÞ �Cðr; qÞ ¼ n2ðrÞ

c2
i � q �Cðr; t ¼ 0Þ � @Cðr; t ¼ 0Þ

@t

 �
: ð3:5Þ
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Equations (3.5) and (3.2) are identical if one takes

q ¼ c � k; Cðr; t ¼ 0Þ ¼ 0;
@Cðr; t ¼ 0Þ

@t
¼ � c2

n2ðrÞ gðrÞ: ð3:6Þ

We shall always choose these initial conditions for Equation (3.1) and treat (3.1) and

(3.2) simultaneously, interchanging q and c � k, whenever necessary.

3.1.2. Random Functions and Their Moments

A detailed treatment of stochastic processes may be found in [14–16]. By

introducing any finite number of points r1; r2; . . . ; rn, we assume that the mean value

of random functions mðr1Þ � mðr2Þ � . . . � mðrnÞ always exists. A moment of order n for

a random function is given by:

hmðr1Þ � mðr2Þ � . . . � mðrnÞi ¼
ð

O

mðr1Þ � mðr2Þ � . . . � mðrnÞ�PðdoÞ: ð3:7Þ

A random function is often characterized by the infinite set of all its moments

[16,24,25]. The random function mðrÞ is centered if

hmðrÞi ¼ 0 ð3:8Þ

This function is stationary if the joint distribution of any finite number of random

variables mðr1Þ � mðr2Þ � . . . � mðrnÞ is invariant with respect to any simultaneous

transfer of its arguments. For a space-dependent random function, it would

perhaps be better to call it a stationary homogeneous random function (e.g.,

homogeneous turbulence [16]). If the random function is also real valued, the second

order moment

Gðr1; r2Þ ¼ hmðr1Þ � mðr2Þi ð3:9Þ

is called the covariance function.

If the random function mðrÞ is stationary, the covariance function GðrÞ is only a

function of r ¼ ðr1 � r2Þ, that is,

Gðr1; r2Þ ¼ Gðr1 � r2Þ: ð3:10Þ

The function GðrÞ has a Fourier transform, which is a positive measure GðkÞ, called
the spectral measure of the stationary random function, or spectral density function

if it reduces to an ordinary function of wave number k. It is sometimes necessary to

assume the existence of mean square derivatives of the random function mðrÞ up to a
given order; this subject will be discussed in Section 3.5.
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Gaussian Random Function. A random function mðrÞ is called Gaussian if the

joint distribution of any finite number of random variables mðr1Þ � mðr2Þ � . . . � mðrnÞ
is Gaussian [25]. This function is of great theoretical interest and has many practical

applications, especially because of the following property:

Any scalar linear functional of a Gaussian random function is a Gaussian random

variable.

Furthermore, we note the important property of the moments of a centered

Gaussian random function

hmðr1Þ � mðr2Þ � � � mðr2nþ1Þi ¼ 0 ð3:11aÞ
hmðr1Þ � mðr2Þ � � � mðr2nÞi ¼

X
hmðriÞ � mðrjÞihmðrkÞ � mðrmÞi � � �|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

p factors

ð3:11bÞ

Here the summation extends over all
ð2�nÞ!
2n�n! partitions of r1 . . . r2n into pairs. For

example, for n ¼ 2 one can easily obtain from (3.11b)

hmðr1Þ � mðr2Þ � mðr3Þ � mðr4Þi ¼ hmðr1Þ � mðr2Þi � hmðr3Þ � mðr4Þi
þ hmðr1Þ � mðr3Þi � hmðr2Þ � mðr4Þi þ hmðr1Þ � mðr4Þi � hmðr2Þ � mðr3Þi:

ð3:12Þ

Fourier Transform (FT) of Stationary Random Functions. Let us consider ran-

dom valued measures as the FTof stationary random functions. A stationary random

function on real line, mðk;oÞ, with continuous covariance function has a spectral

representation of

mðk;oÞ ¼
ð1

�1

dZðk;oÞ expfikkg: ð3:13Þ

Here Zðk;oÞ is a random function with orthogonal increments. This means that

whenever the parameter values satisfy the following conditions [31]

k1 < k2 � k3 < k4

h½Zðk2Þ � Zðk1Þ�½Zðk4Þ � Zðk3Þ�i ¼ 0:
ð3:14Þ

The integral in (3.13) is a Stieltjes integral [1–4,7,16]. With this definition the

Fourier transform of a stationary random function does not appear as another

random function but as some derivative of a random function with orthogonal

increments. The integral presentation of (3.13) can be generalized for the case of a

three dimensional (3D) random function.

The Cluster Expansion of the Centered Random Function and Its FT. If the

random function mðrÞ is centered its covariance is also its two-point correlation
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function, but this is not true for higher moments. As was shown in [1–4], the n-point

correlation functions are not simultaneously correlated. We introduce therefore

the correlation functions hðr1; r2Þ; hðr1; r2; r3Þ; . . . ; hðr1; r2; . . . ; rpÞ through the fol-

lowing cluster expansions:

hmðr1Þmðr2Þi ¼ hðr1; r2Þ
hmðr1Þmðr2Þmðr3Þi ¼ hðr1; r2; r3Þ

hmðr1Þmðr2Þmðr3Þmðr4Þi ¼ hðr1; r2Þhðr3; r4Þ þ hðr1; r3Þhðr2; r4Þ ð3:15Þ
þ hðr1; r4Þhðr2; r3Þ þ hðr1; r2; r3; r4Þ

hmðr1Þ � mðr2Þ � � � mðrpÞi ¼
X

hðri1 ; . . . ; rikÞhðrj1 ; . . . ; rjmÞhðrl1 ; . . . ; rlnÞ . . .

where the summation is extended over all parameters of the set 1; 2; . . . ; p into

clusters of at least two points according to (3.11b). From (3.11) it follows that for a

centered Gaussian random function, all correlation functions except the second

order one vanish.

A graphic representation in terms of Mayer diagrams described in [1–4] may be

helpful. The correlation function hðr1; r2; . . . ; rpÞ is represented by a set of p points

connected by p lines:

,.......),,(),( 321
1
221 == rrrhrrh ð3:16Þ

The cluster expansion is then written graphically. For example

hmðr1Þmðr2Þmðr3Þmðr4Þi ¼ +++ .

1 3

2 4

1 3 1 3 1 3

2 4 2 4 2 4

ð3:17Þ

This definition of correlation functions ensures that they vanish if the points

r1; r2; . . . ; rp are not inside a common sphere of radius ‘ (see proof in [1–4]). We also

need the FT of the correlation function as mentioned below:

hðk1; k2; . . . ; kpÞ ¼
1

ð2pÞ3p
ð
hðr1; r2; . . . ; rpÞ expf�iðk1r1 þ . . .þ kprpÞgd3r1 � � � d3rp

ð3:18Þ

If the random function mðrÞ is stationary, this is not a function but a measure

concentrated in the hyperplane k1 þ k2 þ . . .þ kp ¼ 0. Hence we write

hðk1; k2; . . . ; kpÞ ¼ gðk1; k2; . . . ; kpÞ � dðk1 þ k2 þ . . .þ kpÞ ð3:19Þ
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and call the ordinary functions gðk1; k2; . . . ; kpÞ or simply the correlation functions

in k-space. Using these functions, we can write the cluster expansion of the moments

in k-space as

hmðk1Þmðk2Þi ¼ gðk1; k2Þ � dðk1 þ k2Þ
hmðk1Þmðk2Þmðk3Þi ¼ gðk1; k2; k3Þ � dðk1 þ k2 þ k3Þ ð3:20Þ

hmðk1Þmðk2Þmðk3Þmðk4Þi ¼ gðk1; k2Þ � gðk3; k4Þ � dðk1 þ k2Þ � dðk3 þ k4Þ þ . . .

The moment hmðk1Þmðk2Þ . . . mðkpÞi is thus not only concentrated in the hyperplane

k1 þ k2 þ . . .þ kp ¼ 0, but it appears as sums of products of terms that are

concentrated in a hyperplane of lower dimensions.

3.1.3. Random Equations

A random equation such as

�CðrÞ � k2n2ðrÞCðrÞ ¼ gðrÞ ð3:21Þ

describes linear waves and does not constitute a linear problem because the mean

solutions do not satisfy the mean equation. This is because

hn2ðrÞCðrÞi 6¼ hn2ðrÞihCðrÞi: ð3:22Þ

In other words, the wave function and the refractive index are not statistically

independent. If we try to evaluate hn2ðrÞCðrÞi, we must multiply (3.21) by n2ðrÞ and
average afterwards; this will yield the form �hn2ðr1Þn2ðrÞCðrÞi, and so on.

Keller [14] has obtained an equation for a functional generating the entire set of

moments. This equation helps with new approximation procedures, but does not

solve the problem. The fact that even the lowest order moment of the wave function

hCðrÞi depends upon the infinite set of moments of the refractive index that seems to

make the problem hopelessly difficult. However, it happens that in certain limiting

cases, one may obtain solutions which do not depend upon the entire set of moments

of the refractive index.

Therefore, the perturbation method described in Section 3.2 gives the Bourret’s

equation, which depends only on the mean value and the covariance of the refractive

index. It is only valid for wavelengths that are longer compared to the range of index

correlations. Conversely, for the random Taylor expansion (see Section 3.5), we need

only the probability distribution of the refractive index and some of its derivatives at

one fixed point. It is valid for wavelengths that are very short compared to the range

of index correlations.

Another case of great interest is when n2ðrÞ is a Gaussian random function. It is

then possible to get an exact solution of (3.21) through functional integration, which

gives all the moments of the wave functions in terms of a mean value and the
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covariance of n2ðrÞ (see Section 3.6). Unfortunately, this method cannot be

generalized to other equations such as the electromagnetic wave equation of (3.3).

Finally, it must be noted that no rigorous mathematical treatment of (3.21) has been

presented till now. This is mainly because we are not able to solve linear partial

differential equations with non-constant (e.g., variable) coefficients.

3.2. THE PERTURBATION METHOD FOR MULTIPLE SCATTERING

The multiple scattering perturbation method is a general method for studying pro-

pagation equations with linear coefficients. It has been first introduced by Bourret [13]

and Furutsu [5,7,22], and studied later by Tatarskii et al. [16–18]. It is not a rigorous

method and cannot be made rigorous because it relies on the use of a divergent series

(see Section 3.4). Divergent series, however, have been used successfully, both in

quantum field theory and in nonequilibrium statistical mechanics. Our aim is to show

that the perturbation method and especially Bourret’s approximation can be used to

find uniform approximation of the mean wave function, when the wavelength is long

compared to the range of index correlation. In this section, this will be proved

rigorously for a one dimensional (1D) model that has an exact solution. It will also be

justified for the scalar wave equation, using the method of extraction of the most

divergent terms (terms which increase as some power t or R), and n-dimensional

analysis of all perturbation terms. Such a method has been used previously by

Ishimaru [24] in radio propagation, and by Balescu [25] in non equilibrium statistical

mechanics. Here, to make things simple, we shall only consider the scalar wave

equation

�Cðr; tÞ � n2ðrÞ
c2

@2Cðr; tÞ
@t2

¼ 0 ð3:23Þ

together with the initial conditions

Cðr; 0Þ ¼ 0;
@C

@t
¼ � c2

n2ðrÞ jðrÞ: ð3:24Þ

In Section 3.1, it was shown that this problem is equivalent to the random variable

problem described by formula (3.2). We shall make the assumption that the refractive

index nðrÞ is a stationary random function of position and is time independent. The

assumption of strict stationarity (i.e., not only for the two first moments) is essential.

We separate now the constant mean value of n2ðrÞ and its random part.

n2ðrÞ ¼ hn2ðrÞi½1þ e � mðrÞ�
hmðrÞi ¼ 0 ð3:25Þ
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Here e is a dimensionless small positive parameter characterizing the relative

strength of index fluctuations. Equation (3.23) can now be rewritten as

�Cðr; tÞ � 1

c2
½1þ e � mðrÞ� @

2Cðr; tÞ
@t2

¼ 0 ð3:26Þ

where hn2ðrÞi has been incorporated into 1
c2
.

The stationary random function is written in terms of its FT and mðrÞ, which is a

random valued measure

mðrÞ ¼
ð
expfik � rgmðkÞd3k: ð3:27Þ

The Laplace transformation (LT) of (3.23), taking into account the initial conditions

in (3.24) is:

�Cðr; zÞ þ z2

c2
½1þ emðrÞ�Cðr; zÞ ¼ jðrÞ: ð3:28Þ

The FT of this equation is

�k2 þ z2

c2

 �
Cðk; zÞ þ ez2

c2

ð
mðk � k0ÞCðk0; zÞd3k0 ¼ jðkÞ: ð3:29Þ

Equations (3.28) and (3.29) are both of the type

ðL0 þ eL1ÞC ¼ j ð3:30Þ

where L0 is a non random operator whose inverseGð0Þ ¼ L�1
0 , called the unperturbed

propagator (or unperturbed Green’s function), is known, and L1 is a random operator.

In r-domain

L0 ¼ �þ z2

c2
; Gð0Þðr; r0; zÞ ¼ expfizjr � r0jg

�4pjr � r0j ; L1 ¼
z2

c2
mðrÞ ð3:31Þ

acting as an integral convolution operator. In k-domain

L0 ¼ �k2 þ z2

c2
; Gð0Þðk; zÞ ¼ c2

z2 � c2k2
; L1 ¼

z2

c2
mðk � k0Þ ð3:32Þ

acting as an integral convolution operator.

In r-domain L1 is diagonal operator and L0 is not; it is the converse in k-domain.

The solution of (3.30) is now formally expanded in powers of e yielding

C ¼ ðL0 þ eL1Þ�1
j ¼ L�1

0 j� eL�1
0 L1L

�1
0 jþ e2L�1

0 L1L
�1
0 L1L

�1
0 jþ . . . ð3:33Þ
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ðL0 þ eL1Þ�1 ¼ G is called the perturbed propagator (or perturbed Green’s

function).

Let us represent the perturbation series for G with the aid of diagrams, which will

be called bare diagrams to discriminate between them and other drossed diagrams to

be introduced afterwards. We make the following conventions:

a) The unperturbed propagator Gð0Þðr; r0Þ is represented by a solid line r r0;

b) The random operator �eL1 is represented by a dot �;
c) Operators act to the right.

If so, we may write

G ¼ ���þ�������þ�����������þ�������������������þ . . . ð3:34Þ

Let us write down explicitly a few terms of the perturbation series in r-domain

Gðr;r0;zÞ¼Gð0Þðr;r0;zÞ�e
z2

c2

ð
Gð0Þðr;r1;zÞmðr1ÞGð0Þðr1;r0;zÞd3r1

þe2
z4

c4

ðð
Gð0Þðr;r2;zÞmðr2ÞGð0Þðr2;r1;zÞmðr1ÞGð0Þðr1;r0;zÞd3r1d3r2 ð3:35Þ

and in k-domain

Gðk; k0; zÞ ¼ Gð0Þðk; zÞdðk � k0Þ � e
z2

c2
Gð0Þðk; zÞmðk � k0ÞGð0Þðk0; zÞ

þ e2
z4

c4

ð
Gð0Þðk; zÞmðk � k1ÞGð0Þðk1; zÞmðk1 � k0ÞGð0Þðk0; zÞd3k1 ð3:36Þ

where dðk � k0Þ is Dirac’s measure.

In order to help the interpretation of bare diagrams, it is sometimes useful to

introduce subscripts under certain elements:

Gðr; r0; zÞ ¼ ����
r r0

þ ���������
r r1 r0

þ ��������������
r r2 r1 r0

þ . . . : :

Gðk; k0; zÞ ¼ ����
k k0

þ ���������
k k1 k0

þ ��������������
k k2 k1 k0

þ . . . : : :

ð3:37Þ

If so, the dashed curve will connect the concrete points for which mðr1Þ and mðr2Þ (or
mðk � k1Þ and mðk1 � k0Þ) are inside the integrals, that is,

mðr1Þmðr2Þ � �
r2
���

r1
ð3:38Þ
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or

mðk � k1Þmðk1 � k0Þ � �����
k1

: ð3:39Þ

We now give the physical interpretation of the perturbation expansion. The r-space

diagrams correspond to multiple scattering of the wave at points r1; r2; . . . ; rN . The
k-space diagrams correspond to multiple interactions between Fourier components

of the wave and of the random inhomogeneities; at each vortex of a diagram a

Fourier component kp of the wave function interacts with a Fourier component

(kpþ1 � kp) of the random inhomogeneities, giving, as a result, a Fourier component

kpþ1 
 kpþ1 � kp þ kp of the wave function. Both viewpoints are useful; the first

one, particularly for single or double scattering and the second one for multiple

scattering because of the wave vector conservation conditions.

In future description, we also need the expansion of the perturbed double

propagator G� G�, that is, the tensor product of the perturbed propagator and its

complex conjugate. In r-space

G� G� ¼ Gðr; r0; zÞG�ðr1; r01; z0Þ: ð3:40aÞ

In k-space

G� G� ¼ Gðk; k0; zÞG�ðk1; k01; z0Þ: ð3:40bÞ

This expansion can also be written in terms of diagrams:

G� G� ¼
����

����
þ
�����

�����
þ

�����

�����
þ
�������

�������
þ

����������

�����������:
þ � � � ð3:41Þ

If we make the convention that operators of the lower line are the complex conjugate

of the usual ones, for example,

���������
k k0

���������
k1 k0

1

¼ e2
z2z

02

cr
Gð0Þðk; zÞmðk � k0ÞGð0Þðk0; zÞGð0Þ�ðk1; z0Þm�ðk1 � k01ÞGð0Þ�ðk01; z0Þ

ð3:42Þ
we can present the mean perturbed propagator as in [31].

The Mean Perturbed Propagator

Let us produce this propagator first in r-domain. We take the mean value of (3.34) in

the following manner [31]

hGðr; r0; zÞi ¼
*
����
r r0

+
þ
*
�������
r r1 r0

+
þ
*
�������������
r r2 r1 r0

+
þ � � � : ð3:43Þ
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Higher order diagrams contain moments of mðrÞ such as hmðr1Þmðr2Þ � . . . � mðrpÞi,
which must be calculated before integration over r1; r2; . . . ; rp, is performed.

To every partition we associate a dressed diagram constructed from the bare

perturbation diagrams (the full procedure is described in [31]).

We can write down all diagrams up to the fourth order of perturbation

< G > = + + +

++ +.... .

ð3:44Þ
Such diagrams are called Feynman diagrams [1–4,7]. For random equations, they

have been introduced by Bourret [13] in the case of Gaussian stochastic process,

where only two point clusters are needed. If we want to write down explicitly

the contribution of any diagram, we first write the multiple integral with

mðr1Þ � mðr2Þ � . . . � mðrpÞ for the corresponding bare diagram, then replace

hmðr1Þ � mðr2Þ � . . . � mðrpÞi by the product of the correlation functions corresponding

to the clusters that appear in the diagram, and finally perform the integration over

r1; r2; . . . ; rp. For example in r-domain

�������������������
r r4 r3 r2 r1 r0

¼ e4
z8

c8

ð
Gð0Þðr; r4Þmðr4ÞGð0Þðr4; r3Þmðr3ÞGð0Þðr3; r2Þ

� mðr2ÞGð0Þðr2; r1Þmðr1ÞGð0Þðr1; r0Þd3r1d3r2d3r3d3r4
ð3:45aÞ

which accordingly to the above, shows:

¼ e4
z8

c8

ð
Gð0Þðr; r4ÞGð0Þðr4; r3ÞGð0Þðr3; r2ÞGð0Þðr2; r1Þ

� Gð0Þðr1; r0Þhðr1; r2Þhðr3; r4Þd3r1d3r2d3r3d3r4 ð3:45bÞ

The same diagrams can be constructed in k-domain because the cluster expansion is

valid in both spaces. It is preferable to express the FTof a correlation function that is

singular, as a product of the original function and a d-measure:

hðk1; k2; . . . ; kpÞ ¼ gðk1; k2; . . . ; kpÞdðk1 þ k2 þ . . .þ kpÞ: ð3:46Þ

If we want to calculate a diagram in k-domain we first write the multiple integral

with mðk � kpÞmðkp � kp�1Þ � � � � for the corresponding bare diagram, then replace

hmðk � kpÞ � . . . � mðk1 � k0Þi by the product of k-domain correlation functions and

d-measures corresponding to the clusters which appear in the diagram, and finally
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perform in the integration over k1; k2; . . . ; kp. For example

����������������
k k3 k2 k1 k0

¼ e4
z8

c8

ð
Gð0ÞðkÞmðk � k3ÞGð0Þðk3Þmðk3 � k2ÞGð0Þðk2Þ

� mðk2 � k1ÞGð0Þðk1Þmðk1 � k0ÞGð0Þðk0Þd3k1d3k2d3k3 ð3:47aÞ

or

¼ e4
z8

c8

ð
Gð0ÞðkÞGð0Þðk3ÞGð0Þðk2ÞGð0Þðk1ÞGð0Þðk0Þgðk�k3;k3�k2Þ

�gðk2�k1;k1�k0Þdðk�k2Þdðk2�k0Þd3k1d3k2d3k3: ð3:47bÞ

The vector differences k1 � k0, k2 � k1; . . . and so forth, that appear as arguments

of correlation functions, are called transition vectors. The wave vector conservation

condition k1 þ k2 þ . . .þ kp ¼ 0 states that the sum of the transition vectors of a

given cluster is zero. An immediate consequence of this is that any diagram has the

same wave vector at both ends. In other words, the mean perturbed propagator is a

diagonal operator in k-domain. It will be noted as hGðk; zÞi.

The Mean Double Propagator

If we assume the random function to be real, then the extension of the diagram

technique to the mean double propagator is straightforward in r-space. To any bare

double diagram, we associate as many dressed double diagrams as there are

partitions of the whole set of upper and lower points into clusters, for example:

+ + + :

The explicit calculation of a diagram is performed exactly as for the mean

propagator, remembering that operators in the lower lines are complex conjugate of

the usual ones.

In k-space the situation is somewhat different, because the FT of a real function

is not real but enjoys the property f �ðkÞ ¼ f ð�kÞ. When we calculate a diagram in

k-domain, we must replace transition vectors appearing in the lower line by their

opposite in the correlation functions. For example,

11 kk

'kk
'
¼ e2

z2z
02

c4
Gð0Þðk0; zÞGð0Þðk; zÞG�ð0Þðk01; z0ÞG�ð0Þðk1; z0Þ

� gðk � k0; k01 � k1Þdðk � k0 þ k01 � k1Þ: ð3:48Þ
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A consequence of the wave vector conservation condition is that the difference of

the wave vectors appearing to the right and to the left of any double diagram is the

same. If we take them as equal we obtain the following result: The mean spectral

energy propagator hjGðk; k0; zÞj2i satisfies a separate equation.

Mass Operator and Dyson Equation

Feynman diagram (single or double) is said to be unconnected if it can be cut into

two or more diagrams, without cutting any dotted lines. The following diagrams are

connected:

.

The following are unconnected (we give a possible cut),

.

The strong lines at the end of a diagram are called its terminals. We can write

any unconnected diagram as a product of connected diagrams without terminals and

strong lines. The decomposition is unique for the single propagator, for example:

= × × × ×

× × ×

× ×

×

× ×

=

.
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We now define the mass operatorM as the sum of all connected diagrams without the

terminals contributing to the single propagator:

M =
+ + + + ... .

ð3:49Þ

In k-space M is a diagonal operator Mðk; zÞ; in r-space, it is an integral convolution

operatorMðr; r0; zÞ. It is useful to introduce two new symbols for the mean perturbed

propagator and the mass operator

G =  ========= , M .=

Using the decomposition of unconnected diagrams into products of connected ones,

the following expansion is easily derived:

= + + + + ... .

This is formally equivalent to an equation called the Dyson equation in quantum

field theory:

= + .

IfMðk; zÞ is known, then it is an ordinary equation for hGðk; zÞi in k-space; solving it,
we get

hGðk; zÞi ¼ Gð0Þðk; zÞ
1� Gð0Þðk; zÞMðk; zÞ : ð3:50Þ

In order to find the double propagator counter part of the Dyson equation, we define

the operator as the sum of all connected double diagrams without the terminals.

Using this operator the following expansion is derived for the mean double

propagator [7]:

+ ++ ... .
*

G ⊗ G =

ð3:51Þ
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Equation (3.51) is formally equivalent to an equation sometimes called the [Bethe–

Salpeter equation [22]:

*
G ⊗ G

*
G ⊗ G += . ð3:52Þ

If the mean perturbed propagator and the operator are known, then it is an integral

equation for the mean double propagator.

Before we show how to use all this perturbation formalism to get approximate

solutions for the mean propagator and double propagator, we first study the one-

dimensional (1D) random equation, which has an exact solution. It will help us

outline what types of approximations are acceptable and what are not.

3.3. AN EXACT SOLUTION OF 1D-EQUATION

In this section, we study the one-dimensional equation:

@Cðx; tÞ
@x

þ 1

c
½1þ emðxÞ� @Cðx; tÞ

@t
¼ 0 ð3:53Þ

where mðxÞ is a real, centered, and stationary Gaussian random function with

covariance function

Gðx; x0Þ ¼ hmðxÞmðx0Þi ð3:54Þ

and the associated radiation problem

@CðxÞ
@x

� ik0½1þ emðxÞ�CðxÞ ¼ dðxÞ ð3:55Þ

where dðxÞ is Dirac’s distribution at the origin. The wave number k0 ¼ 2p=l ¼
2pf=c is taken positive. Equations (3.53) and (3.55) can be treated simultaneously if

we take the initial conditions

Cðx; 0Þ ¼ dðxÞ
½1þ emðxÞ� : ð3:56Þ

The LT of (3.53) and (3.55) are then identical by introducing z and ck0.

The underlying physical problem is the following: The monochromatic source

of frequency o ¼ 2pf ¼ ck0 is radiating into a semi-infinite one-dimensional

medium whose refractive index is nðxÞ ¼ 1þ emðxÞ. Only propagation toward
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ðx > 0Þ is considered; reflections are assumed to be negligible. Integration of (3.55)

gives

CðxÞ ¼ YðxÞ exp½ik0x� exp
(
ik0

ðx

0

emðyÞdy
)

ð3:57Þ

where YðxÞ being Heaveside’s step function [12].

To calculate now the mean value of the (3.57), the only random term is the

second potential. For fixed x,
Ð x
0
emðyÞdy being a linear functional of the centered

Gaussian random function mðxÞ, is a centered Gaussian random variable j. If

so, heik0ji is the characteristic function of this random variable. As j is Gaussian,

that is,

heik0ji ¼ e
1
2
k2
0
hj2i ð3:58Þ

we can evaluate now

hj2i ¼
*
e2

�����

ðx

0

mðyÞdy
����
2
+

¼ e2
ðx

0

dy

ðy

0

Gðy� y0Þdy0 ð3:59Þ

and finaly obtain [31]

hCðxÞi ¼ YðxÞ exp½ik0x� exp � 1

2
k20e

2

ðx

0

dy

ðy

0

Gðy� y0Þdy0
8
<
:

9
=
;: ð3:60Þ

The mean wave function is thus expressed in terms of the covariance function of the

refractive index. Higher order moments such as hCðxÞCðx0Þi are easily obtained,

using the characteristic function of a multivariant Gaussian distribution [16]. We

now introduce the covariance function

Gðx� x0Þ ¼ exp � x� x0

‘

����
����

� �
ð3:61Þ

where ‘ is the range of index correlation. The mean wave function can now be

calculated as:

hCðxÞi ¼ YðxÞ exp½ik0x� exp �e2k20‘
2 x

‘
þ e�

x
‘ � 1

� �n o
: ð3:62Þ

52 FUNDAMENTALS OF WAVE PROPAGATION IN RANDOM MEDIA



The dimensionless parameter which determines the behavior of the solution is ek0‘.
There are two interesting limiting approximations:

a) ek0‘ � 1. It is a long wavelength approximation (l � ‘) and corresponds to

weak interactions in quantum field theory. A uniform approximation for

hCðxÞi is then

hCðxÞi ¼ YðxÞ exp½ik0x� expf�e2k20‘xg: ð3:63Þ

As follows from (3.63), the initial excitation is damped with an extinction

length

xex ¼ ðe2k20‘Þ
�1: ð3:64Þ

Let us compare xex and the wavelength l � ðk0Þ�1

xex

l
� 1

e2k0‘
¼ 1

e
� 1

ek0‘
� 1: ð3:65Þ

The decaying is thus very slow; it is due to phase mixing and is not related

to any dissipative mechanism. The mean wave function hCðxÞi can also be

written as

hCðxÞi ¼ YðxÞ expfiðk0 � ie2k20‘Þxg: ð3:66Þ

The effect of randomness on the mean wave function, as follows from (3.66),

is simply a renormalization of the wave number. The renormalized wave

number is now equal to k ¼ k0 � ie2k20‘, which has a small imaginary part

(because ek0‘ � 1). In the next section, we shall obtain this wave approx-

imation as a sum of an infinite series extracted from the perturbation

expansion of the mean propagator.

b) ek0‘ � 1. It is a short wavelength approximation (l � ‘Þ corresponding to

strong interactions in quantum field theory. A uniform approximation for

hCðxÞi is then

hCðxÞi ¼ YðxÞ exp½ik0x� exp �1

2
e2k20x

2

� �
: ð3:67Þ

The initial excitation is damped again, with an extinction length xex ¼ ðek0Þ�1 �
l=e; the damping decay is more rapid than in the preceding case. This

approximation is equivalent to a renormalization of the wave number because

x2 appears in the second exponent in (3.67).
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Next we need the FT of the exact mean function (3.62)

hCðkÞi ¼
ð1

�1

expð�ik0xÞhCðxÞidx

¼
ð1

0

exp½iðk0 � kÞ� expðe2k20‘2xÞ expð�e2k2‘xÞ exp �e2k20‘
2e�

x
‘

� �
dx:

ð3:68Þ

Expanding the last exponential term in a uniformly convergent series and

integrating (3.68), yields:

hCðxÞi ¼ expðe2k20‘2Þ
X1

n¼0

ð�e2k20‘
2Þn

n!

1

ik � ik0 þ e2k20‘þ n=‘
: ð3:69Þ

From (3.69), one can see that hCðkÞi has the poles kn ¼ k0 þ ie2k20‘þ in=‘,
which correspond to more and more damped partial waves in r-space. If

ek0‘ � 1, we can approximate hCðkÞi by the first partial wave ðn ¼ 0Þ that
gives again (3.66), apart from a factor expðe2k20‘2Þ 6¼ 1.

3.4. APPROXIMATIONS OF THE PERTURBATION METHOD

In this section, we try to justify certain approximation procedures using the formal

perturbation series of Section 3.2. We recall, once more, that the random function

mðrÞ is strictly stationary with respect to space transfer. Our investigations are only

concerned with the mean propagator hGi.

3.4.1. Low Order Approximations

In the section above, the mean wave function of the 1D-model was shown to be damped

through destructive phase mixing; the damping length associatedwith this phenomenon

is very large compared to the wavelength. It is therefore necessary to get approximate

solutions for the mean propagator that are valid at long distances compared to the

wavelength (radiation problem), and valid at long times compared to the period (initial

wave problem). We show below the lower-order perturbation approximations to satisfy

this condition, even the very small strength of random fluctuations e.

The Born approximation for the mean propagator is the lowest order non

vanishing approximation of the corresponding perturbation series, that is,

k
k k

k'
+=

Born
G ð3:70Þ
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and explicitly in k-space as

hGi ¼ c2

z2 � c2k2
þ e2z4c2

ðz2 � c2k2Þ2
ð
Gðk � k0Þ
z2 � c2k02

d3k0 ð3:71Þ

If so, Gðk � k0Þ ¼ gðk � k0; k0 � kÞ is the FTof the covariance function. The squared

perturbed propagator appearing in the second term on the random homogeneous

space of (3.71) is the consequence of the wave vector conservation conditions. This

term has two double poles z ¼ 	cK ¼ 	cjkj. It is well known that such double poles
will yield two contributions to the inverse Laplace transform hGðk; tÞi, proportional
to t � exp½icKt� and t � exp½�icKt�. In other words, the first perturbation term has a

singular behavior, that is, it increases without any limit as t ! þ1. As this prevents

any damping of the mean propagator, we conclude:

The Born approximation is only a short time (or short distance) approximation.

Next, it will be useful to have a better knowledge of the time dependence of the Born

approximation. Let us, for example, take the covariance function as

GðrÞ ¼ exp �R

‘

 �
; R 
 jrj: ð3:72Þ

Here ‘, as above, is the range of refraction index correlations. To evaluate the

convolution integral

¼
ð
c2Gðk � k0Þ
z2 � c2k

02
d3k0

we note that it is the FT of

exp �R

‘

 �
exp½izR=c�
�4pR

¼ expfði=cÞ � ½zþ ðic=‘Þ�Rg
�4pR

and changing z into zþ ðic=‘Þ, yields

¼ c2

½zþ ðic=‘Þ�2 � c2k2
ð3:73Þ

and

¼ e2c2z4

ðz2 � c2k2Þ2f½zþ ðic=‘Þ�2 � c2k2g
: ð3:74Þ

Besides the double poles z ¼ 	cK, two other poles have appeared in (3.74):

z ¼ 	cK � ic=‘. The corresponding contributions to LT and hGðk; tÞi are

proportional to expf	icKtg � expficðt=‘Þg. They are thus damped with a damping
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time td ¼ ‘=c. This damping time is the time the wave takes to travel a distance ‘
equal to the size of the scattering blobs. We call it, as in quantum field theory, the

interaction time tint. We turn back now to the perturbation series for the mean

propagator, and show that, as we take more and more perturbation terms we

get more and more divergent singular terms. The fourth order diagrams are (see

Section 3.2):

.

Because of the wave vector conservation condition, the same vector occurs in the

middle and at the terminals of the diagram

k k k .

The factor Gð0Þðk; zÞ ¼ c2

z2�c2k2
occurs thus twice in this diagram, producing singular

terms proportional to t2 � exp½icKt� and t2 � exp½�icKt�. More generally, any

unconnected diagram that is the product of p connected diagrams produces singular

terms proportional to tp � exp½icKt� and tp � exp½�icKt�. We call them the leading

terms of the diagram. Besides the leading terms, there are other singular terms with

lower power of t, and also damped terms, with a damping time found to be always of

the order of tint ¼ ‘=c. If the damping time of the mean propagator is much longer

than tint, the asymptotic time dependence of the mean propagator will be governed

essentially by the leading terms.

Let us show that singular terms arise in the radiation problem too. We are now

looking for hGðrÞi, whose FT may be obtained by changing z into ck0 in hGðk; zÞi.
Taking again the covariance function expð�R=‘Þ, we obtain

hGðkÞi ¼ 1

k20 � k2
þ e2k20

ðk20 � k2Þ2
1

½ðk0 þ i=‘Þ2 � k2�
þ . . . : ð3:75Þ

This is only the function of K ¼ jkj. Its inverse FT, hGðRÞi, can be obtained by a

single integration

hGðRÞi ¼ 1

ð2pÞ2
ð1

0

eiKR � e�iKR

iKR
K2hGðkÞidK: ð3:76Þ

In hGðkÞi the poles K ¼ k0 appear again with increasing frequency, as we take more

and more perturbation terms. As a consequence of this, we can write

hGðRÞi ¼ eikoR � ½1þ ARþ BR2 þ . . .� ð3:77Þ
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where A;B; . . . do not depend on R. As we take the limit Imðk0Þ ! 0, we obtain

secular terms in R.

We conclude that no finite order approximation of the perturbation series can be

used because it would diverge as t ! 1 or R ! 1. However, an infinite sum of

singular terms may be non-singular; for example

expð�t2Þ ¼
X1

n¼0

ð�t2Þn
n!

: ð3:78Þ

But any finite sum has a singular behavior. If we want to do something with the

formal perturbation series, we must thus use at least an infinite subseries. This result

is independent of e, the strength of refractive index fluctuations, because singular

terms do only disappear for e ¼ 0.

3.4.2. Convergence of the Perturbation Expansion

A fundamental question arises now: Does the perturbation series converge? It is

rather difficult to give a general answer to this question because we do not say what

kind of convergence we expect (or do not expect). Let us first indicate that there is a

proof [1–4] that the perturbation series for GðrÞ (radiation problem) is the mean

square convergent for Gaussian mðrÞ.
Let us consider the 1D-model. For ek0‘ � 1ð‘ � lÞ, we can write the mean

propagator

hGðx; x0Þi ¼ Yðx� x0Þ expfik0ðx� x0Þg expf�e2k20‘ðx� x0Þg: ð3:79Þ

The perturbation expansion, n of the mean propagator in power of e is thus

hGðx; x0Þi ¼ Yðx� x0Þ expfik0ðx� x0Þg
X1

n¼0

½�e2k20‘ðx� x0Þ�n
n!

: ð3:80Þ

If x and x0 are fixed, this is an analytic function of e. This is of no interest because

hGðx; x0Þi does not act as a multiplication but as an integral convolution operator.

The convolution product of a bounded source function with YðxÞ expfik0xg�
expf�e2k20‘xg is convergent, but the convolution product with YðxÞ expfik0xgxn is

generally not convergent because of the singular behavior of this term.
As a last example, let us consider the convergence of the FT hGðkÞi for the 1D-

model. In Section 3.3, it was shown that

hGðx; x0Þi ¼ expðe2k20‘2Þ
X1

n¼0

ð�e2k20‘
2Þn

n!

1

½ik � ik0 þ e2k20‘þ n=‘�

was a convergent, but this is not the perturbation series because e appears in the

denominator; hGðkÞi acts as a multiplication. We ask if this is an analytic function of

e in some neighborhood of e ¼ 0 and all values of k.
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For n � 1, ½ik � ik0 þ e2k20‘þ n=‘� is an analytic function of e for jej < n
k0‘2

and all

values of k. But for n ¼ 0, ek0‘ � 1ð‘ � lÞ is not an analytic function of e in any

neighborhood of e ¼ 0 because k � k0 may vanish. We conclude that the

perturbation expansion does not converge. However, it may be easily shown that

for ek0‘ < 1ð‘ < lÞ one can write

hGðx; x0Þi ¼ ½ik � ik0 þ e2k20‘þ n=‘��1f1þ e2k20‘
2Rðk; eÞg ð3:81Þ

where Rðk; eÞ is a bounded function of k and e. This means that we can approximate

hGðkÞi uniformly by the first term of the series (3.69) for k0‘ � 1. This term, though

not analytic, can be formally expanded in powers of e:

1

½ik � ik0 þ e2k20‘�
¼ 1

ðik � ik0Þ
X1

p¼0

� e2k20‘

ik � ik0

� �p

: ð3:82Þ

In the next section we shall do exactly the reverse: given a formal divergent series, we

shall extract from it another divergent subseries whose formal sum is easy to calculate.

3.4.3. Bourret’s Bilocal and Kraichnan’s Random Coupling Models

We now describe two attempts to overcome the difficulty of divergent perturbation

series. Both methods use the fact that there is certain infinite subseries of the formal

perturbation series for the mean propagator, whose exact solution is possible. As it has

been pointed by Kraichnan [23] in a fundamental paper on the dynamics of non linear

stochastic systems, the use of subseries of the perturbation series is very dangerous

because theymay give unphysical results without any physical meaning. It will therefore

be necessary to proceed very carefully. Let us now introduce briefly the first method.

Bourret’s Bilocal Approximation. We take all diagrams whose connected parts

have only two vertices; the resulting series is called the Bourret series and is denoted

by hGiB [13]:

B
G = + + + + ... .

ð3:83Þ
This series has been introduced by Bourret [13] for a Gaussian random function and

also studied by Tatarskii et al. [16–18]. Recalling that the mass operator is the sum of

all connected diagrams without terminals, we find that the Bourret series corresponds

to the lowest order approximation of the mass operator. The corresponding Dyson’s

equation, which is immediately derived from (3.83) is

B
G

B
G= + ð3:84Þ
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This equation has also been derived by Keller [14], but his derivation must be

considered incorrect because he treats the second term of the full perturbation

series (� � � � �) as a small perturbation. Before we discuss Bourret’s approxi-

mation for the single propagator, let us give the corresponding double propagator

approximation

= + + + . . . .  .B
*

<G⊗ G > ð3:85Þ

Bourret’s equation (3.84) for the single propagator is easily solved in k-space; we

shall not derive the corresponding solution for the radiation problem, because this

may be found in [13,14,16–18]. It is also instructive to study the behavior of

hGðk; tÞiB for a given k, that is, the time dependence of an initial excitation

proportional to expfikrg. The main result is that the natural frequencies o ¼ 	cK

are renormalized. For an expð�R=‘Þ covariance function, the renormalized

frequencies are:

or ¼ 	cK � e2cK3‘2

2
� ie2cK4‘3: ð3:86Þ

The damping time corresponding to the imaginary part of or is td ¼ 1
e2cK4‘3 :

Bourret’s derivation is based upon the following assumption [13]:

hmðr1Þmðr2ÞCðr2Þi ¼ hmðr1Þmðr2ÞihCðr2Þi: ð3:87Þ

Such closure assumptions have been studied by Kraichnan [23]; he has shown that

they are generally not uniformly valid for t ! 1. However, the examples considered

by him are rather strong perturbations (such as a random oscillator). As we show

below, the case K‘ � 1 corresponds to a weak perturbation. The damping time

associated with the solution of Bourret’s equation is td ¼ 1
e2cK4‘3, and for K‘ � 1

td � tint ¼
‘

c
: ð3:88Þ

Bourret’s diagrams having p connected parts give a leading term proportional to

e2p � tp � expð	icKtÞ. For t � td this term becomes e-independent. Any other

diagram will give rise to uncompensated powers of e and may thus be constructed

as small. This is rather a poor justification of the Bourret’s approximation, because

we did not make a dimensional analysis of the diagram with respect to the other

parameters c, K. Let us give the main lines of a more rigorous justification. The

leading term of

( ) p

p+ 1

kcz

c

222

2









−

=....

P times

ð3:89Þ
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is easily found to be

i
c

2K

� �pþ1

tp expð�icKtÞ lim
z¼ckþi0( )

p� �
� expðicktÞ lim

z¼�ckþi0( )
p� � �

ð3:90Þ

and

lim
Z!0;Z>0

z ¼ cK þ iZ ) lim z ¼ cK þ i0:

The asymptotic time behavior of (3.89) depends thus only on

lim
z¼	cKþi0( )

and not on the whole z-dependence of . This is immediately generalized to

any product of connected diagrams, whether it belongs to the Bourret series or

not. In order to show that the Bourret’s approximation is uniform, we only need

to prove that for z ¼ 	cK þ i0, is a good approximation of the mass

operator Mðk; zÞ. Following [31], it is easily found that for z ¼ 	cK þ i0, a

connected diagram Lp with p vertices and without terminals has the dimensional

dependence

Lpðe; c;K; ‘Þ � epK2p‘2ðp�1Þ�pð‘KÞ ð3:91Þ

where �pð‘KÞ being a non dimensional function of the non dimensional quantity ‘K.
For small values of ‘K we can write

Lp � epK2p‘2ðp�1Þð1þOð‘KÞ þ . . .Þ ð3:92Þ

for ‘K � 1 and p > 2, Lp is small compared to both L2 � e2K4‘2 and its first Oð‘KÞ
correction. This first order correction is necessary, because it is found that e2K4‘2

does not contribute to the damping time, but only to the real frequency shift of the

renormalized frequencies according to (3.86).

If the condition ‘K � 1 is violated, the contributions arising from the diagrams

not belonging to the Bourret series become more and more important, and for

‘K � 1 Tatarskii [16–18] has shown that all diagrams with the same number of

vertices are almost equal (this is only true for t � tint, but as in this case td � tint). If

all these dimensional considerations are not very convincing, it is still possible to

check the validity of Bourret’s approximation on the 1D-model (see Section 3.4).

The exact solution is described in Formula (3.62)

hCðxÞi ¼ YðxÞ exp½ik0x� exp �e2k20‘
2 x

‘
þ e�

x
‘ � 1

� �n o
ð3:93Þ
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The solution of Bourret’s equation, which is an ordinary equation in k-space is:

hCðkÞiB ¼ ik � ik0 þ
e2k20

ik � ik0 þ
x

‘

2
64

3
75

�1

: ð3:94Þ

Taking the inverse FT, we get

hCðkÞiB ¼ YðxÞ eik0x

2
ffiffiffiffi
�

p ð1þ
ffiffiffiffi
�

p
Þ exp � 1

2‘
ð1�

ffiffiffiffi
�

p
Þx

 ��

�ð1�
ffiffiffiffi
�

p
Þ exp � 1

2‘
ð1þ

ffiffiffiffi
�

p
Þx

 �� ð3:95Þ

where

� ¼ 1� 4e2k20‘
2:

Expanding (3.94) for ek0‘ � 1, we find

hCðkÞiB ¼ YðxÞeik0x expf�e2k20‘xg; ð3:96Þ

which is the uniform approximation (3.63), already found for the exact solution. If

the condition ek0‘ � 1 is not satisfied, Formulas (3.95) and (3.93) are not in

agreement. For example, if ek0‘ � 1, the Bourret’s approximation gives

hCðkÞiB ¼ YðxÞeik0x cosðek0xÞ expf�x=2‘g ð3:97Þ

whereas the exact solution (3.67) is

hCðxÞi ¼ YðxÞeik0x exp �1

2
e2k20x

2

� �
: ð3:98Þ

We conclude that:

The Bourret’s approximation is a long wavelength approximation, uniformly valid for

any random perturbation, whether Gaussian or not, and has a correlation range much

shorter than the wavelength ð‘ � lÞ

This approximation can also be used for more general equations of random

variables than the scalar wave equation, because the dimensional analysis is easily

generalized. In Section 3.7 we apply it to the electromagnetic wave equation and in

Section 3.8 to the coupled wave equation.

Let us consider now the Bourret’s approximation for the double propa-

gator. We have seen in Section 3.2 that the mean spectral energy propagator

hjGðk; zÞj2i and thus the mean spectral energy density hjCðk; zÞj2i satisfy a separate
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equation. For the radiation problem, using the Bourret’s approximation (3.85), this

equation is

hjCðkÞj2iB ¼ jhGðkÞiBj
2jjðkÞj2 þ jhGðkÞiBj

2
e2k20k

�2
0

ð
Gðk � k0ÞhjCðk0Þj2iBd3k

ð3:99Þ

where hGðkÞiB is the Bourret’s approximation for the single propagator, and jðkÞ
is the FT of the source function. Equation (3.99) is an integral equation for the

mean spectral energy density. As follows from Reference [13], the Bourret’s

approximation for hGðkÞi is only valid for K‘ � 1, but the integral term of (3.99)

relates the region of the spectrum that does satisfy this condition and the other one.

Even if we assume that jðkÞ is vanishing outside K‘ � 1, we do not know if some

energy will not be transferred to the other part of the spectrum. Thus, there is a

serious difficulty here, and it may be possible that the Bourret’s approximation is

never uniform for the mean double propagator. This question remains unanswered

till date.

Kraichnan’s Random Coupling Model. Given an equation of random variables,

Kraichnan [23] showed that he can construct another equation which is related to

it, but it can be reduced to a nonlinear nonrandom (e.g., deterministic) equation.

This was achieved through the introduction of an additional random coupling

between wave vectors, called by him the ‘‘random coupling model.’’ The remarkable

point is that its solution can be considered both as the exact solution of the model

equation, as well as the approximate solution of the original equation. This ensures

that if we can solve the model equation, the solution will be physically acceptable.

Kraichnan’s perturbation diagrams are somewhat different from what was presented

previously, but the connection is easy to establish. Using notations, according to

[31], the mean propagator of the random coupling model, which we denote by

hGðkÞiK, is the sum of all perturbation diagrams of the original problem such that

there are:

– there is no clusters of more than two points;

– there are no intersecting dotted lines.

We give the first diagrams as

K
G = + + + +

......... .++

ð3:100Þ
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This expansion is easily found to be equivalent to a nonlinear but nonrandom

equation (we use the symbol ¼¼¼¼¼ for hGiK)

+=
: ð3:101Þ

The only difference with Bourret’s equation (3.84) is that the mean propagator and

not the unperturbed propagator appears under the dotted line. The equation for the

mean propagator of the random coupling model is

K

*
G⊗ G =>< K

*
G ⊗ G ><+ : ð3:102Þ

This linear equation can only be solved after the nonlinear Equation (3.101). All

Bourret’s diagrams are included in the random coupling model. Accordingly, we

expect that it will give a better approximation. But the main reason for studying this

model is that there is not a prior limitation to its validity such as K‘ � 1. The

solution of the random coupling model for the wave equation would give at least a

partial answer to important questions such as:

– is there a damping effect of the mean propagator always?

– how does the damping time vary with k?

– what is the spectral mean energy distribution corresponding to a given

excitation or a source function?

Let us write down the random coupling model equation for our 1D-model and the

scalar wave equation. The 1D-model gives:

hGðk; zÞiK ¼ c

ick � iz
þ ðeizÞ2
cðick � izÞ hGðk; zÞiK

ð
Gðk � k0ÞhGðk0; zÞiKd3k0:

ð3:103Þ

At the same time, the scalar wave equation is

hGðk; zÞiK ¼ c2

z2 � c2k2
þ e2z4

c2ðz2 � c2k2Þ hGðk; zÞiK
ð
Gðk � k0ÞhGðk0; zÞiKd3k0

ð3:104Þ

If Gðk � k0Þ ¼ dðk � k0Þ, Equations (3.103) and (3.104) are ordinary nonlinear

equations which can be solved analytically. This case corresponds to a covariance

function in r-space that is constant.
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There are basically two possible iterations methods for the random coupling

model equation:

a) by using Equation (3.101)

+=

we can iterate it, considering the second term on the random homogeneous

space as a perturbation. This gives

= + + + + ...,

ð3:105Þ

which cannot be used for long times because of the singular form.

b) A more interesting method is to write Equation (3.101) as

hGiK ¼ Gð0Þ

1� Gð0ÞLðhGiKÞ
ð3:106Þ

where L is the linear operator

L

Equation (3.106) is then iterated giving

hGiK ¼ Gð0Þ

1� Gð0ÞL
Gð0Þ

1� Gð0ÞLð. . .Þ

� � : ð3:107Þ

This is the operator analogue of a continued fraction. For the 1D-model and

the covariance function �expð�jxj=‘Þ, it was possible to show that this

iteration process converges for je‘z=cj < 1=2 and to find its analytic con-

tinuation. The proof is somewhat artificial because we used the fact that for

any function f ðkÞ is bounded and analytic in the half plane ImðzÞ < 0

ð
Gðk � k0Þf ðk0Þdk0 ¼ f ðk � i=‘Þ ð3:108Þ
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Hence we get a nonlinear finite difference equation, which is solved by means

of a continued fraction. Unfortunately, it is not possible to extend this method

to the scalar wave equation.

3.5. RANDOM TAYLOR EXPANSION AT SHORT WAVELENGTHS

In Section 3.4, we have found that in the limiting case ek0‘ � 1, the random

refractive index behaves as a mere random value and not as a random function. This

is easily understood when ‘ is very large ð‘ � lÞ, each realization (or sample) of the

random index is a very slowly varying function that can be approximated by a

constant. At an intermediate level, between the general random function and random

variable, we could try to approximate a random function by a linear function or a

quadratic function with random variables as coefficients. For example, constructing

a limited random Taylor expansion of the random function. The random equation for

this model is:

@CðxÞ
@x

� ik0½1þ emðxÞ�CðxÞ ¼ dðxÞ ð3:109Þ

where mðxÞ is a random function, dðxÞ is Dirac’s distribution at the origin, and the

wave number k0 ¼ 2p=l ¼ 2pf=c is taken, as in Section 3.3, to be positive. Here l is
the wavelength, f is the radiated frequency, and c is the velocity of light. We want to

approximate the random function mðxÞ by its random Taylor expansion [7,22]

mðxÞ ¼ mð0Þ þ xm0ð0Þ þ x2

2
m00ð0Þ þ . . . ð3:110Þ

where mð0Þ, m0ð0Þ, m00ð0Þ; . . . are not independent random variables. We cannot keep

the covariance function expf�jxj=‘g because the corresponding random function is

not mean square differentiable (see Reference [31]). As we do not need to specify

the covariance G, we shall only assume that it has derivatives of all orders at x ¼ 0

and that Gð0Þ ¼ 1. That leads us to an approximation for CðxÞ, that is,

@CðxÞ
@x

� ik0 1þ emð0Þ þ exm0ð0Þ þ e
x2

2
m00ð0Þ

 �
CðxÞ ¼ dðxÞ: ð3:111Þ

It is solved for the mean wave function

hCðxÞi ¼ YðxÞeik0x exp ik0ex mð0Þ þ exm0ð0Þ þ e
x2

2
m00ð0Þ

� � �� �
: ð3:112Þ

As mðxÞ is a Gaussian random function, the multivariate distribution of mð0Þ, m0ð0Þ,
m00ð0Þ is also Gaussian; it is thus determined by its second order moment such as

hðmð0ÞÞ2i; hðm0ð0ÞÞ2i; hmð0Þm0ð0Þi, and so forth. They are easily calculated in terms

RANDOM TAYLOR EXPANSION AT SHORT WAVELENGTHS 65



of covariance function, for example

hmð0Þm0ð0Þi ¼ lim
h!0

hmð0ÞmðhÞi � hmð0Þmð0Þi
h

¼ G0ð0Þ 
 0 ð3:113Þ

because G is an even function.

The mean value in (3.112) is easily related to the characteristic function of mð0Þ,
m0ð0Þ, m00ð0Þ, and can be calculated in terms of G; this gives

hCðxÞi ¼ YðxÞeik0x exp � k20e
2x2

2
1þ x2

12
G00ð0Þ þ Oðx3Þ

� � �
: ð3:114Þ

Let us compare this Equation to the exact solution as in (3.60)

hCðxÞi ¼ YðxÞeik0x exp � k20e
2

2

ðx

0

ðy

0

Gðy� y0Þdy dy0
2
4

3
5: ð3:115Þ

Expanding the covariance function in power of x and integrating it we get exactly the

same result as in (3.114). If the condition

k20e
2

G00ð0Þ

����
����� 1

is satisfied, we can use the so-called ‘‘random variable’’ approximation [31]

hCðxÞi ¼ YðxÞeik0x exp � k20e
2x2

2

 �
: ð3:116Þ

An equivalent condition is that the damping length xd ¼ 1=k0e ¼ l=e corresponding
to this approximation should be much shorter than the range of random correlations

‘ ¼ jG00ð0Þj�1=2
. If it is satisfied, the wave cannot escape the region where the

random index is properly approximated by a random variable. The ‘‘random

variable’’ approximation is easily applied to any propagation equation because we

only need to solve a partial differential equation with constant coefficients, and

average afterwards. If we want a higher order approximation we must solve a

partial differential equation with linear or quadratic coefficients. The case of linear

coefficients can, in principle, be solved by means of a generalized Laplace

transformation, but this is rather complicated. In Section 3.8 we shall apply the

‘‘random variable’’ method to the coupled wave equations at short wavelength.

Now we derive the short wave approximation for the scalar wave equation with

point source:

�CðrÞ þ k20½1þ em�CðrÞ ¼ dðrÞ: ð3:117Þ
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We assume m to be a centered Gaussian random variable and hm2i ¼ 1. Solving

(3.117) we get

CðrÞ ¼ expfik0ð1þ emÞRg
�4pR

; R ¼ jrj: ð3:118Þ

Taking the mean value of this wave function we find

hCðrÞi ¼ expðik0RÞ exp �1
2
e2k20R

2
� �

�4pR
: ð3:119Þ

The damping due to phase mixing is thus exponential with a damping length

Rd ¼ ðejk0jÞ�1 > l: ð3:120Þ

The condition Rd � ‘ can be written as

ejk0j‘ � 1:

It is thus a short wavelength condition ð‘ � lÞ. The result of (3.119) disagrees with
a result derived by Tatarskii [16–18] for jk0j‘ � 1. His mean wave function

hCðrÞi ¼ expðik0RÞ
�4pR

� 1

ð1þ e2k20R‘Þ
1=2

ð3:121Þ

has not an exponential decrease, but has a damping length of

Rd ¼ ðe2k20‘Þ
�1 � l:

His result is expressed as a certain integral over the solution of the Bourret’s

equation (3.84), and this integral is calculated by the method of stationary phase.

The expansion of the solution of the Bourret’s equation used by Tatarskii is only

valid for jk0j‘ � 1. If the proper expansion is used, the result becomes identical with

the one mentioned previously. This can also be checked on the 1D-model for which

the calculation is easier.

3.6. AN EXACT SOLUTION OF THE SCALAR WAVE EQUATION

In References [1–4,16–18], it was suggested that functional space integration might

be used to solve these random variables equations. It suggested that it would be

necessary to generalize the Wiener measure to more general stochastic processes
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besides the Brownian motion. Nevertheless, it was shown in [31] that the reduced

scalar wave equation can be related to a complex version of the heat equation and

solved via a complex Wiener measure. The method indicated here can also be used

for the Schrodinger equation with a random potential. Let us show how by following

Reference [31] one can obtain the solution of the reduced scalar wave equation with

random refractive index

�CðrÞ þ k20½1þ mðrÞ�CðrÞ ¼ dðrÞ ð3:122Þ

where, once more, dðrÞ is Dirac’s distribution at the origin. Let us assume that the

wave number k0 has a small positive imaginary part and mðrÞ is a centered Gaussian
random function with covariance Gðr; r0Þ that need not be stationary. In order to

relate this equation to the heat equation, we introduce a new unknown function
eCðr; yÞ such that

CðrÞ ¼ � i

k0

ð1

0

expðik0yÞeCðr; yÞdy: ð3:123Þ

Because of the positive imaginary part of k0, this integral is convergent if eCðr; yÞ is
not increasing very fast at infinity. Equation (3.122) is now multiplied by k20 and

integrated by parts

k20CðrÞ ¼ �
ð1

0

eCðr; yÞ @

@y
expðik0yÞdy ¼ eCðr; 0Þ þ

ð1

0

@ eCðr; yÞ
@y

expðik0yÞdy:

ð3:124Þ

Using (3.123) and (3.124) we can write

�CðrÞ þ k20CðrÞ þ k20 mðrÞCðrÞ 
� i

k0

ð1

0

expðik0yÞ½�eCþ k20mðrÞeC�dyþ eCðr;0Þ

þ
ð1

0

@ eCðr;yÞ
@y

expðik0yÞdy¼ dðrÞ: ð3:125Þ

This is satisfied if we take

@ eCðr; yÞ
@y

¼ i

k0
�eCðr; yÞ þ ik0mðrÞeCðr; yÞ

eCðr; 0Þ ¼ dðrÞ:
ð3:126Þ
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Let us compare (3.126) to the perturbed heat equation

@ eCðr; yÞ
@y

¼ �eCðr; yÞ þ VðrÞeCðr; yÞ ð3:127Þ

and the Schrodinger equation

@ eCðr; yÞ
@y

¼ a�eCðr; yÞ þ VðrÞeCðr; yÞ: ð3:128Þ

The first equation (3.127) can be solved by functional integration for all functions

VðrÞ continuous and bounded from above, using the Wiener measure of the

Brownian motion process. For the second equation (3.128) there is no Wiener

measure. It is wellknown that for the Schrodinger equation this solution through

functional integration, given first by Feynman [3,4], is only a formal extension of the

heat equation case. Fortunately, it can be shown that all equations such as (3.128),

where a has a positive real part can be rigorously solved with a complex

Wiener measure. This is the case here because Reði=k0Þ > 0. Thus, the solution of

(3.128) is

eCðr; yÞ ¼
ð

O

exp ik0

ðy

0

mðrðtÞÞdt

2
4

3
5dW y; r;

i

k0

� �
ð3:129Þ

where O is the space of continuous function rðtÞ such that rð0Þ ¼ 0 and rðyÞ ¼ r,

and dWðy; r; i=k0Þ is the complex Wiener measure corresponding to the complex

heat equation

@ eCðr; yÞ
@y

¼ i

k0
�eCðr; yÞ: ð3:130Þ

Expression (3.129) can also be written more explicitly as the limit of ordinary

multiple integrals

eCðr;yÞ ¼ lim
n!1

4pi�t

k0

� ��3
2
nð

. . .

ð
exp

ik0

4�t
½r21 þ ðr2 � r1Þ2 þ ðr� rn�1Þ2�

� �

� expfik0�t½mðr1Þ þ mðr2Þ þ . . .þ mðrn�1Þ�gd3r1d3r2 � � �d3rn�1 ð3:131Þ

where �t ¼ y=n, ð4pi�t=k0Þ�
3
2
n

is the 3nth power of the square root of

4pi�t=k0, which has a positive real part. A formal proof of (3.131) was presented

in [31].
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Now we calculate the mean value of eCðr; yÞ using (3.129) by interchanging the

functional integration. Finally, we get:

heCðr; yÞi ¼
ð

�

exp

"
ik0

ðy

0

mðrðtÞÞdt
#* +

dW y; r;
i

k0

� �
ð3:132Þ

We shall now make use of the fact that mðrÞ is a centered Gaussian random function.

However, the Gaussian assumption can be dropped because we actually only need to

know the characteristic function of mðrÞ:

FðjðrÞÞ ¼ exp i

ð
jðrÞmðrÞd3r

� �
: ð3:133Þ

The following calculations are almost the same as those in Section 3.3 for the 1D-

model. For a fixed curve rðtÞ, a linear functional of mðrÞ

j ¼
ðy

0

mðrðtÞÞdt ð3:134Þ

is a centered Gaussian random value and hexp½ik0j�i is its characteristic

function

�
exp


ik0j

��
¼ exp �1

2
k20

�
j2

�� �
ð3:135Þ

where

hj2i ¼
ðy

0

ðt

0

hmðrðtÞÞmðrðt0ÞÞidt dt0 ¼
ðy

0

ðt

0

GðrðtÞ; rðt0ÞÞdt dt0: ð3:136Þ

Turning back to the initial Equation (3.132), we get

heCðrÞi

¼ � i

k0

ð1

0

dy expðik0yÞ
ð

O

exp

"
� 1

2
k20

ðy

0

ðt

0

GðrðtÞ; rðt0ÞÞdt dt0
#* +

dW y; r;
i

k0

� �

ð3:137Þ
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that solves the problem. This functional integral can also be approximated for

numerical purposes, for example, by multiple integrals:

heCðrÞin ¼ � i

k0

ð1

0

dy expðik0yÞ
4pi�t

k0

� ��3
2
n

ð
. . .

ð
exp

ik0

4�t
½r21 þ ðr2 � r1Þ2 þ ðr � rn�1Þ2�

� �

� exp � 1

2
k20ð�tÞ2

Xn�1

i;j¼1

Gi;j

( )
d3r1d

3r2 � � � d3rn�1 ð3:138Þ

where Gi; j ¼ Gðri; rjÞ and �t ¼ y=n. The extension to higher order moments

is straightforward, using characteristic functions of multivariate Gaussian distributions.

Approximate Evaluations of the Functional Integral (3.137)

a) Short Wavelength Approximation. If the range of the covariance function is

much longer than the wavelength, we use a functional saddle point method to

approximate the function

exp � 1

2
k20

ðy

0

ðt

0

GðrðtÞ; rðt0ÞÞdt dt0
2
4

3
5 ð3:139Þ

by a quadratic function of rðtÞ � r0ðtÞ, where r0ðtÞ is the function that makes the

exponent stationary. It is then possible to calculate exactly this approximate

functional integral.

b) Long Wavelength Expansion. The multiple integral (3.138) reminds us of the

formula for the partition function of a gas in thermodynamic equilibrium. We can

write

exp � 1

2
k20ð�tÞ2

Xn�1

i; j¼1

Gi; j

( )
¼
Yn�1

i; j¼1

ð1þ FijÞ ¼ 1þ
X

Fij þ
XX

FijFikl þ . . .

ð3:140Þ
with

Fij ¼ exp � 1

2
k20ð�tÞ2Gi; j

� �
� 1: ð3:141Þ

The resulting integrals are then represented by the Mayer’s diagrams [3,4]. This

method can also be related to the perturbation method of Section 3.2.
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3.7. THE ELECTROMAGNETIC WAVE EQUATION

In this section we consider the full electromagnetic wave equation with a random

refractive index

�EðrÞ � rðr � EðrÞÞ þ k20½1þ emðrÞ�EðrÞ ¼ jðrÞ: ð3:142Þ

where jðrÞ is related to the actual current density j�ðrÞ by jðrÞ ¼ �iom0j
�ðrÞ, o is

the angular frequency, o ¼ 2pf , and m0 ¼ 4p � 10�7 is the permeability of free

space. This equation is not equivalent to the reduced scalar wave equation because of

the term rðr � EðrÞÞ, which is important when the refractive index changes much

over a wavelength. We shall therefore only consider the case of long wavelengths

such that jk0j‘ � 1, and use the Bourret’s approximation. This problem has already

been treated by Tatarskii [16–18] but the results presented here do not agree. Taking

the FT of (3.142) we get

½ðk20 � k2Þdij þ kikj�EjðkÞ þ ek20

ð
mðk� k0ÞEiðk0dk ¼ jiðkÞ: ð3:143Þ

The unperturbed propagator G
ð0Þ
ij ðkÞ satisfies the following equation

½ðk20 � k2Þdij þ kikj�Gð0Þ
jl ðkÞ ¼ dil: ð3:144Þ

This equation is easily solved as

G
ð0Þ
jl ðkÞ ¼ 1

½k20 � k2� dij �
kikj

k20

� �
: ð3:145Þ

The Bourret’s equation for the mean perturbed propagator hGjlðkÞi is

=G G+ ð3:146aÞ

or

hGðkÞi ¼ Gð0ÞðkÞ þ Gð0ÞðkÞe2k40
ð
Gðk � k0ÞGð0Þðk0Þd3k0

 �
hGðkÞi ð3:146bÞ

where GðkÞ is the FT of the covariance function. After a few transformations,

Equation (3.146b) becomes [31]:

ðk20 � k2Þdij þ kikj � e2k40

ð
Gðk � k0Þ
k20 � k02

dij �
k0ik

0
j

k20

� �
d3k0

 �
hGjlðkÞi ¼ dil: ð3:147Þ
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Let us now denote the tensor TijðkÞ as:

TijðkÞ ¼
ð
Gðk � k0Þ
k20 � k02

dij �
k0ik

0
j

k20

� �
d3k0

and assume that the covariance function is isotropic. Then the tensor TijðkÞ is the
convolution product of an isotropic tensor and an isotropic function; it is thus an

isotropic tensor and can be written as:

TijðkÞ ¼ wðkÞdij þ mðkÞ kikj
k20

: ð3:148Þ

The Bourret’s equation for the mean propagator becomes now

½ðk20 � k2 � e2k40wðkÞÞdij þ ð1� e2k20mðkÞkikjÞ�hGjlðkÞi ¼ dil: ð3:149Þ

Let us now find the free oscillations that satisfy

½ðk20 � k2 � e2k40wðkÞÞdij þ ð1� e2k20mðkÞkikjÞ�hEjðkÞi ¼ 0: ð3:150Þ

There are two kinds of oscillations:

a) Transverse oscillations. Here hei and k are perpendicular. The dispersion equation is

k20 � k2 � e2k40wðkÞ ¼ 0: ð3:151Þ

b) Longitudinal oscillations. Here hei and k are parallel. The dispersion equation is

1� e2ðk20wðkÞ þ k2mðkÞÞ ¼ 0: ð3:152Þ

Let us also find the renormalized wave number K? for transverse waves. We take for

this purpose the correlation function expð�R=‘Þ. After some straightforward

manipulations we find that for k‘ � 1ð‘ � lÞ

wðK?Þ ¼ � 2

3
‘2ð1þ 2iK?‘Þ þ

1

3k20
þ Oð‘4K2

?Þ: ð3:153Þ

The dispersion equation for transverse oscillations is solved for the renormalized

wave number

K? ¼ ½k20ð1� e2k20wðkÞÞ�
1=2 � k0 1� 1

6
e2 þ 1

3
e2k20‘

2ð1þ 2ik0‘Þ
 �

: ð3:154Þ
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We compare this result to the corresponding formula for the scalar wave equation

obtained in References [16–18] or deduced from Keller’s result [14] with a

covariance function of expð�R=‘Þ

K? ¼ k0 1þ 1

2
e2k20‘

2ð1þ 2ik0‘Þ
 �

: ð3:155Þ

First of all, the imaginary part of K? in (3.155) has been reduced by factor �(1/3)

with respect to that in (3.154), the damping length of the mean wave have thus

increased by 50%. Secondly, due to the additional negative term ð� 1
6
k0e

2Þ in (3.154)
compared with (3.155), the real part of K? is less than the real part of k0 if 2k

2
0‘

2 < 1.

As we assumed that k‘ � 1ð‘ � lÞ, this is satisfied.
We conclude that the effective phase velocity of transverse waves increases at

long wavelengths, instead of decreasing as is the case for the scalar wave equation.

This needs some explanation. There are two wave modes actually in this medium:

the transverse mode, whose phase velocity is approximatelyo=k0, and the longitudinal
wavemode, whose phase velocity ismuch longer (infinite in the nonrandom case). Due

to the term kikjEj of (3.143), the wave modes are coupled and part of the mean

transverse wave has traveled part of its way as a longitudinal wave. The traveling time

being thus decreased, the phase velocity is increased.Without this coupling it would be

impossible to explain the increase of the phase velocity. As the additional term 1
6
k0e

2

does not depend on ‘, it is possible that it corresponds rather to a diffraction effect by
the scattering blobs (whose sizes are small compared to the wavelength), than to a

volume scattering effect.

3.8. PROPAGATION IN STATISTICALLY INHOMOGENEOUS MEDIA

In this section we assume that the mean refractive index is constant through space,

but that its random part is not strictly stationary with respect to space translations.

The correlation functions Gðx; x0Þ are functions of (x� x0) and also of (xþ x0)/2. We

shall assume that this additional space dependence has a scale of variations h that is

large compared to the wavelength. As there is no homogeneous turbulence in nature,

this is a very common situation.

The FT mðkÞ of such a slowly varying random function does not satisfy the wave

vector conservation condition

hmðk1Þmðk2Þ � . . . � mðkpÞi ¼ 0; if k1 þ k2 þ � � � þ kp 6¼ 0 ð3:156Þ

and does not give rise to any singular terms in the perturbation series. All arguments

based upon the extraction of the leading singular terms seem to disappear suddenly.

We show however that if the condition e2K4‘3h � 1 is satisfied, in addition to the

usual condition K‘ � 1, nothing is changed, because we have pseudo singular

terms. We assume that the additional space variation of the correlation functions

Xðr1; r2; . . . ; rnÞ is given by a factor exp isðr1þr2þ...þrnÞ
r1

h i
, where s is given vector. This
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is not of course the most general case, but it will be sufficient for our purpose. The

scale of variation of this additional factor is h ¼ 1=jsj . The Fourier transform of

exp
isðr1þr2þ...þrnÞ

r1

h i
Xðr1; r2; . . . ; rnÞ is Xðk1 þ s

n
; k2 þ s

n
; . . . ; rn þ s

n
Þ. The wave vector

conservation condition becomes thus

k1 þ k2 þ � � � þ kn þ s ¼ 0: ð3:157Þ

If we apply this to a connected diagram in k-space, such as

k k'k

we find that

k � k0 ¼ s: ð3:158Þ

Because of the condition h � l, which can also be written jsj < K, the wave vectors

at the terminals of a connected diagram are almost equal. Instead of a squared

unperturbed propagator, the terminals of introduce a factor

c2

z2�c2K2

c2

z2�c2K 02¼
c

2ðK2�K 02Þ
1

K

1

z�cK
� 1

zþcK

� �
� 1

K 0
1

z�cK 0�
1

zþcK 0

� � �
:

ð3:159Þ

Let us find the corresponding contribution to the inverse LT. It is proportional to

1

ðK2 � K 02Þ
ðe�icKt � eic

0KtÞ
K

� ðe�icK 0t � eicK
0tÞ

K 0

 �
ð3:160Þ

then, using the fact that K � K 0 is small compared to K, we approximate (3.160)

by

1

2K2

e�icKtð1� eicðK�K 0ÞtÞ
K � K 0 � e�icKtð1� e�icðK�K 0ÞtÞ

K � K 0

 �
ð3:161Þ

For cðK � K 0Þ � 1, we can make a Taylor expansion of (3.161) and find

� ic

2K2
ðte�icKt þ teicKtÞ: ð3:162Þ

This expression is not really singular, because it is only valid for cjK � K 0jt � 1;

this condition can also be written t � h=c. If the damping time td, corresponding

to the Bourret’s approximation in the stationary case is small compared to h=c,
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then because the expression behaves exactly as a singular term, we call it a

pseudo secular term. As td � 1
e2cK4‘3, the condition td � h=c can be written as

e2K4‘3h � 1 ð3:163Þ

and because of K‘ � 1 and e2 < 1, h must be very large compared to the

wavelength.

3.9. PROPAGATION IN HOMOGENEOUS ANISOTROPIC MEDIA

Waves in anisotropic media, such as ionospheric plasma in the presence of an

ambient magnetic field (called geomagnetic), obey some partial differential

equations that may be much more involved than the scalar wave equations. The

wave function may have several components corresponding to a perturbed density,

a perturbed velocity, a perturbed magnetic field, and so on (see Chapter 9). Instead

of a single dispersion equation we may have several equations corresponding to

different wave modes. The wave modes are defined to be the time harmonic

functions of the propagation equations, with the boundary conditions taken into

account. If we change the shape of the boundaries, we change also the nature of the

wave modes.

3.9.1. Coupling Between Wave Modes

Here we shall only consider waves in free space because the eigenfunctions are

easily found by means of a FT. Let us first consider the nonrandom case in order to

introduce some definitions and notations.

Nonrandom Case. If the medium has constant parameters the propagation equa-

tions have constant coefficients. We assume that they can be written as a system

of first order partial differential equations (this is the most frequent case) as:

@Cjðr; tÞ
@t

¼ bjlmrlCmðr; tÞ; l ¼ 1; 2; 3; j;m ¼ 1; 2; . . . ; n ð3:164Þ

where n being the number of unknowns. Introducing now the FT

Cjðk; tÞ ¼
ð
expð�ikrÞCjðr; tÞd3r ð3:165Þ

Equation (3.164) becomes

@Cjðk; tÞ
@t

¼ ibjlmklCmðk; tÞ ð3:166Þ
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or in matrix notation

�i
@Cðk; tÞ

@t
¼ AðkÞCðk; tÞ ð3:167Þ

with

AjmðkÞ ¼ bjlmkl: ð3:168Þ

We assume that AðkÞ is diagonalizable, that is, there exists a matrix SðkÞ such that

S�1ðkÞAðkÞSðkÞ ¼ DðkÞ: ð3:169Þ

DðkÞ being a diagonal matrix whose elements are the solution of the value equation

det½o� AðkÞ� ¼ 0:

This equation has n solutions (distinct or not)

o ¼ ojðkÞ; j ¼ 1; 2; . . . ; n:

We call Equation (3.169) the dispersion equation of the jth mode in an anisotropic

medium. For mathematical convenience, we shall take n modes even if some of them

are not physically distinct such as the x and y polarization of an electromagnetic wave

�E expðikzÞ in an isotropic medium. We introduce the wave mode amplitude vector

Qðk; tÞ ¼ S�1ðkÞCðk; tÞ; ð3:170Þ

which satisfies the following diagonal equation

�i
@Qðk; tÞ

@t
¼ DðkÞQðk; tÞ: ð3:171Þ

The jth component of Qðk; tÞ is called the complex amplitude of the jth wave mode; it

satisfies a separate propagation equation

�i
@Qjðk; tÞ

@t
¼ ojðkÞQjðk; tÞ ð3:172Þ

without summation on j. We may conclude that in a nonrandom anisotropic medium

different wave modes are uncoupled. We also define the spectral energy density of

the jth wave mode:

Ejðk; tÞ ¼ jQjðk; tÞj2: ð3:173Þ

PROPAGATION IN HOMOGENEOUS ANISOTROPIC MEDIA 77



If the medium is lossless, the frequencies ojðkÞ are real and the spectral energy

densities remain constant. We shall see that in the random case there are energy

transfers from one mode to another.

Random Case. Let us assume now that the parameters of the medium are station-

ary random functions of position and the medium is statistically homogeneous.

Separating the mean values from the random part yields the random propagation

equation as

@Cjðr; tÞ
@t

¼ bjlmrlCmðr; tÞ þ edbjlmðrÞrlCmðr; tÞ ð3:174Þ

where e is a small parameter; dbjlmðrÞ are stationary centered random function of r.

Taking the FT of (3.174) and using matrix notations, we have

�i
@Cðk; tÞ

@t
¼ AðkÞCðk; tÞ þ e

ð
dAðk � k0ÞCðk0Þd3k0: ð3:175Þ

AðkÞ is defined by (3.168) and

dAjmðkÞ ¼ dbjlmkl: ð3:176Þ

Expression (3.175) is a random integral equation, which could be used as the starting

point of a perturbation expansion. Following Reference [31], we first diagonalize

AðkÞ in order to obtain a set of coupled equations for the wave mode amplitudes. The

wave modes are defined in the same way as for the nonrandom case, that is, as for

e ¼ 0. This is perhaps somewhat artificial but is well justified if the parameter

fluctuations are not too strong. The wave mode amplitude vector being defined by

(3.170), we obtain a set of coupled integral equations

�i
@Qðk; tÞ

@t
¼ DðkÞQðk; tÞ þ e

ð
Cðk; k0ÞQðk0; tÞd3k0 ð3:177Þ

with

Cðk; k0Þ ¼ S�1ðkÞdAðk � k0ÞSðkÞ:

Using tensor notations, we get

�i
@Qjðk; tÞ

@t
¼ olðkÞdljQjðk; tÞ þ e

ð
Cjlðk; k0ÞQlðk0; tÞd3k0 ð3:178Þ

The random integral operator Cjlðk; k0Þ gives the coupling between wave modes for

j 6¼ l, and the scattering (or self coupling) for j ¼ l.
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Equations (3.177) and (3.178) are fundamental equations for wave mode coupling,

which we shall use as a starting point for the perturbation expansion and the random

variable approximation (lowest order of a randomTaylor expansion) in energy transfer.

3.9.2. Energy Transfer Between Wave Modes

Let us begin with the perturbation method at long wavelengths ðK‘ � 1Þ. The LTof

Qðk; tÞ

~Qðk; zÞ ¼
ð1

0

expðiztÞQðk; tÞdt ð3:179Þ

satisfies

½�iz� iDðkÞ�~Qðk; zÞ � ie

ð
Cðk; k0Þ~Qðk0; zÞd3k ¼ Qðk; 0Þ: ð3:180Þ

This equation is of the type

ðL0 þ eL1ÞQ ¼ j ð3:181Þ

considered in Section 3.2. As in this section, we introduce the unperturbed

propagator

Gð0Þ ¼ L�1
0 ¼ ½�iz� iDðkÞ��1; ð3:182Þ

which is a diagonal operator, and the perturbed propagator

G ¼ ðL0 þ eL1Þ�1: ð3:183Þ

The diagram methods for the mean perturbed propagator and the mean double

propagator are easily extended to this problem. The only differences being that the

solid line and the dot are no more scalar operators but tensor (or matrix) operators.

The only new feature is the coupling between wave modes (see Reference [31]). As

we want to avoid unnecessary complications, we shall only take two wave modes

and assume that there are no self-coupling terms and no losses. Thus we look at the

following coupled wave equations:

�i
@Q1ðk; tÞ

@t
¼ io1ðkÞQ1ðk; tÞ þ e

ð
C12ðk; k0ÞQ2ðk0; tÞd3k0 ð3:184aÞ

�i
@Q2ðk; tÞ

@t
¼ io2ðkÞQ2ðk; tÞ þ e

ð
C21ðk; k0ÞQ1ðk0; tÞd3k0: ð3:184bÞ
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The medium being lossless, the total energy must be constant

ð
½jQ1ðk; tÞj2 þ jQ2ðk; tÞj2�d3k ¼ 0: ð3:185Þ

This implies that o1ðkÞ and o2ðkÞ are real and

C12ðk; k0Þ ¼ �C�
21ðk; k0Þ: ð3:186Þ

We write now the Bourret’s equation (see Section 3.4) for the mean propagator of

Equation (3.181)

=
B

G
B

G+ . ð3:187Þ

As there are only two modes, it is more convenient to have a scalar operator instead

of a matrix one. For the unperturbed propagator being a diagonal matrix, it is

sufficient to introduce, over the solid line, a superscript indicating the wave mode.

Using this convention we write (3.187) as

=
B

G11 B
G11+1 1 2 . ð3:188aÞ

=
B

G22 B
G22+

2 2 1 . ð3:188bÞ

As there are no self-coupling terms, hG12iB and hG21iB vanish. The consequence of

the absence of self-coupling terms is thus the absence of coupling between the mean

propagators (this is due to the fact that any Bourret diagram has an even number of

vertices). But this will not prevent energy transfer between the wave modes, because

the energy densities are calculated from the mean double propagator.

Let us find the behavior of hG11iB for t � tint. It is determined by the scalar terms

of the Bourret series and thus by

lim
z¼�o1ðkÞþi0

2 ¼ ib1ðkÞ: ð3:189Þ

In explicit from Equation (3.188a) becomes

½�iz� io1ðkÞ � ib1ðkÞ�hG11iB ¼ 1: ð3:190Þ

To derive this equation we have replaced by ib1ðkÞ. Solving this equation

we obtain

hG11ðk; tÞi ¼ expfi½o1ðkÞ þ b1ðkÞ�tg: ð3:191Þ
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The frequency o1ðkÞ has thus been renormalized. For the second wave mode from

(3.188b) we find a similar result with b2ðkÞ ¼ �b�1ðkÞ.
Let us calculate b1ðkÞ. Writing

hB12ðk; k0ÞB21ðk0; k00Þi ¼ Gðk � k0Þdðk � k00Þ ð3:192Þ

we obtain

b1ðkÞ ¼ lim
Z!0;Z>0

e

ð
Gðk; k0Þ

o1ðkÞ � o2ðkÞ � iZ
d3k0: ð3:193Þ

Gðk; k0Þ is a positive measure (FT of a covariance function), accordingly the

imaginary part of b1ðkÞ is positive and hG11ðk; tÞi is damped. It is possible to

evaluate this imaginary part by a dimensional analysis of (3.188a)

Imb1ðkÞ
o1ðkÞ

����
���� � e2K2‘3 � 1: ð3:194Þ

Now we turn our attention to the mean double propagator and calculate the mean

spectral energy densities hjQ1ðk; tÞj2i, hjQ2ðk; tÞj2i. They do not satisfy any propagation
equation but are deducible from h~Q1ðk; zÞ~Q�

1ðk; z0Þi and h~Q2ðk; zÞ~Q�
2ðk; z0Þi, which

satisfy the following equations of the Bourret’s approximation

( ) ( ) ( ) ( ) ( ) ( )'z;'kQ
~

z;'kQ
~

;kQ
~

;kQ
~

'z;kQ
~

z;kQ
~ ***

221111 1

1
00

1

1
+=

ð3:195aÞ

( ) ( ) ( ) ( ) ( ) ( )'z;'kQ
~

z;'kQ
~

;kQ
~

;kQ
~

'z;kQ
~

z;kQ
~ ***

112222 2

2
00

2

2
+=

ð3:195bÞ

h~Q1ðk; zÞ~Q�
1ðk; z0Þi is the FT of h~Q1ðk; tÞ~Q�

1ðk; t0Þi with respect to t and t0. It is
interesting to solve (2.195a) with the following initial conditions:

~Q1ðk; 0Þ~Q�
1ðk; 0Þ ¼ E0dðk � k0Þ

~Q2ðk; 0Þ~Q�
2ðk; 0Þ ¼ 0

ð3:196Þ

for which the total initial energy of the wave is concentrated in the first wave mode

with a single spectral line. Eliminating h~Q1ðk; zÞ~Q�
1ðk; z0Þi between (3.195a) and

(3.195b) we obtain:

( ) ( ) ( ) ( ) ( )'z;'kQ
~

z;'kQ
~

k'kE'z;kQ
~

z;kQ
~ **

220022 12

12

12

12
+−= d .

ð3:197Þ
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This integral equation can be solved by successive approximations. This method

does not give singular terms because they have already been taken into account in

the mean (single) propagators

)()(
,

)()( 22

2

11

1

k kz

i

kkz

i

bww ++
=

+b+
= : ð3:198Þ

Let us calculate the lowest order approximation for h~Q2ðk; zÞ~Q�
2ðk; z0Þi:

( )
( ) ( )

( )
( ) ( )0101

00

2

22

0012

12

k'z

i

kz

i
k,kE

k'z

i

kz

i
k'kE

'kk

'kk

**** nn
e

νν
d

+

−

+
Γ

+

−

+
=− .

ð3:199Þ

We denote n1ðkÞ and n2ðkÞ the renormalized frequencies:

n1ðkÞ ¼ o1ðkÞ þ b1ðkÞ
n2ðkÞ ¼ o2ðkÞ þ b2ðkÞ ¼ o2ðkÞ � b�1ðkÞ: ð3:200Þ

Taking the inverse LT of (3.199), we obtain the following expression for the spectral

energy density of the second mode as a function of time

E2ðk; tÞ ¼ e2Gðk � k0Þ
expðin2ðkÞtÞ � expðin1ðk0ÞtÞ

n2ðkÞ � n1ðk0Þ

����
����
2

: ð3:201Þ

The Born approximation would give the same result with the frequencies o1 and o2

instead of renormalized frequencies n1 and n2. Accordingly, it would be secular for

any wave vector such that

o2ðkÞ ¼ o1ðk0Þ: ð3:202Þ

This is now prevented by the imaginary part of nðkÞ. Let us assume that the real part

of b1 and b2 have been incorporated into o1 and o2, and recall that the imaginary

part of b1 and b2 are small compared to o1 and o2. It is then easily found that

E2ðk; tÞ can only be important for wave vectors which satisfy the coupling

conditions:

jo2ðkÞ � o1ðk0Þj < jb1ðk0Þj: ð3:203Þ

and that the maximum of E2ðk; tÞ occurs for t � 1=jb1ðk0Þj 
 td, which is the
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damping time of the mean propagator. The maximum of E2ðk; tÞ

E2ðk; tdÞ ¼
e2Gðk; k0Þ
jb21ðk0Þj

: ð3:204Þ

If we want to obtain the total energy transfer from the first wave mode to the second

one, we must integrate (3.204) over all wave vectors satisfying the coupling

condition (3.203). As b1 is proportional to e
2, the total energy transfer is found to be

independent of the strength of random fluctuations. A dimensional analysis of the

total energy transfer shows that it is of order unity (i.e., independent of e2, c, K, ‘
etc.) for t � td. As td is proportional to e

�2, the energy transfer may take a very long

time for small random fluctuations.

Next we study the other limiting approximation of short wavelengths satisfying

eK‘ � 1. As we have seen in Section 3.5, we may treat the random parameters as

mere random variables. The coupled wave Equations (3.184a and b) become now

ordinary differential equations with a random parameter

@Q1ðtÞ
@t

¼ io1Q1ðtÞ þ iebQ2ðtÞ ð3:205aÞ

@Q2ðtÞ
@t

¼ io2Q2ðtÞ þ iebQ1ðtÞ: ð3:205bÞ

We have dropped the wave vector dependence because there is no more coupling

between different wave vectors. We shall assume that b is a real centered random

variable. Equations (3.205a and b) describe a set of two randomly coupled

oscillators. We solve (3.205) with initial conditions such that the initial energy of the

wave is concentrated in the first mode, that is, Q1ð0Þ ¼ 1 and Q2ð0Þ ¼ 0. Using the

LT, we get the following solutions

Q1ðtÞ ¼
q1 þ o1ffiffiffiffi

�
p expf�iq1tg �

q2 þ o2ffiffiffiffi
�

p expf�iq2tg ð3:206aÞ

Q2ðtÞ ¼
�ibffiffiffiffi
�

p ½expf�iq1tg � expf�iq2tg� ð3:206bÞ

with

� ¼ ðo1 � o2Þ2 þ 4b2e2

q1;2 ¼
�ðo1 � o2Þ 	

ffiffiffiffi
�

p

2
:

PROPAGATION IN HOMOGENEOUS ANISOTROPIC MEDIA 83



The mean energy of the second wave mode at time t is thus

E2ðtÞ ¼ hjQ2ðtÞj2i ¼
2eb2

ðo1 � o2Þ2 þ 4b2e2
1� cos t

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðo1 � o2Þ2 þ 4b2e2

q� �� �* +

ð3:207Þ

or in terms of the probability density P(b) of the random variable b

E2ðtÞ ¼
ð1

�1

jQ2ðtÞj2PðbÞdb: ð3:208Þ

Let us first assume that o1 ¼ o2, then

E2ðtÞ ¼
1

2

ð1

�1

ð1� cos 2btÞPðbÞdb ð3:209Þ

as t ! 1 and then E2ðtÞ ! 1
2
. In the more general case o1 6¼ o2, we take the

probability density as

PðbÞ ¼ s

p

1

ðb2 þ s2Þ : ð3:210Þ

The asymptotic energy distribution is easily calculated by means of a LT.

lim
t!1

hE2ðtÞi ¼
1

2

2es

½2esþ jo2 � o1j�
� 1

2
: ð3:211Þ

The condition of effective energy transfer is thus

jo2 � o1j � 2es: ð3:212Þ

It is found that the time required to reach the equilibrium energy distribution is of the

order of magnitude of ðesÞ�1
. The situation is the same as in the long wavelength

approximation, that is:

We have an important energy transfer in a medium with very small random fluctuations,

but this requires a very long time.

Also, we note that in the long time behavior of a random medium, energy transfer is

always an important process between waves whose frequencies are not very

different (see condition (3.203) at long wavelengths, and condition (3.212) at short

wavelengths).
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CHAPTER FOUR

Electromagnetic Aspects of
Wave Propagation over Terrain

When both antennas are far from the ground surface a free-space propagation

concept is usually used, which is based on the scalar (3.1) and (3.2) or vector (3.3)

wave equation description, valid for infinite source-free homogeneous media. In

Section 4.1, based on Green’s theorem and the Huygen’s principle, we introduce

the Fresnel zone presentation that will be used for the description of terrain and

other obstruction effects, such as reflection and diffraction on radio channels. In

Section 4.2, we present the main formulas for path loss prediction for a free-space

communication link. Next, in Section 4.3, the reflection phenomena due to a flat

terrain are described [1–4]. Here, on the basis of Huygen’s principle, Fresnel zone

concepts, and stationary phase methods, we analyze all the reflection phenomena

and give the main formulas for the resultant reflection coefficients. Section 4.4

deals with the electromagnetic aspects of radio wave propagation above a rough

terrain. Here, the three methods of mathematical derivation of the field strength are

presented to obtain the effects of radio wave scattering from ground surfaces with

various roughnesses (large, medium and small) with respect to the wavelength. In

Section 4.5, the effect of the ground curvature is considered by using Fock’s theory

of diffraction. Section 4.6 describes diffraction phenomena caused by a single

obstruction placed on a flat ground surface.

Radio Propagation and Adaptive Antennas for Wireless Communication Links: Terrestrial, Atmospheric

and Ionospheric, by Nathan Blaunstein and Christos Christodoulou
Copyright # 2007 John Wiley & Sons, Inc.
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4.1. WAVES PROPAGATION IN FREE SPACE

Let us rewrite Equations (3.1)–(3.3) by introducing the wave number k instead of

refractive index n and the speed of light c, that is,

r2CðrÞ � k2CðrÞ ¼ 0: ð4:1Þ

Here C represents each Cartesian component of the electric and magnetic fields of

the wave and k ¼ 2p
l
, where l is the wavelength.

4.1.1. A Plane, Cylindrical and Spherical Wave Presentation

The solution of Equation (4.1) is

CðrÞ ¼ expfik � rg ð4:2Þ

The waves that satisfy the scalar equation (4.1) described by the solution (4.2) are

called plane waves. The wave vector k denotes the direction of propagation of the

plane wave in free space. For any desired direction in the Cartesian coordinate system,

the corresponding solution can be immediately obtained from (4.1) and (4.2). For

example, if the plane wave propagates along the x-axis, the solution of (4.1) is [1–3]

CðxÞ ¼ A expfikxg þ B expf�ikxg ð4:3Þ

This solution describes the waves propagating in the positive direction (with the sign

‘‘þ’’) and the negative direction (with sign ‘‘�’’) along the x-axis with phase

velocity vph ¼ 2pf
k
¼ cffiffiffiffi

em
p , where f is the radiated frequency. In free space, if the

permittivity is e 
 e0 � 10�9

36p
F
m
and the permeability is m 
 m0 � 4p � 10�7 H

m
, then

the phase velocity in an ideal free space is simply the speed of light c ¼ 108 m=s.
In the cylindrical coordinate system fr;j; zg, the scalar wave equation, which

describes the propagation of cylindrical waves in free space, can be written as in

Reference [3]

1

r

@

@r
r
@

@r
þ 1

r2
@2

@j2
þ @2

@z2

� �
CðrÞ ¼ 0 ð4:4Þ

This equation has an approximate solution, which can be presented in the following

exponential form [2–4]:

CðrÞ �
ffiffiffiffiffiffiffiffiffiffi
2

pkrr

s
exp �i

np

2
� i

p

4

n o
exp i

n

r
ðrjÞ þ ikrrþ ikzz

 �� �
: ð4:5Þ

Here, rj is the arc length in the j direction, kr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2z

p
, and n=r can be

considered as the component of vector k if one compares the cylindrical wave
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presentation as in (4.5) with that of a plane wave in (4.2). Consequently, (4.5) looks

like a plane wave in the direction k0 ¼ kzzþ krr, when r ! 1.

In the spherical coordinate system fr; y;jg, the scalar wave equation, which

describes propagation of spherical waves in free space, can be written as in

References [1–3]

1

r2
@

@r
r2

@

@r
þ 1

r2 sin2 y

@

@y
sin y

@

@y
þ 1

r2 sin2 y

@2

@j2
þ k2

� �
CðrÞ ¼ 0 ð4:6Þ

As shown in [3], the spherical wave can be approximated by
expfikrg

r
. Thus, one can

represent the spherical wave as a plane wave, when r ! 1.

4.1.2. Green’s Function Presentation

Green’s function is used in the description of any arbitrary source in an

unbounded homogeneous medium, taking into account that each source sðrÞ can
be represented as a linear superposition of point sources. Mathematically this

can be expressed as

sðrÞ ¼
ð
dr0sðr0Þdðr� r0Þ ð4:7Þ

The scalar wave equation with the source in the right-hand side can be presented as

r2CðrÞ � k2CðrÞ ¼ sðrÞ ð4:8Þ

and the corresponding equation for the Green’s function in an unbounded

homogeneous medium can be presented as

r2Gðr; r0Þ � k2Gðr; r0Þ ¼ �dðr� r0Þ: ð4:9Þ

The solution of Equation (4.9) is [1–3]

GðrÞ ¼ 1

4p

expfikrg
r

ð4:10Þ

and the corresponding solution of (4.8) is

CðrÞ ¼ �
ð

V

dr0Gðr; r0Þsðr0Þ: ð4:11Þ

The geometry of the source sðrÞ in a space with volume V is shown in Figure 4.1.

Using Equation (4.10) one can easily obtain a general solution for the inhomogeneous
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Equation (4.8) given by

CðrÞ ¼ �
ð

V

dr0
expfikjr� r0jg

4pjr� r0j sðr0Þ: ð4:12Þ

This presentation is valid for any component of an EM-wave, propagating in free

space, and it satisfies the principle of linear superposition of point sources (4.7) for

any real source of radiation.

4.1.3. Huygen’s Principle

This concept is based on presenting the wave field far from any sources as shown in

Figure 4.2. Here the point of observation A can be either outside the bounded surface

S, as shown in Figure 4.2a, or inside, as shown in Figure 4.2b. In other words,

according to Huygen’s principle, each point at the surface S can be presented as an

elementary source of a spherical wave, which can be observed at point A.

Mathematically, the Huygen’s concept can be explained by the use of Green’s

function. First, we multiply the homogeneous Equation (4.1) (without any source)

by Gðr; r0Þ and the inhomogeneous Equation (4.9) by CðrÞ. Substracting the

resulting equations from each other and integrating over a volume V containing

Source

S

V

s(r)

FIGURE 4.1. Geometrical presentation of a source sðrÞ inside an arbitrary volume V

bounded by a surface S.

O
A

n

n

V

S

)a(

0

A

n

n

(b)

FIGURE 4.2. Geometrical explanation of the Huygen’s principle in a bounded surface when

the receiver is located at point A outside and inside the bounded surface and when the

transmitter is located at point O.
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vector r0 (see Fig. 4.3), yields

Cðr0Þ ¼
ð

V

drbGðr; r0Þr2CðrÞ �CðrÞr2Gðr; r0Þc ð4:13Þ

from which we can obtain Green’s theorem or the second Green formula [1–3]:

ð

V

dr½Gðr; r0Þr2CðrÞ �CðrÞr2Gðr; r0Þ� ¼
þ

S

ds Gðr; r0Þ @CðrÞ
@n

�CðrÞ @Gðr; r
0Þ

@n

 �

ð4:14Þ

This formula can be simplified using different boundary conditions on surface S. Using

the relation between arbitrary scalar functions f and g: fg � n ¼ f @g
@n, we can write

Cðr0Þ ¼
þ

S

dsn � ½Gðr; r0ÞrCðrÞ �CðrÞrGðr; r0Þ� ð4:15Þ

Next, if we assume that n � rGðr; r0Þ ¼ 0 at the boundary surface S, defined by the

radius vector r, Equation (4.15) becomes

Cðr0Þ ¼
þ

S

d s Gðr; r0Þn � rCðrÞ ð4:16Þ

If the boundary condition rGðr; r0Þ ¼ 0 is applied at the surface S, then Equation

(4.15) becomes

Cðr0Þ ¼ �
þ

S

dsCðrÞn � rGðr; r0Þ ð4:17Þ

Source

n

n
S

Sinf
V

r

s(r)

′

FIGURE 4.3. The geometry for derivation of Green’s theorem for the two different boundary

conditions at the bounded surface S; Neumann and Dirihlet.
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Equations (4.15)–(4.17) are various forms of the Huygen’s principle depending on

the definition of the Green’s function on the bounded surface S. Equations (4.16)

and (4.17) state that only n � rCðrÞ or CðrÞ need to be known, respectively, on

the surface S in order to determine the solution of a wave function Cðr0Þ at the

observation point r0.
In unbounded homogeneous media, as in free space, the Huygen’s principle has

a clear and physical explanation. Each spherical wave can be presented as a plane

wave in the far field. In this case, the elementary spherical waves called wavelets,

created by each virtual point source (the dimensions of which are smaller than the

wavelength) can be represented by the straight line called wave fronts, as shown in

Figure 4.4. Therefore, the phenomenon of straight-line radio wave propagation is

the same as that of the light ray propagation in optics. This is the reason why

sometimes in radio propagation the term ‘‘ray’’ is usually used instead of the term

‘‘waves.’’

4.1.4. The Concept of Fresnel Zones for Free Space

The Fresnel-zone concept is used to describe diffraction phenomena from

obstructions in the path of two antennas based on the Huygen’s principle. As the

latter is useful both for free space and for various finite areas with obstructions, it is

'

A

'

B

'

C

B CA

Old wavefront

Current

wavefront

New

wavefront

FIGURE 4.4. Geometry of plane wave-ray presentation of Huygens principle in free space.
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important to show both mathematically and physically the meaning of the Fresnel-

zone concept when both terminal antennas are high enough that the LOS conditions

are fully satisfied. In free space, on the basis Huygen’s principle, instead of virtual

point sources at an arbitrary surface S, as shown in Figures 4.2–4.4, we introduce

virtual sources along some virtual wave front DD’, as shown in Figure 4.5. In this

figure, points A and B denote the position of the terminal antennas. The virtual plane

S is the plane that covers each virtual source located at line DD’ through which

the plane S is passed. This imaginary plane is normal to the LOS path between

two terminals, A and B, and passes across the point O at the line AB, as shown in

Figure 4.5. For such geometry, the Green’s theorem (4.14) can be rewritten for any

vector namely, the Hertz-vector in [1–4] as

PðRÞ ¼
ð

S

ds
@PðR0Þ

@n

expfikjR� R0jg
jR� R0j ð4:18Þ

where jR� R0j ¼ r01 is the distance from any point Oi i ¼ 1; 2; . . . , at the imaginary

plane S and the observer at point B. If the radiation source located at point A is

assumed to be point one with Green’s function G � eikr1

r1
, then for any point OiðO1 in

Fig. 4.5), we have according by

PðRÞ ¼ 1

2p

ð

S

ds
1

r1
� ik

� �
r0

r1

expfikðr1 þ r01Þg
r1r

0
1

ð4:19Þ

as @r1
@n ¼ � r0

r1
.

All distances denoted inside the integral are shown in Figure 4.5.

O

O

O

O
D

D

A B1r

0r

1r

0r

S

′

′

′′′
′

′′
′

FIGURE 4.5. Fresnel-zone concept presentation in free space.
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Because the wave in the far field (Fraunhofer zone) between the plane S and two

terminals A and B, that is in the case of r1 � l and r
0
1 � l, 1

r1
� ik, we have one

term with fast oscillations � expfikðr1 þ r01Þg, even for small changes of variable r,

and a second term � ik r0
r1
, with very slow variations of variable r. In this case, the

well known method of stationary phase can be used to derive such an integral,

containing both slow and fast terms inside the integrand. Following Reference [4],

we can write

PðBÞ � � ik

2pr0r
0
0

expfikðr0 þ r00Þg

�
ðð

dxdy exp i
k

2

1

r0
þ 1

r00

� �
x2

� �
exp i

k

2

1

r0
þ 1

r00

� �
y2

� �
:

ð4:20Þ

Using

ð1

�1

expfiax2gdx ¼
ffiffiffiffiffi
i
p

a

r
;

we can rewrite equation (4.20) as [3]

PðBÞ � � ik

2pr0r
0
0

expfikðr0 þ r00Þg
2ipr0r

0
0

kðr0 þ r00Þ
¼ expfikrg

r
ð4:21Þ

where r ¼ r0 þ r00 is the distance between the source located at point A and the

observer located at point B. So, from Equation (4.21), if the source A at the plane

S creates a field � eikr1

r1
, then the virtual point source, at the observed point B

uniformly distributed at S, will create a field � eikr

r
. The same is valid for the direct

wave from A to B. This is a main conclusion that results from the Huygen’s

principle. Moreover, additional analysis of Integral in (4.19) shows that the plane S

can be split into concentric circles of arbitrary radii. From Figure 4.5, one can see

that each wave path through any virtual point OðiÞ is longer than the direct path

AOB, that is AOðiÞB > AOB. While passing from one circle to another, the real and

the imaginary parts of the integrand in (4.19) change their sign. The boundaries of

these circles satisfy the conditions [4–6]

kfðr1 þ r01Þ � ðr0 þ r00Þg ¼ n
p

2
; n ¼ 1; 2; . . . ð4:22Þ

These circles are usually called Fresnel zones. Their physical meaning is that only

in the first central circle, the virtual sources at the plane S, which lie within the

first zone, send to an observer B at point radiation with the same phase for each

original wave. Sources from two neighboring zones send respective radiation in
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anti-phase, that is, nulling each other. The radius of the corresponding circle

for each Fresnel zone shown at the plane S in Figure 4.5 can be expressed in terms

of a zone number n and the distance between points A and B and the imaginary

plane S as [4–6]

hn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nlr0r

0
0

ðr0 þ r00Þ

s
ð4:23Þ

from which the radius of the first Fresnel zone is

h1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lr0r

0
0

ðr0 þ r00Þ

s
�

ffiffiffiffiffiffi
lR

p
ð4:24Þ

R is the minimal range from each r0 and r00. The width of each circle, �h, can be

easily obtained as in References [4–6]

�h � p

2k

R

h
� h21

h
� h1 ð4:25Þ

where h ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
. From (4.23) and (4.25), the width of the circles decreases with

an increase in the zone number n. At the same time, the area of these zones is not

dependent on zone number n, that is,

2ph�h � p

2
lR: ð4:26Þ

It is clear that the radius of each individual circle depends on the location of

the imaginary plane with respect to points A and B, becoming largest at some

point midway between A and B. Furthermore, from (4.22) the family of circles have

a specific property: The path length from point A to point B via each circle is

n l
2
longer than the direct path AOB. Thus, for n ¼ 1 (first zone) AOðiÞB� AOB ¼ l

2

the excess path length for the innermost circle is l
2
. Other zones will have an

excess proportional to l
2
with a parameter of proportionality n ¼ 2, 3, 4, . . . . The foci

of the points, for which AOðiÞB� AOB ¼ n l
2
, define a family of ellipsoids. The

radii of ellipsoids are described by (4.23). Notice that in free space, without any

obstructions, only the first ellipsoid is actual and determines the first Fresnel zone

with a radius proportional to
ffiffiffiffiffiffi
lR

p
according to (4.24). This ellipsoid covers an area

between two terminal points, the transmitter (T) and the receiver (R) as shown in

Figure 4.6. Therefore, despite the fact that in free space both reflection and

diffraction phenomena are absent, which causes interference between neighboring

zones, the concept of Fresnel zones based on Huygen’s principle is very important. It

describes the loss characteristics of radio wave passing along a channel of high

deviation terminal antennas. This concept allows us to estimate conditions of direct
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visibility or clearance of the propagation channel by using the right-hand term in

(4.24) to evaluate the radius of the first Fresnel zone on the basis of the knowledge of

the wavelength of the radiated wave and the range between the two terminal

antennas. This is very important for link budget design in atmospheric channels

where the terminal antennas are far from the Earth’s surface. This aspect will be

discussed in Chapter 6 when we deal with atmospheric communication links.

4.1.5. Polarization of Radio Waves

To understand the aspect of wave polarization, let us define this phenomenon.

The alignment of the electric field vector E of a plane wave relative to the

direction of propagation k defines the polarization of the wave (see Chapter 2). If E

is transverse to the direction of wave propagation k then the wave is said to be

TE-wave or vertically polarized. Conversely, whenH is transverse to k the wave is

said to be TM-wave or horizontally polarized. Both of these waves are linearly

polarized, as the electric field vector E has a single direction along the entire

propagation axis (vector k). If two plane linearly polarized waves of equal

amplitude and orthogonal polarization (vertical and horizontal) are combined with

a 90� phase difference, the resulting wave will be a circularly polarized (CP) wave,
in which the motion of the electric field vector will describe a circle around the

propagation vector.

The field vector will rotate by 360� for every wavelength traveled. Circularly

polarized waves are most commonly used in land cellular and satellite com-

munications, as they can be generated and received using antennas that are oriented

in any direction around their axis without loss of power [1–3]. They may be

generated as either right-hand circularly polarized or left-hand circularly polarized,

depending on the direction of vector E rotation (see Fig. 4.7). In the most general

case, the components of the combining waves could be of unequal amplitude, or

their phase difference could be other than 90�. This combination result is an

elliptically polarized wave, where vector E still rotates at the same rate as for

circular polarized wave, but varies in amplitude with time. In the case of elliptical

polarization, the axial ratio, AR ¼ Emaj=Emin, is usually introduced (see Fig. 4.7).

AR is defined to be positive for left-hand polarization and negative for right-hand

polarization. Now let us turn our attention to the wave field polarization in the case

of a free-space propagation channel.

RTX RX

1h Rl≈

FIGURE 4.6. A free-space pattern of the first Fresnel zone covering both terminals, the

transmitter TX and the receiver RX.
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4.2. PATH LOSS IN FREE SPACE

Let us consider a non isotropic source placed in free space as a transmitter antenna

with PT watts and a directivity gain GT. At an arbitrary large distance r ( r � l,

where l ¼ cT ¼ c=f is a wavelength) from the source, the radiated power is

uniformly distributed over a surface area of a sphere of radius r. If PR is the power at

the receiving antenna, which is located at distance r from the transmitter antenna and

has a directivity gain GR, then the path loss, in decibels, is given by

L ¼ 10 log
PT

PR

¼ 10 log
4pr

l

� �2
,
GTGR

" #
¼ L0 þ 10 log

1

GTGR

� �
ð4:27Þ
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FIGURE 4.7. Different kinds of field polarization.
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Here L0 is the path loss for an isotropic point source (with GR ¼ GT ¼ 1) in free

space and can be presented in decibels as

L0 ¼ 10 log
4pfr

c

� �2

¼ 20 log
4pfr

c

� �
¼ 32:44þ 20 log r þ 20 log f ð4:28Þ

where the value 32.44 is obtained from

32:44 ¼ 20 log
4p � 103ðmÞ � 106ð1=sÞ

3 � 108ðm=sÞ

� �
¼ 20 log

40p

3

� �

Notice that all the above formulas are related to the well-known Friis’ formula

obtained in Chapter 2. In expression (4.28) the distance r is in kilometers (km), and

frequency f is in megahertz (MHz). As the result, the path loss between the two

directive antennas (receiver and transmitter) is given by

LF ¼ 34:44þ 20 log d½km� þ 20 log f½MHz� � 10 logGT � 10 logGR ð4:29Þ

It can be presented in a ‘‘straight line’’ form as

LF ¼ L0 þ 10 g log d ð4:30Þ

where L0 ¼ 34:44þ 20 log f � 10 logGT � 10 logGR and g ¼ 2.

4.3. RADIO PROPAGATION ABOVE FLAT TERRAIN

The simplest case of radio wave propagation over a terrain is one where the ground

surface can be assumed to be flat and perfectly conductive. The assumption of ‘‘flat

terrain’’ is valid for radio links between subscribers up to 10–20 km [4–8]. The

second condition of a ‘‘perfectly conductive’’ soil medium can be satisfied only for

some special cases, because the combination of conductivity s and frequency o

such as 4ps=o, that appears in total formula of permittivity e ¼ ero � i4ps=o play

important role for high frequencies (VHF/L-band, usually used for terrain

communication channel design) and finite sub-soil conductivity, as well as for

small grazing angles of incident waves [1–8]. To introduce the reader to the subject

of reflection from the terrain, we start with the simplest case of a perfectly

conductive flat terrain.

4.3.1. Boundary Conditions at the Perfectly Conductive Surface

For a perfectly conductive ground surface the total tangential electric field vector is

equal to zero, that is, Et ¼ 0. Consequently, from r� EðrÞ ¼ ioHðrÞ the normal
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component of the magnetic field also vanishes, that is,Hn ¼ 0. At the same time, the

tangential component of magnetic field Ht does not vanish because of its

compensation by the surface electric current. The normal component of electric

field En is also compensated by the electrical charge on the ground surface [1–8].

Thus, for the flat perfectly conductive ground surface, we have, Et ¼ 0 and Hn ¼ 0,

which in the Cartesian coordinate system can be rewritten as

Exðx; y; z ¼ 0Þ ¼ Eyðx; y; z ¼ 0Þ ¼ Hzðx; y; z ¼ 0Þ ¼ 0 ð4:31Þ

Here Et is the tangential component of the electric field and Hn is the normal

component of the electromagnetic wave with respect to the ground surface.

4.3.2. Areas Significant for Reflection

To obtain main Fresnel zones at the ground surface that are responsible for

reflection, we again return to the Huygen’s principle and the boundary conditions at

the ground surface.

We consider in this section three typical positions of the terminal antennas: a) two

antennas are higher than all terrain obstructions; b) one of the antenna is higher and

the other is lower compared to the terrain obstructions; c) both antennas are lower

than the terrain obstructions.

In the first case, the source is also placed above the ground surface at the point

O ðx0; y0; z0Þ. Without any loss of generality, we choose the coordinate system to be

such that x0 ¼ 0; y0 ¼ yA ¼ 0 (see Fig. 4.8). Using the main integral presentation of

the total field in (4.14) and (4.15), for the atmosphere-earth boundary surface, and

using the Hertz presentation of total field (that is, for eCðrÞ 
 PðrÞÞ, one can obtain

the following result: According to this formula and the discussion presented above,

in the situation over a flat terrain, the total fieldPðrÞ ¼ jPðrÞj at the observed point
A is the superposition of the non disturbed field P0ðAÞ that describes the wave field
in the unbounded homogeneous atmosphere, and the disturbed field P1ðAÞ that

describes the reflection phenomenon caused by the virtual sources placed at the

ground surface S (the area of integration in (4.15) or (4.16)). The integral on the

surface S in (4.14)–(4.16) will always consist of products of the order of � eikr

r
PðrÞ

for any selected Green’s function in the form of (4.10). Consequently, the field PðrÞ
at the ground surface can also be considered as a product of the non disturbed field

P0ðrÞ ¼ jpj � eikr
r

and some slowly changing attenuation function WðrÞ. In this case

we can again return to the integral (4.19) from the product of a quickly oscillating

function and a slowly changing function, and use the method of stationary phase for

the description of zones at the surface S that gives minor contributions to wave the

reflection phenomena from a flat ground surface. Next, consider the integral in (4.19).

On the surface S {x; y; z ¼ 0} we find the point ðx0; y0Þ at which this integral has

some extremes. As seen from Figure 4.8, r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxA � xÞ2 þ y2 þ z2

q
and

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 þ z20

p
means that the essential effect for the reflection phenomenon
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arises from the area that lies near the point of the specular reflection (x0; y0; 0) [4–6].
Let us examine the behavior of the exponential function inside the integral in (4.20).

First, to simplify things, we introduce new variables:

& ¼ x� x0; Z ¼ y� y0: ð4:32Þ

Assuming &; Z � r; r, and expanding r and r into series, according to [4,6], we can

obtain the phase function f ¼ k � ðr þ rÞ in the exponent of integrand within (4.20)

as:

f ¼ k � ðr þ rÞ � k � ðr0 þ r0Þ þ
&2 sin2 jþ Z2

2

1

r0
þ 1

r0

� �� �
ð4:33Þ

where we define r00 in the integrand inside (4.20) and r0 according to geometry

presented in Figure 4.8. The lines of equal phase fð&; ZÞ ¼ const: have the form of

ellipses placed around the point of the specular reflection (see Fig. 4.8). The

following equation:

k

2
� 1

r0
þ 1

r0

� �
ð&2 sin2 jþ Z2Þ ¼ m

p

2
; m ¼ 0; 1; 2; . . . ð4:34Þ

or its strict mathematical presentation

&2

p � m
k � 1

r0
þ 1

r0

� �
� sin2 j

þ Z2

p � m
k � 1

r0
þ 1

r0

� �
� sin2 j

¼ 1 ð4:35Þ

XA

ZA

x

y

z

(x,0,0)

O(0,0,z0)

A(xA,0,zA)

(x,y,0)

r

r 0

j = j1

f f
1

r

r
0

FIGURE 4.8. The Fresnel-zone reflected area presentation for one of the antenna located

near the ground surface.
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is an equation of ellipses with semi-axes:

along the x-axis: am ¼ 1

sinj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p � m
k

r0 � r0
ðr0 þ r0Þ

r

and along the y-axis: bm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p � m
k

r0 � r0
ðr0 þ r0Þ

r ð4:36Þ

These ellipses are the real boundaries of the zones of specular reflection from a

flat ground surface. For small grazing angles ðj ! 0�Þ am � bm, all ellipses are

elongated along the x-axis, that is, along the direction of wave propagation. Earlier

these ellipses were defined as the Fresnel zones, but now they are described when the

specular reflection from the ground surface is taken into account. Approximate size

of the reflecting areas in [4] were also estimated from

along the x-axis: 2aR ¼ 4

sinj

ffiffiffiffiffiffi
lR

p
ð4:37aÞ

and along the y-axis: 2bR ¼ 4
ffiffiffiffiffiffi
lR

p
ð4:37bÞ

where R is the minimal value between the two distances, r0 and r0.

So far we have considered the situation when the antennas, transmitter, and

receiver are above the earth surface. What happens if one of the points, for example,

point A, lies close to the ground plane, that is, at z ¼ 0?

In this second case zA � 0 as shown in Figure 4.9, the term ðr þ rÞ in the

exponent of expfif ¼ expfi � k � ðr þ rÞg in integral (4.20) has a minimum at point

A, that is, when x ¼ xA, y ¼ yA. Also if we assume that yA � 0 and introduce the

polar coordinate system ðr; aÞ with a center at point A (see Fig. 4.9), then

x ¼ xA þ r � cos a; y ¼ r � sin a ð4:38Þ

The r and r can be related as:

r � r0 þ r � cos a � cosj
if � ikr0 þ i � k � r � ð1þ cos a � cosjÞ

ð4:39Þ

Using these expressions, one can again obtain for the fast oscillating term in the

integral (4.19), the significant area where reflection occurs. The boundaries of this

area are described by the following equation:

k � r � ð1þ cos a � cosjÞ ¼ m
p

2
; m ¼ 0; 1; 2; . . . ð4:40Þ
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or

r ¼ m � p=2 � k
ð1þ cos a � cosjÞ ð4:41Þ

Expression (4.41) describes a family of ellipses with their foci at the point r ¼ 0

(point A). Their large semi-axis is elongated along the x-axis and is described by

am ¼ m � p
2 � k � sin2 j

ð4:42aÞ

and their small semi-axis is elongated along the y-axis and equals

bm ¼ m � p
2 � k � sinj ð4:42bÞ

These ellipses are strongly elongated in the direction of the source, as shown in

Figure 4.9. In this case the distance from point A to each successive ellipse is

ðdÞa¼p ¼ m � p
2 � k � ð1� cosjÞ ð4:43Þ

and in the opposite direction to the source this value is

ðdÞa¼0 ¼
m � p

2 � k � ð1þ cosjÞ ð4:44Þ

In the case of a wave incident with a small grazing angle jðj � 0Þ, several initial
Fresnel zones will embrace most of the radio path between points O and A (the

O(0,0,z0)

A(xA,0,z)

xXA

y

z

(x,0,0)

0

r

r

r

a

f

FIGURE 4.9. The Fresnel-zone reflected area presentation for both antennas located near the

ground surface.
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source and observer, respectively). Estimations carried out in Reference [4] showed

that the area in front of an observer placed at point A, located near the Earth’s

surface, is very important for propagation. At the same time, the area behind the

observer is not that significant. The conditions of propagation and hence of

communication between points O and A become more effective with an increase in

grazing angle j or, of course, with a decrease of the range between the source and

the observation point.

In the third case, the source and the observation point occurs when both are

located near the earth’s surface (let us say, in the plane z ¼ 0, as shown in Fig. 4.10).

In this case the position and the configuration of the Fresnel zones are determined by

the earlier introduced condition of equality of phase of field oscillations, that is,

k � ðr þ rÞ ¼ const. But from this condition we can once more obtain the equations

for the ellipses with their foci at points O (source) and A (observer). Because the

minimum value of such a constant can be achieved for ðr þ rÞ ¼ xA, the boundaries

of the Fresnel zones are determined by the following conditions:

k � ðr þ rÞ ¼ k � xA þ m
p

2
; m ¼ 0; 1; 2; . . . ð4:45Þ

The large semi-axis of each ellipse is

am ¼ r þ r

2
¼ xA

2
þ m � p

4 � k ð4:46Þ

Behind points O and A these ellipses are close to each other and are very elongated

along the x-axis. The small semiaxis is

bm ¼ r þ r

2
sin a ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m � p
k

xA þ
m � p
4 � k

� �r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m

8
l � xA

r
ð4:47Þ

for moderate values of m.

x

y

h r

XA

r
a a

FIGURE 4.10. Specular reflection of the incident ray from a smooth flat terrain.
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Thus we conclude that the ellipses depicted in Figure 4.10 are not real because

bm � am. If we now assume that xA � l (for real radio paths designed above a flat

terrain), then xA � bm the specular reflection area is narrow enough. As shown in

References [4,6], in this case only a few ellipses embrace the source (O) and

observer (A) determine the significant area of specular reflection. The distances

between neighboring ellipses behind points O and A are very small.

Thus, we have found the significant area of specular reflection from a flat terrain

for various combinations of transmitter and receiver locations above the Earth’s

surface. We can combine all three cases of antenna positioning by analyzing more

general situations for various positions of points O and A, and by introducing a

system of rotating ellipsoids in space which have foci at these points. These

ellipsoids can be described by [4]:

k � ðr þ rÞ ¼ k � d þ n
p

2
; n ¼ 0; 1; 2; . . . ð4:48Þ

where d is the range between points O and A, whereas r and r are the distances from

A and O to the current spatial point, respectively. Starting from any number n ¼ n1
these ellipsoids are crossed by the Earth’s surface. The first point where the first

contact with the ground surface takes place is the point of specular reflection

k � ðr0 þ r0Þ ¼ k � d þ n1
p

2
ð4:49Þ

The following values of n ¼ n1 þ m, m ¼ 0; 1; 2; . . . , will give at the ground plane,

the contours of the Fresnel reflection zones, as shown by Figures 4.8–4.10 for

various elevations of the receiving and transmitting antennas.

4.3.3. Reflection Coefficients

Here, we present the expressions for the complex reflection coefficients (G) for

waves with vertical (denoted by index V) and horizontal (denoted by index H)

polarization [4–8].

For horizontal polarization:

GH ¼ jGHje�jjH ¼ sinc� ðer � coscÞ1=2

sincþ ðer � cos2 cÞ1=2
ð4:50aÞ

For vertical polarization:

GV ¼ jGVje�jjV ¼ er sinc� ðer � coscÞ1=2

er sincþ ðer � cos2 cÞ1=2
ð4:50bÞ
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Here, jGVj, jGHj and jV, jH are the magnitude and phase of the reflection

coefficient for vertical and horizontal polarization, respectively. c ¼ p
2
� y0 is

the grazing angle and y0 is the angle of wave incidence (see Fig. 4.11). The

knowledge of the reflection coefficient amplitude and phase variations is a very

important factor in the prediction of propagation characteristics for different

situations in over-the-terrain propagation channels. In practice, for over-the-terrain

wave propagation the ground properties are determined by the conductivity and

the absolute permittivity of the sub-soil medium, e ¼ e0er, where e0 is the

dielectric constant of vacuum, e is the relative permittivity of the ground surface,

and er ¼ ReðeÞ þ ImðeÞ ¼ eRe � j60ls. Here eRe 
 er0 and eIm ¼ 60ls are the

real and imaginary parts of the relative permittivity of the sub-soil medium.

Because both coefficients presented by (4.50a)–(4.50b) are complex values, the

reflected wave will therefore differ in both magnitude and phase from the incident

wave. Moreover, both coefficients in (4.50) differ from each other.

Thus, in the case of horizontal polarization, for er ! 1, s ! 1 (i.e., for a

conductive ground surface), the relative phase of the incident and reflected waves, is

nearly 180� for all angles of incidence. On the other hand, for very small grazing

angles ðc � 90�Þ, as follows from (4.50a), the reflected and incident waves are

equal in magnitude but differ by 180� in phase for all actual values of ground

permittivity and conductivity, that is, GH ¼ �1, ða � p
2
Þ, and jH ¼ 180�.

From (4.50b) the reflection coefficient for a wave with vertical polarization does

not change its properties compared to that of horizontal polarization in the case of a

real conductive ground surface ðec � 1; s � 1Þ, and small grazing angles, that is,

for c � 90� GV ¼ �1, and jV ¼ 180�. At the same time, for er ! 1, s ! 1 and

0 < c < 180�, we get GV ¼ 1 (see (4.50b)). However, with an increase of angle c

substantial differences appear, that is, both a rapid decrease of magnitude and phase

of the reflected wave take place. For y0 ! yBrðc ! 90� � yBrÞ, where

yBr ¼ tan�1 ffiffiffiffi
er

p
is the Brewster angle, the magnitude jGVj becomes minimum and

the phase jV reaches �90�. At values of c greater than the Brewster angle, jGVj
increases again and the phase jV approaches zero, that is, GV ! 1.

q0= q

y y

Air

Ground Surface

qq0

FIGURE 4.11. The Fresnel-zone reflected area presentation for two antennas placed above

the ground surface.
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4.4. PROPAGATION ABOVE ROUGH TERRAIN
UNDER LOS CONDITIONS

Now we consider EM-wave propagation above a rough terrain. Both terminal

antennas, the transmitter and the receiver, are placed above the rough terrain in

LOS conditions. Here the multi-scattering effects, caused by the terrain roughness,

must be taken into account. The total field arrived at the receiving antenna is a

superposition of the direct wave, the wave specularly reflected from the quasi-flat

ground surface (which together with the direct wave form the coherent part of the

signal total intensity, Ico), and the waves scattered in all directions from the

irregularities of the terrain (which form the incoherent part of the signal total

intensity, Iinc ). In order to predict the propagation loss characteristics of the irregular

ground surface and to estimate the role of each kind of wave in the total field, we use

the Rayleigh rough-surface criteria and find the influence of each part in the signal

total intensity at the receiver [9–14].

Next, we present expressions for both part of the total signal intensity, the

coherent and incoherent, the reflected and scattered from the rough ground surface,

respectively. These expressions take into consideration the various relations between

the dimension of roughness, the wavelength of operation, and the angle of incidence.

The interested reader is referred to the original works [15–27] for more details. Here

we give recommendations on how to use these expressions for different frequency

bands, for different terrain irregularities, and various positions of the receiving and

transmitting antennas.

4.4.1. Scattering from a Rough Ground Surface

A rough terrain can be described, according to [9–14,16] by a ‘‘relief function’’

z ¼ SðxÞ, as shown in Figure 4.12. If the roughness of arbitrary height z is distributed
according to Gauss’s law, with mean value �z and a variance of s2, then the

x

z

z = S(x)

FIGURE 4.12. Relief function presentation for the rough terrain.
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probability density function, (PDF) (see definitions in Chapter 1), of roughness

distribution is given by:

Pz ¼
1ffiffiffiffiffiffi
2p

p
s
exp �ðz� �zÞ2

2s2

( )
ð4:51Þ

where the standard deviation of the ground surface roughness around its mean

height �z is s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hz2i � �z2

p
. In Figure 4.13, the criterion of roughness of the terrain

is presented schematically for various values of s for a better understanding of

the role of the reflected and scattered waves in the total field pattern. Thus, the

case s ¼ 0 or s � l (l is a wavelength) describes pure reflection from a flat

terrain; the case s � l describes weak scattering effects from a gently rough

surface, where the reflected wave is the dominant contributor to the total field

pattern, that is, Ico � Iinc. In the cases of s > l and s � l, the terrain is rough and

irregular with an increased role in generating a significant scattered wave as a

component of the total field pattern. The last two illustrations in Figure 4.13, show

the Ico � Iinc cases.

There are several approximate methods for the total field evaluation in radio

propagation channels above a rough terrain. At present, there are three general

approaches to solve the wave scattering problem that arises from the rough terrain:

a) the perturbation technique that applies to a surface which is slightly rough

and whose surface slope is smaller than unity [4,9,21,25];

b) the Kirchhoff approximation that is applicable to a surface whose radius of

curvature is much greater than a wavelength [4,9,13–20];

c) the Rayleigh approximation that is applicable to a surface whose curvature is

at the same order as the wavelength [9–12].

We describe each approach briefly in the following section.

4.4.2. The Perturbation Solution

The perturbation method is applicable to a slightly rough surface that will be

described herein. Let us consider the height of a rough surface to be given by some

l<<s ls ≤ l>>sls >

s

FIGURE 4.13. Different patterns of the scattered wave from a rough terrain.
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function (see Fig. 4.14)

z ¼ &ðx; yÞ ð4:52Þ

We choose z ¼ 0 so that (4.52) represents the deviation from the average height

h&ðx; yÞi ¼ 0:Moreover, the perturbation method is valid when the phase difference

due to the height variation is small, that is, when [4,9]

jk � &ðx; yÞ � cos yij � 1

@&

@x

����
����� 1;

@&

@y

����
����� 1

ð4:53Þ

The boundary condition for the electric field at this surface requires that the

tangential components of E vanish at the surface z ¼ &ðx; yÞ, that is,

E� n ¼ 0 ð4:54Þ

where n is the vector normal to the surface z ¼ & at point ðx; yÞ. If the surface

profile (4.52) and the position of sources are known, then the problem is to

determine the field in semi-space z > 0, given that the boundary conditions are

known [9]. Let us consider the influence of roughness as a small perturbation, that

is, the total field is

E ¼ Eð0Þ þ Eð1Þ ð4:55Þ

where Eð0Þ is the field that could be derived for the condition & ¼ 0, which a

priory is well known using knowledge of specular reflection from smooth terrain

obtained from two-ray model. The second term Eð1Þ that describes the field

perturbations can be obtained from the wave equation using boundary conditions

in (4.54). To present the solution of the perturbation term, let us consider two

special cases, which are practical with regard to over-the-terrain propagation

channels.

Let a vertical dipole be located at point O as shown in Figure 4.15. Its reflection

from a flat surface at z ¼ 0 and at the point O1 according to the reflection theorem

must also be directed vertically. By introducing the spherical coordinate systems

fR; #;jg and fR1; #1;j1 
 jg for each dipole, we can present the components of

n

x

z=0

z=x (x,y)

z

FIGURE 4.14. Geometrical presentation of weaker rough terrain described by the

perturbation method.
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the non perturbed field Eð0Þ as

Eð0Þ
x ¼ �k20 p sin# cos#

eiðot�k0RÞ

R
� k20 p sin#1 cos#1

eiðot�k0R1Þ

R1

� �
cosj

Eð0Þ
y ¼ �k20 p sin# cos#

eiðot�k0RÞ

R
� k20 p sin#1 cos#1

eiðot�k0R1Þ

R1

� �
sinj ð4:56Þ

Eð0Þ
z ¼ k20 p sin

2 #
eiðot�k0RÞ

R
þ k20 p sin

2 #1
eiðot�k0R1Þ

R1

� �

Then, in the plane z ¼ 0ðR ¼ R1; # ¼ p� #1Þ

Eð0Þ
x ¼ Eð0Þ

y ¼ 0; Eð0Þ
z ¼ 2k20 p sin

2 #
eiðot�k0RÞ

R
: ð4:57Þ

Here p is the modulus of the momentum of the vertical dipole that is well known

from the literature (see, for example, [4,9,11]). Because in practical terrain

propagation case, the source and the observation point are far from the surface z ¼ 0,

we can present simple formulas for the perturbed part of the total field due to the

terrain roughness in the case where the incident wave lies in the xy-plane (i.e., when

j ¼ 0, p e�ik0R

R
¼ qe�ik0x

0 sin#, where q is constant):

Eð1Þ
x ¼ k20

2p
ð2qÞ

ð
ik0 cos

2 #þ sin#
@&

@x0

� �
@

@z

e�ik0ðrþx0 sin#Þ

r
dx0dy0

Eð1Þ
y ¼ k20

2p
ð2qÞ

ð
sin2 #

@&

@y0

� �
@

@z

e�ik0ðrþx0 sin#Þ

r
dx0dy0

Eð1Þ
z ¼ k20

2p
ð2qÞ

ð
ik0

@&

@x0

�
ðcos2 #� sin2 #Þ þ @2&

@x02
þ @2&

@x02

� �
sin#

þ k20 cos
2 # sin#

�
e�ik0ðrþx0 sin#Þ

r
dx0dy0

ð4:58Þ

R

R1

A

O

O1

1

Observer

Source

Image

q

q

f

FIGURE 4.15. The geometry of a vertical dipole field scattered from a rough terrain.

PROPAGATION ABOVE ROUGH TERRAIN UNDER LOS CONDITIONS 109



Here r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x0Þ2 þ ðy� y0Þ2 þ ðz� z0Þ2

q
, in which x, y, z are the coordinates of

the observed point. For small grazing angles (# ! p
2
), that is, in the case of slipped

incident waves, which is very actual in mobile and personal communication, these

formulas can be significantly simplified, for example,

Eð1Þ
x � �2k20 q e

�ik0x sin#
@&

@x

Eð1Þ
y � �2k20q e

�ik0x sin#
@&

@x
ð4:59Þ

Eð1Þ
z � k20

2p
ð2qÞ

ð
@2&

@x02
þ @2&

@x02
� ik0

@&

@x0

� �
e�ik0ðrþx0 sin#Þ

r
dx0dy0

For a horizontal dipole located at the point O and oriented along the y-axis, its

reflection vector from the flat surface z ¼ 0 and at the point O1 is oriented, in the

opposite direction. The same approach, as above, allows us to present the

perturbation part of the total field due to the terrain roughness for a horizontal dipole

oriented along the y-axis

Eð1Þ
x ¼ 0

Eð1Þ
y ¼ � k20

2p
ð2qÞ

ð
ðik0& cos#Þ

@

@z

e�ik0ðrþx0 sin#Þ

r
dx0dy0 ð4:60Þ

Eð1Þ
z ¼ k20

2p
ð2qÞ

ð
ik0

@&

@y0
cos#

� �
e�ik0ðrþx0 sin#Þ

r
dx0dy0

Then, in the case of slipped waves (i.e., for small grazing angles ð# ! p
2
ÞÞ one can

easily obtain from (4.60) very simple formulas for the perturbed part of the total field

as

Eð1Þ
x ¼ 0

Eð1Þ
y ¼ �2ik30& q cos# e�ik0x sin # � 0 ð4:61Þ

Eð1Þ
z ¼ k30

2p
ð2iqÞ

ð
@&

@y0
cos#

e�ik0ðrþx0 sin #Þ

r
dx0dy0

A comparison between expressions (4.58)–(4.59) and (4.60)–(4.61), for both kinds

of wave field polarizations, shows that the field of the horizontal dipole is less

affected by the roughness of the terrain than that of the vertical dipole. The formulas

presented here can predict the propagation characteristics over a rough terrain in

conditions of direct visibility between the source and the observer if the profile

&ðx; yÞ of the ground surface is known for each situation. Moreover, these formulas

allow us to obtain the coherent and incoherent parts of the total field energy. In fact,

the coherent power dominates in the case of a smooth surface and is determined

by the use of the non perturbed field Eð0Þ, the components of which are described
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by (4.56). The incoherent power is determined by the perturbed field Eð1Þ described
by (4.58)–(4.59) and (4.60)–(4.61) for both kinds of field polarizations.

The limitation of the perturbation method depends on the requirement of the

‘‘smallness’’ not only for r& but also for the Earth’s surface deviations &ðx; yÞ. But
the last condition can be ignored, because, if we derive the second perturbation term

Eð2Þ in Equation (4.55), we obtain for the case of vertical dipole the following

condition [9,11]:

ðjk0 � & � r&jÞ1=2 � 1 ð4:62Þ

from which, assuming that jr&j � &=‘, where ‘ is the characteristic length of

roughness, we obtain

& �
ffiffiffiffiffiffiffiffi
l � ‘

p
ð4:63Þ

Therefore, for sufficiently small slope angles, the described perturbation technique is

valid even for deviations & close to or larger than the wavelength l.

4.4.3. Kirchhoff’s Approximation

Now we consider the other limiting case when the characteristic size of the Earth’s

surface roughness significantly exceeds the wavelength size of the radiated field. In

this case, the Kirchhoff approximation may be used to obtain a reasonably simple

solution. What is very important to note is that this method requires the absence of

shadow zones between all roughnesses and/or multi-reflection and multi-scattering

between each part of the rough surface at z ¼ 0. In other words, we assume that the

surface S is slowly varying so that the radius of curvature is much greater than the

wavelength (Fig. 4.16). At each point r on the quasi-smooth surface S, the wave field

S

O

L

r

A

q

k

n

D

S

B

L¢

FIGURE 4.16. Geometrical presentation of a quasi-smooth terrain described by Kirchhoff’s

approximation.
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is a superposition of the incident field E0 and the field E reflected from the plane LL0.
This plane is tangential to the surface S at point r, as shown in Figure 4.16. The

scattered electromagnetic wave at the observation point R can be represented by the

values of E and H on the surface S and by using the well-known Green’s function

presentation for the point source, G ¼ expfikRg
R

, that is,

Eiðr 2 SÞ ¼ E0

expfikR1g
R1

; Hiðr 2 SÞ ¼ H0

expfikR1g
R1

ð4:64Þ

The final expression for the scattered filed is

EðRÞ ¼ ik

4p

ð

S

eikðR1þR2Þ

R1R2

f½n� ðH�H0Þ� þ ½n � ðE� E0Þ � rrR2�

� ½rrR2 � n� ðE� E0Þ�gds
ð4:65Þ

Here, as follows from Figure 4.17, R1 and R2 are the distances from the current point

rðx; y; z ¼ 0Þ at the flat surface z ¼ 0 to the source point O and the observation point

R; eR1 and eR2 are the distances from the current point rðx; y; zÞ at the surface S over

which the integration in (4.65) takes place; &ðrÞ is the height of the surface S at the

arbitrary point rðx; y; zÞ. If the source and observations point are located in the far-

field zone relative to surface S, that is, k eR1 � 1 and k eR2 � 1, the integral in (4.65)

for the scattered field in the direction ks can be rewritten as

Eðk;ksÞ ¼
ik

4p

eikðR10þR20Þ

R10R20

ð

S0

f½n� ðH�H0Þ� þ ½n � ðE�E0Þ � rrR2�

�½rrR2 � n� ðE�E0Þ�g expfi½ðk� ksÞrþ ðkz � kszÞ&ðrÞ�g
dr

qz

ð4:66Þ

Here R10 and R20 are the distances between the arbitrary point rðx; y; z ¼ 0Þ on

the surface S0, which is the projection of the rough surface S at the plane z ¼ 0, and

d

r

z(r)

k kS

z

z0

R1 R2

R

z

Ψ

FIGURE 4.17. Reflection from a quasi-smooth terrain.
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the source O and observed point R, respectively. For future analysis of the integral in

(4.66), it is convenient to present the distances eR1 and eR2 through the vector

rðx; y; z ¼ 0Þ that lies on the flat surface z ¼ 0 and the value of surface height &ðrÞ at
this current point (see Figure 4.17):

eR1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ ðz0 � &Þ2

q
� R1 þ az&

eR2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd � rÞ2 þ ðz� &Þ2

q
� R2 þ bz& ð4:67Þ

where R1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ z2

p
; R2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd � rÞ2 þ z2

q
;

az ¼ � z0
R1

and bz ¼ z
R2

are the z-components of vectors a ¼ rrR1 and b ¼ �rrR2

(i.e., the projections of these vectors at the z-axis). We analyze the expression (4.66)

that describes the scattered field for two cases that are useful in practice for over-

the-terrain propagation by introducing some new variables according to References

[9–14]: q ¼ ks � k, k ¼ ka ¼ krrR1, ks ¼ kb ¼ �krrR2.

In the case of a perfectly conducting Earth’s surface, the expression (4.66) can

be simplified taking into account that the electric and magnetic components of the

electromagnetic field are mutually perpendicular, H0 ¼ k� E0=k; and that we

concentrate only on the short-wave approximation ðqz& � 1Þ, that is,

Eðk; ksÞ �
ik

2p

eikðR10þR20Þ

R10R20

½b� ðE0 � qÞ�
qz

ð

S0

expf�i½q � rþ qz&ðrÞ�gdr: ð4:68Þ

After statistical averaging of integral (4.68), the average scattered field can be

presented as

hEðk; ksÞi ¼ Eð0Þðk; ksÞGf ðcÞ ð4:69Þ

where

Eð0Þðk; ksÞ ¼
ik

2p

eikðR10þR20Þ

R10R20

½b� ðE0 � qÞ�
qz

ð

S0

expf�iq � rgdr ð4:70Þ

is the field reflected from area S0 of the plane z ¼ 0, and Gf ðcÞ is the effective

reflection coefficient from the rough terrain, which for the surface S with a Gaussian

distribution, can be presented as [21–27]

Gf ðcÞ � expf�2k2&2 sin2 cg ð4:71Þ

Here, c is the slip angle (see Fig. 4.17). One can see that the effective reflection

coefficient decreases exponentially with an increase of roughness height &ðrÞ.
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Now, by introducing the tensor coefficient of reflections GE
j‘ ¼ �dj‘ þ 2njn‘, where

the double repeated index ‘ indicates the summation from 1 to 3, and dj‘ the

unit tensor, (which equal 1, if j ¼ 1, and 0, if j 6¼ 1 ) one can finally obtain from

(4.68) the solution for the Ej-component of the scattered field [9–14]:

Ej‘ðk; ksÞ �
eikðR10þR20Þ

4piR10R20

q2

qz
GE
j‘ � E0‘

ð

S0

expf�i½q � rþ qz&ðrÞ�gdr ð4:72Þ

The same result can be obtained for the Hj-component of the scattered field by

introducing in (4.72) the following terms: Hj‘, H01 and GH
j‘ ¼ �GE

j‘, respectively.

A generalization of the problem for this case of scattering from the impedance

rough surface for ðk ! 1Þ, gives the same result, as expressed in (4.72) for the

perfectly conducting ground surface in terms of tensor:

GE
j‘ ¼ GVdj‘ �

1

sin#
fðGH þ GV cos#Þnjn‘ þ cos#ðGH þ GVÞajn‘g

GH
j‘ ¼ GVdj‘ �

1

sin#
fðGV þ GH cos#Þnjn‘ þ cos #ðGH þ GVÞajn‘g;

ð4:73Þ

which are significantly simplified for the case of the perfectly conducting surface

and can be presented as

GH
j‘ ¼ �GE

j‘ ¼ dj‘ � 2njn‘ ð4:74Þ

Here GH and GV are the reflection coefficients presented, previously, by formulas

in (4.50) in Section 4.3 for the horizontal and vertical polarizations, respectively.

Let us note that the expression in (4.72), allows us to treat scattering phenomena

from a surface with arbitrary dielectric properties not only for the linearly

polarized waves but also for the elliptically polarized waves. Thus, a linearly

polarized wave, after undergoing scattering from the impedance rough surface,

becomes elliptically polarized. But what is more interesting is that the

depolarization phenomenon is not connected with the statistical properties of

the rough terrain. It is completely determined by the inclination of the tangential

plane Gr to the surface S at the points of specular reflection. The direction of

vector n0 normal to this plane (and, hence the polarization of reflected field)

is related to the direction of wave vector k of the incident wave and to the

direction of the observation point ks through the relation, n0 ¼ ks�k
jks�kj. Therefore,

one can directly use the tensor presentation of the Fresnel reflection coefficients

defined in (4.73) with the following conditions, such as n ¼ n0 and # ¼ #0 ¼
cos�1ðn � bÞ, b ¼ �rrR2 for the evaluation of the scattered field for different

kinds of polarization.
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4.4.4. The Rayleigh Approximation

The use of Rayleigh approximation depends, not on the dimensions of surface

roughness with respect to the wavelength, but mostly on the antenna elevation height.

For the cases where the coherence length L between two nearby reflected rays is

higher than l, and the roughness is small compared to l, that is, s � l and s < l, the

phase difference between field components becomes larger than p=2. Here the

Rayleigh approximation is not as accurate as the Kirchhoff approximation. Sometimes

the phase difference is close to p=4 and p=8. In that case a scalar Rayleigh factor in the
coherent field can be introduced for such gently rough surfaces, which reduces the

energy of the specularly reflected wave. These ‘‘above-the-terrain’’ propagation cases

will be examined briefly below by using the effective Kirchhoff reflection coefficients

and their corresponding effective permittivity of the rough terrain.

For the high-elevated antennas, the roughness is small compared to the wavelength

ðs < lÞ. In this case of gentle rough ground surface, the two-ray model usually

applied to smooth terrain and describes the coherent part of the signal, can be modified

by introducing the reflection coefficient for vertical, GV, and horizontal, GH,

polarization, as functions of the effective relative permittivity, ereff [15–27]

GV ¼ ereff sinc�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ereff � cos2 c

p

ereff sincþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ereff � cos2 c

p ð4:75aÞ

GH ¼ sinc�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ereff � cos2 c

p

sincþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ereff � cos2 c

p ð4:75bÞ

So, the modified coherent component of the total field intensity is

Icomod ¼ E2
0

e�jkr1

r1
þ GV;H

e�jkr2

r2

� �2

ð4:76Þ

where c is the grazing angle defined earlier, r1 is the distance of the direct radio path

between the antennas, r2 is the distance from the transmitter to the point of reflection

and from the point of reflection to the receiver, that is the radio path length of the

reflected wave. The equivalent surface impedance is Z ¼
ffiffiffiffiffiffi
mr
ereff

q
ffi 1ffiffiffiffiffiffi

ereff
p , with the

relative permeability mr � 1, for all nonferromagnetic surfaces.

There are six distinct cases that can be considered here, three for each linear

polarization, vertical and horizontal. These three asymptotic cases are valid

a) for short correlation lengths L and all grazing angles c;

b) for long correlation length L and large grazing angles c;

c) for long correlation length L and small grazing angles c.

So, for vertical polarization, the effective surface impedance Z has a real part

corresponding to a loss of power and an imaginary part corresponding to a reactive,
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stored energy near the surface. Furthermore, the change in effective surface

impedance for vertical polarization is strictly reactive for short correlation lengths

ðl � LÞ, resistive for large correlation lengths and large grazing angles (l � L and

c � 1ffiffiffiffi
kL

p ), and a mixture of both for large correlation lengths and small grazing

angles (l � L and c � 1ffiffiffiffi
kL

p ). For the case of a horizontally polarized field the

surface impedance and the corresponding effective permittivity can be derived in a

similar fashion.

In the case of low antenna elevation with respect to roughness, the criteria of

s � l and s � l are generally valid and the Rayleigh scalar factor can be used as

long as the criteria of the Kirchhoff approximation are fulfilled. In this case, instead

of the specular reflection coefficients, we introduce the following effective reflection

coefficients [9–16]

a) for vertical polarization

Gef
V ¼ GV exp �2 2p

s

l
sinc

� �2 �
ð4:77Þ

where exp �2 2p s
l
sinc

� �2h i
is the Rayleigh’s factor; the coefficient GV is

defined by (4.50b) in Section 4.3 and can be reduced to

GV ¼ �1þ 2c
erffiffiffiffiffiffiffiffiffiffiffiffi
er � 1

p ð4:78Þ

b) for horizontal polarization

Gef
H ¼ GH exp �2 2p

s

l
sinc

� �2 �
ð4:79Þ

where GH is defined by (4.50a) in Section 4.3 and can be reduced to

GH ¼ �1þ 2c
1ffiffiffiffiffiffiffiffiffiffiffiffi

er � 1
p ð4:80Þ

So, the use of each approximation strongly depends not only on the dimensions of

rough structures with respect to the wavelength, but mostly on the terminal antenna

elevations as well.

4.5. PROPAGATION ABOVE A SMOOTH CURVED TERRAIN

Let us now consider the case when the terrain is smooth but curved (see Fig. 4.18). In

this case the degree of curvature and diffraction caused by the curved earth surface

must be taken into account for the evaluation of field characteristics. In practice, for
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land communications, it is very important to note that the influence of the curvature

of the Earth’s surface must be taken into account only for radio paths longer than

20–30 km.

Fock’s Model. To take into account the terrain curvature and diffraction from the

curved terrain, Fock, by introducing two special scales: the range scale,

L ¼ ðlR2
e=pÞ

1=3
, and the height scale, H ¼ 0:5 � ðl2Re=p

2Þ1=3, respectively, has

determined the range of radio path, d, and the heights of both terminal antennas,

hT and hR, using the dimensionless parameters x ¼ d=L, y1 ¼ hT=H, y2 ¼ hR=H.

The attenuation factor with respect to the flat terrain has a form [28]

F ¼ 2
ffiffiffiffiffi
px

p X1

k¼1

expðixtkÞ
ðtk þ p2Þ

Aðtk þ y1Þ
AðtkÞ

Aðtk þ y2Þ
AðtkÞ

�����

����� ð4:81Þ

where

p ¼ iðpRe=lÞ1=3=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er0 � i60ls

p
ð4:82Þ

Re ¼ 6375 km is the actual earth’s radius. By AðwÞ we denote a special airy

function, which is related to the special Hankel’s function of the order 1=3 through

AðwÞ ¼
ffiffiffiffiffiffiffiffi
p=3

p
expð�i2p=3Þw1=2H1=3ð2w3=2=3Þ ð4:83Þ

Here tk are the roots of

A0ðtÞ � pAðtÞ ¼ 0 ð4:84Þ

It can be shown that the value of tk for finite values of p can be estimated as follows:

tkðpÞ � tkð0Þ þ p=tkð0Þ; jp=
ffiffiffiffi
tk

p
j < 1 ð4:85aÞ

and

tkðpÞ � tkð1Þ þ 1=p; jp=
ffiffiffiffi
tk

p
j > 1 ð4:85bÞ

RXTX

eR

FIGURE 4.18. Geometrical presentation of radio path above a curved terrain.
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Let us introduce the parameter �tk ¼ tk � expð�2p=3Þ. Next, we can compute the first

set of roots fið0Þ and fið1Þ of Equation (4.84) as

�t1ð0Þ ¼ 1:019, �t1ð1Þ ¼ 2:338
�t2ð0Þ ¼ 3:248, �t2ð1Þ ¼ 4:088
�t3ð0Þ ¼ 4:820, �t3ð1Þ ¼ 5:521
�t4ð0Þ ¼ 6:163, �t4ð1Þ ¼ 6:787
�t5ð0Þ ¼ 7:372, �t5ð1Þ ¼ 7:994

For the UHF/X-frequency band, in the shadow zones due to ground surface

curvature, where jpj � 1, we can write the attenuation factor as:

F ¼ UðxÞVðy1ÞVðy2Þ ð4:86Þ

The first term depends on the normalized range x between the antennas

UðxÞ ¼ 2
ffiffiffiffiffi
px

p expðixt1Þ
t1 þ p2

����
���� ð4:87Þ

but the second and the third terms are only functions of the antenna heights (height

parameters)

Vðy1;2Þ ¼
Hðt1 þ y1;2Þ

Hðt1Þ

����
���� ð4:88Þ

We must note that according to the above definitions, if both antennas are close

to the ground surface (i.e., y1;2 ¼ 0) then the ‘‘height product’’ Vðy1;2Þ ¼ 1.

Moreover, for y1;2 < 1, the ‘‘antenna height’’ factors Vðy1;2Þ (in decibels (dB))

are negative, otherwise they are positive. For y1;2 < 1 these factors can be

approximated as

Vðy1;2Þ ffi 20 logðy1;2Þ½dB� ð4:89Þ

For y1;2 � 1, some estimates give us:

Vð1Þ ffi 0 dB; Vð2Þ ffi 10 dB; Vð4Þ ffi 20 dB; Vð7Þ ffi 30 dB; Vð10Þ ffi 40 dB:

So, the above formulas allow us to compute, with great accuracy, the additional loss

due to diffraction at the spherical ground surface both in the geometrical shadow

zone and in zones of half shadowing. These formulas can be used to predict the

diffraction losses of the wave field caused by the Earth’s curvature. Once again, the

effect of the Earth’s curvature must be taken into account only for land radio cases

with ranges of more than 10–20 km. At the same time we must note that for the long

radio paths (more than 100 km) the real terrain profile of the path is obviously

beyond the capabilities of the Fock’s model.
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4.6. EFFECT OF A SINGLE OBSTACLE PLACED ON A FLAT TERRAIN

Existing obstructions along the radio path leads to additional losses called diffraction

losses, which are usually observed in rural areas where some arbitrary obstructions

(such a hill, mountain etc.) exist. When there is a single obstacle between the

transmitter and receiver, which can be modeled by a single ‘‘knife edge’’, losses of

the wave energy take place. Such losses in the literature are called diffraction losses

[29–36]. They can be obtained analytically by using the Fresnel complex integral

based on the Huygen’s principle discussed in Section 4.2. The total field Etotal after

diffraction from the obstruction can be presented in the following form:

Etotal ¼ E0 � D̂ � expfj�Fg ð4:90Þ

where E0 is the incident wave from the transmitter located in free space; D̂ is the

diffraction coefficient or matrix [29–36], �F is the phase difference between the

diffracted and direct waves mentioned above. The main goal of diffraction theory is

to obtain parameters D̂ and �F by using an analytical deterministic approach based

on complex Fresnel integral presentation [3]:

FðnÞ ¼
ðn

0

exp �i
p

2
n2

n o
dv ¼ �Fð�nÞ ð4:91Þ

To estimate the effect of diffraction around obstructions, we need a quantitative

measure of the required clearance over any terrain obstruction, and, as was shown in

Section 4.2, this may be obtained analytically in terms of Fresnel-zone ellipsoids

drawn around both ends of the radio link, the receiver, and the transmitter (see

Fig. 4.6). We discussed these zones when we presented free space propagation

concepts and reflections from a flat terrain. Now, let us introduce the Fresnel-zone

concept related to diffraction. We show this concept based on the illustration in

Figure 4.19, where the cross-section radius of any ellipsoid with number n from the

family at a distance r0 and r
0
0 ¼ r � r0 was presented as a function of the parameters

n, r0, and r00 by (4.23) in Section 4.2, which we repeat for convenience

hn ¼
nlr0r

0
0

ðr0 þ r00Þ

 �1=2
ð4:92Þ

The Fresnel integral in (4.91) gives the cumulative effect from several first Fresnel

zones covered by the obstruction. In Figure 4.19, the Fresnel (also called diffraction)

parameter n in (4.91) is presented by the following formula [29–36]:

v ¼ hn �
2ðr0 þ r00Þ
lr0r

0
0

 �1=2
¼ ð2nÞ1=2 ð4:93Þ
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From (4.92) and (4.93) one can obtain the physical meaning of the Fresnel–

Kirchhoff diffraction parameter n. Thus, the diffraction parameter v increases with

the number n of ellipsoids. All the above formulas are corrected for hn � r0, r
0
0, that

is, far from the terminal antennas. The volume enclosed by the ellipsoid and defined

by n ¼ 1 is known as the first Fresnel zone. The volume between this ellipsoid and

the one that is defined by n ¼ 2 is the second Fresnel zone. The contributions to the

total field at the receiving point, from successive Fresnel zones, interfere by giving a

very complicated interference picture at the receiver. If a virtual line OO0 is placed at
the middle of the radio path TO0R (i.e., TO0 ¼ O0R, as shown in Fig. 4.19) then, if

the height of the virtual point O0 (the virtual source of diffraction) h increases from

h ¼ h1 (corresponding to the first Fresnel zone) to h ¼ h2 (e.g., to the point O00

defining the limit of the second Fresnel zone), then to h ¼ h3 (i.e., to the point O000

defining the limit of the third Fresnel zone) and so on, the field at the receiver

R will oscillate. The amplitude of oscillations would essentially decrease as a

smaller amount of wave energy penetrates into the outer zone relative to the inner

zone.

If, for example, some obstacles that we may model by a simple knife edge (with

height above the line-of-sight line TOR, h, denoted in Fig. 4.20 as OOðnÞ), lies
between the receiver and the transmitter at distances r0 and r00, respectively, the
Fresnel parameter can be presented as [1–8]

v ¼ h
2ðr0 þ r00Þ
lr0r

0
0

 �1=2
¼ 2

�r

l

 �1=2
ð4:94Þ

and the phase difference �F between the direct ray from the source placed at

the point O (denoted TOR) and the diffracted ray from the point OðnÞ (denoted

RXTX

O¢

O¢¢

O¢¢¢

{{ }
r3=h3

r1=h1

r2=h2

FIGURE 4.19. Geometrical presentation of the Fresnel zones in terms of ellipsoids.
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TOðnÞ R) can be obtained in the standard manner by use of a simple presentation

of the path difference, �r, and the phase difference, �F, between these rays.

From the geometry of the problem, shown in Figure 4.20, and using relationship

(4.94) between �r and v, the phase difference, �F, can be presented as

�F ¼ 2p

l
�r ¼ p

2
v2 ð4:95Þ

From the above discussions, it is clear that any radio path in obstructive conditions

requires a certain amount of a clearance around the central ray if free-space

propagation is to occur. This effect can be understood by using the principle of

Fresnel clearance, which is important in the design of point-to-point radio links,

where communication is required along a single radio path. This clearance can be

explained in terms of Fresnel zones. Thus, the first Fresnel zone (for n ¼ 1 ) encloses

all radio paths for which the additional path length �r, defined in (4.94), does not

exceed l
2
, and according to (4.95), a phase change is �F1 ¼ p. The second Fresnel

zone (for n ¼ 2 ) encloses all paths for which the additional path length�r does not

exceed 2 � l
2
¼ l, and correspondingly, �F2 ¼ 2p, and so on. The corresponding

radius of the first Fresnel zone h1 can be derived by setting �r ¼ l
2
in (4.92). As a

result,

h1 ¼
lr0r

0
0

r0 þ r00

� �1=2

¼ 300 � r0r00
fr

� �1=2

ð4:96Þ

where f is measured in gigahertz and r ¼ r0 þ r00 in kilometer. The shape of the first

Fresnel zone and the effect of the obstruction on the clearance are clearly illustrated

TX RX

h

r0 r0'

rn rn '

( )n
O

O

FIGURE 4.20. Geometrical presentation of the knife-edge diffraction.
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by Figure 4.21. The clearance due to the diffraction effect from the obstruction is

about 60% of the first Fresnel zone, which normally in practice is considered an

adequate value for the land rural point-to-point radio links. To finish this analysis, we

must mention that the Fresnel-zone principle, as well as the clearance explanation is

correct for the case where r > r0, r
0
0 � hn, which is adequate for the most practical

cases of land radio link designs.
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CHAPTER FIVE

Terrestrial Radio
Communications

In this chapter, we consider wave propagation in various terrain environments based

on the description of propagation characteristics such as the propagation (or path)

loss, L, and the slope parameter g that describe the signal decay law. These main

parameters are very crucial in predicting land communication channels. First, in

Sections 5.1 and 5.2, we introduce the reader into a brief description of the terrain

features and various propagation situations in terrestrial communications related to

the terminal antenna positions with respect to building rooftops. In Section 5.3, we

continue the description of the propagation channel when the two antennas are

placed on a flat terrain and under LOS conditions, when a free-space propagation

concept can be used and is described by a two-ray model. In Section 5.4, we consider

radio propagation in ‘‘hilly terrain,’’ where we replace the hill by a ‘‘knife edge’’ and

introduce Lee’s empirical model. Section 5.5 describes how a single obstruction

such as a building is placed above a flat terrain. In this case, on the basis of Keller’s

geometrical theory of diffraction (GTD), we present formulas that determine the

electromagnetic field pattern reradiated by the building walls, corners, and roof for

dipole transmitting antenna with vertical polarization. The electrical impedance

properties of the building walls are taken into account here. Next, in Section 5.6, we

present a unified approach on how to predict radio losses in rural forested links based

on a stochastic model that describes multiscattering effects from trees. This model is

compared with standard empirical, analytical, and statistical models. Section 5.7

describes radio propagation in mixed residential areas based on the same stochastic

approach, but taking into consideration only a single scattering from houses

and trees. Section 5.8 introduces the reader to the problems of radio propagation in

Radio Propagation and Adaptive Antennas for Wireless Communication Links: Terrestrial, Atmospheric

and Ionospheric, by Nathan Blaunstein and Christos Christodoulou
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urban and suburban areas, where we consider two typical situations in the urban

scene:

a) urban grid-plan buildings’ distribution with straight crossing rows of streets,

and

b) urban areas with randomly distributed buildings placed on a rough terrain.

Here, we present the unified stochastic approach that generalizes the stochastic

models presented in Sections 5.6 and 5.7 by accounting for the buildings overlay

profile and effects of diffraction from buildings’ roofs. We compare this general

model with those that are mostly used for predicting loss characteristics in such

terrestrial communication links.

5.1. CHARACTERIZATION OF THE TERRAIN

The process of classifying terrain configurations is a very important stage in the

construction of propagation models above the ground surface and, finally, in

predicting the signal/wave attenuation (or ‘‘path loss’’, defined in Chapter 1) within

each specific propagation channel.

These terrain configurations can be categorized as:

� flat ground surface;

� curved, but smooth terrain;

� hilly terrain;

� mountains.

The built-up areas can also be simply classified as [1–4]:

� rural areas;

� mixed residential areas;

� suburban areas;

� urban areas.

Several experiments carried out in different built-up areas have shown that there are

many specific factors that must be taken into account to describe specific

propagation phenomena, such as [1–4]:

– buildings’ density or terrain coverage by buildings (in percentages);

– buildings’ contours or their individual dimensions;

– buildings’ average height;

– positions of buildings with respect to base station and mobile vehicles;

– positions of both antennas, receiver and transmitter, with respect to the

rooftops height;
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– density of vegetation, presence of gardens, parks, lakes, and so on;

– degree of ‘‘roughness’’ or ‘‘hilliness’’ of a terrain surface.

Recently, a new standard for terrain classification has been introduced for the

analysis of urban topographic maps [1–4]. This standard is based on the following

terrain characteristics:

(1) position and distribution of buildings regarding the observer;

(2) dimensions of buildings or useful built-up area;

(3) number of buildings at the tested area;

(4) height of ground surface and its degree of ‘‘roughness’’; and

(5) presence of vegetation.

Using these specific characteristics and parameters of the terrain, we can easily

classify various kinds of terrain by examining the topographic maps for each

deployment of a radio communication system.

5.2. PROPAGATION SCENARIOS IN TERRESTRIAL
COMMUNICATION LINKS

As remarked earlier, a very important characteristic of the propagation channel is the

location/position of both antennas with respect to the obstacles placed around them.

Usually there are three possible situations:

A. Both antennas, receiver and transmitter, are placed above the tops of

obstacles (in a built-up area, this means that they are above the rooftop

level) (Fig. 5.1a).

B. One of the antennas is higher than the obstacles’ height (namely, the roofs),

but the second one is lower (Fig. 5.1b).

C. Both antennas are below the tops of the obstacles (Fig. 5.1c).

In the first situation they are in direct visibility or LOS conditions. In the last two

situations, one or both antennas are in clutter or obstructive conditions. In all these

cases the profile of terrain surface is very important and may vary from flat and

smooth to a curved surface and finally to a rough and hilly terrain.

5.3. PROPAGATION OVER A FLAT TERRAIN IN LOS CONDITIONS

Instead of using the complicated formulas in Section 4.2 to describe radio wave

propagation above the flat terrain, the ‘‘two-ray’’ model can be used. Let us briefly

describe this situation that widely occurs in land communication channels.
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Two-Ray Model. The two-ray or two-slope model was first proposed in the early

1960s for describing the process of radio wave propagation over a flat terrain [1–6].

Let us briefly consider the two-ray model, which is based on the superposition of a

direct ray from the source and a ray reflected from the flat ground surface, as shown

in Figure 5.2. Earlier, in Chapters 2 and 3, the Friis’ formula for the direct wave in

free space was presented. We will rewrite it in the following form:

E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
30GTGRPT

p
=r1 ð5:1Þ

where r1 is the radio path of direct wave as presented in Figure 5.2. The total field at

the receiver is the sum of direct and received waves [7], that is,

ER ¼ ET 1þ d

d1
Ge�jk�d

� �
ð5:2Þ

here GðcÞ is the reflection coefficient described by formulas (4.50a) and (4.50b) in

Chapter 4 for horizontal and vertical polarization, respectively. �r ¼ r2 � r1 (see

R
T

(a)

(b)

(c)

FIGURE 5.1. The three possible locations of the terminal antennas with respect to building

height profile.
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Fig. 5.2) is the difference in the radio paths of the two waves, and�j ¼ k ��r is the

phase difference between the reflected and direct waves, which can be presented

according to the geometry, in Figure 5.2, as:

�c ¼ k�d ¼ 2p

l
r 1þ hR þ hT

r

� �2
 !1=2

� 1þ hR � hT

r

� �2
 !1=2

2
4

3
5 ð5:3Þ

where hR and hT are the receiver and transmitter antenna heights, respectively and r

is the distance between them. For r1 � ðhT 	 hRÞ and r2 � ðhT 	 hRÞ, using the

assumption that r1 � r2 � r, the phase difference in (5.3) can be written as:

�j ¼ 4phRhT

l � r ð5:4Þ

Furthermore, if we now assume that GR � GT ¼ 1 (valid for isotropic or

omnidirectional antennas, see Chapter 2) and that GðcÞ � �1 for the farthest

ranges from the transmitter (i.e. small grazing angles), we can obtain the magnitude

of the signal power at the receiver as [11]:

jPRj ¼ jPTj
l

4pd

� �2

j1þ cos2 k�d � 2 cos k�d þ sin2 k�dj

¼ jPTj
l

4pd

� �2

sin2
k�d

2

ð5:5Þ

From Equation (5.5) one can determine the distance between a receiver and

transmitter for which maximum power is received, taking into account the following

conditions:

k�r

2
� p

2
; sin

k�r

2
� 1 ð5:6Þ

r1

r2

α α

d

h2

h1

FIGURE 5.2. Geometrical presentation of the two-ray model.
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This distance is called the critical or break point range, denoted by rb, and is

determined approximately by the following formula:

rb �
4hRhT

l
ð5:7Þ

Then, following definition of the path loss introduced in Chapter 1, and using

L ¼ 20 log jEij þ 20 log j1þ Ge�jk�dj ð5:8Þ

we can easily obtain the path loss over a flat terrain by making use of the definition of

break point range, rb, and the mathematical description of the ‘‘straight line’’ (as

(4.30) in Chapter 4) [7]

for r � rb L ¼ Lb þ 10g log
r

rb

� �
; g ¼ 2 ð5:9aÞ

for r > rb L ¼ Lb þ 10g log
r

rb

� �
; g ¼ 4 ð5:9bÞ

where Lb is the path loss in free space at the distance that equals the critical range

that is, r ¼ rb, which can be calculated from the following formula [7]:

Lb ¼ 32:44þ 20 log rb½km� þ 20 log f½MHz� ð5:10Þ

From formulas (5.9a) and (5.9b), there are two modes of field intensity decay. One is

�r�q; q ¼ 2 for r � rb, and second is �r�q; q ¼ 4 for r > rb. From the free space

model, the range dependence between the two terminal antennas is �r�2.

Also, for large distances between the antennas, that is r > rb, we get from

Equation (5.5) sin2 k�r
2

� k�r
2

� �2
with �r ¼ 2hRhT

r
(see formulas (5.3) and (5.4)).

After some straightforward manipulations, we obtain the formula that describes the

signal equation decay � r�4, usually called the flat terrain model [1,2]:

LF ¼ 40 log r½m� � 20 log hT � 20 log hR: ð5:11Þ

From the two-ray model, the break point is within the range of rb ¼ 150–300m from

the source; at that point the �r�2 mode transforms into the �r�4 mode. This

effect depends, according to (5.7), on both antennas’ heights and the wavelength.

Hence, the two-ray model covers both the free-space propagation model in close

proximity to the source and the flat terrain propagation model at far ranges from the

source. Most formulas above have been obtained for isotropic or omnidirectional

antennas. For more directive antennas, their gain has to be included, as was done in

Chapter 2 for Friis’ formula.
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5.4. PROPAGATION OVER A HILLY TERRAIN IN NLOS CONDITIONS

Formula (4.90) describes the effect of a hill, as a ‘‘knife-edge’’ obstruction, which

was introduced in Section 4.5 to estimate the effect of diffraction losses. To

accurately obtain the diffraction coefficient and the diffraction losses, the formula

with the complex Fresnel integral presentation in (4.91) should be used. However, it

is a very time consuming computational task [1–6], and so, empirical models are

usually used instead. We present below a Lee’s empirical model, on which most

empirical and semi empirical models are based [36–40].

Lee’s Model. A frequently used empirical model, developed by Lee [6], gives the

following expressions for the ‘‘knife-edge’’ diffraction losses in decibel:

LðvÞ ¼ L
ð0Þ
G ¼ 0ðdBÞ; v � �0:8; ð5:12aÞ

LðvÞ ¼ L
ð1Þ
G ¼ 20 logð0:5� 0:62 � vÞðdBÞ; �0:8 < v < 0; ð5:12bÞ

LðvÞ ¼ L
ð2Þ
G ¼ 20 logf0:5 expð�0:95vÞgðdBÞ; 0 � v < 1; ð5:12cÞ

LðvÞ ¼ L
ð3Þ
G ¼ 20 log½0:4� ð0:1184� ð0:38� 0:1vÞ2Þ1=2�ðdBÞ; 1 < v � 2:4;

ð5:12dÞ

LðvÞ ¼ L
ð4Þ
G ¼ 20 log

0:225

v

� �
ðdBÞ; v > 2:4: ð5:12eÞ

These formulas are used for the cases where several knife edges are placed along the

radio path between the two terminal antennas. In this case a simple summation of the

loss from each individual edge is obtained, according to Equation (5.12). This

approach gives a sufficiently correct result (see results of corresponding empirical

models described in References [41–44]).

5.5. EFFECT OF A BUILDING ON THE RADIO
PROPAGATION CHANNEL

To design an effective radio communication link in a built-up environment with

obstructive NLOS conditions, information about the influence of buildings on radio

propagation is required. Knowledge of the total field distribution around a building,

including diffraction from the building corners and reflection from its walls, is very

important in order to predict the radio wave attenuation caused by the building.

In NLOS conditions, it is very important to examine the effects and contribution

of all rays arriving at the receiving antenna after interaction with building corners

and rooftops. To investigate the problem of radio wave diffraction from buildings,

many strict and approximate models have been developed [5,6,9,11–13]. All these

models are based on the assumption that all characteristic dimensions of buildings,

as well as the ranges between the subscriber antenna and the base station antenna,

are larger than the wavelength of the radiated signals. This fact allows us to use

Keller’s GTD [5,6,9] to describe the diffracted field caused by buildings.
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In the following section, we examine these effects in the case of a vertical

dipole.

5.5.1. The Electric Field of the Vertical Dipole

Let us consider a rectangular building illuminated by a vertical electric dipole placed

at the point fx0; y0; z0g above a plane ground surface. A coordinate system is placed

at an arbitrary point {x, y, z}, and the point of observation is placed at point

fx1; y1; z1g (see Fig. 5.3). The dipole field is represented by the electric Hertz’s

vector [7,14]

�ðiÞ ¼ p expfikrg
r

ð5:13Þ

where p is the moment of the electric dipole.

Using the relations between electric and magnetic field components and the

Hertz’s vector components for the field of the vertical electric dipole, we get [7]

Ex ¼ �E0
ðx� x0Þðy� y0Þ

r2
eikr

r

Ey ¼ �E0

ðx� x0Þ2 þ ðz� z0Þ2
r2

eikr

r
ð5:14Þ

Ez ¼ �E0

ðy� y0Þðz� z0Þ
r2

eikr

r

Hx ¼ H0

ðz� z0Þ
r

eikr

r

Hy ¼ 0 ð5:15Þ

Hz ¼ H0

ðx� x0Þ
r

eikr

r
:

FIGURE 5.3. The transmitter and receiver locations near the building at the plane ground

surface. Here (x0; y0; z0) and (x1; y1; z1) are the coordinates of the transmitting and receiving

points, respectively.
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In a spherical coordinate system, the source and observation coordinates can be

written, respectively, as:

x0 ¼ r0 sin y0 sinj0; y0 ¼ r0 cos y0; z0 ¼ r0 sin y0 cosj0;

x1 ¼ r1 sin y1 sinj1; y1 ¼ r1 cos y1; z1 ¼ r1 sin y1 cosj1: ð5:16Þ
We also introduce the coefficient of reflection R from the plane ground surface, the

formulation of which can be found in Chapter 4. The coordinate system is shown in

Figure 5.3.

We will analyze the field diffracted at the edge and roof of the building and the

loss of the diffracted field compared to the dipole field in free space, as well as

changes of field polarization for both waves reflected from the walls and ground and

those diffracted from the building edges.

5.5.2. Diffraction from the Edge of a Perfectly Conductive Building

To define the field diffracted from an ideal conductive edge of a building, we use

Keller’s method of GTD described in References [5,6,9,10]. The relationship

between the field diffracted from a wedge and the incident field is [5,6]

Ed ¼
eikr

0

ffiffiffiffi
r0

p EoðPÞDE ð5:17Þ

where E0ðPÞ is an incident wave field at point Pðx; y; zÞ on the edge of a building and
the diffraction matrix DE has the form:

DE ¼ � 2eip=4ffiffiffiffiffiffiffiffi
6pk

p
sin b

1
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þ 1

A2

0 0

� cosb

cosc0

sinðc� c0Þ
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þ sinðcþ c0Þ
A2

 �
cosc

cosc0
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� 1
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� cosb

cosc0

cosðc� c0Þ
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þ cosðcþ c0Þ
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 �
sinc

cosc0

1

A1

� 1

A2

 �
0

2
666666664

3
777777775

ð5:18Þ
The main parameters in expressions (5.17)–(5.18) are as follows:

cos b ¼ ðy1 � y0Þ=½ðy1 � y0Þ2 þ ðbþ aÞ2�1=2; ð5:19aÞ
cosc0 ¼ ðh� y0Þ=a; cosc ¼ ðy� hÞ=b; ð5:19bÞ

A1 ¼ 1þ 2 sin
2

3
ðc� c0Þ;A2 ¼ 1þ 2 sin

2

3
ðcþ c0Þ; ð5:19cÞ

y ¼ ðby0 þ ay1Þ=ðaþ bÞ; ð5:19dÞ
a ¼ ½ðl� x0Þ2 þ ðd � z0Þ2�1=2; b ¼ ½ðx1 � lÞ2 þ ðz1 � dÞ2�1=2: ð5:19eÞ

Here, 2l is the building length, and 2d is its width. Let us take a cross-section of a

vertical wedge at the plane y ¼ y0 ¼ y1 ¼ 0 and get the coordinates x and z to zero at

the vertical wedge. We do this to determine the diffracted field at an arbitrary point

fx1; y1; z1g as a function of the distance from the source fx0; y0; z0g. The derivations
for the polar field components Edy and Edj are

Edy ¼ Edx sinjþ Edz cosj; Edj ¼ Edx cosjþ Edz sinj ð5:20Þ
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The detailed analysis of the relative diffracted field component Edy=E0 as a function

of angles j and j0, and comparison with those parameters for the reflected field,

indicates that the diffracted field varies very smoothly in the azimuth domain. This

leads to an attenuation of 30–35 dB compared to a dipole field E0 in a free space.

Recall that the attenuation for reflected waves is smaller and equals 10–15 dB

compared to the dipole field in free space.

5.5.3. Diffraction at an Impedance Edge of a Building

Let us consider the same geometry as presented in Figure 5.3. In this case, the normal

electric impedance Z	 is introduced as a function of the dielectric parameters of the

walls, e; that is, Z	 � 	1=
ffiffi
e

p
, the ‘‘þ’’ sign is determined from boundary conditions

at the wedges: for angle j ¼ 0 we use ‘‘þ’’ sign and for j ¼ p=2 we use ‘‘�’’ sign.

The dipole is placed at point fx0; y0; z0g and is described by formulas (5.14)–(5.16).

Using Keller’s theory and the expression in (5.17), we obtain the diffraction matrix at

an arbitrary point {x, y, z} for the non zero impedance wedge:

DE ¼ 2eip=4

3
ffiffiffiffiffiffiffiffi
2pk

p
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ef 0 0
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Here, y	 are the grazing Brewster’s angles, which depend on the surface

impedances

sin y	 ¼ Z0

Z	
ð5:23Þ

where Z0 is the wave impedance in free space. Let us now consider the wedge cross-

section at the plane y ¼ y0 ¼ 0. In this case, using the relationships defined in (5.20)

between the field components, we can examine the relative Edy=E0 component

versus the direction of the source (which is determined by angle j0) and the

direction of the observer (which is determined by angle j). All other parameters are

the same as in the previous case of a perfectly conductive wedge. The ratio Z0=Z	 in

(5.23) was estimated as 0.05–0.1, which corresponds to brick building corners.

Detailed analysis of Edy=E0 shows that the diffracted field decay is about 35–40 dB

compared to the dipole field E0 in free space, that is, 5–10 dB higher than the field

diffracted from the perfectly conductive building corner. The spatial distribution of

the diffracted field from the impedance wedge is completely irregular compared to

that of perfectly conductive wedge. Moreover, the diffracted field pattern from a

brick corner decreases sharply with a decrease in angle j between the direction of

the observer and the edge of the boundary. The field intensity decay for diffracted

waves from building corners is two to three times higher than that of the

corresponding reflected waves from the same building walls.

5.5.4. Diffraction from Roofs

Diffraction by a Flat Roof. Let us consider the wave from a vertical electric dipole

placed at an arbitrary point fx0; y0; z0g on the flat roof of a building with imperfectly

conducting (e.g., impedance) surface (see Fig. 5.4).

We have to find the secondary field diffracted by the edges of the roof, and

estimate the diffracted field and its degree of depolarization. The rays falling on the

FIGURE 5.4. Diffraction from a flat roof.
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roof edge create at the edge a cone of primary diffracted rays, which then fall on the

next edge, creating a cone of secondary diffracted rays [10]. For the definition of

secondary diffracted rays we again use Keller’s theory [5,6], according to which the

n-time-diffracted rays from the wedges are defined by the following expression:

E
ðnÞ
d ¼ D1D2 . . .Dn expðikr0Þ=br0ð1þ rðnÞ=r0Þ1=2cE0: ð5:24Þ

Applying this formula to our specific case and taking the cross-section

y ¼ y0 ¼ y1 ¼ 0 for the vertical walls, we can easily analyze the components of

the diffracted field. Then, using formulas (5.22)–(5.23), we can obtain the

components of the secondary diffracted field from the roof of the building.

The analysis of components, Edx;Edy; and Edz of the diffracted field, for different

distances from the roof and different building height parameters of length and width

indicates that the field decay caused by secondary diffraction from the roof of a

building is of 60 to 80 dB compared to the field E0 in free space for wavelengths

between 10 to 30 cm. Therefore, we can neglect the effects of the secondary

diffracted field in the total field distribution around a building in this frequency

range.

Diffraction by an Oblique Roof. Now we consider a vertical electric dipole

located at point fx0; y0; z0g on an oblique, imperfectly conducting roof (see

Fig. 5.5). We again determine the field diffracted at the edge of the roof using

Keller’s theory [5,6] and estimate the decay of the diffracted field compared to

the field E0 in a free space. Using formulas (5.22)–(5.23) and taking the cross-

section y ¼ y0 ¼ y1 ¼ 0 for the vertical walls, we can easily analyze the components

of the diffracted field.

The theoretical analysis shows that the field diffracted at the oblique roof varies

smoothly; its attenuation is about 30–45 dB compared to the dipole field E0 in a free

space, which is approximately half than that from a flat roof. At the same time, the

diffracted field decay for the concrete building’s roof is approximately 10–15 dB,

which is less than that for the brick building roof.

FIGURE 5.5. Diffraction from an oblique roof.
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5.5.5. Field Distribution Around a Building

Let us consider a building with impedance walls at x ¼ 2l, y ¼ 2h, z ¼ 2d

illuminated by a vertical electric dipole placed at point fx0; y0; z0g above the plane

ground surface. The coordinate system is considered to be located in the middle of

the building and the observation point is at fx1; y1; z1g as shown in Figure 5.6.

The field components of a vertical electric dipole are given by expressions (5.14)–

(5.19). We must find the reflected, diffracted, and the total field at the observation

point for the electric dipole, as a transmitter, moving around the building. As all

expressions for the diffracted field from the horizontal and the vertical edges of a

building are the same, let us examine only one horizontal and one vertical edge of a

building. Using Keller’s theory and the formulas presented earlier, we can obtain the

following expression for the horizontal edge ‘‘1’’ (see Fig. 5.7):

Ed1 ¼ �E0DE1
FðxÞ 2 ei kr

0
1
þp

4½ �
ffiffiffiffiffiffiffiffiffiffiffiffi
6pkr01

p
sin b1

eikr1

r1½1þ r01=r1�
1=2

ð5:25Þ

HereDE is the diffracted field matrix described by formula (5.22) and FðxÞ is defined
as:

FðxÞ ¼
0; x < �l

1; �l < x < l

0; x > l

8
><
>:

ð5:26Þ

FIGURE 5.6. The complete scheme for the transmitter and receiver locations near a building

at the plane ground surface.
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since all horizontal edges have finite length. This formula is true for all horizontal

edges, but for every edge we must change the coordinates of the vector from the

observer to the receiver point and the values of their respective angles.

For the vertical edges we use (5.22)–(5.23). Now by introducing the function

FðyÞ ¼
0; y < �h

1; �h < y < h

0; y > h

8
><
>:

ð5:28Þ

which takes into account the finite height of building walls, we can obtain the

following expression for the vertical edge ‘‘4’’ (Fig. 5.8):

Ed4 ¼ �E0DE4
FðyÞ 2 ei kr

0
4
þp

4½ �
ffiffiffiffiffiffiffiffiffiffiffiffi
6pkr04

p
sin b4

eikr4

r4½1þ r04=r4�
1=2

ð5:29Þ

Now, we turn our attention to the effects on ground reflection and building walls on

radio wave propagations.

5.5.6. Total Wave Field Reflected from the Walls and the Ground Surface

The real properties of a ground surface and building walls can be considered by

introducing the reflection coefficient R (see formulas (4.50) in Chapter 4). According

to ray theory, we can replace the field reflected from the ground by an image source

(II), symmetric to the real source (I) and illuminating the same area as the real source

(see Fig. 5.7). The coordinates of this image source are fx0;�ðy0 þ 2hÞ; z0g. On
the contrary, as the building is an ideal conductor, the field reflected from the wall

FIGURE 5.7. Reflections from the front wall and from the ground surface may be replaced

by the image sources indicated by signs I, II, III, . . . .
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with coordinates fð�l; lÞ; ð�h; hÞ; dg can be replaced by that from image source

(III), symmetric to the real source (I) (see Fig. 5.7). Its coordinates are fx0; y0;�
ðz0 þ 2dÞg, and the illuminated area can be determined from the coordinates of this

source and the wall plane.

Taking into account reflections from the ground (image source II), we introduce a

second reflection from the wall or image source (IV) symmetric to the source (II); its

coordinates are fx0;�ðy0 þ 2hÞ;�ðz0 þ 2dÞg, and they define the illuminated area

on the wall. So, we end up having one real source (I) and three image sources (noted

in Fig. 5.7 by II, III and IV, respectively). Moreover, one can take into account rays

that undergo multiple reflections as shown in Figure 5.7.

Now we consider a real source that moves and illuminates not only the front wall

but also the side wall (see Fig. 5.8). As the field is symmetric in the right and left

directions, we can choose, for example, the side wall with coordinates f�l; ð�h; hÞ;
ð�d; dÞg. The same geometrical constructions enable us to describe the field

reflected from the side wall using the real source (I), the image source (II) (reflection

from the ground), source (VI) (reflection from the wall), and the additional sources

(VIIþVIII) (second order reflection from the ground and the wall). All possible rays

are shown in Figure 5.8.

Finally, we can determine all light and shadow zones around the perfectly

conductive building. From the formulas introduced above, we note that the

diffracted field is attenuated faster than the incident and reflected fields by a factor

�pkr0½1þ r0=r�1=2. This enables us to exclude the diffracted field in areas where

incident and reflected waves also exist.

After determining all illuminated areas around the building, we can derive the

total field intensity, taking into account the real and image sources mentioned above.

In all formulas we use y0 ¼ y1 ¼ y ¼ 0 and y0 ¼ y00 ¼ p=2. Taking into account the
same form of field expressions in all illuminated areas, we describe, for example, the

field in areas II, V, and VII, which are illuminated by real (I) and image (II) sources

FIGURE 5.8. The same, as in Figure 5.7, but for reflections from the side wall.
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(i.e., the first order reflection from the ground surface). Now to obtain the field

intensity, let us introduce the vector of the field power [7]:

S ¼ c=8p � Re½E;H�� ð5:30Þ

where c is the speed of light. Using this formula, we can present all components of

vector S in the following form:

Sx ¼ �E0H0

Rg

Rw

 �
c

8p
ðx1 � x0Þ2 þ ðz1 � z0Þ2
h i
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1
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þ 2 cos kg

a3=2b3=2
þ 1
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( )
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ð5:31aÞ
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Sx ¼ �E0H0
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 �
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8p
½ðx1 � x0Þ2 þ ðz1 � z0Þ2�ðz1 � z0Þ

1
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þ 2 cos kg
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þ 1
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ð5:31cÞ

Here a ¼ b x1 � x0ð Þ2þðz1 � z0Þ2c; b ¼ bðx1 � x0Þ2 þ ð2hÞ2 þ ðz1 � z0Þ2c; g ¼ffiffiffi
b

p
� ffiffiffi

a
p

; k ¼ 2p=l, l is a wavelength; Rg and Rw are the reflection coefficients

from the ground and wall, respectively. In the above expressions, the coefficient Rg is

for the first order reflection from the ground surface, and Rw is the first order

reflection from the building walls, defined by formula (4.50) from Chapter 4.

Expressions (5.31a)–(5.31c) describe the total field power in the direct illuminated

areas around the building. Using such an approach, we can determine the total field

distribution in all areas surrounding a building, taking into account the direct field,

multiple reflections from the ground, and the building walls, as well as the diffracted

field from building roof and corners.

5.6. PROPAGATION IN RURAL FOREST ENVIRONMENTS

Vegetation presents another significant effect on radio wave propagation, such as

scattering and absorption by trees with their irregular structure of branches and

leaves. Predictions of signal decay in the case of irregular terrain at frequencies less

than 500MHz have been made by a number of authors [45–48] during the 1950s and

1960s. During the 1970s, vegetation and foliage losses have been reported [49–51] at

frequencies up to 3GHz but for relatively few paths. For forested environments [52–

56], trees exhibit mainly absorbing and scattering effects and very little diffraction

effects.

5.6.1. A Model of Multiple Scattering in a Forested Area

In References [57–60], a stochastic approach was proposed to investigate the

absorbing and multiple scattering effects that accompany the process of radio wave
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propagation through forested areas. This is a combination of probabilistic and

deterministic approaches, which describe the randommedia scattering phenomenon.

The geometrical optics approximation is used to account for propagation over a

series of trees modeled as absorbing amplitude/phase screens with rough surfaces.

This stochastic approach allows the designer to obtain the absorption effects from

trees using their real physical parameters, such as permittivity and conductivity, as

well as the random distribution of their branches and leaves.

The Forest Terrain Description. Let us consider an array of trees as cylinders with

randomly distributed surfaces, all placed on a flat terrain (Fig. 5.9). Also assume that

the reflecting properties of the trees are randomly and independently distributed, but

they are statistically the same. The values of the reflection coefficient are complex

with uniformly distributed phase in the range of ½0; 2p�. Thus, the average value of
the reflection coefficients is zero, that is hGðjs; rsÞi ¼ 0. The geometry of the pro-

blem is shown in Figure 5.10, where Aðr1Þ denotes the location of the transmitting

antenna at height z1, Bðr2Þ is the location of the receiving antenna at height z2.

Let us derive an average measure of field intensity for waves passing through the

layer of trees after multiple scattering. In this case, we consider each tree as a phase

amplitude cylindrical screen. Figure 5.9 shows an array of these (screens) placed at

z ¼ 0 (a flat surface S1). The trees have an average height �h and width �d [60]. These

trees are randomly and independently distributed and they are oriented in arbitrary

directions at the plane z ¼ 0 with equal probability and with average density n (per

kilometer2). In the case where both antennas are placed within the forest environ-

ment and are lower than the average tree height �h, that is 0 < z2; z1 < �h, then the

multiscattering effects are predominant and must be taken into account. In this

case we can present the range of direct visibility (LOS under conditions) between

the two terminal antennas as �r ¼ g�1
0 , where g0 is tree density

g0 ¼ 2�dn=p ð5:32Þ

S1

r
1

r
2

T

R

S2

FIGURE 5.9. The profile of a forested nonregular area.
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The ‘‘roughness’’ of a tree’s surface is described by introducing a correlation

function for the reflection coefficient G. We define the correlation function for the

reflection coefficient G for ‘h, ‘h, ‘v � �r, �d, �h as [59,60]

Kðr2S; r1SÞ ¼ hG2S � G�
1Si ¼ G � exp � jr2S � r1Sj

‘h
� jz2S � z1Sj

‘v

� �
ð5:33Þ

where r2S and r1S are points at the surface of an arbitrary tree (see Fig. 5.10); G is the

absolute value of the reflection coefficient, given by (4.50) in Chapter 4 for two kinds

of field polarization, G2S ¼ Gðr2SÞ and G1S ¼ Gðr1SÞ.

Average Field Intensity. Taking into account the wave field presentation and

Green’s theorem for our problem introduced in Chapter 4, we can present the field

over the rough terrain using Green’s theorem in integral form [57,58]

Uðr2Þ ¼ Uiðr2Þ þ
ð

S

UðrsÞ
@Gðr2; rsÞ

@ns
� Gðr2; rsÞ

@UðrsÞ
@ns

� �
dS ð5:34Þ

where Uiðr2Þ is the incident wave field, ns is the vector normal to the terrain surface

S at the scattering point rs;Gðr2; rsÞ is the Green’s function of the semi-space

defined in Chapter 4, which we rewrite as [59,60]:

Gðr2; r1Þ ¼
1

4p

exp½ikjr2 � r1j�
jr2 � r1j

	 exp½ikjr2 � r01j�
jr2 � r01j

� �
ð5:35Þ

FIGURE 5.10. Scattering from a cylinder with a rough surface which is used to model a tree.
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Here r01 is the point symmetrical to r1 relative to the Earth’s surface S1; k ¼ 2p=l,
and l is the wavelength. In integral (5.34), the random surface S (relief of the terrain

with obstructions) is treated as the superposition of an ideal flat ground surface S1
(z ¼ 0) and rough surface S2 is created by the tops of the obstructions (see Fig. 5.9).

We construct the Green’s function in the form of (5.35) to satisfy a general

electrodynamic approach; that is, to describe both the vertical (sign ‘‘þ’’ in (5.35))

and horizontal (sign ‘‘�’’ in (5.35)) polarizations with their corresponding boundary

conditions. In fact, by introducing the Green’s function (5.35) with the ‘‘þ’’ sign in

(5.34) we satisfy the Dirihlet boundary conditions at the flat (non disturbed) Earth’s

surface S1 (z ¼ 0). That means, Gz¼0 ¼ 2 and @u
@ns

¼ 0 (the same conditions were

stated by (4.16a) in Chapter 4). At the same time, using the sign ‘‘�’’ we satisfy the

Neumann boundary conditions at the plane z ¼ 0: Gz¼0 ¼ 0 and u ¼ 0 (the same

conditions were stated by (4.16b) in Chapter 4). Hence, if the source is described by

formula (5.35), we can exclude the integration over the non disturbed surface S1,

assuming the surface S1 is perfectly reflecting. Next, by using the well-known

Kirchhoff’s approximation described earlier, we can determine the scattered field

UrðrsÞ from the forested layer as a superposition of an incident wave Uiðr2Þ, the
reflection coefficient Gðjs; rsÞ, and the shadow function Zðr2; r1Þ. The shadow

function equals one, if the scattered point rs inside the forested layer can be observed

from both points r1 and r2 of the transmitter and receiver locations (as shown in

Fig. 5.10), and equals zero in all other cases. Taking into account all these

assumptions, the (5.34) can be rewritten as

Uðr2Þ ¼ Zðr2; r1ÞeGðr2; r1Þ þ 2

ð

S2

fZðr2; rs; r1ÞGðjs; rsÞeGðrs; r1Þ � ðns � rsÞeGðr2; rsÞg

ð5:36Þ

where rs ¼ @
@xs

; @
@ys

; @
@zs

� �
, js ¼ sin�1 ns � rs�r1

jrs�r1j

� �
(see Fig. 5.10), and eGðr2; r1Þ is

the normalized Green’s function.

To solve (5.36), instead of using the Feynman diagrams for multiscattering

problems (see Chapter 3, formula (3.44)), we present a solution in operator form

through a set of Green’s functions expansion as [60–62]

U2 ¼ Z21eG21 þ ðZ2S _
M2SGSÞZS1eGS1 þ ðZ2S _

M2SGSÞðZSS0 _
MSS0GS0ÞZS01eGS01 þ � � �

ð5:37Þ

Here,
_
Mab is an integral-differential operator that describes the expression inside the

bracket in (5.37) and the variables Zab, Gab are the corresponding shadow and

reflection coefficient functions denoted by indexes a and b. We also apply Twersky’s

approximation [63] to (5.36) and (5.37), which does not take into account mutual

multiple scattering effects. Twersky’s approximation states that the contributions of

multiple scattered waves are additive and independent. This approximation together

with that of hGi ¼ 0 makes it possible to obtain the coherent part of the total field
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by averaging (5.36) over the reflecting properties of each tree and over all tree

positions:

hU2i ¼ hZ21ieG21 ð5:38Þ

Z21 is the ‘‘shadowing’’ function that describes the probability of existence of some

obstructions in the radio path of the two terminal antennas. As the contributions of

the multiscattered waves are independent [63], we can represent the incoherent part

of total field intensity (after averaging of (5.37)) as

hI2i ¼ hU2 � U�
2i ¼ hZ21ieG21 � eG�

21

þ hfD2S;2~S þ D2S0;2~S0 � DS0S;~S0~Sg � ZS1 � Z~S1 � eGS1 � eG�
~S1
i

ð5:39Þ

where DS0S;~S0~S ¼ ZS0S � Z~S0~S � M̂~S0~S � M̂S0S � KS~S.

For the conditions ‘h; ‘v � �d; �h; �r and k‘h; k‘v � 1 for 0 < z1 < �h, we can

integrate (5.39) over all variables of the type �rS ¼ r~S � rS at the surfaces of

scattering trees. By manipulating the expression in (5.39), according to References

[57,60], we obtain

hI2i ¼ hZ21ijeG21j2 þ hfQ2S1 þ Q2S0S � QS0S1 þ . . . :g � ZS1jeGS1j2i ð5:40Þ

where QS00S0S ¼ ZS00S0 jeGS00S0 j2sS00S0S. The cross-section area of scattering can be

presented as [57,60]

hsi ¼ g0G

4p
� sin2 a

2
� k‘v

1þ ðk‘vÞ2ðsin#0 � sin y0Þ2
� k‘h

1þ ðk‘hÞ2
ð5:41Þ

Let us now average (5.40) over all tree (screen) positions. The integration must be

done over the surfaces of the screens as well as over their mirror surfaces

(��h � z; z0; z00; . . . � �h). The averaging over the screen orientations for each

scattered point affects only the value of s from (5.41). At the same time, the

averaging over the number and position of all screens affects the ‘‘shadow’’ function

Z. This approximation together with that of hGðjs; rsÞi ¼ 0 makes it possible to

obtain the coherent part of the total field by accounting (5.38) [60]

hIcoi ¼
1

ð4pÞ2
expð�g0rÞ

r2
2 sin

kz1z2

r

 �2
ð5:42Þ

For the incoherent part of total field intensity the expansion (5.39) can be presented

in the operator form

hIincðr2Þi ¼ 2fQþ Q2 þ Q3 þ . . . :gPðr2; r1ÞjeGðr2; r1Þj2 ð5:43Þ
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where the effect of the integral operator on functions at the right-hand side of (5.43)

can be presented by the following expression:

Qf ðr2; r1Þ ¼
ð

V

ðdrÞPðr2; rÞ
hsðr2; r; r1Þi

jr2 � rj f ðr; r1Þ ð5:44Þ

The product dr ¼ dS � dn defines the element of volume V of a plane parallel to the

tree layer with width 2�d, over which the integration of the right-hand side of (5.44)

takes place. Using the same assumption for (5.44), as the one used in deriving (5.40),

and setting kz2 � 1; z2 < �h, we can integrate (5.43) over variable z to get

ð4pÞ2jr2 � r1j � hIincðr2Þi ¼ 2fqþ q2 þ q3 þ . . .ggðr2 � r1Þ ð5:45Þ

where

gðr2 � r1Þ ¼
exp �g0jr2 � r1jf g

jr2 � r1j
ð5:46Þ

If the integration is over r with infinite limits, the operator q̂ becomes

q̂f ðr2; r1Þ ¼
n � �d � G

4p

ð
ðdrÞ 1� r2 � r

jr2 � rj �
r� r1
jr� r1j

 �
gðr2 � r1Þf ðr; r1Þ: ð5:47Þ

A detailed analysis of (5.45), taking into account (5.46) and (5.47), and using

Laplace’s method for g0r � 1 yields the incoherent part of the total field intensity

or

hIinci �
g0G

ð4pÞ2
G3

4ð8Þ3
expð�g0rÞ

r
þ G

32

p

2g0

� �1=2
expð�g0rÞ

r3=2
þ 1

2g0

expð�g0rÞ
r2

" #

ð5:48Þ

As

hItotali ¼ hIcoi þ hIinci ð5:49Þ

we can evaluate the total path loss from

Ltotal ¼ 10 log½l2ðhIcoi þ hIinciÞ� ð5:50Þ
The third term in (5.48) is important for close ranges from the transmitter,

whereas

r ¼ rkr <
83

pg0G
2
� 3--5 km ð5:51Þ

the first two terms are important only at long distances r > rkr from the transmitter.
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5.6.2. Comparison with Other Models

The stochastic model described in the previous section is compared with Tamir’s

model [48–50]. The total field intensity for the range 0 < r < 1–2 km in [48–50] is

proportional to r�2:5 � r�3. The same result can also be obtained from formulas

(5.48)–(5.50). In fact, for zones far from the transmitter, the two last terms in (5.48)

are the dominant terms and they predict a field intensity attenuation from
expð�g0rÞ

r
to

expð�g0rÞ
r3=2

that can be expanded to r�1:5 � r�3:5 [60]. Thus, the results obtained in

References [48,50] are predicted by results of the stochastic model presented here. A

good agreement was also with Weissberger’s empirical model [64], that is based on

numerous experiments in different forest environments. Comparisons with other

statistical models have also shown that the stochastic model described here is more

precise and covers the case of single scattering with a signal decay law of r�2

obtained in References [65–67] using the Born’s approximation.

5.7. PROPAGATION IN MIXED RESIDENTIAL AREAS

Let us consider an array of houses and trees as blocks and cylinders with randomly

distributed surfaces which are placed on a flat terrain. Such obstructions are mainly

present in mixed residential areas. The characterization of the propagation properties

of such environments has been thoroughly investigated in Reference [68] and briefly

discussed in Reference [59].

5.7.1. Statistical Description of Mixed Residential Area

We assume that the reflecting properties of houses and trees are randomly and

independently distributed, but they are statistically the same. The values of the

reflection coefficients are complex with a uniformly distributed phase in the range

½0; 2p�. Thus, we consider each house or tree as a phase-amplitude screen (see

Fig. 5.11). The reflection properties of these screens are described by the complex

reflection coefficient with a uniform distributed phase in the range ½0; 2p� and with

correlation scales in horizontal, ‘h, and vertical, ‘v, directions, respectively. Both
scales characterize the correlation function of the reflection coefficient, which can be

presented as [68]:

KGðrS; r0SÞ ¼ GðjSÞ � exp � jxj
‘v

� jZj
‘h

� �
ð5:52Þ

GðjSÞ is the amplitude distribution of the reflection coefficient over angles jS. The

absolute value of GðjSÞ is defined by (4.50) in Chapter 4. In (5.52), to obtain

KGðrS; rS0Þ, we introduce a new variable x ¼ jrS0 � rSj and construct, at the surface

of the reflected rough screen (Fig. 5.11), the local coordinate system fx; Zg with

origin at point rS and with axis 0x. The geometry of the problem is shown in

Figure 5.12, where Aðr1Þ is the point of the transmitting antenna location at height z1
and Bðr2Þ is the point of the receiving antenna location at height z2. As was shown in
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Reference [68], to derive an average measure of the field intensity for waves passing

through the mixed layers of houses and trees, one needs to use the single scattering

approach and take into account diffraction from building roofs. In this case, we

consider that one of the antennas is higher than the average mixed-layer height, �h,

that is z2 > �h > z1. The field component which passes through such a layer after

multiple-scattering is smaller than that of the single scattering case. Thus, only a

single-scattering problem with diffraction from the mixed layer tops should be

considered here. Moreover, because in residential areas the height of the trees and

houses are at the same level (i.e., uniformly distributed in the vertical plane), we can

S1

r1

r2

T

R

S2

FIGURE 5.11. The profile of mixed residential area.
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FIGURE 5.12. Scattering from a nontransparent screen that models a house.
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exclude the influence of the terrain profile on propagation effects within such a

channel, as was done previously for the forest environment.

5.7.2. The Average Field Intensity

Taking into account the basic description of signal strength in Equation (5.36), we

determine the correlation function of the total field for the approximation of single

scattering, Kðr2; r20Þ ¼ hUðr2ÞU � ðr20Þi, in the following form [57,68]:

Kðr2; r20Þ ¼ 4k2
ð

S2

dS2

ð

S2

dS2
0 � hZðr2; rS; r1Þ � Zðr20; rS0; r1Þ � KGðrS; rS0Þ

� sincS � sincS
0 � Gðr2; rSÞ � GðrS; r1Þ � G�ðr02; r0SÞ � G�ðr0Sr1Þi

ð5:53Þ

To derive the correlation function, we must average expression (5.53) over the

positions of the reflecting surfaces of the obstructions (houses and trees) and over

their number and their reflecting properties. First, let us average Equation (5.53) over

the reflection coefficient of each obstruction as a random screen over the phase

interval ½0; 2p�, and denote this result by KGðr2; r02Þ. Assuming that the correlation

scales introduced earlier are smaller than the obstructions sizes and the average

distances between obstructions, that is ‘h, and ‘v � �h, �d, �L, but k‘h � 1, k‘v � 1,

we can integrate (5.53) over variables x and Z and taking into account (5.52) we get

KGðr2; r20Þ ¼ 4k2
ð

S2

dS2Z2S � Z20S � GðjSÞ � sin2 cS � jG2Sj2 � jGS1j2

� expfik‘ cosðj� j0Þg 4k‘h

1þ ðk‘hÞ2ðcoscs � cosjsÞ2
� 4k‘v

1þ ðk‘vÞ2ðcos y2 � cos y1Þ2

ð5:54Þ

where ‘ ¼ jr20 � r2j; all angles, which are shown in Figure 5.11, can be defined as

cosj ¼ r2 � r1

jr2 � r1j
� r2 � rS

jr2 � rSj

� �
; cosj0 ¼ r2 � r1

jr2 � r1j
� r2 � r2

0

r2 � r20j

� �
ð5:55aÞ

sin y1 ¼ ðzS � z1Þ=jrS � r1j; sin y2 ¼ ðz2 � zSÞ=jr2 � rSj ð5:55bÞ

Then, by averaging (5.54) over the ensemble of obstructions that are randomly

distributed at the ground surface for k‘h � 1, k‘v � 1 yields the expression for the

average intensity as [68]:

hIðr2Þi 
 Kðr2; r2Þ ¼ 4g0

ð

V

ðdrÞ exp �g0 r þer
�h� z

z2 � z

� �� �
G

a

2

� �
sin2

a

2

� 4k‘hjGðr2; rÞj2

1þ ðk‘hÞ2ðcoscs � cosjsÞ2
4k‘vjGðr; r1Þj2

1þ ðk‘vÞ2ðcos y2 � cos y1Þ2

ð5:56Þ
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All parameters and functions presented in (5.56) have been described earlier. Here,

the integration is over the layer volume V 
 fx; y 2 ð�1;þ1Þ; z 2 ð0; �hÞg, and

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x1Þ2 þ ðy� y1Þ2

q
; er ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 � xÞ2 þ ðy2 � yÞ2

q
: ð5:57Þ

In formula (5.56), the Green’s functions were obtained according to the geometrical

optics approximation, for ‘h; ‘v � �h, �d, �L, and k‘h � 1; k‘v � 1:

jGðr2; rÞj2 �
1

16p2
1

jr2 � r1j
ð5:58aÞ

jGðr; r1Þj2 �
1

4p2
1

jr� r1j
sin2

kzz1

jr� r1j
ð5:58bÞ

Finally, using (5.58a) and (5.58b) in (5.56), for ðz2 � �hÞ=�h � g0d � e�g0d yields the

following expression for the incoherent part of the total field intensity (for single

scattering from each obstacle (Fig. 5.11)):

hIinci ¼
G

8p
� l � ‘h
l2 þ ½2p‘h�Lg0�2

� l � ‘v
l2 þ ½2p‘vg0ð�h� z1Þ�2

ðz2 � �hÞ
d3

ð5:59Þ

This formula is more general than the ones obtained in References [57,58] because it

accounts for the dimensions of obstructions in both the vertical and horizontal

directions according to (5.52).

The average intensity of the field through the mixed layer is the sum of

the intensity of the scattering wave defined in Equation (5.59) (incoherent part) and

of the intensity of the coherent part hIcoi created by the wave coming from the

source. The straightforward evaluation of (5.56) allows us to obtain hIcoi as [68]:

hIcoi ¼ exp �g0d
�h� z1

z2 � z1

� �
sinðkz1z2=dÞ

2pd

 �2
ð5:60Þ

Finally, the corresponding path loss can be obtained by substituting expressions

(5.59) and (5.60) in formulas (5.49) and (5.50), respectively.

5.8. PROPAGATION IN URBAN ENVIRONMENTS

Here, we consider two specific urban propagation environments observed from the

topographic maps of most cities [69–83]:

a) regularly distributed rows of buildings and streets, and;

b) nonregularly distributed buildings, placed on a rough terrain with various

orientations relative to the transmitting and receiving antennas.
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In Section 5.8.1, we start with the multislit waveguide model, which was found to be

in good agreement with experimental data for wave propagation in urban areas with

regular cross-street grid layouts [69–71]. In Section 5.8.2, we discuss the situation

when an array of buildings is randomly distributed at a rough terrain surface and we

present the 3D stochastic multiparametric model obtained in Reference [76,77].

Then, in Section 5.8.3, we compare the stochastic model with the frequently used

empirical, semi empirical and deterministic analytical models for predicting loss in

various built-up areas [72–75, 78–83].

In order to understand the effect of a built-up environment on radio propagation

in land communication links, researchers, first of all, have analyzed the role of

concrete buildings on radio wave propagation relative to LOS propagation above

both smooth and rough terrains. It was shown both theoretically and experimentally

that the total field distribution surrounding a single, non transparent building is

caused by rays diffracted and reflected from the building’s corners and walls, as well

as, by the waves bounced from the ground and then reflected from the walls [69–83]

(see also discussions in Section 5.5).

In this case, the number of rays caused by diffraction is larger than the number of

rays caused by reflection. The estimation of these diffracted rays has been carried out

using several approaches [32–40] based on Keller’s GTD [28–31] described in

Section 5.5 for diffraction from wedges with different shapes and material. Using the

results of these investigations, we can now tackle the problem of how an array of

buildings affects the radio propagation in urban communication channels.

5.8.1. Propagation in Urban Areas with Regularly Distributed
Rows of Buildings

Here, we consider several urban propagation environments. We start with the

simplest case of EM-wave propagation in the urban scene, where both antennas are

placed above a flat ground surface in conditions of LOS and below the rooftop level.

As was shown in Section 5.3, in LOS, all propagation characteristics, as path loss

and radio coverage, can be determined using the well known ‘‘two-ray’’ model. We

will briefly discuss below the multislit waveguide model (for LOS propagation),

which was found to be in good agreement with experimental data of wave

propagation in urban areas with a regular cross-street grid layout [69–71].

Street Waveguide Model. As mentioned in References [59,69–71], the conditions

of LOS propagation along a straight street on which a base station is located is of

great importance in defining the coverage area for antennas located below because of

the low path loss as compared to propagation over the rooftops. At the same time, a

‘‘multislit waveguide’’ model has been introduced recently for describing the propa-

gation of EM-waves in a city scene with regularly planned streets, that is a model of

straight streets with buildings lined up on the sides [69–71]. The street is seen as a

planar multislit waveguide with a Poisson distribution of screens (building walls)

and slits (intervals between buildings). The dielectric properties of the buildings’
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walls are taken into account by introducing the electrical impedance as a function of

their surface permittivity and conductivity. In Figure 5.13, a 3D-waveguide model of

a city region with regularly planned buildings, and with a receiver and transmitter is

shown. We notice that the condition hT, hR < hb is the main condition for the valid-

ity of the proposed street waveguide model [69–71]. Here, hb is the height of the

buildings lining up the street, and hT and hR are the transmitter and receiver antenna

heights, respectively. The reflection from the ground surface is also considered using

an imaginary source. The projection of the waveguide on the zy-plane presents the

2D impedance parallel multislit waveguide with randomly distributed screens and

can be considered as a model of a city street (see Fig. 5.14). One waveguide plane

is placed at the waveguide (street) side z ¼ 0, and the second one at z ¼ a, where a is

a street width (Fig. 5.14). The screen length Ln and slit length ln are distributed

according to Poisson’s distribution with the average values of hLi ¼ L and hli ¼ l,

respectively [59,69–71]

f ðLnÞ ¼ L�1 exp � Ln

L

� �
; f ðlnÞ ¼ l�1 exp � ln

l

� �
ð5:61Þ
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FIGURE 5.13. 3D presentation of the street waveguide model.
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The dielectric properties of a building’s walls are usually described by the surface

impedance:

ZEM � e
�1

2
r ; er ¼ er0 � j60ls ð5:62Þ

In a real city scenario, the screen and the slit lengths are much greater than the

radiation wavelength l, that is, Ln � l, ln � l. In this case we can make use of

approximations provided to us from GTD. According to the GTD, the reflected and

diffracted waves have the same nature, and the total field can be presented as a

superposition of direct (incident) fields from the source and waves reflected and

diffracted from the screens.

Path Loss Along the Straight Streets. Following the previously constructed model

[69–71], we consider the resulting reflected and diffracted fields as a sum of fields

reaching the observer from the virtual image sources �þ
n (for the reflections from

plate z ¼ a) and ��
n (for the reflections from plate z ¼ 0), as shown in Figure 5.14.

Using some straightforward derivations presented in References [69–71], we can

obtain the approximate expression for the path loss of the radio wave intensity at

large ranges from the source (r � a):

L � 32:1þ 20 log10 f0 � 20 log10
ð1� wjRnjÞ2

ð1þ wjRnjÞ2

" #
þ 17:8 log10 r � 40 log10 jGgj

þ 8:6 j ln wjRnjj
pn� jn

a

h i r

r
ð0Þ
n a

( )
ð5:63Þ
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FIGURE 5.14. 2D presentation of the multislit street model with the width a.

152 TERRESTRIAL RADIO COMMUNICATIONS



Here, Rn ¼ Kn � kZEM
Kn þ kZEM

is the coefficient of reflection for normal modes in the

waveguide, jn is its phase, and jRnj is its modulus

jRnj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðReKnÞ2 þ ðImKnÞ2 � ðkZEMÞ2�2 þ 4ðImKnÞZ2

EM

q

ðReKn þ kZEMÞ2 þ ðImKnÞ2
ð5:64aÞ

jn ¼ tan�1 2 ImKnkZEM

ðReKnÞ2 þ ðImKnÞ2 � ðkZEMÞ2
ð5:64bÞ

where

rn ¼ ðk2 � K2
nÞ

1=2

Kn ¼ 	 pn

a
þ i

ln jwRnj
a

� jn

a
¼ ReKn þ i ImKn n ¼ 1; 2; 3; . . . ð5:65Þ

Here, w ¼ L
Lþ l

is the parameter of slit density. The expression for the ground

reflection coefficient Gg is presented by (4.50) in Chapter 4. For a perfectly

conductive waveguide, ZEM ¼ 0; jRnj ¼ 1;jn ¼ 0 and

L � 32:1þ 20 log10 f0 � 20 log10
ð1� wÞ2

ð1� wÞ2

" #
þ 17:8 log10 r þ 8:6 j ln wj pn

a

h i r

r
ð0Þ
n a

( )

ð5:66Þ

Like classical waveguides, most of the energy is conveyed by the first mode. Hence,

taking n ¼ 1 gives an accurate estimation of the resulting path loss along the street in

LOS conditions. Using the two-ray model (see Section 5.3), we can also obtain from

the proposed waveguide model the break point rb, which determines the attenuation

of the path loss as r�2, for r < rb, and varying as r�4, for r > rb [69–71]. The

formula for the break point rb, that depends on the geometry of the streets and their

structures, is given by:

rb ¼
4hThR

l

ð1þ wjRnjÞ=ð1� wjRnjÞ½ �½1� hb=aþ hThR=a
2�

jRnj2
ð5:67Þ

In all the above formulas we assumed that the absolute values of the diffraction

coefficients Dmn from the buildings corners are close to unity. Analyzing formula

(5.67), one can see that for wide avenues, when a > hb > hT; hR, and w ! 0, for

jRnj � 1, the break point is rb ¼ 4hThR
l

, that is, the same formula obtained from the

two-ray model. Beyond the break point the field intensity attenuates exponentially

[69–71]. This law of attenuation, obtained experimentally, states that the attenuation

mode of field intensity beyond the break point is�r�q, q ¼ 5–7. This result does not

follow from the two-ray model but can be explained using the waveguide model.

In the case of narrow streets, when a < hT, hR < hb and w ! 1, the range of the

break point tends to go to infinity for the observed wavelength bandwidth
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l ¼ 00:1� 0:3m used in wireless communication [69–71]. So, in the case of narrow

streets the two-ray model cannot describe the absence of the break point and the two-

mode field intensity decay. In the case of narrow streets, the multislit waveguide

model predicts the exponential attenuation of the total field at the street level and

compares well with numerous experimental data obtained in microcellular

propagation channels (see detailed discussions in References [69–71]). Hence, the

waveguide model is more general than the two-ray model and covers all situations

occurred in the street scene.

5.8.2. Propagation Above Urban Irregular Terrain

In Sections 5.5–5.7, we dealt with propagation models that describe radio

propagation above the irregular terrain, typical for rural environments containing

obstructions such as hills, mountains, and trees. Some of these models adequately

describe the situation in the urban scene, mostly in the suburban areas, where the

effects of foliage, usually negligible in city centers, can be quite important. At the

same time, the effects of trees are similar to those of buildings, introducing

additional path losses and producing spatial signal variations.

In Section 5.8.1, we considered the case when both communicating antennas

were located in LOS conditions, but assumed that the streets and buildings were

uniformly distributed on a flat terrain. Now we will consider the situation where the

buildings are randomly distributed over an irregular terrain, as is the main case of a

city topography, and will present the 3D stochastic multiparametric model based on

the same approach proposed for the forested and mixed residential areas.

Statistical Description of Urban Terrain. Let us consider an array of buildings

randomly distributed on an irregular terrain. Using the approach in References

[57–59], the coordinate system {x, y, z} is placed at the plane z ¼ 0 on the ground

surface. The heights of the rough ground surface are described by the generalized

function Z(x, y) according to Shwartz [57–59] (see Fig. 5.15). The shadow function

Zðr2; r1), presented in integrals (5.36) and (5.53) for forested and mixed areas, will

also be used for the urban environments. However, the situation in built-up areas is

more complicated as we must also take into account the buildings’ overlay profile

and other specific features of the built-up terrain. In this case, the shadow function is

a product of different probability functions which will be briefly presented below

following the approach in References [76,77].

Probability of LOS between Subscribers. The next formula determines the prob-

ability that there is direct visible link between two arbitrary observers inside the

layer of city buildings. Thus, if hLi is the average length of screens (buildings) sur-

rounding points Aðr1Þ and Bðr2Þ (see Fig. 5.16), then the probability that there is no

intersection of the line AB with any of the building screens is equal to [57,58]

Pðr1; r2Þ 
 P12 ¼ expf�2hLinr12=pg ð5:68Þ
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FIGURE 5.15. The nonregular buildings’ overlay profile z ¼ Zðx; yÞ.
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FIGURE 5.16. Line-of-sight conditions between terminal antennas in the urban scene.
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from which we can easily define the one-dimensional building density parameter g0
(in km�1) as

g0 ¼ 2hLin=p: ð5:69Þ

Here, n is the density of buildings in the investigated area of 1 km2. Parameter g0
determines the average minimal horizontal distance of LOS, �r as �r ¼ g�1

0 [57,58].

Influence of City Building Profile. The probability that the arbitrary subscriber

antenna location is inside a built-up layer is described by the complimentary cumu-

lative distribution function (CCDF) PhðzÞ½CCDF ¼ 1� CDF�, which was intro-

duced in References [76,77] as the probability that a point z is located below the

buildings’ roofs level.

PhðzÞ ¼
ð1

z

wðhnÞdhn ð5:70Þ

Here, wðhnÞ is the probability density function which determines the probability that

each subscriber antenna, stationary or mobile, with a vertical coordinate z is located

inside the built-up layer, that is z < hn, where hn is the height of building with

number n (see Fig. 5.15). Let us now consider the influence of a city buildings profile

on the average field intensity. Here we use definitions introduced in References

[76,77] to obtain a more general description of the built-up relief functions. Taking

into account the fact that the real profiles of urban environments are randomly

distributed, as shown in Figure 5.15, we can present, according to References

[59,76,77], CCDF defined by (5.70) in the following form:

PhðzÞ ¼ Hðh1 � zÞ þ Hðz� h1ÞHðh2 � zÞ ðh2 � zÞ
ðh2 � h1Þ

 �n
; n > 0; 0 < z < h2

ð5:71Þ

where the functionHðxÞ is the Heaviside step function, which equals 1 for x > 0, and

0 for x < 0. Using this we can now introduce the built-up layer profile ‘‘between the

two terminal antennas’’ that is described by the following function [77]:

Fðz1; z2Þ ¼
ðz2

z1

PhðzÞdz ð5:72Þ

To understand the influence of the built-up area relief on the signal intensity, let us

first examine the height distribution function PhðzÞ. The graph of this function

versus height z of a built-up overlay is presented in Figure 5.17. For n � 1 PhðzÞ
describes the case where the buildings are higher than h1 (this is a very rare case as

most buildings are at the level of a minimal height h1). The case when all buildings
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have heights close to h2, (i.e., most buildings are tall), is given by n � 1. For n close

to zero, or n approaching infinity, most buildings have approximately the same

height h2 or h1, respectively. For n ¼ 1 we have the case of building heights

uniformly distributed in the range h1 to h2.

The same result is obtained from analyzing the built-up layer profile Fðz1; z2Þ. For
the case when the minimum antenna height is above the rooftop level, that is,

z2 > h2 > h1, then according to Reference [77] we get

Fðz1; z2Þ ¼ Hðh1 � z1Þ ðh1 � z1Þ þ
ðh2 � h1Þ
ðnþ 1Þ

 �

þ Hðz1 � h1ÞHðh2 � z1Þ
ðh2 � z1Þnþ1

ðnþ 1Þðh2 � h1Þn
ð5:73aÞ

and for the case where the minimum antenna height is below the rooftop level, that is

z2 < h2, we derived [77]

Fðz1; z2Þ ¼ Hðh1 � z1Þ ðh1 � z1Þ þ
ðh2 � h1Þnþ1 � ðh2 � z2Þnþ1

ðnþ 1Þðh2 � h1Þn

" #

þ Hðz1 � h1ÞHðh2 � z1Þ
ðh2 � h1Þnþ1 � ðh2 � z2Þnþ1

ðnþ 1Þðh2 � h1Þn

ð5:73bÞ

From Equation (5.73) we can determine the average building height as

�h ¼ h2 � nðh2 � h1Þ=ðnþ 1Þ ð5:74Þ

which reduces to

�h ¼ ðh1 þ h2Þ=2 ð5:75Þ

for the case n ¼ 1 of a uniformly distributed profile investigated in References

[57,58].

1

0 h
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n = 2

n = 1

n = 0.5

n = 0.2

n = 0

1 h2 z

P (z)h

FIGURE 5.17. Buildings height distribution function PhðzÞ versus the current height z for

various parameters n of built-up profile.
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As there are many geometrical factors in the built-up layer profile: the antenna

heights z1 and z2, the minimum and maximum building heights h1 and h2, and the

building relief that appear in formulas (5.73a) and (5.73b), we consider their effects

on function Fðz1; z2Þ separately.
In Figure 5.18, FðhT; hR; nÞ ¼ Fðz1; z2Þ, given by expressions (5.73a) or (5.73b)

for z2 > h2 > h1 or z2 < h2, respectively, is depicted as a family of curves versus

the receiving antenna height [77]. The discrete parameters are denoted by ‘‘;’’.

These parameters are the transmitter antenna height, ranging between 10m

(bottom curve) to 100m (top curve), and n. The minimum and maximum heights of

the buildings overlay profile are indicated by the dotted vertical lines. We have

chosen n ¼ 1 which corresponds to a uniform distribution of building heights. By

inspection of the displayed curves, it is obvious that for a constant transmitter

antenna height, as the receiver antenna height increases, the value of Fðz1; z2Þ
becomes smaller and the effect of the building layer on the path loss is reduced.

Thus, for a transmitter antenna height hT ¼ 40m, as the receiver antenna height hR
increases from 40m (at the bottom level of rooftops) to 50m (some intermediate

building height value), FðhRÞ decreases sharply from 15m to zero. A more gradual

decrease for FðhRÞ is evidenced for higher transmitter antennas, (e.g., see curve

for hT ¼ 100m).
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FIGURE 5.18. Distribution of FðhRÞ versus the receiver antenna height hR for various

heights of the transmitter antenna: hT ¼ 10; 40, and 100m and h1 and h2 are the minimum

and maximum of built-up relief.
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In Figure 5.19, we examined the role of the parameter n on FðhT; hR; nÞ at a

constant transmitter antenna height hT ¼ 93m. The values chosen were n ¼ 0:1, 1,
10 that describe predominantly tall buildings, uniformly distributed heights, and

predominantly low building heights, respectively. This provides a transition of the

built-up area from that of typically residential area with predominantly small

buildings (the bottom curve in Fig. 5.19 corresponding to n ¼ 10), to that of a dense

city center with predominantly tall buildings (the top curve in Fig. 5.19

corresponding to n ¼ 0:1).
We therefore can state that the proposed method of characterizing the terrain and

its associated building overlay provide good information regarding the nature of the

profiles vis-a-vis the pertinent evaluation of terminal antennas, the transmitter, and

the receiver.

Dimensions of the Reflected Surface Sections. Let us consider the case when

LOS visibility exists between two points r1 and r2 (Fig. 5.16). Let us now determine

the probability that given a point Aðr1Þ, the horizontal segment inside the building

(as a nontransparent screen) can be observed (see Fig. 5.20). If a horizontal segment

with length l could be seen from point r1, a vertical segment with width l can be seen

from this point as well. The vertical screen forms an angle � with line AB. After
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FIGURE 5.19. Distribution of FðhRÞ versus the receiver antenna height hR (for a transmitter

antenna hT ¼ 93m), for various parameters n ¼ 0:1, 1, 10.
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some straightforward calculations we can obtain the probability of direct visibility of

segment cd, with length l, from point A at a range of r12 as [57,58]:

Pcd ¼ expð�g0g12r12 � ne12r12j sin�jÞ ð5:76Þ

where

e12 ¼ ðz2 � z1Þ�1

ðz2

z1

ðz� z1Þðz2 � z1Þ�1
PhðzÞ½1� XPhðzÞ��1

dz ð5:77Þ

Here, the multiplier X in the integrand of (5.77) determines the probability of the

event when the projection of the point r(x, y, z) on the plane z ¼ 0 hits inside an

arbitrary building (as shown in Fig. 5.15). When X ¼ 1 and z > z1; z2, Equation
(5.77) becomes to:

e12 ¼ ðz2 � z1Þ�1

ðz2

z1

PhðzÞðz� z1Þðz2 � z1Þ�1
dz ð5:78Þ

The Spatial Distribution of Scattering Points. The role of the single scattering

case is very important when one of the antennas (mainly, the base station antenna)

A(r1)

B(r2)
y

d

cl

FIGURE 5.20. The screen at the building’s wall with horizontal and vertical segments of

length l, illuminated under the angle c by the source located at the point Aðr1Þ.
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is above the roof level, and the other one is below it. This case is presented in

Figure 5.21, where the reflected point C is inside the building contour of height h.

The building orientation is determined by the angle �s and the vector (rs � r1). The

receiver (or transmitter) is placed at point Bðr2), and the transmitter (or receiver) is

placed at point Aðr1). If we now introduce the polar coordinate system (r,j) with point

B as a base point on the plane z ¼ 0 (Fig. 5.21), then for discrete distributed sources,

the density of the scattered point distribution can be presented as follows [57–59]:

a) for z1; z2 < h

mðr;jÞ ¼ 0:5ng0 sin
2ða=2Þðr þerÞ expf�g0ðr þerÞg ð5:79Þ

b) for z1 < h; z2 > h

mðr;jÞ ¼ ðng0r=2hÞ sin2ða=2Þ expf�g0ðr þerÞg
ðh

0

½ðr þerÞ

� rððz2 � hÞ=ðz2 � zÞÞ2� � expfg0rðz2 � hÞ=ðz2 � zÞgdz

ð5:80aÞ

or for g0r � 1

mðr;jÞ ¼ 0:5n sin2ða=2Þfg0hrðr þerÞ exp½�g0ðer þ hr=z2�=z2g
þ 0:5n sin2ða=2Þfðz2 � hÞer exp½�g0r�=hg ¼ m1ðr;jÞ þ m2ðr;jÞ

ð5:80bÞ

where er ¼ ðd2 þ r2 � 2rd cosjÞ1=2; and h is the average building height.

Comparing formulas (5.79) and (5.80b), one can see that the first summand in

A(r1)

C(rs)

B(r2)

y S

f S

f

FIGURE 5.21. 2D-model of scattering from a nontransparent screen.
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(5.80b), m1ðr;jÞ, is the same as that described in expression (5.79) for the case of

z2 ¼ h. Both of these expressions describe rare scatterers which are distributed over

a large area of a city, far from the receiver. The addition of significant changes in the

scatterer distribution, for the case of z2 > h, gives the second summand in (5.80b),

m2ðr;jÞ. For z2 ¼ h, its value is zero, but even some small increase of z2 above h

(i.e., when z2 > h), yields a significant influence on the total scatterer distribution

according to (5.70b). It describes the ‘‘illumination’’ of a small area near the upper

boundary of a building layer, in the �r-region of a moving transmitter.

The Distribution of Reflected Points. In built-up areas, reflections are the most

interesting single-scattering events described by geometrical optics. We can present

the density of reflection points within a building layer as [57,58]:

mðt;jÞ ¼ ng0d
3

4

ðt2 � 1Þ
ðt� cosjÞPhðzcÞ expf�g0g12tdg ð5:81Þ

where PhðzcÞ is described by (5.70) with variable

zc ¼ z2 �
ðt2 � 1Þ

2ðt� cosjÞ
ðz2 � z1Þ

t
ð5:82Þ

Here, tðt ¼ ðr þerÞ=dÞ is the relative time of single-scattered waves propagating

from the transmitter to the receiver through the built-up region using the function

presentation (5.80b). We also assume that the height of point B (receiver) is higher

than that of point A (transmitter) (i.e., z2 > z1), and is also higher than the average

building height �h, that is z2 > �h. The contribution from each level in the building

layer, described by (5.81), is different than zero only for those values of t and j for

which the coordinate zc lies inside the building layer (i.e., 0 < zc < h). To obtain the

average number of reflection points, we first integrate (5.81) over t and then over j.

In other words, we analyze the distribution of reflection points mðt;jÞ in the angle-

of-arrival (AOA) domain and in the time-of-arrival (TOA) domain assuming a

uniform building layer. This also assumes that within this layer, the distribution of

building heights is also uniform (i.e., hi ¼ �h ¼ constant). Next we introduce the

nondimensional parameter & ¼ ðz2��hÞ
ðz2�z1Þ, which describes the effects of the difference

between the terminal antennas compared with that for BS antenna with respect to

average building height.

Let us now examine qualitatively how the distribution of these reflection points is

changed at plane (x, y) (at the real terrain surface). We construct the regions G at

which approximately 90% of reflected points are located. The boundaries of such a

region consist of the arcs of ellipses with t ¼ t0:9; where t0:9 is determined from the

following relation:

ðt0:9

1

dt

ð2p

0

djmðt;jÞ ¼ 0:9

ð1

1

dt

ð2p

0

djmðt;jÞ ð5:83Þ
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and from the arcs of circles, the equation of which is

t2 � 1 ¼ 2&tðt� cosjÞ ð5:84Þ

Equation (5.84) can be presented by using the nondimensional coordinates x ¼ x=d
and Z ¼ y=d in the following form:

x� &2

2& � 1

� �2

þ Z2 ¼ &ð1� &Þ
2& � 1

 �
; z2 � h > z1 ð5:85Þ

From Figure 5.22, we can see how the region G and its boundaries are changed with

changes in the height factor & from 0 to 1. In Figure 5.22, the region G and its

boundaries (arcs of ellipses) are presented by the dotted curves, and the arcs of

circles are presented by the continuous curves. These curves were constructed for

the range of d � 500–600m (between terminals), which is close to the conditions of

most experiments carried out in built-up areas (see Chapter 11).

Estimations show that the region G is limited by a single ellipse with two foci, A

and B, for z2 ¼ h (i.e., & � 0). The distribution of the reflection points is maximum

near these points (Fig. 5.22). The distribution of the reflection points does not equal

B A
B A
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B A
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z = 1

B A
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FIGURE 5.22. The region G and its boundaries change with changes in height factor &
from 0 to 1.
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zero at the segment [AB] because there are some intersections of this segment with

one of the arbitrary buildings (screens) that cross the path AB (see above Fig. 5.16).

When the height of point B increases with respect to the rooftop height (i.e., when

z2 > �h), the region G, where these reflections are observed, is formed mainly around

the transmitting point A. That means there is no reflection in the neighborhood of the

receiving point B. Also, for & ¼ 0:2ð�h ¼ 20m, z2 ¼ 25m), the region that is

‘‘prohibited’’ for reflections has the shape of a circle, the center and the boundary of

which are determined by (5.84). Moreover, an increase in the height factor &ðz2 > �hÞ
spreads this region (for & ¼ 0:4; h ¼ 20m; z2 ¼ 33m) to occupy the entire left half-

plane (for & ¼ 0:5, h ¼ 20m, z2 ¼ 40m). Any further increase in &ð& ! 1) limits the

reflections to the neighborhood of point A. (see in Fig. 5.22 the circles and arcs for

& ¼ 0:6, z2 ¼ 50m and & ¼ 0:8; z2 ¼ 100mÞ.

Effects of Multiple Scattering form Obstructions. To analyze the multiple scat-

tering phenomena caused by the buildings (e.g., nontransparent screens), we assume,

as in References [76,77], that the distribution of all obstructions placed above the

rough terrain is satisfied by Poisson’s distribution law. Consequently, the probability

of the event for at least one ray being received after n-time scattering from the

randomly distributed screens is

Pn ¼ 1� expf�hNnðrÞigÞ: ð5:86Þ

Here, the average number of n-time scattered rays from the screens can be obtained

from the probability of the scattered points distribution mnðr0jr1; r2; . . . rnÞ:

hNnðr; r0Þi ¼
ð
. . .

ð
m1ðr0jr1; r2; . . . ; rnÞ . . . mn r0jr1; r2; . . . ; rnÞdrndrn�1 . . . dr1ð

ð5:87Þ

where

miðr0jr1; r2; . . . ; rnÞ ¼ exp �g0

Xn

i¼0

jriþ1 � rij
( )

Yn

i¼1

0:5g0n jriþ1 � rij þ jri � ri�1j sin2ðai=2Þ
� �

:

Here, the angle ai is an angle between vectors (riþ1 � ri) and (ri � ri�1) for all

i ¼ 1; 2; . . . ; n; ðr0; r1; r2; . . . ; rnÞ are the radius-vectors of pointsA,C1,C2; . . . ;Cn;B,
respectively (see Fig. 5.23). The examples of average values for once-, twice- and

three-times-scattered rays from the randomly distributed buildings can be presented

by using the MacDonald functions KnðwÞ of the order n ¼ 1; 2; 3, respectively:

hN1ðrÞi ¼ 0:25pnr2K2ðg0rÞ ð5:88Þ
hN2ðrÞi ¼ 9ðpnr2Þ2fK1ðg0rÞ=8!þ ð0:5pg0rÞ�1=2

K7=2ðg0rÞ=7!g ð5:89Þ
hN3ðrÞi ¼ 8ðpnr2Þ3fK5ðg0rÞ=10!þ ð0:5pg0rÞ�1=2

K11=2ðg0rÞ=11!g ð5:90Þ
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The probability of occurrence for a single scattered wave (curve 1), a double

scattered wave (curve 2), and a three-time scattered wave, calculated according to

(5.86)–(5.90) and observed at the range of 1–2 km from the source, is presented in

Figure 5.24. In microcellular conditions (r < 1–2 km) the probability of observing

these rays at the receiver for single-to-three-times scattered waves is equal to the

unity. For short ranges from the transmitter, only single scattered waves can be

observed. On the other hand, in the far field, the effect of multiscattering becomes

stronger than the single-scattering effect. All of the above mentioned probability

formulas were substituted in the corresponding integral (5.54) instead of the shadow

functions Zab for the signal field intensity evaluation.
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FIGURE 5.23. Geometry of multiple scattering by n randomly distributed buildings, as

nontransparent screens.
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3D Stochastic Model. The analysis used in Section 5.7 can be adopted to evaluate

the average signal intensity distribution in the space domain in an urban communi-

cation channel. Here, all functions and parameters that describe the statistical prop-

erties of the rough built-up terrain and buildings, as scatterers (see Figs. 5.15) will be

taken into account to derive Equation (5.54).

There is a difference between the mixed residential areas and the built-up

areas with buildings larger than the wavelength and a corresponding correlation

scale ‘h. It turns out that we can exclude the influence of the reflecting properties

of these buildings’ walls, in the horizontal directions, and describe the screens’

reflecting properties only in the vertical plane (one-dimensional case, analyzed

in Reference [57,58]) by rewriting (5.52) proportional to expf�jxj=‘vg. Also, in
the case of the built-up terrain, as was mentioned above, we need to take into

account the building layer profiles according to formulas (5.72)–(5.73). From

Figures 5.18–5.19, one can see that this factor plays a significant role in signal

power decay.

The theory of the average field intensity has been derived for 3D model in

References [76,77], for the case of g0r12 ¼ g0d � 1 and for the quasi-homogeneous

built-up profiles. Similar to our treatment of the mixed residential areas, the

expression for the incoherent part of the total field intensity can be presented, taking

into account single and double diffracted waves shown in Figure 5.25a and 5.25b.

Let us briefly examine the influence of diffraction phenomena caused by the

buildings’ rooftops on the field intensity attenuation. To account for this effect, we

use the Huygens–Kirchhoff approximation described earlier. For the derivation of

the diffraction field we introduce, according to Reference [57], the surface SB of

virtual sources that is normal to the building layer S and the surface of an infinite

semi-sphere SR that contains the source of radiation inside it, as shown in

Figure 5.25a. The effect of all virtual sources placed inside the semi-sphere SR is
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FIGURE 5.24. Probability of single, double and triple scattering versus distance d between

the transmitting and receiving antennas.
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negligible, because it is limited to zero when the radius of this semi-sphere goes to

infinity. Thus, the field at the receiver, presented by the Green’s theorem (see

Chapter 4) can be rewritten as:

Uðr2Þ ¼ 2ik

ð

SB

fUðrSBÞ � Gðr2; rSBÞ � coscSB
gdSB ð5:91Þ

where UðrSBÞ is the field at the surface SB obtained by use of approximation (5.91)

for single diffraction (see Fig. 5.25a); coscSB
¼ ðnSB � ðr2 � rSBÞ=jr2 � rSB jÞ, nSB is

the unit vector normal to surface.
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FIGURE 5.25(a). Geometry of single scattering and diffraction over a built-up layer. (b)

Geometry of double scattering and diffraction over a built-up layer.
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The average intensity of the received field hIðr2Þi ¼ hUðr2Þ � U�ðr2Þi can be

presented according to (5.91) as:

hIðr2Þi ¼ 4k2
ð

SB

dSB

ð

SB

dS
0

B � KðrSB ; r
0

SB
Þ � Gðr2; r

0

SB
Þ � Gðr2; rSBÞ coscSB

cosc
0

SB

ð5:92Þ

where KðrSB ; r
0
SB
Þ is the correlation function of the total field at points rSB and r

0
SB
,

located at surface SB, when the source is located at the point r1:

KðrSB ;r
0

2Þ ¼ 4k2

* ð

S
B

dSB

ð

SB

dS
0

B � Zðr2;rSB ;r1Þ � Zðr
0

2;r
0

SB
;r1Þ �GðjSB

;rSBÞ

�G�ðj0

SB
; r

0

SB
Þ � sincSB

� sinc0

SB
�Gðr2;rSBÞ �GðrSB ;r1Þ �G�ðr0

2;r
0

SB
Þ �G�ðr0

SB
;r1Þ

+

ð5:93Þ

Here, the reflection coefficient GðjS; rSÞ ¼ G exp � x
lv

n o
and the shadow function

Zðr2; r1Þ are a superposition of all probability functions defined earlier. By

averaging (5.93) over the spatial distribution of the nontransparent screens, over

their number, and over the reflection properties of these screens, we obtain the

following formula for the single-scattered field (single diffraction from the buildings

rooftops) [76,77]:

hIðr2Þi ¼
Gllv

8p½l2 þ 2plvg0Fðz1; z2Þð Þ2�d3
½ðld=4p3Þ þ ðz2 � hÞ2�1=2 ð5:94Þ

The same result can be obtained for twice-diffracted waves as shown in

Figure 5.25b. Using the same presentation of average intensity of total field, as

(5.56), we get:

hIðr2Þi ¼ 4k2
ð

SB

dSB

ð

SB

dS
0

B � KðrSB ; r
0

SB
jr; r1Þ � KðrSB ; r

0

SB
jr0
; r1Þ coscSB

cosc
0

SB

ð5:95Þ

where KðrSB ; r
0
SB
jr; r1Þ and KðrSB ; r

0
SB
jr0
; r1Þ are the correlation functions of the total

field at the surface of the virtual sources of diffraction, which is determined by

(5.93). Next, by averaging over (5.95), over the distribution of the nontransparent

screens, over their number, and over the reflection properties of screens, we can
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derive the formula for the double-scattered field as:

hIincðr2Þi ¼
G2l3l2v

24p2fl2 þ ½2plvg0Fðz1; z2Þ�2g2d3
ld

4p3
þ ðz2 � hÞ2

 �
ð5:96Þ

Using (5.71) for the distribution function PhðzÞ, the coherent part of the total field

intensity can also be obtained as [76,77]:

hIcoðr2Þi ¼ exp �g0d
Fðz1; z2Þ
ðz2 � z1Þ

� �
sin2ðkz1z2=dÞ

4p2d2
ð5:97Þ

The difference between expressions (5.94) and (5.96), and those obtained for the

forested and mixed residential areas, presented by (5.48) and (5.59), respectively, is

that here we introduce single and double diffraction effects as well as a new relief

function Fðz1; z2Þ, given by formulas (5.73). This relief function is better suited to

handle more realistic and more general cases of terrain and buildings overlay, as well

as for different configurations of transmitter and receiver antennas. A comparison of

formulas obtained in References [57,58] and Equations (5.94) and (5.96), shows that

in References [57,58] the restricted case n ¼ 1 of a uniform distribution profile was

assumed, while Equations (5.94) and (5.96) give more latitude in describing more

general distributions. Finally, the total average field intensity is written as:

hItotali ¼ hIinci þ hIcoi ð5:98Þ

Hence, the path loss is presented as [76,77]:

Ltotal ¼ 10 logfl2ðhIinci þ hIcoiÞg ð5:99Þ

Finally, the signal average intensity decay obtained in Sections 5.6–5.8, for various

environments, is valid only for the case of an irregular but not curved terrain, and

hence, they are only valid for radio links shorter than 10 km–20 km.

5.8.3. Comparison with Existing Models

Let us compare some results obtained from the stochastic, multiparametric model

and those obtained from other well-known and frequently used models. For

example, the empirical Okumura–Hata model [78,79], based on numerous

measurements of the average power within the communication channel carried

out in and around Tokyo, gives the path loss attenuation as a function of distance

between ‘‘mobile-base station’’, d, by:

LðWÞ / d�g; g ¼ 3:0� 3:8 ð5:100Þ
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The Walfisch-Ikegami semi-empirical model firstly discussed in Reference [80]

developed gives a good path loss prediction for dense built-up areas of medium and

large size cities. The model is based on the analytical approach, developed by

Bertoni with colleagues in References [81–83], to derive the path loss in obstructive

conditions. It was shown that the diffraction from the roofs and corners of buildings

plays a significant role and the total field depends not only on the reflected waves

but mainly on the diffracted waves. Following the work in Reference [5,81–83],

the semi-empirical model developed by Walfisch and Ikegami considered two

options for the base station locations: one above and one below the rooftops, in an

environment with regularly distributed nontransparent buildings with various

heights and different separation distances between them. Moreover, the semi-

empirical model takes into account important urban parameters such as building

density, average building height, and street width. The antenna height is generally

lower than the average buildings height, so that the waves are guided mainly along

the street. The path loss dependence on range is given as [5,80–83]:

LðWÞ / d�g; g ¼ 2:6� 3:8 ð5:101Þ

The stochastic model presented here, and the corresponding formulas (5.94) and

(5.96), give the signal intensity decay law versus range between the terminal

antennas as

LðWÞ / d�g; g ¼ 2:5� 3 ð5:102Þ

This result is very close to those predicted by the two other models mentioned

above.
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CHAPTER SIX

Effects of the Troposphere
on Radio Propagation

Tropospheric effects involve interactions between radio waves and the lower layer of

the Earth’s atmosphere, covering altitudes from the ground surface up to several tens

of kilometers above the Earth. These include effects of the gases composed in the air

and hydrometeors such as rain, clouds, fog, pollutions, as well as various turbulent

structures created by the turbulent wind streams both in vertical and in horizontal

directions, gradient of temperature, moisture and pressure in layered atmosphere at

the near-the-earth altitudes.

6.1. MAIN PROPAGATION EFFECTS OF THE TROPOSPHERE
AS A SPHERICAL LAYERED GASEOUS CONTINUUM

6.1.1. Model of the Troposphere and Main Tropospheric Processes

Troposphere is the region of the Earth’s lower atmosphere that surrounds the Earth

from the ground surface up to 10–20 km above the terrain, where it continuously

spreads to the stratosphere (20–50 km), and then to the thermosphere, usually called

ionosphere (50–400 km). The effects of the latter on radio propagation will be

presented in the next chapter. Now let us focus on the effects of troposphere on radio

propagation starting with a definition of the troposphere as a natural layered air

medium consisting of different gaseous, liquid, and crystal structures.

The physical properties of the troposphere are characterized by the following

main parameters such as temperature T (in Kelvin), pressure p (in millibars or
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in millimeters of Mercury), and density r (in particles per cubic meter or cubic

centimeter). All these parameters significantly change with altitude and, seasonal

and latitudinal variability and strongly depend on weather [1–9].

Content of the Troposphere. The troposphere consists of different kinds of gas-

eous, liquid, and crystal structures, including effects of gas molecules (atoms), aero-

sol, cloud, fog, rain, hail, dew, rime, glaze, and snow. Except for the first two

components, the others are usually referred to as hydrometeors in past literature

[10–24]. Furthermore, due to irregular and sporadic air streams and motions, such

as irregular wind motions, the chaotic structures, defined as atmospheric turbu-

lences, are also present in the troposphere [25–40].

Below, we present a brief decription of the various components that make up the

troposphere [1–40].

Aerosol is a system of liquid or solid particles uniformly distributed in the

atmosphere. Aerosol particles play an important role in the precipitation process,

providing the nuclei upon which condensation and freezing take place. The particles

participate in chemical processes and influence the electrical properties of the

atmosphere. Actual aerosol particles range in diameter from a few nanometers to

about a few micrometers. When smaller particles are in suspension, the system

begins to acquire the properties of a real aerosol structure. For larger particles, the

settling rate is usually so rapid that the system cannot properly be called a real

aerosol. Nevertheless, the term is commonly employed, especially in the case of fog or

cloud droplets and dust particles, which can have diameters of over 100 mm. In general,

aerosols composed of particles larger than about 50 mm are unstable unless the air

turbulence is extreme, as in a severe thunderstorm (see details in References [5,36]).

Hydrometeors are any water or ice particles that have formed in the atmosphere or

at the Earth’s surface as a result of condensation or sublimation. Water or ice

particles blown from the ground into the atmosphere are also classified as

hydrometeors. Some well-known hydrometeors are rain, fog, snow, clouds, hail,

dew, rime, glaze, blowing snow, and blowing spray.

(A) Rain is the precipitation of liquid water drops with diameters greater than

0.5 mm. When the drops are smaller, the precipitation is usually called drizzle. The

concentration of raindrops typically spreads from 100 to 1000 m�3. Drizzle droplets

usually are more numerous. Raindrops seldom have diameters larger than 4 mm,

because as they increase in size they break up. The concentration generally

decreases as diameters increase, except when the rain is heavy. It does not reduce

visibility as much as drizzle. Meteorologists classify rain according to its rate of

fall. The hourly rates relating to light, moderate, and heavy rain correspond to

dimensions less than 2.5 mm, between 2.8 mm and 7.6 mm, and more than 7.6 mm,

respectively. Less than 250 mm and more than 1500 mm per year represent

approximate extremes of rainfall for all of the continents. Rainfall intensities greater

than 30 mm in 5 min, 150 mm in 1 h, or 500 mm per day are quite rare, but these

intensities, on occasions, have been more than double for the respective duration

(see details in References [6,11–18,36]). Below we will discuss the effects of rain on

radio propagation.
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(B) Snow is the solid form of water that crystallizes in the atmosphere and falls to

the Earth covering permanently or temporarily about 23% of the Earth’s surface. At

sea level, snow falls usually at higher latitudes, that is, above latitude 35� N and

below 35� S. Close to the equator snowfall occurs exclusively in mountain regions,

at elevations of 4900 m or higher. The size and shape of the crystals depend mainly

on the temperature and the amount of water vapor available as they develop. In

colder and drier air, the particles remain smaller and compact. Frozen precipitation

has been classified into seven forms of snow crystals and three types of particles:

graupel, that is, granular snow pellets, (also called soft hail), sleet, (that is partly

frozen ice pellets), and hail, for example hard spheres of ice (see details in

References [3,36]).

(C) Fog is a cloud of small water droplets near ground level and sufficiently dense

to reduce horizontal visibility to less than 1000 m. The word ‘‘fog’’ may also refer to

clouds of smoke particles, ice particles, or mixtures of these components. Under

similar conditions, but with visibility greater than 1000 m, the phenomenon is

termed a mist or haze, depending on whether the obscurity is caused by water drops

or solid particles. Fog is formed by the condensation of water vapor on condensation

nuclei that are always present in natural air. This happens as soon as the relative

humidity of the air exceeds saturation by a fraction of 1%. In highly polluted air the

nuclei may grow sufficiently to cause fog at humidities of 95% or less. Three

processes can increase the relative humidity of the air: (1) cooling of the air by

adiabatic expansion; (2) the mixing of two humid airstreams having different

temperatures; and (3) the direct cooling of the air by radiation. According to the

physical processes involved in the creation of fogs, there are different kinds of fogs

that are usually observed: advection, radiation, inversion, and frontal. We do not

enter deeply into the subject of their creation, because this is a subject of

meteorology, for which readers may refer to special literature [3,7,24,36]. Here we

will only analyze their influence on radio propagation.

(D) Clouds have the dimensions, shape, structure, and texture that are influenced

by the kind of air movements that result in their formation and growth and by the

properties of the cloud particles. In settled weather, clouds are small and well

scattered. Their horizontal and vertical dimensions are only a kilometer or two. In

disturbed weather they cover a large part of the sky, and individual clouds may tower

as high as 10 km or more. Clouds often cease their growth only upon reaching the

stable stratosphere, producing heavy showers, hail, and thunderstorms. Growing

clouds are sustained by upward air currents, which may vary in strength from a

few centimeters per second to several meters per second. Considerable growth of

the cloud droplets with falling speeds of only about 1 cm/s, leads to their fall through

the cloud, reaching the ground as drizzle or rain. Four principal classes are

recognized when clouds are classified according to the kind of air motions that

produce them: (1) layer clouds formed by the widespread regular ascent of air; (2)

layer clouds formed by widespread irregular stirring or turbulence; (3) cumuliform

clouds formed by penetrative convection; and (4) orographic clouds formed by

ascent of air over hills and mountains. The reader who is interested in delving deeper

into this subject can find information in References [7,21,24,36].
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(E) Atmospheric Turbulence is a chaotic structure generated by the irregular air

movements in which the wind randomly varies in speed and direction. Turbulence is

important because it churns and mixes the atmosphere and causes water vapor,

smoke, and other substances, as well as energy, to become distributed at all

elevations. Atmospheric turbulence near the Earth’s surface differs from that at

higher levels. Within a few hundred meters of the surface, turbulence has a marked

diurnal variation, reaching a maximum about midday. When the sky is overcast, the

low-level air temperature varies much less between day and night and turbulence

remains nearly constant. At altitudes of several thousand meters or more, the frictional

effect of the Earth’s surface topography on the wind is greatly reduced and the small-

scale turbulence, which is usually observed in the lower atmosphere, is absent.

Tropospheric Radio Phenomena. From investigations carried out in References

[1,2,4,6], it follows that for clear gaseous atmosphere, even if hydrometeors are

absent, fading phenomena of radio waves can prevent an availability of 99.999%

at the paths of 5 km and more with the fade margin of 28 dB. However, there is a

refraction effect observed in the troposphere, which can significantly decrease the effi-

ciency of satellite communication links (see Fig. 6.1 according to References [25–30]).

Refraction occurs as a result of propagation effects of quasi homogeneous

layered structures of the troposphere, as a gaseous continuum, that cause radio

waves to propagate not along the straight radio paths but to curve slightly towards

the ground (see Fig. 6.2 according to References [1,2,8]). This phenomenon is

described below.

Moreover, the troposphere consists of a mixture of particles having a wide

range of sizes and characteristics, from the molecules in atmospheric gases to the

different kinds of hydrometeors such as raindrops, drops of snow, hail, drops

of fogs, clouds and so forth. The main processes that caused the total wave
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FIGURE 6.1. Displacement of the ray due to refraction.
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loss (in decibels) are the absorption and the scattering, that is Ltot ¼ Labs þ Lscat
[25–30].

Absorption (or attenuation) occurs as the result of conversion from radio wave

energy to thermal energy within an attenuating particle, such as a gas molecule and

different hydrometeors. We will consider this effect later for the gaseous layered

atmosphere, as an air continuum, and for different kinds of hydrometeors.

Scattering occurs from the redirection of the radio waves into various

directions so that only a fraction of the incident energy is transmitted onwards in

the direction of the receiver [25–30]. This process is frequency-dependent, since

wavelengths that are long compared to the particles’ sizewill be only weakly scattered.

The main influencing mechanisms in radio links passing through the troposphere are

hydrometeors, including raindrops, fog, snow, clouds, and so on. For such kinds of

obstructions of radio wave energy, the scattering effects are only significant to systems

operating below 10 GHz [35]. The absorption effects also rise with frequency of radio

waves, although not so rapidly. We will discuss the effect of scattering below.

To predict the effects of all such tropospheric structures on radio wave

propagation through the atmosphere, we need some background knowledge about

the concentration and size distribution of all kinds of structures, as well as their

spatial and altitudinal distribution. We will briefly describe these questions below

considering the effects of each kind of atmospheric content separately.

6.1.2. Tropospheric Refraction

As a first step we will consider the troposphere as a quasi-homogeneous gaseous

layered medium, consisting of aerosol and molecules and atoms of gas. In other

words, we consider the gaseous spherical medium around the Earth, the components

of which are homogeneously distributed within the virtual layers along the height

from the ground surface [32].
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FIGURE 6.2. Refraction caused by the layered atmosphere.
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Refractive Index or Refractivity. The radio properties of the quasi homogeneous

layered troposphere are characterized by the refractive index n, related to the dielec-

tric permittivity of the air, er, as n ¼ ffiffiffiffi
er

p
. The refractive index n of the Earth’s atmo-

sphere is slightly greater than 1, with a typical value at the Earth’s surface of around

1.0003. Since the value is so close to unity, it is common to express the refractive

index in N-units, usually called refractivity [1–3,30], which is the difference

between the actual value of the refractive index and unit in parts per million:

N ¼ ðn� 1Þ � 106 ð6:1Þ

Thus, at the ground surface the refractivity equals N ¼ NS � 315 N-units. In a real

atmosphere, refractivity N varies with gas pressure and temperature and with water

vapor pressure in the atmosphere. The variations of temperature, pressure, and

humidity from point to point within the troposphere cause the variations of the

refractivity N, which can be calculated according to the semiempiric Debye formula

[1–9,30]

N ¼ 77:6

T
ðpa þ 4810 pw=TÞ ð6:2Þ

where T is the absolute temperature in Kelvin [K], pa is the atmospheric pressure in

millibars [mb], and pw is the water vapor pressure in millibars [mb]. There are

seasonal and daily variations of the refractivity measured at the surface of the

ground, N0.

More important is the decrease of the refractive index with height. Usually, we

can neglect the horizontal variations of N and consider the troposphere as a quasi-

homogeneous spherically layered medium. If so, the dominant variation of N is

vertical with height above the Earth’s surface: N reduces towards zero (n becomes

close to unity) as the height is increased. The variation is approximately exponential

within the first few tens of kilometers of the Earth’s atmosphere, that is, this region is

called the troposphere [1,2,30]:

N ¼ NS exp � h

H

� �
ð6:3Þ

where h is the height above sea level, and NS � 315 and H ¼ 7:35 km are standard

reference values; H is defined as the height scale of the standard atmosphere.

Equation (6.3) is called the standard exponential model of the troposphere.

Tropospheric Refraction. The refractive index variations with height cause the

phase velocity of radio waves to be slightly slower and closer to the Earth’s surface,

such that the ray paths are not straight but tend to curve slightly towards the ground.

In other words, the elevation angle a1 of the initial ray at any arbitrary point (see

Fig. 6.2) is changed after refraction at angle a2. The same situation will be at the

next virtual layer of atmospherewith other refractive index n. Finally, the ray launched
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from the Earth’s surface propagates over the curve, whose radius of curvature, r, at

any point, is given in terms of the rate of change of n with height [1,2,30]:

r ¼ � cos a1

n

dn

dh

� ��1

ð6:4Þ

As a result, a ray passing through the troposphere, instead of the apparent direction,

propagates in a direction far from that towards the satellite. The resulting ray

curvature is illustrated in Figure 6.1. The gradient of the refractivity is given by

gðhÞ ¼ dN=dh

Usually it is assumed [1–9] that near the Earth’s surface this gradient varies

exponentially as

gsðhÞ ¼ �0:04 expð�0:136 hÞ; km�1 ð6:5Þ

Linear approximation. According to (6.5), the gradient depends nonlinearly with

height. However, in the first approximation we can use the linear model, setting the

gradient as a constant equal to its value at h ¼ 0: g ¼ gð0Þ. This occurs for small

heights, when the standard atmosphere in (6.3) can be approximated as linear, as

shown in Figure 6.3, and according to the following equation [1–9,30]:

N � NS �
NS

H
h ð6:6Þ
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FIGURE 6.3. Linear and exponential height dependence of the refractive index.
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The refractivity thus has nearly a constant gradient of about �43 N-units per km. If

so, the curvature of the ray trajectory is constant (this follows from (6.3) for

dn=dh ¼ const:). A common way to take this factor into account is to introduce,

instead of the actual Earth’s radius, the effective Earth’s radius [1–9,30]:

Reff ¼ kRe ð6:7Þ

where Re ¼ 6375 km, and k is the Earth radius factor. As was shown in References

[1,2], the large values of the k-factor facilitate the propagation over long paths and

small values may cause obstruction fading. In order to predict such fading, the

statistics of the low values of the k-factor have to be known. However, since the

instantaneous behavior of the k-factor differs at various points along a given path, an

effective k-factor for the path, ke, should be considered. In general, ke represents a

spatial average and the distribution of ke shows less variability than that derived

from point-to-point meteorological measurements. The variability decreases with

increasing distance. The effective factor is given by [1,2,30]

ke ¼
1

Re

dn

dh
þ 1

ffi Re

1� Re

r

ð6:8Þ

As the variation of refractive index is mostly vertical, rays launched and received

with the relatively high elevation angles usually used in fixed satellite communica-

tion links (see Chapter 14) will be mostly unaffected. But for the near horizontal

rays, where

r � �106=g ð6:9Þ

we obtain

Reff ¼ keRe ð6:10Þ

where now the effective earth-radius factor is

ke ¼ ð1þ 10�6gReÞ�1 ð6:11aÞ

Another form of this relation reads

ke ¼
0:157

0:157þ g
ð6:11bÞ

For the standard atmosphere and in limits of a linear model (g ¼ �3:925 � 10�2 1=km)

one can immediately obtain from (6.11b) ke ¼ 4=3, so the effective radius from

(6.10) is about 8500 km. Although the linear model leads to an excessive ray

bending at high altitudes, this is not that important in our calculations, because

the critical part of the trajectory is located near the ground antenna.
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Usually, it is assumed that for the radio path with length d greater than about

20 km, the standard deviation of the effective gradient, ge, tends to the normal

distribution with the mean value g0 as in standard atmosphere and rms deviation

(see definitions of statistical parameters and distribution functions in Chapter 1):

se �
s0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ d=d0
p ð6:12Þ

where d0 � 13:5 km for European climate conditions. Estimations show that for a

radio path of length d ¼ 150 km we have se � 0:3 s0, and for d ¼ 350 km we have

se � 0:2 s0. The reasonable estimate of s0 is s0 � 0:04.
In Chapter 1, the Gaussian probability density function (PDF) was introduced, the

cumulative distribution function FðxÞ of which can be presented by the error

function (erf) in the following manner [30,33,34]:

FðxÞ ¼ 1

2
1þ erf

x� m

s
ffiffiffi
2

p
� � �

ð6:13Þ

where the error function is defined as

erfðxÞ ¼ 2ffiffiffi
p

p
ðx

0

dte�t2

Then, the characteristic Q-function of the normal distribution is given by

Q ¼
ffiffiffi
2

p
erfinvð2t � 1Þ ð6:14Þ

where erfinvðxÞ is the inverse error function, and t is the time availability

expressed in relative units (if t is in percentage there is a need to divide this value

by 100%). Thus, for the 95% time availability we get Q ¼ 1:64 (see References

[30,33,34]) and

ge � g0 þ 1:64 se ð6:15Þ

Therefore, ge � �0:020 (ke � 1:14) for d ¼ 150 km, and ge � �0:027 (ke � 1:21)
for d ¼ 350 km. For the 99% time availability we get Q ¼ 2:33 (see [30,33,34])

and

ge � g0 þ 2:33 se ð6:16Þ

That leads to a ge � �0:012 (ke � 1:08) for d ¼ 150 km, and a ge � �0:021
(ke � 1:15) for d ¼ 350 km. We can see that for the real model of the spherical

layered troposphere, the median value of ke differs from 4=3, which follows from the

linear model of the reflectivity profile.
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Approximation Based on the Parabolic Equation Method. As shown above, the

real troposphere is characterized by a nonregular inhomogeneous structure of the

refractivity both in vertical and in horizontal directions. As a result, there are areas of

space in which both constructive and destructive interference occur between

multiple paths and other areas called ‘‘radio holes’’ through which no rays pass and

where the signal level is very low. The boundary between two such areas forms a

caustic along which the level of the signal may be very high.

As refraction conditions vary in time, a given point in space may be located

alternatively in ‘‘radio holes’’ or in illuminated areas, which result in the sharp

fluctuations of signal arriving at the receiver antenna. In many situations there are

rather fast changes in the refraction conditions during multipath activity, and the

characteristic time may reach only several seconds. In addition, the movement of

the air vehicle may transform the slow fading to the fast one, as we observed in mobile

terrestrial communication links (see Chapter 5). The combination of several rays that

have been subjected to different propagation delays causes frequency selective fast

fading (see definitions in Chapter 1), which may result in amplitude and phase

variations inside the bandwidth of the transmission channel. The frequency selective

fast fading in such cases may exceed 	ð0:25–0:5Þ dB/MHz. It is known that

the multipath mechanism exists mainly during periods of large negative values of the

refractive index gradient and strong tropospheric stratification [1,2,8]. The angle-of-

arrival deviations may be as large as 0.5–0.8� and even more in the vertical plane.

The usual technique, used for investigation of all these phenomena, is based on

the geometric optics approximation and on a multiray model, which is not capable of

describing radio holes and field behavior near caustics. For such purposes an exact

model based on a parabolic type equation was developed and numerically

investigated [39]. Why do we need to use such rigorous models? From the

literature, the simplified theories, such as multiray model, do not offer an adequate

description of the range-height structure of the field in the atmospheric radio

channel, which may lead to significant errors in the link budget design accounting

for the fading phenomena. On the contrary, the solution of the parabolic wave

equation exhibits excellent robustness and accuracy for complicated problems

involving vertically and horizontally varying refractive conditions [39].

Here, we do not concentrate on the details of numerical computations of path loss

based on the parabolic equation technique, referring the reader to Reference [39] and

to the bibliography mentioned there. We only point out that the two most popular

approaches to numerically solve parabolic wave equations are the implicit finite

differences and the Fourier split-step algorithms.

Derivations of the scalar Helmholtz equation, beginning with the Maxwell

equations for both horizontal and vertical polarizations, are well known. Here we

can use the so-called earth-flattening approximation to transform the spherical

coordinate representation to pseudorectangular coordinates ðx; zÞ. Next, the Helmholtz

equation is presented approximately in the form of a parabolic wave equation

@u

@x
� i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þ @2

@z2

r
u� ikðq� 2Þu ¼ 0 ð6:17Þ
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where x and z are horizontal (ground range) and vertical (altitude above the Earth’s

surface) coordinates, k is the free-space wave number, and qðx; zÞ is the modified

refractive index term defined as

q2ðx; zÞ � n2ðx; zÞ þ 2z=Reff ð6:18Þ

In (6.18), nðx; zÞ is the usual refractive index, and Reff is the effective Earth’s

radius introduced above to take into account effects of a spherical layered

troposphere. For vertical electric polarization, the envelope function, uðx; zÞ, is
related approximately to the transverse tangential magnetic field as follows:

Hyðx; zÞ �
nffiffiffi
x

p uðx; zÞeikx ð6:19Þ

For horizontal electric polarization, the transverse tangential electric field

Eyðx; zÞ is related to uðx; zÞ in a similar way. Using these expressions, we can

evaluate total field solution for spherical-layered irregular atmosphere following

Reference [39].

6.1.3. Wave Attenuation by Atmospheric Gaseous Structures

Let us consider the wave attenuation caused by the atmospheric gas, as a continuum

of molecules of gases. Then, in the next sections we will consider all effects of

hydrometeors, as most important in determining communication system reliability.

The molecular absorption is due primarily to atmospheric water vapor and oxygen.

Although for frequencies around 1–20 GHz this kind of attenuation is not large, it

takes place as a permanent factor. The absorption in the atmosphere over a path

length r is given by [4,5,30]

A ¼
ðr

0

drgðrÞ ½dB� ð6:20Þ

where gðrÞ is the specific attenuation consisting of two components:

gðrÞ ¼ goðrÞ þ gwðrÞ ½dB=km� ð6:21Þ

where goðrÞ and gwðrÞ are the contributions of oxygen and water vapor, respectively.
At the ground level (where pressure is of 1013 mb) and at a temperature of 15�C
they are approximated by [3–5,9]

go ¼ 7:19 � 10�3 þ 6:09

f 2 þ 0:227
þ 4:81

ðf � 57Þ2 þ 1:50

" #
f 2 � 10�3 ½dB=km� ð6:22Þ

MAIN PROPAGATION EFFECTS OF THE TROPOSPHERE 185



and

gw¼ 0:050þ0:0021rþ 3:6

ðf �22:2Þ2þ8:5
þ 10:6

ðf �183:3Þ2þ9:0

" #
f 2r�10�4 ½dB=km�

ð6:23Þ

where f is the frequency [GHz], and r is the water vapor density [g=m3]. Other

temperatures are taken into account by correction factors of �1.0% per �C from

15�C for dry air, and �0.6% per �C from 15�C for water vapor (attenuation

increasing with decreasing temperature).

As in meteorology the measurable quantity is the relative humidity ZðTÞ, we have
to relate r with ZðTÞ. The relative humidity is given by

ZðTÞ ¼ p=EðTÞ ð6:24Þ

where p is the water vapor partial pressure, [mb], and EðTÞ is the saturation pressure,
which is defined by the approximate formula [3–5,9]

EðTÞ ffi 24:1Y51010�9:834	 ð6:25Þ

where 	 ¼ 300=T . Finally, the values of p and r are related by

r ffi 216:7 p=T ð6:26Þ

The attenuation for a slant path can be estimated by using the exponential models

with height scales of ho ¼ 6 km and hw ¼ 2 km for the dry air and water vapor,

respectively. Such a model leads to

Ao ¼ goLo; Aw ¼ gwLw ½dB� ð6:27Þ

where the effective path lengths are given by ðn ¼ o;wÞ

Ln ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Reffhn

p

cos y
½Fðxn1Þ � Fðxn2Þ expð�h2=hnÞ� ½km� ð6:28Þ

Here, as above, Reff ¼ 8500 km is the effective Earth’s radius,

y � arctan h2=d ð6:29Þ

is the elevation angle, and the values of xni are given by

xni ¼ cos y zn tan
2 yþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

z2n þ 2
hi

hn
þ h2i
2Reffhn

s2
4

3
5 ð6:30aÞ

zn ¼ sin y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Reff=hn

p
ð6:30bÞ
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The function FðxÞ is approximated by the expression [3–5,9]

FðxÞ ¼ 1

0:661xþ 0:339
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5:51þ x2

p ð6:31Þ

Using these formulas, we find that the attenuation due to the water vapor

dominates, and for typical European or North American summer weather

conditions, the specific attenuation does not exceed 0.02 dB/km at sea level. This

corresponds to the maximal attenuation of 7 dB for the horizontal path length of

350 km. Under summer conditions, the absorption due to oxygen does not exceed

typically 8 � 10�3 dB=km, which corresponds to 2.8 dB for the maximal distance.

In winter, the oxygen contribution to the specific attenuation does not exceed

10�2 dB=km. The total attenuation at sea level due to atmospheric gases can be

estimated as 0.025 dB/km. However, for slant paths the total attenuation does not

exceed the value of 1 dB, but for the 99% level of probability it may be estimated

as 2 dB.

As was mentioned above, gaseous molecules in atmosphere may absorb

energy from radio waves passing through them, thereby causing attenuation. This

attenuation is greatest for polar molecules such as water H2O [30]. As was

mentioned in Reference [30], the oppositely charged ends of such molecules cause

them to align with the ambient electric field. Since the electric field of radio waves

is changing in direction twice per cycle, realignment of such molecules occurs

continuously, so a significant loss may result. At higher frequencies this realignment

occurs faster, so the absorption loss has a general tendency to increase with

frequency.

Nonpolar molecules, such as oxygen O2, may also absorb wave energy due

to the existence of magnetic moments. Here also the increase of absorption is

observed with an increase of wave frequency [5,9,30]. But here several resonance

peaks of absorption, each corresponding to different modes of molecule vibra-

tion, the lateral, the longitudinal and so forth, are occurring. The main resonance

peaks of H2O are around 22.3, 183.3, and 323.8 GHz, and of O2 are around 60 GHz

covering actually a complex set of closely spaced peaks that prevent the use of the

band 57–64 GHz for practical satellite communication. The specific attenuation

in decibels per kilometer for water vapor, gw, and for oxygen, go, is given in

Figure 6.4 according to References [5,9] for a standard set of atmospheric

conditions. The total atmospheric attenuation La for a particular path is then found

by integrating the total specific attenuation over the total path length rT in the

atmosphere [3–5,9,30]:

La ¼
ðrT

0

gaðlÞdl ¼
ðrT

0

½gwðlÞ þ goðlÞ�dl ½dB� ð6:32Þ

This integration calculated for the total zenith ðy ¼ 90�Þ attenuation carried out in

References [5,9] is presented in Figure 6.5 by assuming an exponential decrease in
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FIGURE 6.4. Attenuation versus frequency for water vapor and oxygen.
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gas density with height. The attenuation for inclined paths with an elevation angle

y > 10� can then be found from the zenith attenuation Lz as [5,9,30]

La ¼
Lz

sin y
ð6:33Þ

We must note that atmospheric attenuation results in an effective upper frequency

limit for mobile satellite communications.

6.1.4. Scattering in the Troposphere by Gaseous Structures

Pure scattering occurs if there is no absorption of the radiation in the process, and

hence, no loss of energy but only a redistribution of it [5,9,30]. Most of the scattering

encountered in the atmosphere is essentially pure and is discussed in this section.

The attenuation due to scattering of the radio wave depends upon the pattern (or

main lobe) of the receiving antenna. If the antenna pattern is very large, some field

energy scattered at a very small forward angle will still be accepted and received. If

the antenna pattern is very small, all scattered radiation can be rejected and only

transmitted rays arrive at the receiver.

Theoretically, scattering can be treated using three separate approaches depen-

ding on the wavelength and the size of the particles causing the scattering. These

approaches are Rayleigh scattering, Mie scattering, and Nonselective scattering.

Rayleigh Scattering applies when the radiation wavelength is much larger than

the particle size. The volume scattering coefficient for Rayleigh scattering can be

expressed as [25,27]

s ¼ ð4p2NV2=l4Þðn2 � n20Þ
2

ðn2 þ 2n20Þ
2

ð6:34Þ

where N is a number of particles per unit volume, [cm�3]; V is the volume of

scattering particles, [cm3]; l is a wavelength of radiation, [cm]; n0 is the refractive

index of the atmosphere in which molecules (atoms) of gases are suspended as

particles; and n is a refractive index of scattering particles. For spherical water

droplets in air, (6.34) becomes

s ¼ 0:827
Ns3S

l4
ð6:35Þ

where ss is the cross-sectional area of the scattering droplet. The expression (6.35)

must be integrated over the range of l and ss encountered in any given circumstance.

As long as the particle diameter 2
ffiffiffiffiffiffiffiffiffiffi
ss=p

p
is very small compared to l, the same

scattering can be experienced from a large number of small particles or a small

number of large particles, accounting the product Ns3s to be the same.
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At the conditions of standard temperature and pressure the scattering coefficient

is sl ¼ 1:07� 10�3l�4:05 km�1 (l in micrometers); sl is the scattering coefficient

for wavelength, [cm�1].

Mie scattering is applicable when the particle size is comparable to the

radiation wavelength. The Mie scattering-area coefficient is defined as the ratio

of the incident wave front that is affected by the particle to the cross-sectional

area of the particle itself. The scattering coefficient s can be obtained from

References [25,26]

s ¼ NKpa2 ð6:36Þ

where the value of K rises from 0 to nearly 4 and asymptotically approaches the

value 2 for large droplets. For the almost universal condition in which there is a

continuous size distribution in the particles, we have from Reference [25]

sl ¼ p

ða2

a1

NðaÞKða; nÞa2da ð6:37Þ

where NðaÞ is a number of particles per cubic centimeter in the interval da, [cm�3];

Kða; nÞ is the scattering area coefficient; a is the radius of spherical particle, [cm�1];

n is an index of refraction of particle. Many authors present a detailed treatment of

scattering theory [25–27] for a wide variety of particle composition, size, and shape.

The Mie scattering area coefficient is given in References [25–27].

Nonselective scattering occurs when the particle size is very much larger than the

radiation wavelength. Large-particle scattering is composed of contributions from

three processes involved in the interaction of the electromagnetic radiation with the

scattering particles:

– reflection from the surface of the particle with no penetration;

– passage through the particle with and without internal reflections;

– diffraction at the edge of the particle.

In References [25–27] the combined effect of all three processes, including the

interference encountered between the three components, is discussed. It is shown

that for particles larger than about twice the radiation wavelength ða > 20Þ, the
scattering-area coefficient becomes 2, which is the asymptotic value of scattering

effect predicted by the Mie theory. Thus, the theoretical approach through

diffraction, refraction, and reflection appears to have little contribution to the more

general approach of Mie. Thus, for a < 20, the Mie theory is valid, and for a > 20

the two predictions converge on the value 2.
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6.1.5. Propagation Clearance

The maximal distance r0 of line-of-sight (LOS) propagation in a nonrefractive

atmosphere and a spherical earth surface is given by [31]

r0 ¼
ffiffiffiffiffiffiffiffiffiffi
2Reff

p ffiffiffiffiffi
h1

p
þ

ffiffiffiffiffi
h2

p� �
¼ 3:57

ffiffiffiffiffi
h1

p
þ

ffiffiffiffiffi
h2

p� �
ð6:38Þ

where h1 and h2 are the heights of the antennas, [m]. When refraction is taken into

account, we have [31]

r0 ¼ 3:57
ffiffiffiffiffi
ke

p ffiffiffiffiffi
h1

p
þ

ffiffiffiffiffi
h2

p� �
½km� ð6:39Þ

In practice, the term associated with the height of the ground-based terminal antenna

ðh1 < 10mÞ can be neglected with respect to the height h2 of the air vehicle antenna.
Then, the latter formula may be easily inverted to obtain the minimal altitude of the

object (air vehicle antenna), which is visible for a given distance d,

h2 min ¼ 0:0785 d2=ke ½m� ð6:40Þ

Although this dependence looks like a parabolic function, its behavior differs from

pure parabolic because of the presence of ke, which is a function of distance.

Let us now present some examples on how refraction affects the range of direct

visibility (LOS conditions) between two antennas within the tropospheric radio link.

Thus, for a vehicle antenna at height of h2 ¼ 2 km, we have from (6.11) and (6.39)

that r0 ¼ 178 km for 95% availability, and r0 ¼ 173 km for 99% level. Similarly, for

h2 ¼ 6 km, we have r0 ¼ 312 km (availability is 95%) and 304 km (availability is

99%). On the contrary, knowledge of the range between antennas allows us to obtain

the minimal height of air vehicle, from which LOS conditions are valid. Thus, the

range of 350 km will be covered, according to (6.40) and taking into account (6.11)

only for heights h2 larger than 8 km.

Tropospheric radio paths are classified as open (correspond to the same LOS

conditions as in terrestrial links described in Chapter 5), semiopen, and closed

(correspond to the same NLOS conditions in terrestrial links). As was shown in Chapter

5, wave propagation takes place within the first Fresnel zone (ellipsoid) around the ray

connecting the terminal/vehicle antennas. We will state this concept also for

tropospheric radio links. Thus, the radius of the first Fresnel zone at a point between

the transmitter and the receiver antennas is determined by the following formula

lFðd1; d2Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ld1d2=ðd1 þ d2Þ

p
ð6:41Þ

where d1 and d2 are the distances to the antennas at the point where the ellipsoid

radius is calculated. The maximum value is achieved in the middle of the path

ðd1 ¼ d2 ¼ L=2Þ and is equal to (see Fig. 6.6)

lF ¼
ffiffiffiffiffiffiffiffiffiffi
lL=2

p
ð6:42Þ
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For example, for frequency 15 GHz and maximal distance of 150 km lF � 39m, and

for frequency 13 GHz and distance of 350 km lF � 64m.

Using the Fresnel zone concept, we can determine all kinds of tropospheric radio

links. Thus, we will state that for:

Open (or within the horizon) paths there are no obstacles located between the

antennas (see Fig. 6.6). In this case the propagation of the wave is similar to that in

free space (see Chapter 5), taking into account only the attenuation due to

atmospheric gases and hydrometeors.

For semiopen (near the radio horizon) paths, the obstacles cover a part of

the ellipsoidal cross section, and the effects of the obstacles can be important (see

Fig. 6.7). However, the size of the first Fresnel zone is very small compared to the

variability of the air vehicle antenna height, and this intermediate case is of much

less importance.

For closed paths, including the hilly or mountainous terrain described in

Chapter 5, the wave attenuation due to diffraction from such obstructions and due to

the effects in the troposphere may exceed 300 to 350 dB, and the propagation is

possible only by using the so-called troposcatter mechanism (this subject will be

discussed later in Section 6.3).

6.1.6. Depolarization of Radio Wave in the Atmosphere

The polarization of a wave changes when passing through an anisotropic medium

such as a cloud. As was shown by Saunders [30], a purely vertical polarized wave
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FIGURE 6.6. The line-of-sight (LOS) conditions; S1 is the area of cross section of Fresnel’s

zone with radius lF .
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FIGURE 6.7. The non-line-of-sight (NLOS) conditions; S2 is the area of cross section of the

part of the Fresnel’s zone with radius lF .
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may obtain an additional horizontal component, or the right-hand circularly

polarized (RHCP) wave may obtain an additional left-hand circularly polarized

(LHCP) component. The extent of this depolarization may be measured by the

cross-polar discrimination (XPD) and cross-polar isolation (XPI) terms, which can

be presented schematically in Figure 6.8 according to Reference [30]. Essentially,

the XPD term expresses how much of a signal in a given polarization is transformed

into the opposite polarization caused by the medium, while the XPI term shows how

much two signals of opposite polarizations, transmitted simultaneously, will

interfere with each other at the receiver. As was also shown in Reference [30],

depolarization is strongly correlated with rain attenuation and standard models of

depolarization use this fact to predict XPD directly from the attenuation. One of such

a model, described in Reference [30], gives

XPD ¼ a� b log L ð6:43Þ

where L is the rain attenuation (in watt), and a and b are constants a ¼ 35:8 and

b ¼ 13. This formula is an accurate empirical predictor for frequencies below

10 GHz. Hydrometeors and tropospheric scintillation can be the additional source

of signal depolarization in fixed satellite commu nication links (see Chapter 14).

6.2. EFFECTS OF THE HYDROMETEORS ON RADIO PROPAGATION
IN THE TROPOSPHERE

6.2.1. Effects of Rain

The attenuation of radio waves caused by rain increases with the number of

raindrops along the radio path, the size of the drops, and the length of the path

through the rain.

Statistical-Analytical Models. If such parameters of rain, as the density and size

of the drops are constant, then, according to Reference [30], the signal power Pr at

aE

Cloud

Transmitted Wave
Polarisation Polarisation

Received Wave

bE

acE

bxE

axE
bcE

FIGURE 6.8. Depolarization of the transmitted wave caused by a cloud.
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the receiver decreases exponentially with radio path r, through the rain, with the

parameter of power attenuation in e�1 times, a, that is,

Pr ¼ Prð0Þ expf�arg ð6:44Þ

Expressing (6.44) in logarithmic scale gives

L ¼ 10 log
Pt

Pr

¼ 4:343ar ½dB� ð6:45Þ

Another way to estimate the total loss via the specific attenuation in decibels per

meter was shown by Saunders in Reference [30]. He defined this factor as

g ¼ L

r
¼ 4:343a ð6:46Þ

where now the power attenuation factor a can be expressed through the integral

effects of the one-dimensional (1D) distribution of diameter D of the drops, denoted

by NðDÞ, and the effective cross-section of frequency-dependent signal power

attenuation by rain drops, CðDÞ [dB/m], that is,

a ¼
ð1

D¼0

NðDÞ � CðDÞdD ð6:47Þ

As was mentioned in References [4,6,8,30], in real tropospheric situations, the

drop diameter distribution NðDÞ is not a constant value and one must account

for the range dependence of the specific attenuation that is, the range dependence,

g ¼ gðrÞ, and integrate it over the whole radio path length rR to find the total

path loss

L ¼
ðrR

0

gðrÞdr ð6:48Þ

To resolve Equation (6.48), a special mathematical procedure was proposed in

Reference [11] that accounted for the drop size distribution. This procedure yields an

expression for NðDÞ as

NðDÞ ¼ N0 exp � D

Dm

� �
ð6:49Þ

where N0 ¼ 8 � 103 m�2 mm�1 is a constant parameter [11], and Dm is the

parameter that depends on the rainfall rate R, measured above the ground surface
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in millimeters per hour, as

Dm ¼ 0:122 � R0:21 mm ð6:50Þ

As for the attenuation cross-section CðDÞ from (6.47), it can be found using the

Rayleigh approximation that is valid for lower frequencies, when the average drop

size is smaller compared to the radio wavelength. In this case only absorption inside

the drops occurs and the Rayleigh approximation is valid giving a very simple

expression for CðDÞ

CðDÞ / D3

l
ð6:51Þ

Attenuation caused by rain increases more slowly with frequency approaching a

constant value known as the optical limit. Near this limit, scattering forms a

significant part of attenuation that can be described using the Mie scattering theory

described above.

In general, Equation (6.47) can be solved directly using expressions (6.48)–

(6.51). However, as the rainfall rate depend on the raindrop size distribution, on

several antenna parameters (elevation angle, height, polarization, etc.), as well as on

the geographical parameters (longitude and latitude) of the location of antennas it

cannot be predicted strictly using some unified approach. In practical situations, an

empirical model is used, where gðrÞ is assumed to depend only on rainfall R and

wave frequency. Then according to References [4,6,8,9] we can obtain

gðf ;RÞ ¼ aðf ÞRbðf Þ ð6:52Þ

where g has units dB/km; aðf Þ and bðf Þ depend on frequency [GHz]. For 15–70 GHz
frequency band, aðf Þ and bðf Þ can be approximated by [4,6,8,9]

aðf Þ ¼ 101:203 logðf Þ�2:290

bðf Þ ¼ 1:703� 0:493 logðf Þ
ð6:53Þ

In References [6,9,30], it was shown that for ground vehicle antenna elevation angles

y smaller than 90�, it is necessary to account for the variation in the rain in the

horizontal direction. This allows us to focus on the finite size of rain clouds, that is,

on the areas called the rain areas (or cells) (see Fig. 6.9). In the case of finite rain

sizes, the path length is reduced by using a reduction factor s. If so, the rain

attenuation is [6,15]

L ¼ gsrR ¼ aðf ÞRbðf ÞsrR ð6:54Þ

Also, rain varies in time over various scales: seasonal, annual, and diurnal. All of

these temporal variations are usually estimated by using (6.52) to predict the rain
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attenuation, L0:01, that must not exceed 0.01% of the time. In this case, the rainfall

rate, R0:01, must not exceed 0.01% of the time during an average year. Using special

corrections of this attenuation, in Reference [30] another approximate formula than

(6.54) was presented by Saunders

L ¼ aRb
0:01s0:01rR ð6:55Þ

where the following empirical expression for s0:01 was evaluated in References

[6,15,30]:

s0:01 ¼
1

1þ rR sin y

35 expð�0:01R0:01Þ

ð6:56Þ

Here, it was also shown that the empirical Expression (6.55) for attenuation can be

corrected by introducing special relevant time percentage P, which is changed over

the wide range from 0.001% to 1%, that is,

LP ¼ L0:01 � 0:12 � P�ð0:546þ0:043 logPÞ ð6:57Þ

As was shown and discussed in References [6,15,30], the reference rainfall rate

R0:01 is strongly dependent on the geographical location: from around 30 mm/h

in Northern Europe and countries at the same latitudes of USA, to 50 mm/h in

Southern Europe, around the Mediterranean zone, and up to 160 mm/h in the

equatorial zones.

FIGURE 6.9. A rain cell with respect to snow, ice, and storm phenomena.
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Now using the semiempirical approach proposed in References [6,11,15,30], we

can finally obtain the total path loss caused by rain as

Ltotal ¼ LFS þ L ð6:58Þ

where LFS is a path loss in free space (see Chapter 5):

LFS ¼ 32:44þ 20 LogðrcÞ þ 20 Logðf Þ ð6:59Þ

and rc is the whole radio path between the ground surface and the frozen layer

[km], where rain evolve into snow (see Fig. 6.9), and f is the frequency [MHz]. The

loss parameter due to rain can be found either using the statistical approach with

the formula (6.48) and (6.49) or using the empirical formulas (6.54)–(6.57).

Formula (6.58) defines the link budget between the ground and the melting layer

and can be calculated by adding the total rain attenuation L and the free space

attenuation LFS.

Empirical Models. There is another approach proposed by Crane [14] to estimate

the rain attenuation effects on radio propagation in the atmosphere for open radio

paths. The basic quantity, as before, is the rainfall rate R, the distribution of which

can be evaluated by using the model for the yearly percentage of time [3,14]

PðR > rÞ ¼ C0

87:6
½0:03b e�0:03r þ 0:2ð1� bÞðe�0:258r þ 1:86 e�1:63rÞ� ½%� ð6:60Þ

where

b ¼ Cm=C0 ð6:61Þ

C0 is the general yearly rain capacity, and Cm is the yearly rain capacity due to heavy

rains with R > 50mm=h. For typical European and the U.S. climatic conditions we

can predict R ¼ 1:7mm=h for time availability 99% and R ¼ 10:7mm=h for 99.9%

level.

The radius of the rain drops varies from 0.1 to 3.6 mm. For the range of

frequencies 5–30 GHz, the drops can be considered as rather small scatterers, and

the attenuation rate decreases generally with the wavelength. The distribution of the

drop scale in rain depends on the rainfall rate, type of cloud, wind velocity,

temperature, height, and many other factors. The size distribution of rain drops may

be modeled by Laws–Parsons, Marshall–Palmer, Best, Shifrin, or other distributions

[9–11]. The presented approach is based on the Marshall–Palmer distribution.

Specifically, in L/X-band frequency, the attenuation rate can be approximated by the

relation

gr � 0:175cðtÞR1:2=l2:5 ½dB=km� ð6:62Þ
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where l is the wavelength [cm], and cðtÞ is the temperature correction factor, which

is equal to 1 at 20�C. For t ¼ 0�C we have cð0Þ � 2, for t ¼ 10�C we have

cð10Þ � 1:3 (the latter value is used for estimations presented below), and for

t ¼ 30�Cwe have cð30Þ � 0:70. The strong effect of the temperature is related to the

temperature dependence of both real and imaginary parts of water permittivity.

Obviously, the coefficient 0.175 in (6.60) is closely related to the distribution used.

For other distributions, this coefficient may differ significantly up to 30% and even

more, but comparison with experimental studies for rain attenuation, for rather long

paths, shows that the value used in (6.60) may serve as a good approximation. At

frequencies near 15 GHz (l ¼ 2 cm), we have g ¼ 0:076 dB=km for R ¼ 1:7mm=h
and g ¼ 0:69 dB=km for R ¼ 10:7mm=h. At frequencies near 13 GHz (l ¼ 2:308 cm)

we have g ¼ 0:053 dB=km for R ¼ 1:7mm=h and g ¼ 0:48 dB=km for R ¼
10:7mm=h.

The field of rainfall rate is inhomogeneous in space and time. Rain observations

by weather radars show short intervals of higher rain rate imbedded in longer

periods of lighter rain. Also, such observations show small areas of higher rain rate

imbedded in larger regions of lighter rain [12–18]. The geometrical characteristics of

rain cells depend on the rain intensity and climate conditions, seasonal, annual and

diurnal, which are related to the coordinates of the region.

The cell diameter appears to have an exponential probability distribution of the

form [12–18]

PðDÞ ¼ expð�D=D0Þ ð6:63Þ

where D0 is the mean diameter of the cell and is a function of the peak rainfall rate

Rpeak. For Europe and the United States, the mean diameter D0 decreases slightly

with increasing Rpeak when Rpeak > 10mm=h. This relationship appears to obey the

power law

D0 ¼ aR�b
peak; Rpeak > 10mm=h ð6:64Þ

Values for the coefficient a ranging from 2 to 4, and the coefficient b from 0.08 to

0.25 have been reported. An example of the correlation between rainfall rate and the

typical cell scale is given in Table 6.1 following the results obtained in Reference

[30] according to the observations made in References [12–18].

The most difficult parameter in attenuation modeling is the spatial distribution of

rain. As the precipitations are characterized by variations in both the horizontal and

vertical directions, a correction factor is required in the modeling path lengths of rain

attenuation. Here we use a simple prediction method on the basis of the so-called

TABLE 6.1. Rain Rate R for Different Rain Cells

R, mm/h 100 50 25 20 10 5

Rain Area, km 3 4 6 7 10 20
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effective path length to take into account the non uniform profile of rain intensity

along a given path. The effective path length Lr is the length of a hypothetical path

obtained from radio data, dividing the total attenuation by the specific attenuation

exceeded for the same percentage of time. The transmission loss due to attenuation

by rain is then given by

Ar ¼ grLr ð6:65Þ

The effective path length Lr can be estimated, instead of (6.50)–(6.52), according to

the empirical model [10,11]

Lr ¼
Ls

1þ 0:0286 Lh R0:15
ð6:66Þ

where, neglecting the ray bending,

Lh ¼ d; Ls ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 þ h22

q
; h2 < hr ð6:67aÞ

Lh ¼ dhr=h2; Ls ¼ hr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ d2=h22

q
; h2 > hr ð6:67bÞ

d is the horizontal component of the distance between antennas, hr is the average

rain height (approximately 3 km for European weather conditions), and h2 is the

height of the air vehicle antenna. An example of the corresponding calculations of

rain attenuation (in dB) for the frequency 15 GHz and antenna height h2 ¼ 2 km are

presented in Table 6.2, and for the frequency 13 GHz and antenna height h2 ¼ 6 km

in Table 6.3.

TABLE 6.2. Effective Path Length Lr and the Rain Attenuation Fr for Time
Aviability of 99.0% and 99.9% for f¼ 156Hz and the Antenna Height h2 ¼ 2 km

Distance, km 50 100 150

Lr , km (99.0% level) 22.6 26.6 28.2

Lr , km (99.9% level) 18.5 21.1 22.1

Fr , dB (99.0% level) 1.7 2.0 2.1

Fr , dB (99.9% level) 12.8 14.6 15.3

TABLE 6.3. Effective Path Length Lr and the Rain Attenuation Fr for Time
Aviability of 99.0% and 99.9% for f¼ 136Hz and the Antenna Height h2 ¼ 6 km

Distance, km 100 200 300

Lr , km (99.0% level) 19.9 24.9 27.1

Lr , km (99.9% level) 16.8 20.1 21.8

Fr , dB (99.0% level) 1.3 1.6 1.8

Fr , dB (99.9% level) 8.5 9.8 10.6
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Semi-Empirical Models. The first presented model used in satellite communica-

tions is a semi empirical model called ‘‘Lin-Chen’’ that was proposed in [17] to

evaluate the extinction cross section (ECS) of raindrops by using the modified

raindrop model for mean radius of drops calculation ranging from 0.25 to

3.5 mm. This wide-range model (from 0.6 to 100 GHz) is based on the compilation

of experimentally obtained factors, numerical data, and on the volume integral

equation formulation (VIEF) to obtain the empirical formula for calculating the

ECS of raindrops. To derive the corresponding empirical formula that charac-

terizes the ECS of raindrops, Qt, it was assumed in [17] that it must be a function

of such parameters, such as the radio frequency, f, the mean drops’ radius, a0, the

complex dielectric permittivity, e�, and on the type of polarization of radio wave.

Based on the VIEF evaluation of Qt for raindrops with 14 different radii (from 0.25

to 3.5 mm) and wave polarizations, horizontal and vertical, the following criteria

are formulated [17]:

1) for f < fc, the ESC is increased as a bell-shape function;

2) for f > fc, the ESC is increased rapidly and then, reaching to the maximum

value, is increased slowly with an increase of radio frequency.

Here fc is the critical frequency obtained by the least-square curve fitting of 364 sets

on computed Qt, [m2], with empirical data available for 14 different radii of

raindrops using VIEF method (see details in [17]). A simple formula that satisfies

these two criteria is given by [17]

Qt¼10�6
A1

f

fc

� �2
þA2

2

f

fc

� �2
þ2:2 f

fc

� �
�1

h i2 ½1�Uðf�0:5f0Þ�þ½ðA3fþA4Þð1�e�A5ðf =f0ÞÞ�½Uðf�0:5f0Þ�

8
><
>:

9
>=
>;

ð6:68Þ

where A1;A2;A3;A4, and A5 are a function of type of polarization, the mean radius

a0 and the radio frequency f; Uð f � 0:5 f0Þ is a unit step function defined by

Uðf � 0:5 f0Þ ¼ 0 f < 0:5 f0
1 f > 0:5 f0

�
ð6:69Þ

f0 is a function of mean radius a0 determined by curve fitting a group of 14 data sets

expressed by

f0 ¼ 58:5866a�1:04493
0 ð6:70Þ

Here, units of f0 and a0 are in gigahertz and millimeters, respectively. The

empirical formula (6.68) was proposed for frequency ranges from 0.6 to 100 GHz.

As fc, the coefficients A1, A2, A3, A4, and, A5, were determined by a least-squares

curve fitting of 364 sets of Qt with data available for 14 different raindrops using
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the VIEF. These coefficients were expressed empirically in terms of raindrop

parameters such as a0, f, and polarization in the following manner. For the critical

frequency

fc ¼
f0

ð0:9076þ 0:209a0Þ
ðGHzÞ ð6:71Þ

The coefficients A1, A2, A3, A4, and A5 are given by [17]:

for horizontal polarization:

A1 ¼ 2:0þ 7:0� a0

A2 ¼ 0:6� 10�5 þ 3:245� 10�4 � ða0 � f Þ1:89

A3 ¼ 0:0087þ 0:0383� a1:6860 ð6:72aÞ
A4 ¼ �11:49þ 45:97� a0

A5 ¼ 0:43� a1:050

for vertical polarization:

A1 ¼ 2:0þ 5:5� a0

A2 ¼ 0:3� 10�5 þ 3:245� 10�4 � ða0 � f Þ1:31

A3 ¼ 0:0087þ 0:0236� a1:3240 ð6:72bÞ
A4 ¼ �8:79þ 32:27� a1:3240

A5 ¼ 0:46� a1:050

As above, the units of f and a0 in (6.71) and (6.72) are in gigahertz and millimeters,

respectively. Thus, (6.68) provides a frequency-dependent empirical formula for the

Qt for raindrops with the coefficients A1, A2, A3, A4, and A5, expressed in (6.72a) and

(6.72b) in terms of mean radius of raindrops and frequency.

Now, on the basis of the study of isotropic or anisotropic spherical wave

expansion, the specific rain attenuation A in dB/km can be expressed as [17]

A ¼ 4:343� 103
ð1

0

QtðaÞNðaÞda ð6:73Þ

where QtðaÞ is the ECS defined above and NðaÞda is the number of the density

of raindrops with equivalent radius a in the interval da. As was mentioned earlier,

analyzing the Saunder’s model [30], the raindrop size distribution function NðaÞ
may have a great difference in different regions. There are many raindrop size

distributions used in the calculation of possible specific attenuation values. As was

shown in Reference [17], the raindrop size distribution in most rain cases is
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described by a theoretical distribution having the negative exponential form

NðaÞ ¼ N0e
��a ½m�4�; � ¼ aR�b ½mm�1� ð6:74Þ

where N0, a, and b are constants and R is the rain rate in millimeters per hour. For

example, in the model described in Reference [18], N0 ¼ 1:6� 104 m�3 �mm�1,

a ¼ 8:2, b ¼ 0:21, and a is the raindrop radius in millimeters.

The specific rain attenuation of (6.73) can be obtained by substituting the

empirical formula of Qt and the negative exponential size distribution NðaÞ into

(6.73). Thus, an empirical formula for specific rain attenuation can be obtained by

numerical calculation as

A ¼ 4:343� 103
XK

k¼1

Qtðk�aÞNðk�aÞ�a ½dB=km� ð6:75Þ

where K is an integer number of amax=�a; amax and �a are the maximum mean

radius of a raindrop and the incremental radius respectively. It is clear that the

value of specific rain attenuation A in (6.75) depends on the choice of the

incremental radius �a and the maximum mean radius amax. According to

Reference [15], the smallest raindrop may be equivalent to those found in clouds,

and the largest raindrops will not exceed 4 mm in radius, as raindrops with radius

greater than 4 mm are unstable and break up. Therefore, we chose K to be 4 mm.

The maximum mean radius of 4 mm will be adopted for the calculation of specific

rain attenuation.

Finally, the knowledge of specific rain attenuation A allows us to calculate the

total path loss introduced in (6.58), the LOS component in (6.59), and the rain loss

excess L, as the product of the specific parameter A and the length of radio path

through the layer containing rain, that is, L ¼ ArR.

It is important to note that the International Telecommunication Union (ITU) has

proposed to use the Saunder’s model [30] as the most convenient rain attenuation

model for terrestrial systems and for space-to-land links [4,6,9] for the following

reasons:

– this model is a general model that does not depend on a particular place in the

world, making it suitable for all places around the globe;

– it is not frequency constrained, that is it is a general model suitable for all

communication frequencies used in land-satellite links, whereas most of the

models are frequency depended in the X/Ku-band;

– it has a good processing time and can be easily implemented.

Therefore, it is interesting to compare the Saunder’s model with the ‘‘Lin-Chen’’ and

the Crane’s semi-empirical statistical-empirical models.

To compare the ‘‘Lin-Chen’’ model with Saunder’s model, both described above,

take the root-mean-square (rms) value of a specific rain attenuation for the vertical
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and horizontal polarizations expressed by

ARMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2
H þ A2

V

2

r
½dB=km� ð6:76Þ

It is quite reasonable to take the rms values for comparisons of rain attenuation, as

some measurements are not stated by polarization factors. Here, we use the

empirical formula that was given for the calculations of the ECS and three different

drop size distributions:

(1) The first one is the Singapore raindrop size distribution model with the

following parameters [15,16]:

N0 ¼ 6256:64 bm�3 �mm�1c; a ¼ 5:44 b ¼ 0:197775 ð6:77aÞ

(2) The second one is the M–P raindrop size distribution model with the

following parameters [18]:

N0 ¼ 16000 bm�3 �mm�1c; a ¼ 8:2 b ¼ 0:21 ð6:77bÞ

(3) The third one is the J–T raindrop size distribution model with the following

parameters [17]:

N0 ¼ 2800 bm�3 �mm�1c; a ¼ 6 b ¼ 0:21 ð6:77cÞ

Next, we use the empirical Formula (6.75), obtained from the ‘‘Lin-Chen’’ model,

and apply it to the three raindrop sizes mentioned above. Figures 6.10a and 6.10b

show a comparison between the emprirical formula in (6.75) and the Saunder’s

model for a macrocell area ðrR � 10 kmÞ. Figures 6.11a and 6.11b are for microcell

areas ðrR � 2–3 kmÞ. From Figure 6.10a, it is clear that there is a better match

between the Saunder’s model and the ‘‘Lin-Chen’’ model for the J–T and M–P drop

size distributions rather than the ‘‘Singapore’’ raindrop size distribution at 12.5 GHz.

At 30 GHz, from Figure 6.10b, a good match between the Saunder’s and the ‘‘Lin-

Chen’’ models is demonstrated for the M–P drop size distribution, but not for the J–T

drop size distribution case. The same tendency is observed for microcell areas (see

Figs. 6.11a,b). However, there is a significant difference in the achieved rain

attenuation between the macro- and microcells, if we compare the Saunder’s and the

‘‘Lin-Chen’’ model for the M–P drop size distribution.

Equation (6.62) was used to compare the Saunder’s model to the Crane model,

where a knowledge of specific rain attenuation A, allows us to calculate the rain loss

excess L, as the product of the specific parameter A and the length of radio path

through the layer containing rain, that is, L ¼ ArR.

Comparisons of path loss caused by specific rain attenuation versus the rain

intensity, [in mm/h], obtained from Saunder’s model and the Crane model at
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FIGURE 6.10(a,b). Path loss versus rain intensity for a macrocell at 12.5 and 30 GHz.
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FIGURE 6.11(a,b). Path loss versus rain intensity for a microcell at 12.5 and 30 GHz.
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frequencies of 12.5 and 30 GHz are shown in Figures 6.12a and 6.12b for a

macrocell area ðrR � 10 kmÞ, and Figures 6.13a and 6.13b for microcell areas

ðrR � 2–3 kmÞ. From the comparisons shown in Figures 6.12a and 6.13a, it

follows that there is good matching between the Saunder’s and the Crane model

(with the average deviation of 2 dB for macrocell areas and the average devia-

tion of 5 dB for microcell areas) for all rain intensities at 12.5 GHz. The same

tendency appears in the results shown in Figures 6.12b and 6.13b, with an average

deviation of 4 dB for macrocell areas and an average deviation of 7 dB for

microcell areas for rain intensity in the range of 10–100 mm/h. On the other

hand, there is not a good match between the Saunder’s model and the Crane model,

from which we got the average deviation of 10 dB for macrocell areas and the

average deviation of 20 dB for microcell areas, for rain intensity in the range

of 100–150 mm/h. As the rain intensity increases this difference becomes even

more predominant.

There is a significant difference in rain attenuation between macro- and

microcells. The path loss caused by rain attenuation reaches 270 dB, at 30 GHz, for

micro cell areas versus the 200 dB attenuation that occurs in the macrocell areas. All

these results are very important for designers of land-satellite link performance,

because in the radio path through a microcell area containing intensive rain, there

is much more signal attenuation observed than in radio paths through macrocell

areas, where the areas of intensive rain cover only few percentages of the total

radio path.

6.2.2. Effects of Clouds and Fog

In the cloud models described below, a distinction between cloud cover and sky

cover must be explained. Sky cover is an observer’s view of the cover of the sky

dome, whereas cloud cover can be used to describe areas that are smaller or larger

than the floor space of the sky dome.

Cloud Models. There have been several proposed mathematical formulations

for the probability distribution of the sky cover. Each of them uses the variable x

ranging from zero (for clear conditions) to 1.0 (for overcast conditions). Each model

claims to have versatile statistical characteristics to simulate the U-shaped curves of

the sky cover.

The First Cloud Cover Model. The Beta distribution is an early cloud model [7,36]

whose density function is given by

f ðxÞ ¼ Gðaþ bÞ
GðaÞGðbÞ x

a�1ð1� xÞb�1
; 0 � x � 1; a; b > 0: ð6:78aÞ

In this formula pairs of values of the two parameters (a,b) are given in some 29

regional types that cover the world, for the four midseason months, for two times of

the day.
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FIGURE 6.12(a,b). Path loss versus rain intensity for a macrocell at 12.5 and 30 GHz.
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FIGURE 6.13(a,b). Path loss versus rain intensity for a microcell at 12.5 and 30 GHz.
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The Second Cloud Cover Model. Somerville and Bean [36] have proposed a

model called the S-distribution, which is the cumulative probability distribution

function FðxÞ of sky cover x estimated as

F̂ðxÞ ¼ 1� ð1� xaÞb; 0 � x � 1; a; b > 0: ð6:78bÞ

Pairs of values of the two parameters (a, b) have been determined to make the

distribution FðxÞ fit the data in the sky-cover summaries. These data have been

published for 23 stations around the world, for each of eight periods of the day in

each month of the year. The best pair of values for the sky cover were found to be in

January at noontime, being a ¼ 0:1468, b ¼ 0:1721.

The Third Cloud Cover Model. This model, which is also called the Model B, has

been described in References [7,36]. Like the previous models, it requires two

parameters for the description of the probability distribution of cloud cover. The

parameters in Model B have physical meaning. First parameter P0 is the median

cloud cover as given in climatic summaries; it is taken to be the single-point

probability of a cloud intercept when looking up from the ground. The second

parameter r, known as the scale distance, is the distance between two stations whose

correlation coefficient of cloud cover is 0.99.

Ceiling Cloud Model. It is one of the best models for ceiling height cumulative

distributions [36]

F̂ðhÞ ¼ 1� 1þ h

c

� �a� ��b

; a; b; c > 0 ð6:78cÞ

where h is the ceiling height and a, b, c are parameters, determined below. Bean [36]

sets the values for a, b, and c, which have been determined for eight periods of the

day in each month at 23 stations around the world to make the estimated

distributions, F̂ðhÞ, fit the data for 30 ceiling heights. The best pair of values for the

sky cover were found to be in January at noontime and equal a ¼ 1:1678,
b ¼ 0:1927 when c ¼ 0:305 km.

It follows from numerous observations that in clouds and fog the drops are

always smaller than 0.1 mm, and the theory for the small size scatterers is applicable

[7,20–24,36]. This gives

gc � 0:438cðtÞq=l2; ½dB=km� ð6:79Þ

where l is the wavelength measured in centimeters, and q is the water content

measured in gram per cubic meter. For the visibility of 600 m, 120 m, and 30 m the

water content in fog or cloud is 0:032 g=m3, 0:32 g=m3, and 2:3 g=m3, respectively.

The calculations show that the attenuation, in a moderately strong fog or cloud does

not exceed the attenuation due to rain with a rainfall rate of 6mm=h. Owing to the
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lack of data, a semi-heuristic approach is presented here. Specifically we assume that

the thickness of the cloud layer is wc ¼ 1 km, and the lower boundary of the layer is

located at the hc ¼ 2 km height. The water content of clouds has a yearly percentage

of [7]

Pðq > xÞ ¼ pc expð�0:56
ffiffiffi
x

p
� 4:8xÞ ½%� ð6:80Þ

where pc is the probability of cloudy weather (%). Neglecting the ray bending, we

have for the length of the path within the cloud layer

Lc ¼ 0; h2 � hc ð6:81aÞ

Lc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 þ h22

q
ð1� hc=h2Þ; hc < h2 < hc þ wc ð6:81bÞ

Lc ¼ wc=sin y; h2 � hc þ wc ð6:81cÞ

where

y ¼ arctanðh2=dÞ ð6:82Þ

Here h2 is the vehicle antenna height. Although the attenuation in clouds is less than

in rain, the percentage of clouds can be much more essential than that of the rain

events. Thus, the additional path loss due to clouds can be estimated as 2 dB and

5 dB, for 350 km path and h2 ¼ 6 km, and for the time availability of 95% and 99%,

respectively.

6.3. EFFECTS OF TROPOSPHERIC TURBULENCES
ON RADIO PROPAGATION

As a result of the turbulent flows caused by the turbulent structure (sometimes called

eddies) of the wind in the troposphere, the horizontal layers of equal refractive

indeces, mainly, in it become mixed, leading to rapid refractive index variations over

small distances. These are the small-scale variations that appear over short time

intervals, and yield rapid refractive index variations. Let us first consider the main

characteristics and parameters of atmospheric turbulence and then discuss briefly the

tropospheric scintillations mentioned above, as well as the effects of multiple

scattering due to the irregular structure of the troposphere.

6.3.1. Main Characteristics and Parameters
of Atmospheric Turbulence

Atmospheric turbulence is a chaotic phenomenon created by the random

temperature, wind magnitude variation, and direction variation in the propagation
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medium. This chaotic behavior results in index-of-refraction fluctuations. The

turbulence spectrum is divided into three regions by two scale sizes [42–45]

– the outer scale of turbulence, L0;

– the inner scale (or micro scale) of turbulence, l0.

These values vary according to atmospheric conditions, distance from the ground,

and other factors. The inner scale l0 is assumed to lie in the range of 1 mm to

30 mm. Near ground it is typically observed to be around 3 to 10 mm, but generally

increases to several centimeters with increasing altitude h. A vertical profile for

the inner scale is not known. The outer scale L0, near ground, is usually taken to

be roughly Kh, where K is a constant on the order of unity. Thus, L0 is usually

either equal to the height from the ground (when the turbulent cell is close to the

ground) or in the range of 10 m to 100 m or more. Vertical profile models for

the outer scale have been developed based on measurements, but different models

predict very different results. Let l be the size of turbulence eddies, k < 2p
l
is a

wave number, and l is a wavelength. Then one can divide turbulences at the

three regions

Input range L0 < l; k <
2p

L0

Inertial range l0 < l < L0;
2p

L0
< k <

2p

l0
ð6:83Þ

Dissipation range l < l0;
2p

l0
< k

These three regions induce strong, moderate, and weak spatial and temporal

variations, respectively, of signal amplitude and phase, called in the literature

scintillations (see paragraph below).

Now, as the troposphere is a random medium, these variations of the index-of-

refraction (or turbulences) are random by nature and can be described only (with

means of stochastic processes) by the Probability Density Function (PDF) and

Cumulative Distributed Function (CDF), defined in Chapters 1, or by the corresponding

spectral distribution functions.

The main goal of studying radio wave propagation through turbulent

atmosphere is the identification of a tractable PDF and CDF or the corresponding

spectra of the irradiance under all irradiance fluctuation conditions. Obtaining an

accurate mathematical model for PDF and CDF of the randomly fading irradiance

signal will enable the link planner to predict the reliability of a radio

communication system operating in such an environment. In addition, it is

beneficial if the free parameters of that PDF and CDF can be tied directly to

atmospheric parameters.

Energy Cascade Theory of the Turbulence. The Kolmogorov energy cascade

theory of turbulence is based on the division of three types of processes defined
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in (6.83) by two scale sizes, inner l0, and outer L0. As was mentioned above, the

value of L0 and l0 may vary widely.

In the input range of (6.83), the large-scale atmospheric characteristic such as

wind forms the turbulence eddies. Here, the thermal and kinetic energy of the

atmosphere is the input to the turbulent system. The process is, in general,

anisotropic and varies, depending on climatic conditions.

In the inertial range of (6.83), the eddies formed in the input range are unstable

and fragmented into smaller regions. These break up as well, continuing in this

manner and causing energy to be distributed from the small to large turbulence

wave numbers. There is very little energy loss in this process. Most cases of

microwave propagation are affected predominantly by this region of the wave

number spectrum [23–26].

As for the dissipation range of (6.83), here the energy in the turbulence, which

was transferred through the inertial sub range, is dissipated through viscous friction

by very small eddies. The Kolmogorov’s cascade theory is presented schematically

in Figure 6.14 according to References [44,46–48].

Turbulence Power Spectrum. Results from theoretical models of scintillation

depend strongly on the assumed model for the spatial power spectrum of refractive-

index fluctuations. If we ignore the outer-scale effects, which are usually not

important in scintillation studies, the commonly used spectral models are all

special cases of

�nðkÞ ¼ KðaÞC2
nk

�a�2f ðkl0Þ ð6:84Þ

where k is the magnitude of the spatial wave number, a is a power-law index, K is a

dimensionless factor, C2
n is the index-of-refraction structure parameter (will be

described below separately because of its importance in scintillation studies) and

FIGURE 6.14. Kolmogorov cascade theory of turbulence.
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l0 is the inner scale (the reader can find all detailed information about such

parameters in References [42–50]). The normalization factor K is set so that the

index-of-refraction structure function is C2
nr

a for r larger than l0. Kolmogorov

turbulence theory predicts that a is near 5=3, in which case K is �1=30. The
information mentioned above allows us to rewrite (6.84) in the following manner:

�nðkÞ ¼ 0:033C2
nk

�11=3f ðkl0Þ ð6:85Þ

f ðkl0Þ is a factor that describes inner-scale modifications of the basic power-law

form.

For example, the Kolmogorov spectrum in (6.85) is characterized by f ðkl0Þ ¼ 1,

whereas f ðkl0Þ ¼ exp½�ðkl0=5:92Þ2� in the case of the Tatarskii spectrum, the latter

is sometimes called the traditional spectrum [43,44]. However, neither of these

spectrum models can be used to describe the spectrum outside the inertial range.

They both show the correct behavior (in terms of fitting experimental results) only in

the inertial range. The Tatarskii spectrum has been shown to be inaccurate by as

much as 50% for predicting the irradiance variance for the strong-focusing regime in

optical propagation experiments and by as much as 40% for weak fluctuations. A

more accurate model for scintillation studies is provided by the Hill spectrum, or by

an analytic approximation that is given by themodified atmospheric spectrum. Let us

briefly discuss these models.

Kolmogorov Spectrum. For statistically homogeneous turbulences, the related

structure function exhibits the asymptotic behavior of the form [42–50]

DnðRÞ ¼
C2
nR

2=3; l0 < R < L0

C2
nl

�4=3
0 R2; R < l0

�
ð6:86Þ

where R is an eddy size.

On the basis of the above 2=3 power-law expression, it can be deduced, and the

associated power spectral density for refractive-index fluctuations can be described

by the following expression:

�nkðkÞ ¼ 0:033C2
nk

�11=3;
2p

L0
< k <

2p

l0
ð6:87Þ

This is the well-known Kolmogorov spectrum, which was calculated and shown in

normalized form, ��nkðkÞ ¼ �nkðkÞ=0:033C2
n , in Figure 6.15 for the inertial and

dissipation ranges.

Tatarskii Spectrum. The Kolmogorov’s spectrum is theoretically valid only in the

inertial subrange. The use of this spectrum is justified only within that subrange or

over all wave numbers if the outer scale is assumed to be infinite and the inner scale

negligibly small. Other spectrum models have been proposed for calculations when

inner-scale and/or outer-scale effects cannot be ignored. In order to extend the
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power-low spectrum (6.87) into the dissipation range (where k > 2p=l0), a trunca-

tion of the spectrum at high wave numbers is required. Tatarskii suggested doing that

by modulating the Kolmogorov spectrum model (6.87) by a Gaussian function,

which led to Tatarskii spectrum (or the traditional spectrum):

�nkðkÞ ¼ 0:033C2
nk

�11=3 expð�k2=k2mÞ; k >
2p

L0
ð6:88Þ

where km ¼ 5:92
l0
. This is used to express the composite spectrum, in the region other

than the input range. Figure 6.16 shows the Tatarskii model spectral behavior

calculated and presented in the same normalized form, as in Figure 6.15. It is clearly

seen from the graph how the power spectrum is ‘‘truncated’’ in high wave numbers

relative to the Kolmogorov spectrum, specifically above k ¼ 2p=l0. Below this value

the two spectrums are almost identical.

Von Kármán Spectrum. For mathematical convenience, we may assume that the

turbulence spectrum is statistically homogeneous and isotropic over all wave num-

bers. A spectral model that is often used in this case, one that combines the three

regions defined by (6.83), is the Von Kármán spectrum:

�nkðkÞ ¼ 0:033C2
n k2 þ 1

L20

� ��11=6

expð�k2=k2mÞ; 0 � k < 1 ð6:89Þ

where km ¼ 5:92
l0
. Note that even though the last equation describes the entire

spectrum, its value in the input range must be considered only approximate,

FIGURE 6.15. Kolmogorov normalized spectrum, shown for the inertial and dissipation

ranges; the green vertical line indicates k ¼ 2p=l0.
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because it is generally anisotropic and depends on how the energy is introduced

into the turbulence. This model, unlike the previous models, does not have a

singularity at k ¼ 0. Therefore, the Von Kármán spectrum is almost identical to the

Tatarskii spectrum except for a difference in small values of wave numbers. The

Von Kármán spectrum was calculated and shown in Figure 6.17. Figure 6.18

focuses on small wave numbers to emphasize the difference between the Tatarskii

and Von Kármán models in that region. It is clear that although the Tatarskii

spectrum ‘‘explodes’’ near the origin, the Von Kármán spectrum inclination is

suppressed in that region. For other regions, the two spectrums are almost

identical.

Modified Atmospheric Spectrum. The last models of turbulent spectra, defined

by (6.87)–(6.89), are commonly used in theoretical studies of radio wave pro-

pagation because they are relatively traceable models. Strictly speaking, however,

these spectrum models have the correct behavior only in the inertial range: that is,

the mathematical form that permits the use of these models outside the inertial

range is based on mathematical convenience, and not because of any physical

meaning. The Tatarskii spectrum has been shown to be inaccurate by as much as

50% for predicting the irradiance variance for the strong-focusing regime in

optical propagation experiments and by as much as 40% for weak fluctuations. Hill

(see details in References [46–48]) developed a numerical spectral model with a

high wave-number rise that accurately fits the experimental data. However, as it is

described in terms of a second-order differential equation that must be solved num-

erically, the Hill spectrum cannot be used in analytic developments. An analytic

FIGURE 6.16. Tatarskii normalized spectrum, shown with Kolmogorov spectrum for

inertial and dissipation range; the green vertical line indicates k ¼ 2p=l0.
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approximation to the Hill spectrum, that offers the same tractability as the Von

Kármán model (6.89), was developed by Andrews with colleagues [46–48]. This

approximation, commonly called the modified atmospheric spectrum (or just modified

spectrum), is given by References [45–48], and it is valid for wave numbers in the

FIGURE 6.18. Comparison between Von Karman and Tatarskii normalized spectra, shown

for the input range; the green vertical line indicates k ¼ 2p=l0.

FIGURE 6.17. Von Karman normalized spectrum, shown for all ranges; the green vertical

line indicates k ¼ 2p=l0.
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range of 0 � k < 1:

�nðkÞ ¼ 0:033C2
n ½1þ 1:802ðk=klÞ � 0:254ðk=klÞ7=6�

expð�k2=k2l Þ
ðk2 þ 1=L20Þ

11=6
ð6:90Þ

where kl ¼ 3:3=l0. Numerical comparisons of results based on the above equation

and the Hill spectrum reveal differences not larger than 6% but generally within

1–2% of each other. A comparison between the normalized modified atmospheric

spectrum and the Von Kármán spectrum, ��nkðkÞ ¼ �nkðkÞ=0:033C2
n , can be seen

in Figure 6.19. The whole modified spectrum, on a log–log scale, is shown in

Figure 6.20 extracted from References [46–48]. The modified model, which is based

on Hill’s numerical spectral model, provides good agreement with experimental

results.

The Refractive Index Structure Parameter. As was mentioned above, any turbu-

lence in the atmosphere can be characterized by three parameters: the inner scale l0,

the outer scale L0, and the structure parameter of refractive index fluctuation C2
n . The

refractive-index structure parameter, as the measure of the ‘‘strength’’ or ‘‘power’’

of the turbulent structure, is considered the most critical parameter along the propa-

gation path in characterizing the effects of atmospheric turbulence. It was defined

above as a refractive-index structure parameter C2
n (in radio propagation it is also

denoted by C2
e , accounting relationship between the refractive index n and permit-

tivity e.) Values of C2
n near the ground, in warm climates, generally vary between

10�14 m�2=3 and 10�12m�2=3. Various near-ground experiments carried out over

FIGURE 6.19. Comparison between the modified and Von Karman normalized spectra; the

green vertical line indicates k ¼ 2p=l0.
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different daytime hours during winter time showed that with increase of altitude h,

the structure parameter C2
n decreases to an altitude of 3 to 5 km. It then increases to

some maximum near 10 km, after which it rapidly decreases with increasing alti-

tude. Usually, to obtain relationships between the structure parameter C2
n and the

atmospheric refractive index fluctuations dn, we assume stationary, homogeneity,

and isotropism of atmospheric refractive index fluctuations. However, as was men-

tioned in previous sections, the refractive index n is a complicated function of var-

ious meteorological parameters. For example, for above sea atmosphere, the value of

refractive index n can be presented as [42]

n � 1þ 77p

T
1þ 7:53 � 103

l2
� 7733

q

T

 �
ð6:91Þ

where, p is the air pressure, [mb]; T is the temperature [K]; q is a specific humidity,

[g=m g=m3
]; l is a wavelength [m]. A simple approximation of the relationship

between the refractive index fluctuations and the structure parameter C2
n is given

by [44]

C2
n �

hðdnÞ2i
x2=3

ð6:92Þ

where x represents the distance between antennas, the transmitter, and the

receiver. If so, the structure parameter C2
n also varies according to the variations of

FIGURE 6.20. The modified normalized spectrum, shown for all ranges at the logarithmic f

scale; the green vertical line indicates k ¼ 2p=l0.
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meteoro-logical parameters. So, for marine atmosphere [44]

C2
n � 79 � 10�6 p

T2

� �2
ðC2

T þ 0:113CTq þ 0:003C2
qÞ ð6:93Þ

where C2
T and C2

q are the air temperature and water vapor structure coefficients,

respectively; CTq is the combined temperature–water vapor structure coefficient or

covariance. The C2
T term in (6.93), which is the mean-square statistical average of

the difference in temperature�T between two points along the radio path separated

by a distance x, is given by

C2
T ¼ hð�TÞ2ix2=3 ð6:94Þ

The structure parameter can thus be written as [42,44]:

C2
n ¼ 79� 10�6 p

T2

� �2
C2
T ð6:95Þ

In daytime and near the ground surface (at the height of several meters) the value of

C2
n can range from 10�16 m�2=3 to 10�12 m�2=3 with changes of magnitude in only

one minute.

At the same time, the upper altitude profile of C2
n (for h > 5 km) appears to be

more constant in time. There are several modes that describe the height profile of C2
n

in the upper troposphere. Wewill present here the Hufnagle model [31], according to

which the altitude profile of C2
n is

C2
nðhÞ ¼ 2:7 � 10�16 exp � h

1500

� �
þ 3w2 z

10000

� �10
exp � h

1000

� � �
ð6:96Þ

where the height h is in meters, and w ¼ 1
15

Ð h2¼20 km

h1¼5 km
v2ðzÞdz is the root mean square

of the horizontal wind vðzÞ.

6.3.2. Tropospheric Scintillations

Waves traveling through tropospheric layers with rapid variations of index therefore,

vary fastly and randomly in amplitude and phase. This effect is called dry

tropospheric scintillation. Rain is another source of tropospheric scintillations,

which are called wet; it leads to a wet component of scintillation, which tends to be

slower than the dry effects. The scintillation is not an absorptive effect and leads to

signal amplitude and phase fluctuations, that is, to the essentially unchanged mean

level of the radio signal passing through the troposphere. The phase and amplitude

fluctuations occur both in the space and time domains. Moreover, this phenomenon

is strongly frequency-dependent: the shorter wavelengths lead to more severe

fluctuations of signal amplitude and phase resulting from a given scale size. The

scale size can be determined by experimentally monitoring the scintillation of a
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signal on two nearby paths and by examining the cross correlation between the

scintillation on those paths. If the effects are closely correlated, then the scale size is

large compared with the path spacing [45].

Additional investigations have shown that the distribution of the signal

fluctuations (in decibels) is approximately a Gaussian distribution, whose standard

deviation is the intensity [42–45].

Scintillation Index. A wave propagating through a random medium such as the

atmosphere will experience irradiance fluctuations, called scintillation, even over

relatively short propagation paths. Scintillation is defined as [42–45]

s2I ¼
hI2i � hIi2

hIi2
¼ hI2i

hIi2
� 1 ð6:97Þ

This is caused almost exclusively by small temperature variations in the random

medium, resulting in index-of-refraction fluctuations (i.e., turbulent structures). In

(6.97) the quantity I denotes irradiance or intensity of the radio wave and the angle

brackets denote an ensemble average or equivalently, a long-time average. In weak

fluctuation regimes, defined as those regimes for which the scintillation index is less

than unity [42–45], derived expressions for the scintillation index show that it is

proportional to the Rytov variance:

s21 ¼ 1:23C2
nk

7=6x11=6 ð6:98Þ

Here, as above, C2
n is the index-of-refraction structure parameter, k is the radio wave

number, and x is the propagation path length between transmitter and receiver.

The Rytov variance represents the scintillation index of an unbounded plane wave

in the case of its weak fluctuations but is otherwise considered a measure of the

turbulence strength when extended to strong-fluctuation regimes by increasing

either C2
n or the path length x or both. It is shown in References [42–45] that the

scintillation index increases with the increasing values of the Rytov variance until

it reaches a maximum value greater than unity in the regime characterized by

random focusing, because the focusing caused by large-scale inhomogeneities

achieves its strongest effect. With increasing path length or inhomogeneity strength,

multiple scattering weakens the focusing effect, and the fluctuations slowly begin

to decrease saturating at a level for which the scintillation index approaches unity

from above. Qualitatively, saturation occurs because multiple scattering causes the

wave to become increasingly less coherent in the process of wave propagation

through random media.

Signal Intensity Scintillations in the Turbulent Atmosphere. Early investiga-

tions concerning the propagation of unbounded plane waves and spherical waves

through random media obtained results limited by weak fluctuations [45]. To

explain weak-fluctuation theory, three new parameters must be introduced instead
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of the inner and outer scales of turbulences described earlier. They are (a) the

coherence scale, l1 
 lco � 1=r0, which describes the effect of coherence between

two neighboring points (see Fig. 6.21); (b) the first Fresnel zone scale,

l2 
 lF �
ffiffiffiffiffiffiffi
x=k

p
, as was mentioned in Chapter 5, which describes the clearance

of the propagation link (see Fig. 6.6a); (c) the scattering disk scale, l3 � x=r0k,
which models the turbulent structure (see Fig. 6.22).

On the basis of such definitions, Tatarskii [44] predicted that the correlation

length of the irradiance fluctuations is on the order of the first Fresnel zone

lF �
ffiffiffiffiffiffiffiffi
L=k

p
(see Fig. 6.6(a)) . However, measurements of the irradiance covariance

function under strong fluctuation conditions showed that the correlation length

decreases with increasing values of the Rytov variance s21 and that a large residual

correlation tail emerges at large separation distances. That is, in the strong-

fluctuation regime, the spatial coherence radius r0 of the wave determines the

1C

Detector

2C

Turbulent structure

1r

2r

Model of disk

col

→

→

FIGURE 6.21. The coherency between two neighboring points, described by close-to-unit

correlation coefficient, i.e., 0 � rðr1, r2Þ � 1.

Real turbulence

Model of disk

FIGURE 6.22. The area of scattering modeled by a disk.
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correlation length of irradiance fluctuations, and the scattering disk characterizes the

width of the residual tail: x=r0k. In References [46–48], the theory developed in

References [43,44] was modified for strong fluctuations and showed why the

smallest scales of irradiance fluctuations persist into the saturation regime. The basic

qualitative arguments presented in these works are still valid. Kolmogorov theory

assumes that turbulent eddies range in size from a macroscale to a microscale,

forming a continuum of decreasing eddy sizes.

The largest eddy-cell size, smaller than that at which turbulent energy is injected

into a region, defines an effective outer scale of turbulence L0, which near the ground

is roughly comparable with the height of the observation point above ground. An

effective inner scale of turbulence l0 is associated with the smallest cell size before

energy is dissipated into heat.

We will briefly present modifications of the Rytov method obtained in References

[46–48] to develop a relatively simple model for irradiance fluctuations, that is,

applicable in moderate-to-strong fluctuation regimes. In References [46–48], the

following basic observations and assumptions have been stated:

– atmospheric turbulence affects a propagating wave as statistically inhomoge-

neous structure;

– the received irradiance of a wave can be modeled as a modulation process in

which small-scale (diffractive) fluctuations are multiplicatively modulated by

large scale (refractive) fluctuations;

– small-scale processes and large-scale processes are statistically independent;

– the Rytov method for signal intensity scintillation is valid even into the

saturation regime with the introduction of a spatial frequency filter to account

properly for the loss of spatial coherence of the wave in strong-fluctuation

regimes;

– the geometrical-optics method can be applied to large-scale irradiance

fluctuations.

These observations and assumptions are based on recognizing that the distribu-

tion of refractive power among the turbulent eddy cells of a random medium is

described by an inverse power of the physical size of the cell. Thus, the large

turbulent cells act as refractive lenses with focal lengths typically on the order of

hundreds of meters or more, creating the so-called focusing effect or refractive

scattering (Fig. 6.23a). This kind of scattering is defined by the coherent

component of the total signal passing the troposphere. The smallest cells have the

weakest refractive power and the largest cells the strongest. As a coherent wave

begins to propagate into a random atmosphere, the wave is scattered by the

smallest of the turbulent cells (on the order of millimeters) creating the so-called

defocusing effect or diffractive scattering (see Fig. 6.23b). This kind of scattering

is defined by the incoherent component of the total signal. Thus, they act as

defocusing lenses, decreasing the amplitude of the wave by a significant amount,

even for short propagation distances. The diffractive scattering spreads the wave as
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it propagates. Refractive and diffractive scattering processes are compound

mechanisms, and the total scattering process acts like a modulation of small-scale

fluctuations by large-scale fluctuations. Schematically, such a situation is sketched

in Figure 6.24 containing both components of the total field.

Small-scale contributions to scintillation are associated with turbulent cells

smaller than the Fresnel zone
ffiffiffiffiffiffiffi
x=k

p
or the coherence radius r0, whichever is smaller.

Large-scale fluctuations in the irradiance are generated by turbulent cells larger than

that of the first Fresnel zone or the scattering disk x=kr0, whichever is larger, and
can be described by the method of geometrical optics. Under strong-fluctuation

conditions, spatial cells having size between those of the coherence radius and the

scattering disk contribute little to scintillation. Hence, because of the loss of spatial

coherence, only the very largest cells near the transmitter have focusing effect on the

illumination of small diffractive cells near the receiver. Eventually, even these large

cells cannot focus or defocus. When this loss of coherence happens, the illumination

of the small cells is (statistically) evenly distributed and the fluctuations of the

Refraction

Disk

Detector

Incident ray

FIGURE 6.23(a). The focusing effect.

Real turbulence

Incident ray
Scattered rays

Model of disk

FIGURE 6.23(b). The defocusing effect.
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propagating wave are due to random interference of a large number of diffraction

scattering of the small eddy cells.

Zero-inner-scale Model for Plane Wave. For the case of l0 ! 0, L0 ! 1, and

C2
n ¼ const, the plane-wave coherence radius is r0 ¼ ð1:46C2

nk
2xÞ�3=5

, in both

weak and strong fluctuation regimes, whereas the Fresnel zone
ffiffiffiffiffiffiffi
x=k

p
defines the

correlation length in only weak irradiance fluctuations. Cell sizes smaller than the

Fresnel zone cause diffractive distortions of the wave, whereas those larger than

the Fresnel zone cause refractive distortions such as focus and tilt. At the onset of

strong fluctuations, the coherence radius approaches the size of the Fresnel zone, and

all three cell sizes are roughly equal (i.e., l1 � l2 � l3). This happens in the vicinity

of the focusing regime. For conditions of stronger fluctuations, the correlation length

is defined by the spatial coherence radius r0, which is now smaller than the Fresnel

zone, and the scattering disk L=kr0 is larger (i.e. l1 < l2 < l3). Let us consider the

scintillation index of a plane radio wave that has propagated a distance x through

unbounded turbulent atmosphere.

(A) Weak fluctuations. Under the weak-fluctuation theory and the Rytov method,

the scintillation index can be expressed in the form:

s2I ¼ expðs2ln IÞ � 1 ffi s2ln I ; s21 � 1 ð6:99Þ

where s2ln I is the log-irradiance variance defined under the Rytov approximation by

s2lnI¼8p2k2
ðL

0

ð1

0

k�nðkÞ½1�cos k2
z

k

� �
�dkdz¼ 1:06s21

ð1

0

ð1

0

Z�11=6ð1�cosZxÞdZdx

ð6:100Þ

Coherent part

Incoherent part

Incident ray

FIGURE 6.24. The total field pattern consisting of the coherent part (Ico) and incoherent part

(Iinc).
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In the last step, we have assumed a conventional Kolmogorov spectrum and

introduced the nondimensional quantities: Z ¼ xk2

k
and x ¼ z

x
. Performing the

integration above, we obtain the result:

s2I ffi s21 ¼ 0:847ðxÞ5=6; s21 � 1

x=kr20 ¼ 1:22ðs21Þ
6=5

ð6:101Þ

(B) Moderate fluctuations. At the other extreme, the asymptotic behavior of the

scintillation index in the saturation regime is described by

s2I ffi 1þ 0:86

s
4=5
1

¼ 1þ 0:919
kr20
x

� �1=3

; s21 � 1 ð6:102Þ

The resulting log-irradiance scintillation is

s2ln I ¼ 8p2k2
ðL

0

ð1

0

k�nðkÞGxðkÞ½1� cos k2
z

k

� �
�dk dz

ffi 1:06 s21
L

k

� �7=6ð1

0

x2
ð1

0

k4=3 exp � k2

k2x

� �
dZ dx ffi 0:15s21Z

7=6
x

ð6:103Þ

where Zx ¼ xk2x=k.
(C) Strong fluctuations. In the case of strong turbulence regime, the scintillation

index for a plane wave in the absence of inner scale is given by

s2I ¼ exp
0:54s21

ð1þ 1:22s
12=5
1 Þ7=6

þ 0:509s21

ð1þ 0:69s
12=5
1 Þ5=6

" #
� 1; 0 � s21 < 1

ð6:104Þ
An example of signal intensity scintillation index computation according to (6.104)

from 1 GHz to 50 GHz versus the refractive-index structure parameter varied from

10�13 to 10�11, for the distance x ¼ 10 km and the inner scale l0 ¼ 0mm, is shown

in Figure 6.25. It is clearly seen that the scintillation index for any C2
n ¼ const:

(denoted, e.g., for C2
n ¼ 10�12 by the vertical line) becomes twice as strong as the

frequency increases from 20 GHz to 50 GHz. This result is very important for

predicting the fast fading of the signal within land–aircraft and land–satellite radio

communication links passing through the turbulent troposphere and operating at

frequencies in the L/X-band (i.e., more than 1 GHz).

Nonzero-inner-scale Model for Plane Wave. When inner-scale effects become

important ( l0 6¼ 0), the atmospheric power spectrum is more strictly described by

a modified spectrum with high wave-number rise, that is, the traditional Tatarskii

spectrum [44].
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Under weak irradiance fluctuations in the case of an unbounded plane wave, the

scintillation index based on the modified spectrum is described for s21 < 1 by

s2I ðxÞ ffi 3:86s21 ð1þ Q�2
l Þ11=12 sin

11

6
tan�1 Ql

� �
þ

�
1:507

ð1þ Q2
l Þ

1=4
sin

3

4
tan�1 Ql

� �

� 0:273

ð1þ Q2
l Þ

7=24
� sin

5

4
tan�1 Ql

� �#
� 3:5Q

�5=6
l

)
ð6:105Þ

Here, Ql ¼ 10:89x=kl20 is a nondimensional inner-scale parameter. Asymptotic

expressions for the scintillation index in the saturation regime, which are based on

the modified atmospheric spectrum, are

s2I ffi 1þ 2:39

ðs21IQ
7=6
l Þ1=6

; s21Q
7=6
l � 100 ð6:106Þ

Under general conditions, the size of the inner scale l0 relative to the Fresnel zoneffiffiffiffiffiffiffi
x=k

p
is an important consideration. For example, in weak irradiance fluctuations

associated with short propagation paths, the inner scale may be of similar size or

larger than the width of the Fresnel zone; hence, there will be little contribution to

scintillation from eddy cells smaller than the inner scale. On the contrary, over

longer propagation path lengths, the inner scale can be much smaller than

the Fresnel zone. In this latter situation, size of the cells is the same as the inner scale
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FIGURE 6.25. Index of signal intensity scintillations versus the intensity of refractive index

scintillations for different frequencies from 1 GHz to 50 GHz.

226 EFFECTS OF THE TROPOSPHERE ON RADIO PROPAGATION



and smaller size contributes mostly to small-scale scintillation. Large-scale

scintillation is dominated by cells with size larger than x=kl0.
Eventually, the coherence radius becomes smaller than the inner scale, and

small-scale scintillation depends less and less on cell size of about the same as

the inner scale in the saturation regime. Large-scale scintillation, which conti-

nues to depend on the inner scale, begins to diminish in the saturation regime, as

only those cells larger than the scattering disk are strong enough to still cause

focusing effects. The scintillation index for a plane wave in the presence of finite

inner-scale is

s2I ¼ exp s2ln xðl0Þ þ
0:509s21

1þ 0:69s
12=5
1

� �5=6

2
64

3
75� 1 ð6:107Þ

where x=kr20 ¼ 1:02s21Q
1=6
l is in the presence of the inner scale. Results of the

scintillation index according to (6.107), versus the refractive-index parameter C2
n

are shown in Figure 6.26a,b for f ¼ 10 and 20 GHz, respectively. The results are

f  = 10 GHz
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FIGURE 6.26(a). Index of signal intensity scintillations versus the intensity of refractive

index scintillations for frequency of 10 GHz and for different inner scales of turbulences

ranging from 1 mm to 7 mm.
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for x ¼ 10 km and for the inner scale l0 changed from 1 mm to 7 mm. It is seen

that for C2
n ¼ const: (denoted, e.g., as C2

n ¼ 10�12 by the vertical dotted line), the

scintillation index does not vary significantly with an increase of the inner scale of

the initial turbulence, becoming in any way smaller than the values for the case

of zero-order inner-scale model, described by (6.104). These results are summarized

in Tables 6.4 and 6.5 for inner scale l0 ¼ 0mm and 1 mm and for frequencies of

25 GHz and 50 GHz, respectively.

6.3.3. Effects of Troposheric Turbulences on Signal Fading

The fast fading of the signal at open paths is caused mainly by multipath propagation

and turbulent fluctuations of the refractive index. Some very interesting ideas were

proposed by Samelsohn [49,50], which are presented briefly below. As it is known,

f =20 GHz 
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FIGURE 6.26(b). The same as in Fig. 6.22(a), but for frequency of 20 GHz.

TABLE 6.4. Scintillation Index for Radiation Frequency of 25 GHz

C2
n

�0.0028 �0.014 �0.027 �0.134 0 mm inner-scale

�0.0027 �0.013 �0.024 �0.091 1 mm inner-scale
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the fluctuations of the signal intensity due to turbulence are distributed lognormally.

For the Kolmogorov model, the normalized standard deviation of this distribution

can be presented in terms of C2
e instead of Rytov’s formula (6.92) presented in terms

of C2
n:

s2 ¼ 0:12C2
e k

7=6d11=6 ð6:108Þ

where k ¼ 2p=l is the wave number, and C2
e is the structure constant of the

turbulence averaged over the path. In the atmosphere, the structure constant C2
e may

vary within at least four orders of magnitude, from 10�15 m�2=3 to 10�10 m�2=3. As

the path-averaged statistics of these variations is unknown, the margin related to this

kind of fading may be estimated only heuristically. The normalized temporal

correlation function was obtained in [49,50]

KðtÞ ¼ 1

sinðp=12Þ ð1þ a4=4Þ11=12 sin p

12
þ 11

6
arctan

a2

2
Þ � 11

6

affiffiffi
2

p
� �5=3

 #"

ð6:109Þ

where a ¼ t=t0, t0 ¼
ffiffiffiffiffiffi
d=k

p
v

, and v is the projection of the vehicle velocity to the

plane that is perpendicular to the path. The correlation time tc defined as

KðtcÞ ¼ 0:5, can be estimated as tc � 0:62t0. The spectrum of the intensity

fluctuations is [49,50]

SðoÞ ¼ b2wðoÞ=o ð6:110Þ

is calculated by using the definition of the normalized spectral density

wðoÞ ¼ 4o

ð1

0

dt cosðotÞKðtÞ ð6:111Þ

which at high frequencies is given by

wðOÞ ¼ 12:0O�5=3; O� 5 ð6:112Þ

and at low frequencies can be approximated as

wðOÞ ¼ 3:47O expb�0:44OjðOÞc; O � 5 ð6:113aÞ

TABLE 6.5. Scintillation Index for Radiated Frequency of 50 GHz

C2
n

�0.0093 �0.046 �0.092 �0.404 0 mm inner-scale

�0.0088 �0.038 �0.068 �0.241 1 mm inner-scale

EFFECTS OF TROPOSPHERIC TURBULENCES ON RADIO PROPAGATION 229



where

jðOÞ ¼ 1:47� 0:054O ð6:113bÞ

and O ¼ t0o is the dimensionless frequency. The normalized density wðOÞ has the
maximal value of about 2.30 at Om � 1:60, and therefore om � 1:60=t0 [49,50].

The typical values for both t0 and om are shown in Table 6.6 for the frequency

15 GHz and vehicle velocity n ¼ 50 m=s, and in Table 6.7 for the frequency 13 GHz
and vehicle velocity n ¼ 350m=s, calculated according to the above formulas. The

phase fluctuations have normal distribution with dispersion

s2
s ¼ 0:075C2

e k
2ds

�5=3
0 ð6:114Þ

where s0 � 2p=L0, and L0 is the outer scale of the turbulent spectrum depending on

the height which equals approximately to 10–100 m. Estimations according to

References [49,50] showed that the phase fluctuations caused by turbulence are negli-

gible under typical atmospheric conditions and even for extremely strong turbulence.

6.3.4. Radio Propagation Caused by Tropospheric Scattering

For radio paths through the troposphere, the dominant propagation mechanism is the

scattering from atmospheric turbulent inhomogeneities and discontinuities in the

refractive index of the atmosphere. For troposcattering propagation, the received

signals are generally 50 to 100 dB below free space values and are characterized

by short-term fluctuations superimposed on long-term variations. The statistical

distributions are Rayleigh for the short-term variations and are lognormal for the

long-term variations [51–53]. The average signal intensity of the scattered signal at

the receiving antenna is given by [49,50]

Is ¼
p

2
k4�eðK0; 0ÞVe=r

2
i r

2
s ð6:115Þ

TABLE 6.6. Characteristic Time and Frequency
versus the Radio Path for f¼ 15 GHz and v¼ 50m/s

Distance, km 50 100 150

t0, s 0.25 0.36 0.44

om, Hz 6.4 4.4 3.6

TABLE 6.7. Characteristic Time and Frequency
versus the Radio Path for f¼ 13GHz and v¼ 350m/s

Distance, km 100 200 300

t0, s 0.055 0.077 0.095

om, Hz 29.1 20.8 16.8
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where k ¼ 2p=l is the wave number; ri is the distance from the transmitting antenna

to the scattering volume; rs is the distance from the scattering volume to the

receiving antenna; Ve is the effective volume of scattering;�eðK0; 0Þ is the spectrum
of locally homogeneous turbulent permittivity fluctuations at the center of the

turbulent zone; �eðK;RÞ is the spectrum of locally homogeneous turbulent

permittivity fluctuations at the distance R from its center. The permittivity

fluctuations are characterized by the correlation function

BeðP;RÞ ¼ heeðR1ÞeeðR2Þi ð6:116Þ

where

P ¼ R1 � R2; R ¼ 1

2
ðR1 þ R2Þ ð6:117Þ

and the angular brackets determine mean ensemble averaging. The spectrum

�eðK;RÞ is given by the Fourier transform as

�eðK;RÞ ¼ ð2pÞ�3

ð
dP expð�iK � PÞBeðP;RÞ ð6:118Þ

The expression for the effective scattering volume has the form [44,49,50]

Ve ¼
ð
dRF ni; nsð Þ�eðK;RÞ=�eðK0; 0Þ ð6:119Þ

where

Fðni; nsÞ ¼ jfiðniÞfsðnsÞj2 ð6:120Þ

fiðniÞ and fsðnsÞ are the radiation patterns of the transmitting and receiving

antennas, respectively. In (6.115) and (6.119), the spatial frequency vector K0 is

defined as

K0 ¼ kðni0 � ns0Þ ð6:121Þ

where the unit vectors ni0 ¼ ri0=ri0 and ns0 ¼ rs0=rs0 are related to the lines

connecting the transmitting and receiving antennas with the center of the scattering

volume.

By using (6.115) for the intensity of the scattered wave, we can calculate the

power received by the antenna as

P2 ¼ F2
sG2P1 ð6:122Þ
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where the scattering loss, denoted by F2
s , is given by References [44,49,50]

F2
s ¼ p2

2
k2�eðK0; 0ÞVe=r

2
i r

2
s ð6:123Þ

There are two unknowns in (6.123). First is the spectrum �eðK0; 0Þ, which is

proportional to the structure parameter of the turbulence and is characterized by

a significant variability (see previous section). The anisotropic structure of the

permittivity fluctuations can also cause rather strong variations of the received

power. Second, the effective scattering volume depends essentially on the radiation

patterns of both antennas. Moreover, for antennas with relatively small gain, such as

those located at the air vehicle, Equation (6.119) for the effective scattering volume

is no longer valid and must be corrected.

What is very important is the frequency selectivity of the channels formed by the

tropospheric scattering from turbulences. As is known [30,40], for highly directive

antennas, the coherence bandwidth is of the order of several megahertz. For antennas

with poor directivity, the coherence bandwidth decreases significantly and may be

smaller than several hundreds kilohertz. Therefore, to complete the evaluation of

the link budget and frequency selectivity for the tropospheric radio paths, realistic

models of the atmospheric turbulence, including anisotropic layered structures, as

well as the real radiation patterns of the antennas must be taken into account.

6.4. LINK BUDGET DESIGN FOR TROPOSPHERIC
COMMUNICATION LINKS

Let us summarize the above by introducing some examples of link budget

calculations in decibel for the communication link between the ground-based

antenna, defined by its gain G1, and the vehicle (helicopter, aircraft, or satellite)

antenna, defined by its gain G2. We do not present these parameters because they are

different for different types of antennas and can be easily computed using special

formulas. In the examples presented in Tables 6.8 and 6.9, we considered different

TABLE 6.8. f ¼ 15GHz, d ¼ 150 km, h2 ¼ 2 km

Time availability, % 95 99

Basic transmission loss, dB 159 159

Tx antenna gain, dB G1 G1

Rx antenna gain, dB G2 G2

Molecular absorption, dB 1 2

Rain attenuation, dB 0 2

Clouds and fog, dB 0 0

Fast fading (turbulence), dB 1 2

Fast fading (multipath), dB 3 5

Diffuse scattering, dB 2 4

Total, dB 166� G1 � G2 174� G1 � G2
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conditions of radio propagation by introducing the time availability, which varied

from 95% to 99%, assuming that the existence of fast fading described by Rayleigh

statistics are from 1% to 5%. In these tables we summarize all effects of hydrometeors,

as well as fast fading caused by atmospheric turbulences and multipath phenomena

caused by diffuse scattering.
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CHAPTER SEVEN

Ionospheric Radio Propagation

The effects of the ionosphere on radio propagation are very important in radio

communication between terrestrial antennas and air vehicles (stationary or

moving) or satellites. Ionospheric radio propagation is also important in the

inhomogeneous ionosphere that plays an important role in satellite-to-satellite

communications. The problem of wave propagation and scattering in the

ionosphere have become increasingly important in recent years: the ionosphere,

atmosphere, and the Earth’s background environment all play a significant role in

determining the service level and quality of the land-satellite or satellite–satellite

communication channel.

In recent decades, the increasing demand is observed on mobile-satellite

networks designed to provide global radio coverage using constellations of low

and medium Earth orbit satellites, which are now in operation. Such systems form

regions, called mega cells (see definitions in References [1–3]), consisting of a

group of co-channel cells, and clusters of spot beams from each satellite, which

move rapidly across the Earth’s surface. Signals are typically received by a

moving or stationary vehicle at very high elevation angles. Only the local

environmental features, ionospheric, atmospheric and terrestrial, which are very

close to the concrete radio path, contribute significantly to the propagation

process. Therefore, performance of predicting models of fading phenomena, slow

and fast, for ionospheric communication links has the same importance as for

terrestrial links (described in Chapter 5) and tropospheric links (described in

Chapter 6). This is because the same propagation effects, such as multiray

reflection, diffraction, and scattering of radio waves, occur in three types of over-

the-Earth communication links, land, atmospheric, and ionospheric. However, as
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and Ionospheric, by Nathan Blaunstein and Christos Christodoulou
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in ionospheric links the slow fading tends to occur on similar distance scales as a

fast one, they cannot therefore be easily separated, as was done for the land

communication links described in Chapter 5. Unlike land communication

channels, the predictions of ionospheric communication channels tend to be

highly statistical in nature, because coverage across very wide areas must be

included in consideration, while still accounting for the large variations due to the

local environmental features. The reader can find more detailed information in

References [1–3].

In Section 7.1, we briefly present information about the ionosphere as a

continuous medium consisting of plasma and describe the common effects of

ionospheric plasma on radio propagation, following the description of ionospheric

effects in References [1–12]. Then, in Section 7.2, we discuss the effects of large-

scale and small-scale ionospheric plasma inhomogeneities [13–28] and illustrate the

main results of signal amplitude and phase variations, that is, the fast fading,

resulting by the inhomogeneous structure of the ionosphere, on the basis of numerical

computations carried out by the authors according to proposed ionospheric models

[29–43]. Finally, in Section 7.3, we consider effects of inhomogeneous ionosphere on

radio propagation at the long distances caused by back and forward scattering by the

inhomogeneities of ionospheric plasma [44–48].

7.1. MAIN IONOSPHERIC EFFECTS ON RADIO PROPAGATION

7.1.1. Parameters and Processes Affecting Radio Propagation
in the Ionosphere

The ionosphere is a region of ionized plasma (i.e., ionized gas consisting of

neutral atoms and molecules on one side and charged particles, electrons and

ions on the other), which surrounds the Earth at a distance ranging from 50 km

to 500–600 km where it continuously extends to the magnetosphere (600–

2000 km) [4,5]. The ions and electrons are created in the ionosphere by the Sun’s

electromagnetic radiation, solar wind, and cosmic rays that are the sources of

atoms and molecules ionization. As the solar radiation penetrates deeper into the

Earth’s atmosphere at zenith, the ionosphere extends closest to the Earth around

the equator and is more intense on the daylight side. Figure 7.1 shows the

separation of the ionosphere into four distinct layers during the day: D-layer that

covers 50–80 km, E-layer that covers 80–130 km, F1-layer and F2-layer, located at

the altitudes of 130–250 km and above 250 km, respectively. During the nighttime

these four layers are continuously transformed into the E and F layers, as the

D-layer does not exist in nighttime ionosphere because of the absence of solar

radiation.

The Content of the Ionosphere. For the neutral component of the ionospheric

plasma, consisting in the conditions of hydrostatical equilibrium in the isothermical

case, when TmðzÞ ¼ const, the change of neutral particle concentration can be
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described by the following barometric formula [4]

Nm ¼ Nm0 exp �ðz� z0Þ
Hm

� �
ð7:1Þ

where Nm is the total plasma concentration; Nm0 is the same, but for the altitude

of z ¼ z0; Hm ¼ Tm=Mmg is the height of the homogeneous atmosphere; Mm ¼
ð1=NmÞ

P
a maNa is the summary content of neutral particles in the higher

ionosphere; a is the specification of the neutral particles; g is the acceleration

of free falls; Tm is the gas temperature expressed in energetic units. Formula (7.1)

is valid in the ionosphere of the Earth at altitudes of ze ¼ z0, where

ze ffi 1000� 2000 km (called exosphere) [4,6,7]. In such altitudes and higher, than

that all particles, components of neutral atmospheric gas with specification a, leave

the atmosphere as their kinetic energy exceeds the potential energy of the Earth’s

gravitation field and the free path length of neutral particles, la, exceeds the height

of the homogeneous atmosphere, Hm (see definitions above). Furthermore, in the

real ionosphere the temperature of the neutral molecules and atoms Tm is increased

with the height. All these factors lead to deviations from the barometric formula

(7.1). As for the neutral content of the ionosphere, at altitudes less than 100 km, the

atmosphere is fully presented by molecules of nitrogen N2 and oxygen O2. At such

heights, concentration of other components of the neutral gas (He, O, H2, NO etc.) is

very small and depends on the transport process due to turbulence in the neutral

atmosphere, as well as on circular and wind processes in the atmosphere (see also

definitions in Chapter 6).

At altitudes of more than 100 km atmospheric turbulence is absent; the

corresponding limit of z � zT � 100 km is called the turbo pause [4,6,7]. In contrast

Sun Radiation
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D 80km

Night
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FIGURE 7.1. Presentation of ionospheric layers around the Earth.
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to the fore mentioned, here, up to ze ffi 1000� 2000 km, formula (7.1) is valid. In

this range, the main components are atoms of nitrogen and oxygen created by the

chemical processes of dissociations of the corresponding molecules: N2 ! Nþ N

and O2 ! Oþ O. At altitudes of more than 500–600 km, in magnetosphere,

concentrations of helium, He, and hydrogen, H, increase quickly. Finally, at altitudes

of exosphere of more than 1000–1500 km, atoms of hydrogen become predominant

[4,6,7] (see Fig. 7.2, where the height distribution of all neutral components of the

ionosphere is summarized).

The ion content of ionospheric plasma is changed widely depending on latitude

F of the Earth. Thus at the middle latitudes, jFj < 55�, it is not changed drastically,
but at the high latitudes, jFj � 55� � 60�, a full concentration of ions decreases

rapidly with height. In the middle latitude ionosphere, at the height of the D

layer, the main components of plasma are ions NOþ and Oþ
2 , and at the heights

of the E and F layers are ions of oxygen Oþ. At altitudes of more than 300 km,

plasma also contains components of Heþ, Hþ, Nþ, Nþ
2 , which with the main ions

mentioned above determine the total plasma content in the ionosphere. The

structure of the ion content of plasma in the polar (high-latitude) ionosphere is

more complicated. We do not enter deeply into this subject and refer the reader to

excellent books [4,6,7].

The key parameter that has an affect on radio communications is the total electron

and ions concentration N measured in free electrons number per cubic meter,

because the ionospheric plasma is quasi-neutral and in each of its region, with

dimensions larger than the Debye radius (definition can be found in References

[5,7–10]), the concentration of electrons, Ne, is equal to the total concentration of

various ions, Ni, that is, Ne � Ni ¼ N. The variations of N with height in the

ionosphere for a typical day and night is shown in Figure 7.3, extracted from

References [9,10]. It must be noted that the total content of charge particles, the

electrons and ions, depend on the processes that create the structure of the
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O
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FIGURE 7.2. Height distribution of the neutral content of the ionosphere.
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ionosphere such as the solar and cosmic rays radiation, wave radiation, photo-

chemistry processes, which finally determine the ionization-recombination balance

in the ionosphere. The degree of ionization of the ionospheric plasma is determined

by the ratio of concentration of the plasma particles N and that of the neutral

molecules and atoms Nm. In the lower ionosphere (z < 100–120 km), the degree of

plasma ionization is very small (N=Nm � 10�8 � 10�6) and increases with height h

(for h > 300 km N=Nm � 10�4 � 10�3). At the exospheric heights of h > 1000 km,

the degree of ionization N=Nm ! 1, that is, plasma becomes fully ionized [4–10].

The temperature of electrons, Te, and ions, Ti, strongly depends on daytime and

increases with height. Thus, at lower ionospheric heights, temperature of electrons is

close to temperature of ions, that is, Te � Ti, whereas at the upper ionosphere

(z > 200–250 km) the temperature of electrons can exceed 1.5–2 times the

temperature of ions [7,9]. More detailed information about the structure and

properties of the ionosphere, mid-latitude and high-latitude can be found in

References [4–7].

Main Characteristics of the Ionospheric Plasma. The characteristics, which are

functions of the main parameters of the plasma such as concentration, content, and

temperature, are follow. They are the frequency of interactions (collisions) of

charged particles with neutral molecules and atoms, between charged particles,

the length of their free path between interactions, coefficients of diffusion and drift.

All these characteristics determine the dynamic processes, diffusion, and drift of

plasma in ambient electrical and magnetic field; they occurred in the ionosphere

and were caused on formation of large-scale and small-scale plasma irregularities,

which are the main ‘‘sources’’ of fading radio signals in the ionosphere. We will
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FIGURE 7.3. Ionospheric plasma density versus height for the ionosphere above the ground

surface.
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not enter further into the subject presented here; more important formulas that

can be used to evaluate effects of plasma inhomogeneities on radio signal ampli-

tude and phase oscillation are described in details below. First of all, we must

note that the main characteristics, which must be compared with radio wave fre-

quency, are the frequencies of collisions of electrons and ions with neutrals and

between charged particles. Approximate expressions for these characteristics are

fully presented in References [4,6–10], from which the frequency of electron-

neutral collisions is

nem ¼ 1:23 � 10�7NmT
5=6
e ð7:2Þ

where Nm ¼ NN2
þ NO2

, all other parameters are defined above. The estimation of

frequency of electron–ion interactions for different ions Ni and electron temperature

Te can be done using the following approximation [4,6–10]:

nei ¼
5:5 Ni

T
3=2
e

ln
220Te

ðNiÞ1=3
ð7:3Þ

Effective frequency of ion-neutral collisions can be presented as [4,6–8]

nim ¼ b0imNmðTi þ TmÞ1=2 ð7:4Þ

where the coefficient b0im accounts the difference of masses of different molecules,

effects of nonelastic interaction between particles, polarization, and recharge of

molecules (see details in References [4,6–8]). Furthermore, to analyze the effects of

ambient magnetic field on charged particles, hyromagnetic frequencies of electrons,

oH, and ions, OH, are also introduced to estimate effects of charged particles

magnetization. As was investigated in References [9,10], at altitudes of the lower

ionosphere (z < 120–150 km) oH > nem, but OH � nim, that is electrons are

magnetized and ions are not. Hence, the degree of magnetization of ionospheric

plasma, which is defined by OH oH � nimnem, is very small, whereas in the upper

ionosphere at altitudes more than 150 km, oH � nem and OH > nim, that is, both

electrons and ions, and hence, ionospheric plasma are fully magnetized.

For actual ionospheric applications in radio communications and radars, another

parameter of ionization is usually used [8–12, 46–48], p ¼ nei=nem, instead of the

earlier defined parameter N=Nm. As was mentioned in References [8,9], it can be

done in spite of the fact that the ionospheric plasma has mainly low temperature

(from 200 K at 80–90 km to 2500–2800 K at the 500–600 km). In such conditions

the cross-sections of collisions between electrons and ions are much greater than the

cross-sections of collisions of electrons with neutrals. So, the peculiarity of the real

ionospheric plasma consists of the fact that even N=Nm � 1, the parameter

p ¼ nei=nem becomes more than the unit. Therefore, electron-ion interactions are an

essential part of the transport processes in the ionospheric plasma. Figure 7.4

presents the parameter ionization p for diurnal and nocturnal middle latitude
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ionosphere at altitudes of 90–700 km. It is clearly seen that such parameters can

reach great values, though, in the ordinary sense the ionospheric plasma is weakly

ionized. Another argument to use this parameter as a degree of plasma ionization, is

based on the fact that at altitudes under consideration of 80–500 km, which mostly

affects radio propagation, Nm > Ne and Nm > Ni provides the condition of stability

of a full plasma pressure necessary for the transport process of diffusion and drift.

Under such circumstances different disturbances of neutral molecules or atoms and

their movement do not influence the diffusion of electrons and ions in the

ionospheric plasma [8–10]. That is why, just as in References [8–10], we evaluated

the degree of ionization of the ionospheric plasma by a parameter of ionization p

shown in Figure 7.4 and presented in Table 7.1 for daily and nocturnal ionosphere.

The increase in the degree of ionization in the ionosphere, observed in Figure 7.4,

has a very simple physical explanation: with the increase of altitude the effective

values of the collision frequencies of charged particles with neutrals fall, defined by

Equations (7.3) and (7.5), whereas a frequency of electron–ion interactions increases,

as defined by Equation (7.4), because with the growth of the height, the number of

neutral plasma components quickly decreases, while the total number of ions in

the ionosphere increases. It must be noted that beginning from z > 500 km (even this

fact is not so important for radio communication), the growth of the parameter

p decelerates with the increase in height, while the degree of plasma magnetization

(as was mentioned above) is monotonically increasing with height.

FIGURE 7.4. Parameter of plasma ionization versus height of the ionosphere above the

ground surface.
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TABLE 7.1. Parameter of Ionization p Altitudinal Dependence for Daily and Nocturnal Ionosphere

The part The parameter of The part The parameter of The part The parameter of

Heigh km of day ionization, p Heigh km of day ionization, p Heigh km of day ionization, p

90 Day 7:5� 10�4 180 Day 1.78 350 Day 91.2

Night 6:9� 10�8 Night 3:1� 10�2 Night 121.3

100 Day 1:75� 10�2 190 Day 2.19 400 Day 168.5

Night 4:28� 10�4 Night 4:44� 10�2 Night 300

110 Day 7:1� 10�2 200 Day 2.93 450 Day 256.6

Night 1:6� 10�3 Night 5:8� 10�2 Night 578.3

120 Day 9:35� 10�2 220 Day 4.72 500 Day 333

Night 2:42� 10�3 Night 1:8� 10�1 Night 1000

130 Day 1:63� 10�1 240 Day 8.4 550 Day 384.5

Night 3:92� 10�3 Night 4:3� 10�1 Night 2112

140 Day 2:8� 10�1 260 Day 18.1 600 Day 518.5

Night 5:75� 10�3 Night 1.01 Night 243.9

150 Day 5:3� 10�1 280 Day 33.4 650 Day 634.2

Night 8:37� 10�3 Night 2.87 Night 5001

160 Day 6:8� 10�1 300 Day 45 700 Day 704

Night 1:05� 10�2 Night 15.5 Night 8889

2
4
4



Ionization-Recombination Balance in the Ionosphere. Changes of plasma com-

ponents, electrons and ions (plasma is quasi-neutral, see above), in real time is deter-

mined by the equation of ionization balance

@N

@t
¼ qi � aN2 ð7:5Þ

This is actual if the processes of ionization and recombination are predominant with

respect to transport processes. The latter, diffusion, thermo-diffusion and drift, are

predominant beginning from 120–150 km, that is, from the E-layer of the

ionosphere. So, Equation (7.5) is correct only in the D-layer and E-layer of the

ionosphere. In (7.5) qi ¼ qiO þ qiO2
þ qiN2

is a total intensity of ionization contained

from intensities for atom and molecule of oxygen, and molecule of nitrogen, a is a

coefficient of dissociative recombination. This kind of recombination is predomi-

nant in the ionosphere and is described in the interaction of molecular ionMþ, with
electron e� accompanied by dissociation of molecular ion on two excited neutral

atoms M� [4–9]. For example, for molecular ion of oxygen the dissociative

recombination gives [8,9]

Oþ
2 þ e� ! O� þ O� ð7:6Þ

Therefore, during the process of dissociative recombination an amount of electrons,

involved in this process during one second in the area of one square centimeter, can

be presented as in Equation (7.5), that is, as aN2. The coefficient of dissociative

recombination can be presented as [8–10]:

a ¼ a1
NNOþ

N
þ a2

NOþ
2

N
ð7:7Þ

Here, a1 and a2 are coefficients of dissociative recombination of ions NOþ and Oþ
2 ,

respectively, which can be presented in the following form [8,9]:

a1 � 5 � 10�7 300

Te

� �1:2

ð7:8aÞ

a2 � 2:2 � 10�7 300

Te

� �0:7

ð7:8bÞ

According to (7.8), coefficients of dissociative recombination are decreased with the

growth of the temperature of electrons. So, in E-layer and above, the concentration

of electrons (i.e., plasma) is increased with the growth of their temperature. We must

note that a detailed investigation of ionization–recombination balance in the

ionosphere is fully described in References [1–9] and we refer the reader to these
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excellent books. We will only note here that all presented formulas characterize only

a local balance of ionization, because they were obtained without accounting for

transport processes, which are actual and important at altitudes above the E-layer

of the ionosphere. The transport processes, such as diffusion, thermo-diffusion

and drift, are predominant in the F-layer of the ionosphere, determining here

the maximum of plasma concentration. So, above this maximum, the transport

processes are predominant where as below this maximum both processes the actual

and at the lower E-layer and D-layer the recombination–ionization balance is

predominant.

Transport Processes in the Ionosphere. During the investigation of the effects of

ionosphere on radio propagation, it is important to analyze transport processes in the

ionosphere, diffusion, thermo-diffusion, and drift of ionospheric irregularities, large-

scale and/or small-scale, connected with turbulent structure of the atmosphere at

lower ionospheric altitudes [27], as well as with numerous instabilities of iono-

spheric plasma at the upper ionosphere [8,9]. To understand the main mechanisms

of each process, it is important to compare the initial dimensions of the irregularities

created in plasma and the characteristic scales of charge particles in plasma, which

we briefly present following References [4–10]. Thus, according to the empirical

presentation of ionospheric models [4–10], for noon ionospheric conditions and low

or mode- rate solar activity, the mean free path of charged particles can be estimated

as: for electrons le is of about 30 cm to 10 km, for ions is about 0.5 cm to 2 km

for z ¼ 90–500 km. Radius of electron magnetization (called the Larmor radius

[4–10]), rHe, is changed in the range of 1 to 5 cm, and that for ions, rHi, is from

0.4 m to 7.5 m at altitudes of 90–500 km. At the same time, the Debye radius, which

defines the plasma quasi-neutrality (see definition above), is changed in the range of

0.5–1 cm at altitudes under consideration. The comparison of inhomogeneities of

scales from several meters to several tens of kilometers, which under our considera-

tion (see below) with above parameters allows us to state that below we can use the

theory of magnetic hydrodynamics for all components of the ionospheric plasma:

electrons, ions and neutral particles and estimate the influence of plasma irregulari-

ties of wide range of scales on radio propagation. This subject will be considered in

the next sections.

The qualitative analysis carried out above has shown that all characteristic

scales of plasma are less than the dimensions of plasma irregularities. Moreover,

at altitudes beyond E-layer (h > 160–200 km) the transfer processes, diffusion,

thermo-diffusion, and drift prevail compared with the chemical processes of

ionization and recombination. Therefore, for description of transfer processes

beyond altitudes of the upper E-layer, we can use a system of magneto-

hydrodynamic equations for all components of the ionospheric plasma, electrons

and ions, to describe the evolution of the irregular structures of ionospheric plasma

of various nature. Usually, in solving the problems of dynamics of inhomogeneous

ionospheric plasma at altitudes of upper E-layer and higher, the absence of the

processes of ionization, attachment, detachment, and recombination is assumed, as

well as the unifications between electrons and single-charge ions, and between the
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ions of plasma irregularities and the ions of the background ionospheric plasma, as

is usually done in References [8–10]. In this case a full system of transfer equation

of plasma components (denoted by indexes a ¼ e; i) and neutral component

(denoted by index a ¼ m) can be presented according to References [8–10] in the

following form:

@Na

@t
þr � Ja ¼ 0 ð7:9aÞ

@Nm

@t
þr � UmNmð Þ ¼ 0 ð7:9bÞ

je ¼ � ŝe

e
Eþ 1

c
Um;B0½ �

� �
� D̂eerNe � D̂Te

Ne

Te
rTe þ NeUm ð7:9cÞ

ji ¼
ŝi

e
Eþ 1

c
Um;B0½ �

� �
� D̂iirNi � D̂Ti

Ni

Ti
rTi þ NiUm ð7:9dÞ

MNm

@Um

@t
þ Um;rð ÞUm

 �
¼ �r NmTð Þ ŝ

e
� ZUm � 1

3
ZrðrUmÞ

� mn̂emðNeUm � jeÞ �Min̂imðNiUm � jiÞ ð7:9eÞ

In the ionosphere, when there is any plasma irregularity, the electrical field and then

the magnetic field closely related to this irregularity always arise. Therefore,

Equations (7.5)–(7.6) must be completed by Maxwell’s equations

r � E ¼ 4pe Ni � Neð Þ ð7:10aÞ

r � E ¼ � @B

@t
ð7:10bÞ

r � B ¼ 0 ð7:10cÞ

r � B ¼ 4pe

c
ji � jeð Þ ð7:10dÞ

In the last Equation (7.10d) of the system, the displacement current 1
4pe

@D
@t is

omitted from consideration, as only quasi-stationary processes for the plasma

concentration and temperature are taken into account, as well as for the ambient

electrical E and magnetic B fields. In Equations (7.8)–(7.10) the additional

notations are introduced

D̂ee ¼ D̂e 1þ Ti

Te

� �
� Te

e2Ne

ŝe ð7:11aÞ

D̂ii ¼ D̂i 1þ Te

Ti

� �
� Ti

e2Ni

ŝi ð7:11bÞ
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D̂e, D̂i, D̂Te, D̂Ti and ŝe, ŝi and ji, je are the tensors of diffusion, thermo-diffusion,

and conductivity and the current densities for electron and ion components of the

plasma, respectively; Um is the vector of the hydrodynamic velocity of molecules

(atoms) of the atmospheric gas; Z is the coefficient of viscosity; c is the speed of

light; n̂e, n̂i are the tensors of collisions of electrons and ions, respectively, with

molecules and atoms of the neutral gas. As was shown in References [8–10] for

ionospheric altitudes beyond 160–170 km, a degree of plasma ionization high

enough (nei � nem) and the charge particles, electrons and ions, are also magnetized

(oH � nem;OH � nim).

With satisfactions of conditions of quasi-neutrality and ambipolar diffusion of

electrons and ions of the ionospheric plasma

Ne � Ni ¼ N ð7:12aÞ

ðrje ¼ rje ¼ rjÞ ð7:12bÞ

and accounting the temperature distribution of the charged particles during the

ambient heating, which leads to the creation of a nonuniform distribution of the

electron and ion concentration

@Te
@t

¼ rðk̂erTeÞ
Ne

þ deineiðTe � TiÞ � demnemðTe � TmÞ þ
2

3

Q

Ne

ð7:13aÞ

@Ti
@t

¼ rðk̂irTiÞ
Ne

þ deinimðTi � TmÞ þ
2

3

Q

Ne

ð7:13bÞ

we finally obtain the self-matching system of three-dimensional equations of plasma

transfer: diffusion, thermo-diffusion and drift.

In conditions of arbitrary degree of ionization and magnetization of the iono-

spheric plasma, the tensors of collisions n̂ei ¼ K̂einei, n̂em ¼ K̂emnem, n̂im ¼ K̂imnim
can be transformed, accounting that K̂ei, K̂em, K̂im ! 1̂, into the simple scalar

values. In this case called the elementary theory [8–10], in the accuracy of

magnitudes of order g ¼ mnem
Minim

� 1 (working from h>120 km), we can, following

References [8–10], from equations of macroscopic movement of electrons and

ions

mNen̂emVe ¼ �eNeE� e

c
Ne½Ve;H0� � TerNe þ mn̂eiNeðVe � ViÞ ð7:14aÞ

MiNin̂imVe ¼ eNiE� e

c
Ni½Vi;H0� � TirNi þMin̂eiNiðVi � VeÞ ð7:14bÞ

obtain the components of tensors of diffusion, thermo-diffusion and conducti-

vity, which in the case of nonisothermal plasma (Te 6¼ Ti) can be written in the
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following form:

Dejj ¼
Teð1þ Ti=TeÞð1þ gpÞ

mnemð1þ pÞ ; Dijj ¼
Tið1þ Te=TiÞð1þ 2pÞ

Minimð1þ pÞ ;

De? ¼ Teð1þ Ti=TeÞ
mnemA

ð1þ pÞð1þ 2gpÞ þ Q2
Hð1þ 2pÞ

	 

;

Di? ¼ Tið1þ Te=TiÞ
MinimA

ð1þ pÞð1þ 2pÞ þ q2Hð1þ 2gpÞ
	 


;

De^ ¼ Teð1þ Ti=TeÞqH
mnemA

ð1þ Q2
H þ 3gpÞ;

Di^ ¼ Tið1þ Te=TiÞQH

MinimA
ð1þ q2H þ p=gÞ;

A ¼ ð1þ pÞ2 þ q2Hð1þ 2gpþ Q2
HÞ

DTejj ¼
Teð1þ gpÞ
mnemð1þ pÞ ; DTijj ¼

Ti

Minim
;

DTe? ¼ Te ð1þ pÞð1þ Q2
HÞ þ gp2

� �

mnemB
; DTi? ¼ Ti p2 þ ð1þ gpÞðq2H þ 2pÞ

� �

MinimB
;

DTe^ ¼ � TeqH ð1þ Q2
HÞ þ 2gp

� �

mnemB
; DTi^ ¼ TiQH gðq2H þ 2pÞ

� �

MinimB
;

B ¼ p2 þ ðq2H þ 2pÞð1þ Q2
H þ 2gpÞ

sejj ¼
e2Ne

mnemð1þ pÞ ; sijj ¼
e2Ni

Minimð1þ pÞ ;

se? ¼ e2Ne

mnemA
ð1þ Q2

H þ pÞ; si? ¼ e2Ni

MinimA
ð1þ q2H þ p=gÞ;

se^ ¼ � e2NeqH

mnemA
ð1þ Q2

H þ gpÞ; si^ ¼ � e2NiQH

MinimA
ð1þ q2H þ p=gÞ;

kejj ¼
NeTe

mnemð1þ pÞ ; kijj ¼
NiTi

Minim 1þ nii=nimð Þ ;

ke? ¼ NeTe

mnem

ð1þ pÞ
q2H þ ð1þ pÞ2
h i ; ki? ¼ NiTi

Minim

1þ nii=nimð Þ
Q2

H þ 1þ 1þ nii=nimð Þ2
h i

ke^ ¼ NeTe

mnem

qH

q2H þ ð1þ pÞ2
h i ; ki^ ¼ NiTi

Minim

QH

Q2
H þ 1þ 1þ nii=nimð Þ2

h i

Here, in (7.9) ½Va;H0� is the cross-product of two vectors Va and H0 for electrons

(a ¼ e) and ions (a ¼ i); in (7.12)–(7.14) parameters sajj, Dajj and DTajj, sa?, Da?
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and DTa?, sa^, Da^ and DTa^ are the longitudinal, perpendicular (Pedersen) and

crossing (Halls) components of coefficients of conductivity, diffusion, and thermo-

diffusion, respectively, relative to the electrical and magnetic fields, accounting that

E?H and E ¼ E0 þ Ep is a full electrical field in the ionosphere, where E0 is the

ambient electric field and Ep ¼ �rj is the intrinsic potential field of polarization

(sometimes called the ambipolar field), where j is the potential of this field.

In the Equations (7.13a)–(7.13b) dei � 2m=Mi, dem � 10�3, dim � 1 are,

respectively, the fractions of energy lost by electrons in collisions with ions and

neutrals and also by ions in collisions with neutrals; an external source of heating is

associated with high-energy photoelectrons forming in the ionosphere in the process

of ionization of the neutral component by solar ultra-violet radiation. As was shown

in References [21–26], the real coefficients of diffusion are changed with altitude of

the ionosphere nonmonotonically. Thus, for Dejj and Di? the wide maxima are

observed at the 200 km and 150 km, respectively; for De? the wide minimum is

observed at altitudes of 200–250 km and the maximum at altitude of about 300 km.

As for the coefficient of ion diffusion along the magnetic field, Dijj, it grows

monotonically with increase of ionospheric altitudes.

Additional evaluations carried out in References [21–26] have shown that

components of the tensor of conductivity, se?, si?, sijj and sejj, have the maxima at

altitudes of 100, 150, 250 and 300 km, respectively. The same tendency of

nonmonotonically height dependence with local maxima was observed for other

transport coefficients [21–26]. Hence, apart from the macro-scale regular

distribution of plasma in the ionosphere, there occur the naturally created nonregular

distributions of plasma concentration, the so-called macroscale plasma irregula-

rities, having dimensions from hundreds of kilometers (large-scale disturbances) to

tens and few meters (small-scale disturbances), evolution of which can be described

by the self-matching system of diffusion, thermo-diffusion, and drift (7.8)–(7.10). At

the same time, the peculiarities of the processes of relaxation of such plasma

irregularities are determined by the coefficients of transfer of electron and ion

components of inhomogeneous plasma according to (7.11)–(7.14).

So, during the analysis of the processes of formation and evolution of plasma

inhomogeneities in the ionosphere and their influence on radio propagation, it is

necessary to account the whole spectrum of physical–chemical processes which

form both large-scale regular and small-scale irregular structures in the ionospheric

plasma, the effects of which we will investigate in the following section.

7.1.2. Main Effects of Radio Propagation Through the Ionosphere

Now we will discuss the common effects of the ionosphere as a continuous plasma

layered medium.

Refraction. The plasma content of the ionosphere changes the effective refractive

index encountered by radio waves transmitted from the Earth, changing their

direction by increasing wave velocity. Depending on special conditions, which are
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determined by wave frequency, elevation angle of ground-based or air-based vehicle

antenna, and electron/ion content, the radio wave may fail to escape from the Earth

and may appear to be reflected back to the Earth. This process is actually refraction

(see Fig. 7.5). The same effects are found in Chapter 6 for the troposphere as a gas-

eous quasi-homogeneous continuum. The refractive index nr of an ordinary radio

wave depends on both N and the wave frequency f according to References

[1–3,7,11]

n2r ¼ 1� f 2c
f 2

ð7:15Þ

where fc is the critical frequency of plasma at the given height, given by [1–3,7,11]:

fc ¼ 8:9788
ffiffiffiffi
N

p
½Hz� ð7:16Þ

Apparent reflection from the ionosphere back to the Earth, as shown in Figure 7.5

extracted from References [1–3], can occur whenever the wave frequency is

below this critical frequency fc, from which follows the ‘‘working’’ frequencies

for satellite communications must be above this critical frequency fc. The greatest

critical frequency usually observed in the real ionosphere does not exceed

12 MHz. This is the other extreme of an overall atmospheric ‘‘window’’ which is

bound at the high-frequency end by atmospheric absorption at hundreds of

gigahertz, as is shown in Chapter 6. A number of ionospheric effects for radio

waves with frequencies above 12 MHz, which are very important in land-satellite

communications, will be considered briefly according to the corresponding

references [1–3,7].

Faraday Rotation. A linearly polarized wave rotates during its passage through the

ionosphere because of the combined effects of the free electrons and the Earth’s

magnetic field. This phenomenon is called Faraday rotation. The angle associated

Reflection

Ionospheric
layer

Apparent reflection

FIGURE 7.5. The reflection phenomenon in the ionosphere.
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with this rotation depends on the frequency and the total number of electrons

encountered along the radio path, according to References [1–3,7]

f ¼ 2:36 � 1020
f 2

hBiN
 ð7:17Þ

where f is in hertz and hBi ¼ mhHi is the average induction of magnetic field of the

Earth (called geomagnetic [8–12,44–46]) at the ionospheric altitudes with a typical

value hBi ¼ 7 � 10�21 Wb � m�2 and hHi is the average strength of the magnetic

field. Here we use average values of the magnetic field, as many satellite and rocket

observations of this parameter of the ionosphere have shown that it varies randomly

with daytime, latitude, and longitude of the Earth [4–7,9,10]. The parameter N
 in

Equation (7.11) is the total number of electrons contained in a column of cross-

sectional area 1m2 and a length equal to the path length, that is, the total electron

content, N
 [1–3,7]

Ntot ¼
ðrT

0

Ndr ½electrons �m�2� ð7:18Þ

The total electron content for a zenith path varies over the range to electrons per

square meter, with the peak taking place during the daytime.

If linearly polarized waves are used, extra path loss will result, due to depolari-

zation consequence is that, between the satellite antennas and ground-based or

air-based antennas there is a polarization mismatch. There are some ways to

minimize this extra path loss. In fact, as was discussed in References [1–3,7,11], by

use of circular polarized waves one can exclude the depolarization effect. Moreover,

one can vary physically or electronically the receiving antenna polarization or align

the antennas to compensate for an average value of the rotation, provided that the

resulting mismatch loss is acceptable. All details about such methods can be found

by the reader in References [1–3,7,11].

Absorption of Radio Waves. In the absence of the local inhomogeneities of the

ionospheric plasma, the radio wave passing through the ionosphere as a homoge-

neous plasma continuum, is absorbed due to pair interactions between electron

and ion components of plasma. In such a situation, the intensity of radio wave is

determined as [7,11,46]

I ¼ I0 exp �2
o

c

ð
kds

� �
ð7:19Þ

where I0 is the intensity of the incident radio wave, k is the coefficient of absorption,

o is the angular frequency of the incident wave,o ¼ 2pf , c is the velocity of light in

free space, c ¼ 3 � 108m=s, and integration in Equation (7.13) occurs along the wave
trajectory s.
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For weakly magnetized plasma, when o � oHe (oHe is the hydro-frequency of

plasma electrons), and for high radiation frequencies, when o � ope (ope is the

plasma frequency, ope ¼ ðe2N=e0meÞ1=2, e and me are the charge and mass of

electron, respectively, and e0 is the average dielectric parameter of the ambient

ionospheric plasma), the coefficient of absorption can be presented in the following

form:

k ¼ 1

2

o2
peðnem þ neiÞ

o½o2 þ ðnem þ neiÞ2�
ð7:20Þ

Here, nem and nei are the frequencies of interactions of plasma electrons with neutral

molecules and atoms, and with ions, respectively, defined in References [8–10]. To

estimate losses due to absorption, that is, the part of energy of radio wave that is

absorbed in the quasi-regular layers of the ionosphere, fromD to F, a special value of

absorption in decibels (dB) is usually introduced [7–12]

Ao ¼ 10 log
I0

I
� 4:3

c

ð
o2

peðnem þ neiÞ
½o2 þ ðnem þ neiÞ2�

ds ð7:21Þ

The expected value of absorption at the ionospheric radio links is estimated usually

by using the measured radiometric absorption along radio traces at the fixed

frequency and by experimental knowledge of frequency dependence of absorption

determined by (7.15). We do not enter into details on how to measure these

parameters and address the reader to special literature [8–10].

Group Delay. Due to the effect of refraction of the radio wave passing through the

ionosphere, the resulting phase difference between waves expected in LOS direction

and that observed really in refracted direction is a function of the corresponding shift

in physical path length, �r (in m) [1–3]:

�r ¼ 40:3

f 2
N
 ð7:22Þ

The shift in physical path length leads to a corresponding time delay, t (in sec)

[1–3]

t ¼ �r

c
¼ 40:3

cf 2
N
 ð7:23Þ

We can use this formula as a definition of the time delay of radio waves passing

through the quasi-homogeneous ionospheric plasma.

Dispersion. As follows from (7.23), the time delay of waves arriving at the receiver

is frequency dependent. Thus, the dispersion properties of radio waves passing
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through a homogeneous plasma layer can be determined by a derivative of the time

delay t over the frequency (in s/Hz), or according to (7.23) [1–3],

dt

df
¼ � 80:6

cf 3
N
 ð7:24Þ

For the purpose of satellite communication, using knowledge of radio channel

bandwidth �f , one can obtain the differential time delay as [1–3]

�t ¼ dt

df
�f ¼ � 80:6

cf 3
�f � N
 ð7:25Þ

This parameter describes the delay-spread of the signal total intensity due to the

effect of refraction of radio wave in the quasi-homogeneous layered ionosphere.

Ionospheric Scintillation. There is a wind presented in the ionosphere, just as in

the troposphere considered in Chapter 6, which causes rapid variations in the local

electron density, particularly close to sunset. These density variations cause changes

in the refraction of the radio wave in the Earth–satellite channel and hence of

changes in signal levels. Portions of the ionosphere then act like lenses, cause focus-

ing, defocusing, and divergence of the wave and hence lead to signal level variations,

that is, the signal scintillation (see Section 7.2).

To summarize the main propagation effects through the ionosphere as a plasma

continuum we must follow the results presented above. As follows from the

literature [1–3], for frequencies beyond the range of 20 to 50 GHz, which are usually

used for construction of Earth–satellite communication links, the effects of Faraday

rotation are negligible (about a dozen of degrees), the propagation delay is very

small (a dozen nanoseconds), and the radio frequency dispersion is very weak (a dozen

picoseconds per one megahertz), so we can withdraw them from computations. As

for attenuation, signal amplitude, and phase scintillations (i.e. fading), these effects

are strongly dependent on nonregular features of the ionosphere, usually called

inhomogeneities or irregularities [1–12]. Accumulative effects of which created

inhomogeneous structure of the ionosphere, consisting of nonregular and sporadic

layers. This will be a subject of further discussions.

7.2. EFFECTS OF THE INHOMOGENEOUS IONOSPHERE
ON RADIO PROPAGATION

Let us now introduce the reader to some very important ‘‘thin’’ effects on radio

propagation that occur in the ionospheric inhomogeneous plasma medium consis-

ting of different kinds of irregularities in a wide range of scales: from small to large

[7–12].

The ionosphere varies randomly in time and space such that the amplitude and

phase of propagating waves may similarly fluctuate randomly in these domains. The
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inhomogeneity of the ionosphere is an important factor in determining VHF/X-band

wave propagation conditions (see References [1–3,7,11,12]). As a result, interest in

satellite communications has stimulated investigations of ionospheric properties, in

particular, the analysis of the spatial–temporal distribution of ionospheric irregu-

larities [8–10].

Many experiments are carried out using ground facilities (radars and ionosondes)

[13–20]. The methods of active modification of the ionosphere [21–27] and direct

satellite measurements [28,29] show that in the normal ionosphere there exists a

wide spectrum of irregular inhomogeneities, which cause a number of radio physical

effects, such as interference, scattering, diffraction, and refraction of radio waves

passing through the ionosphere, variations of the incident angles of reflected waves,

the ‘‘multirays effect,’’ and so on [30–37]. When waves are propagated through an

irregular medium, small-angle scattering causes what is known as scintillation. We

must note that the same phenomenon was found in the troposphere (see Section 6.3).

All these effects result in amplitude and phase fluctuations of radio signals near the

ground surface, change in the duration and shape of radio waves, and finally a

decrease in the signal-to-noise ratio (SNR or S/N).

The influence of inhomogeneities with various scales (large-scale and small-

scale) on the effectiveness of the satellite-terrestrial communication will be discussed

in Sections 7.2.1 to 7.2.3. It should be emphasized that because of the nature of the

problem, it is necessary to employ various approximations to obtain useful results

and therefore approximation techniques applicable to a variety of different plasma

inhomogeneities are presented.

7.2.1. Propagation Effects of Large-Scale Inhomogeneities

In a spherical-symmetric homogeneous ionosphere, radio waves propagate in a

plane of a great circle [1–7]. In the presence of large-scale inhomogeneities (with

the horizontal scale L larger than the radius of the first Fresnel zone dF ¼ ðlRÞ1=2,
where l is the wavelength and R is the distance from the ground facilities to the

inhomogeneous area of the ionosphere, L � dF) the radio waves can change their

direction from this plane.

Main Equations. The wave equation (3.142), introduced in Chapter 3 for the

description of radio wave propagation in an isotropic medium, such as plasma, writ-

ten in Cartesian coordinate system with the origin in the center of the Earth and for

the radiation frequency exceeding plasma hydromantic frequency, o0 � oHe, can

be reduced to the following form:

�E þ k20eE ¼ 0 ð7:26Þ

where E is the component of electric field of the radio wave along the radius-vector

r, k0 ¼ 2p=l, e ¼ eðrÞ is the complex relative dielectric permittivity of the

ionospheric plasma, R ¼ jrj, o0 is the wave frequency, oHe is the electron hydro

frequency, and c is the speed of light. Neglecting absorption and taking the case
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when the frequency o0 is more than the plasma frequency ope the dielectric

permittivity can be presented as

e ¼ 1�
o2

pe

o2
0

ð7:27Þ

Clearly the plasma frequency is a function of the spatial coordinates. Let us present

the field E as [7,11,12]

E ¼ EðrÞ exp½iFðrÞ� ð7:28Þ

where E is the amplitude and �(r) is the phase of the radio wave. The wave vector is

k ¼ rFðrÞ ð7:29Þ

For small variations of the amplitude at distances comparable with the wave length,

from (7.26)–(7.29) one obtains

k2 ¼ k20eðrÞ ð7:30Þ

Method of Characteristics. After differentiating Equation (7.30) and knowing the

relationshiprk ¼ rr�ðrÞ ¼ 0, the equation for the wave vector k was found to be

[11,12]

ðkr kÞ ¼ ð1=2Þk0reðrÞ ð7:31Þ

The solution of Equation (7.31) can be defined using the method of characteristics

used in References [11,12]. This method transforms (7.31) into a characteristic

equation, which in the spherical coordinate system fr; y;jg can be presented for all

the components of wave vector k ¼ fkr; kj; kyg as

dr

kr
¼ r

dy

ky
¼ r sin y

dj

kj
¼ dkr

k20
2r2

@ðr2eÞ
@r

� k2r
r

¼ dky

k2y cos y

r
� k20
2r

@e

@y
� krky

r

¼ dkj

k20
2r sin y

@e

@j
� kykj

r
cot y� krkj

r

ð7:32Þ

From expression (7.32) it follows that

@r

@j
¼ rkr

ky
;

@j

@y
¼ sin y

kj

ky
ð7:33Þ
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After a differentiation of (7.32) over the y, we finally get

@2j

@y2
þ 2 cot y

@j

@y
þ 1

2
sin 2y

@j

@y

� �3

¼ k20

2k20 sin
2 y

@e

@j
� 1

2
k20

@j

@y

@e

@y
ð7:34Þ

If inhomogeneities do not exist, that is, @e=@j ¼ @e=@y ¼ 0, then from (7.34) the

integral becomes

tan y sinðj� j0Þ ¼ C0 ð7:35Þ

where j0 and C0 are the integration constants obtained. Equation (7.35) for the

selected C0 and j0 describes a circle with its center at the origin of the coordinate

system. Hence in References [11,12] a rule followed that is: In the homogeneously-

layered ionosphere (independent of y and j) the ray trajectory lies in the plane of a

great circle.

However, in the presence of large-scale irregularities the derivative dj=dy ¼ 0,

but de=dy � 1. This enables terms proportional to (dj=dyÞ3 and (dj=dyÞð@e=@y)
to be neglected. Thus the ray trajectory in a weak inhomogeneous plasma is defined

by the equation:

@2j

@y2
þ 2 cot y

@j

@y
¼ 1

2
sin2 y

@e

@j
ð7:36Þ

As was shown in References [11,12], analyzing Equation (7.36), it results that: the

existence of large-scale inhomogeneities causes the ray trajectory to deviate from

the plane of the great circle.

The same effect, defined as refraction in the troposphere, is discussed in Section 6.2.

The Curved Smooth Screen Model. The problem of multi-mode reflection from

ionospheric layers can be resolved by using (7.31). However, there exists a simpler

method based on the model of a curved smooth screen moving with respect to the

observer. This model is correct if ope � o0, where ope is a critical frequency of

plasma for each ionospheric layer, and L � dF . The geometric optic approximation

is applied in this method. The simplest model of a curved mirror is the smooth screen

with a sinusoidal shape, which moves with a constant speed without changing shape.

Let us consider a rectangular coordinate system fx; y; zg with z-axis in the vertical

direction and the base on the ground surface. The receiver and transmitter are at the

origin of the system, the altitude z is a function of time t and coordinate x; z ¼ zðx; tÞ,
as is shown in Figure 7.6, according to References [11,12]. The coordinates of the

reflected points are defined from the following condition:

ZðX; tÞ @ZðX; tÞ
@X

¼ �X ð7:37Þ
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If ionospheric inhomogeneities have the shape of a running wave with amplitude d,

wavelength �, and period T, then

ZðX; tÞ ¼ Z0½1þ d sin 2pðX=�� t=TÞ� ð7:38Þ

and from (7.37) it follows that

ð2pZ2
0d=�Þ cos 2pðX=�� t=TÞ½1þ d sin 2pðX=�� t=TÞ� ¼ �X ð7:39Þ

Here, Z0 is the average height of the reflected level. For relatively small oscillations

of the reflected level (d � 1) ordinates X of the reflected points are found from the

solution of the transcendental equation [11,12]

ð2pZ2
0d=�Þ cos 2pðX=�� t=TÞ ¼ �X ð7:40Þ

From (7.40), it follows that the number of solutions depend on the position of the

screen and on the amplitude d. As was shown in References [11,12], the solution is

unique if

2pZ2
0d=� < 1 ð7:41Þ

Inequality in (7.41) represents the condition of a single ray reflection from the

smooth surface. If the condition for (7.41) is not valid, there are several rays forming

the interference picture at the receiving point.

From formulas (7.37) and (7.38) we can calculate the incident angle y0 of the
radio wave at the receiving point

cot y0 ¼ X=Z ¼ ð2pZ0d=�Þ cos 2pðX=�� t=TÞ ð7:42Þ

Z0

Z

X(t)
X

N(r) = const 

FIGURE 7.6. Modeling of the ionospheric layer by a sinusoidal layer.
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The maximum ray reflection from the vertical axis, which is a half width of the angle

spectrum g, equals

g ¼ 2pZ0d=� ð7:43Þ

Analysis of (7.40) presented in References [11,12] has shown that even very small

oscillations of the height of equal plasma density level lead to the multimode

reflection of radio signals, to the growth of the angular spectrum width of waves, and

to interference.

Amplitude and Phase of Reflected Waves. If A0 is the amplitude of the signal

reflected from the level of equal plasma density, then the amplitude A of a radio

wave reflected from the smooth surface at the point X is [11,12]

AðX; tÞ ¼ A0

ð1� Z0=rÞ
ð7:44aÞ

where r ¼ ½1þ ðdZ=dXÞ2�3=2=ðd2Z=dX2Þ is the radius of curvature of the screen at

the point (X; Z). Relationship (7.44a) describes the focusing and defocusing effects

of reflected radio waves caused by large-scale inhomogeneities. The phase at the

receiving point is

FðX; tÞ ¼ 2oR=cþ p=4 ð7:44bÞ

where R is the optical path length from the reflector to the receiving point, factor

p=4 corresponds to the change of wave phase when reflection from the ionosphere

takes place. When oblique propagation of radio waves takes place for large

distances the ray is reflected from an ionospheric surface of about ten thousand

square kilometers. Such a surface contains many inhomogeneities, with about

20–100 km scales, on which radio wave scattering takes place. In the geometrical-

optics approximation, the wave scattering on the ionospheric density fluctuations

is the same as the scattering on the rough surface. If now the radio wave falls on

the bottom boundary of the ionosphere under the angle y0, then the angle

y ¼ yðX;Y ; ZÞ will be changed according to Snell’s law

½eðX; Y; ZÞ�1=2 sin yðX; Y; ZÞ ¼ sin y0 ð7:45Þ

during the field penetration to the upper altitudes. At the turning point

Z ¼ ZmðX; YÞ, the angle y ¼ p=2 and reflection takes place. The height of a

turning point is defined as a minimum root Z ¼ Zm of Equation [11,12]

1� eðX; Y; ZÞ ¼ cos2 y0 ð7:46aÞ
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If N0(Z) is an average concentration in the ionospheric level and N1ðZÞ is a disturbed
density caused by the plasma inhomogeneities, then the left part of (7.46a) can be

rewritten as

1� eðX; Y ; ZÞ ¼ 1�ee0 �ee1 ð7:46bÞ

where

ee0 ¼ e2N0ðZÞ=meo
2e0 ð7:47aÞ

and

ee1 ¼ e2N1ðZÞ=meo
2e0 ð7:47bÞ

In the absence of inhomogeneities, the height of the reflection point (turning point)

Z0m is a function of coordinates X and Y, and the thickness of the reflected layer is

defined from vertical oscillations of equal electron density level (from mean square

deviation of the turning point from the height Z0m). Thus, even weak large-scale

inhomogeneities also increase the thickness of the reflecting layer. The radio wave

trajectory due to horizontal changes of the screen height has a complex oscillatory

character.

If the frequency of the ionospheric layer is f0, radio wave reflection can occur for

frequencies f > f0 cosec y0 and radio wave penetration for frequencies f < f0
cosec y0. The first condition shows the possibility of radio wave communication for

frequencies more than the maximum useful frequency. The second condition shows

the possibility to reflect and scatter radio waves with frequencies f < f0 cosec y0.

Radio Waves with Frequency x > xpe. Now some effects of large-scale inhomo-

geneities for radio waves with frequency o > ope are presented, where ope is a

plasma frequency of the ionospheric layer defined above.

Let us suppose, as in References [11,12], that the wave propagates vertically

down and passes through the layer with an inhomogeneous density. After passing the

layer at the height Z0 the phase F of the wave will be a function of the horizontal

coordinate X (see Fig. 7.7, according to References [11,12]).

FðX1Þ ¼
o

c
RðX1Þ ð7:48Þ

It can be seen that inhomogeneities are stretched along the Y-axis and N1 does not

depend on Y. For radio frequencies with o > ope, e0 � 1 and

RðX1Þ �
e2

meo2e0
N1ðX1Þ ð7:49Þ
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where

N1ðX1Þ ¼
ð
N1ðX1; ZÞdz ð7:50Þ

A ray passing through the layer at the point X1 changes its trajectory from the

vertical axis by the angle y

y ¼ c

o

@F

@X1

¼ @R1

@X1

ð7:51Þ

and comes to the Earth’s surface at the point

X ¼ X1 þ Z0 tan y ð7:52Þ

If the wave amplitude at the height Z0 is equal to AðZ0Þ, then from the law of energy

conservation in the ray tube with scale dX, it follows that

jAðZ0Þj2dX1 ¼ jAðZ ¼ 0Þj2dX ð7:53Þ

From Equations (7.52) and (7.53) the wave amplitude at the Earth’s surface is found

to be

jAðZ ¼ 0Þj ¼ jAðZ0Þj
dX1

dX

����
����
1=2

¼ jAðZ0Þj

1þ Z0
d2R1

dX2

����
����

ð7:54Þ

θ θ

X

X
1

1

~
N

Z

radio wave

FIGURE 7.7. Penetration of radio waves through the sinusoidal ionospheric layer.
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If d2R1=dX
2 > 0, then Að0Þ < AðZ0Þ, there is a defocusing effect; whereas, when

d2R1dX
2 < 0, then Að0Þ > AðZ0Þ there is a focusing effect. The same effects occur

in the troposphere (see Chapter 6). The phase of the wave passing through the layer

in the point X1 and reaching the point X on the Earth’s surface (Fig. 7.7) is

FðX;X1Þ ¼ F0 þ
o

c
Z0 sec yðX1Þ � 1½ � ð7:55Þ

where F0 is the wave phase in the absence of inhomogeneities. The rays come from

different points to the point X on the layer boundary. The difference of ray phases

between the points X1 and X0
1 observed at the point X of the Earth’s surface is

[11,12]

�F ¼ FðX;X1Þ � FðX;X0
1Þ ¼

o

c
Z0 sec yðX1Þ � sec yðX0

1Þ
	 


ð7:56Þ

If rays coming to the point X at the Earth’s surface have the phase difference

�F � p=2, the essential interference picture is recorded. Calculations show that

inhomogeneities in the ionospheric F-region (Z ¼ 200–300 km) cause an inter-

ference pattern for waves with frequency f < 40MHz and only for the relative

changes of ionospheric plasma density N1=eN0 > 0:002. Where, according to

Reference [11], eN0 ¼
Ð1
Z0

N0dZ is the plasma electrons content in the whole layer of

the ionosphere. Thus, the large-scale inhomogeneities exist when the horizontal

scale of the irregularity is larger than the width dF of the first Fresnel zone. The

phenomena of large-scale inhomogeneities are important for different and varied

ranges of radio wave frequencies during which radio waves are reflected from the

ionospheric layer with large-scale inhomogeneities. When radio waves are reflected

from the ionospheric layer with large-scale inhomogeneities, a number of radio

physical effects occur:

– deviation of the radio wave’s direction from a great circle plane.

– increase of the vertical size of the layer forming the reflected signal.

– the change of propagation of the radio wave to ‘‘multimode.’’

– the complication of pattern and additional modulation of radio wave ampli-

tude, due to the arrival of several rays to the receiving point with different

phases.

7.2.2. Propagation Effects of Small-Scale Inhomogeneities

Radio wave diffraction effects due to small-scale inhomogeneities that are usually

contained in the ionospheric E- and F-layer are now examined. The influence of

small-scale inhomogeneities results mainly in phenomena like diffraction and

scattering.

Perturbation Method. For inhomogeneities with a characteristic scale of l � dF,

(where, as above, dF ¼ ðlRÞ1=2 and l represents the scale of inhomogeneity), and
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with l < l, the geometrical optic approximation is not valid, and we must use the

method of disturbance (perturbation) for Equation (7.26), as it is described in Sec-

tions 3.2–3.4 (see Chapter 3). As before, the dielectric permeability e in (7.26) is

presented as a sum of ee0 þee1, where ee0 and ee1 can be defined from (7.47a) and

(7.47b), respectively. Below, we will summarize briefly the general results men-

tioned in Chapter 3 and also in References [11,12], and then will present the addi-

tional results obtained in References [29–41] as well as by the authors of this book

with the computational examples of the effects.

The height Z ¼ Z0 is the height for which reflection takes place (ee0 ¼ 0). For the

heights Z0 � D < Z < Z0 a model of a linear layer with thickness D can be used. As

a result, the dielectric permittivity can be rewritten in the following form [11,12]:

ee0ðZÞ ¼ � Z � Z 0
0

D
ð7:57Þ

The field change E, in the horizontal homogeneous layer of the ionosphere with e0
defined from (7.57) and for the normal wave incidence on the layer, can be described

by the equation [11,12]

@2E

@Z2
� k20

Z � Z
0
0

D

 �
E ¼ 0 ð7:58Þ

This equation has an exact solution, which can be expressed by the Airy functions

U and V

Uð�tÞ ¼ 1

p1=2

ðþ1

0

sin ðx3=3�xtÞdx ð7:59aÞ

Vð�tÞ ¼ 1

p1=2

ðþ1

0

cos ðx3=3� xtÞdx ð7:59bÞ

where t ¼ k
2=3
0 Z=D1=3.

Small-scale inhomogeneities have a weak influence on wave propagation. If

small-scale inhomogeneities of plasma density exist in the ionospheric layer, then

the field changes are described by the equation

�E þ k0ðee0 þee1ÞE ¼ 0 ð7:60Þ

which is solved by the method of perturbations, that is, the Airy function Vð�tÞ can
be assumed as a standard function for a strict solution of (7.60), which is described in

the following form:

E ¼ E0 exp ik0gf gVð�k
2=3
0 FÞ ð7:61Þ
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where E0 is the amplitude of the incident wave on the boundary of the layer;

g and F are the logarithm of wave amplitude and the wave phase, res-

pectively. By putting expression (7.61) in (7.60), the following system is

obtained

2rgrFþ k�1
0 r2F ¼ 0

� k�1
0 �gþ ðrgÞ2 � FðrFÞ2 þee0 þee1 ¼ 0

ð7:62Þ

Let us suppose that k�1
0 and e1 are small, and present functions g and c

as perturbation sums (see perturbation method description in Sections 3.2

and 3.4)

g ¼ g0 þ g1 þ � � � ; F ¼ F0 þ F1 þ � � � ð7:63Þ

Then for the first and second order approximation of (7.62) the wave phase can

be given as [11,12]

F0 ¼ 2k0X0 ¼ 2k0

ðZ
0
0

Z

ðee0Þ1=2dZ ð7:64aÞ

F1 ¼ 2k0X1 ¼ 2k0

ðZ
0
0

Z

ee1=ðee0Þ1=2dZ ð7:64bÞ

Parameter F0 defines the phase of a nonperturbed wave and F1 defines the

disturbance of phase in the ionospheric layer with small-scale inhomogeneities. The

function g1 in expansion (7.63) can be expressed as [11,12]

g1 ¼ ð1=2k0Þ ln jEðZÞj=E0½ � ¼ �ð1=2k0Þ
ðZ
0
0

Z

½�?X1=ðee0Þ1=2�dZ ð7:65Þ

and it describes the changes of the signal level in the process of scattering, and

�? ¼ @2

@X2
þ @2

@Y2
:

The Cross-correlation Function of Phase Disturbances. Using expressions

(7.63)–(7.64) we can find the cross-correlation function of phase disturbance F1
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of the radio wave reflected from the layer with thickness D

GFðx; ZÞ ¼ k0

ðZ0

Z
0
0�D

dZ1

ðZ
0
0

Z
0
0�D

dZ2 hee1ðX1; Y1; Z1Þee1ðX2; Y2; Z2Þi

¼ 2k20

ðD

0

Geðx; Z; �Þd�
ðZ

0
0��=2

Z
0
0�D��=2

D=½ðZ � Z
0

0Þ��2=4�dZ

ð7:66aÞ

where x ¼ X1 � X2; Z ¼ Y1 � Y2; � ¼ Z1 � Z2. The second integral in formula

(7.66a) equals

ðZ
0
0��=2

Z
0
0�D��=2

D=½ðZ � Z
0

0Þ � �2=4�dZ ¼ Dfln½D� �=2þ ðD2 � �2=4Þ1=2 � lnð�=2Þg

� D lnð4D=�Þ ð7:66bÞ

For the following calculations, as in References, [21–27], we consider that the

shape of the inhomogeneities of plasma density dN 
 N1 < N0, distributed

according to the Gaussian law inside inhomogeneous ionospheric layer at the

height Z0, as

Geðx; Z; &Þ ¼ Geðx; ZÞ exp
&2

l2

� �
ð7:67Þ

where l is the characteristic scale of jN1j2 changing along the Z-axis. If

Geð0; 0; 0Þ ¼ ee21
� �

¼
o4

pe

o4

N1

N0

����
����
2

* +
ð7:68Þ

does not depend on Z, then the maximum of the cross-correlation function of the

phase fluctuations is

GFð0; 0Þ ¼ F2
1

� �
¼ p1=2k20lD ee21

� �
ln

8D

l
þ C

2

� �
ð7:69Þ

where C is the Euler constant [11]. Expression (7.69) takes into account that hN2
1 i is

the same for all altitudes of the ionosphere. If relative fluctuations of plasma density
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hjN1=N0j2i depend on the height, then

hee21i ¼ ð1�ee0Þ2
N1

N0

����
����
2

* +
ð7:70Þ

is the function of Z. In this case

hF2
1i ¼ p1=2k20lD

N1

N0

����
����
2

* +
ln

8D

l
þ C � 3

2

� �
ð7:71Þ

From formula (7.71) it is seen that the main contribution to the phase fluctuations of

the radio wave are determined by the inhomogeneities placed near the reflected level

Z 0
0, where ee0 � 0. If the following form of spectrum of plasma density fluctuations

UNðKÞ or of dielectric permeability fluctuations UeðKÞ is used, then

UNðKÞ � UeðKÞ ¼ Me½1þ ðK2
X þ K2

Y þ K2
ZÞL20=4p2�

�p=2 ð7:72Þ

where L0 is an external (outer) scale of inhomogeneities andMe is determined by the

condition hee 21 i ¼
Ð
UeðKÞdKX dKY dKZ , then the correlation function of phase

fluctuations can be presented as

GFðx; ZÞ ¼ 2k20 DMe

ðZ
0
0

Z
0
0�D

dKX dKY dKZ

ðZ
0
0��=2

Z
0
0�D��=2

dZ exp i xKX þ ZKY þ �KZð Þf g

� 1þ K2
X þ K2

Y þ K2
Z

� �
L20=4p

2
	 
�p=2

=Z � Z
0

0��2=41=2
n o

ð7:73Þ

In Reference [23] it was pointed out that the formula (7.73) could not be analytically

integrated. Moreover, for the case L0 � D calculations of the spectrum of phase

fluctuations F1 have shown that spectrum UF1
does not reproduce spectrum UN .

The Thin Screen (Kirchhoff) Approximation. Now, using the formulas presented

above, the question of phase and amplitude fluctuations for the case of low-orbit

satellite communication can be investigated in more detail, using the thin screen

approximation method [33,40–41] presented schematically in Fig. 7.8. Let us sup-

pose that the satellite trajectory and the receiving point on the Earth’s surface are in

the magnetic meridian plane. To simplify the problem, it is assumed that geometric

field lines are vertical at point O on the Earth’s surface (see Fig. 7.9). The z-axis is

directed along the magnetic field lines and the x-axis lies in the meridian plane. The

caseo0 � ope, a real case in satellite mobile communication, is now discussed. Due

to diffraction and scattering effects at the small-scale inhomogeneities, radio waves

from a satellite located at point P have a stochastic modulation of phase after passing

through the ionospheric layer having thickness L.

For the case of waves fromVHF to X-band, that is, for l � l, where l is the scale of

inhomogeneity that is from a few meters up to a few centimeters and for weak
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inhomogeneities (hF2
1i � 1), the angle of scattering of radio wavesFs � ðl=lÞhF2

1i is
small. In the coordinate system fx0; y0; z0g with the z0-axis directed along the ray OP,

the phase fluctuations F1 on the bottom boundary of the layer are (Fig. 7.9)

F1ðx0; y
0Þ ¼ k0L sec i

ðZaþL sec i

Za

eððx0; y0; z0Þdz0 ð7:74Þ

Phase screen -
ionosphere

Reception plane -
Earth, I(k)

Z

FIGURE 7.8. The 1D phase changing screen model.

L

x

Za

Z

y

v1

i

R2

R1

P1
P

01

0

LEO

FIGURE 7.9. Geometry of a link LEO-satellite communication with the terminal antenna

placed at the Earth’s surface.
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Then a cross-correlation function GF can be presented as

GFðx;0 Z0Þ ¼ k20L sec i

ðL sec i

�L sec i

Geðx0; Z0; � 0Þd�0 ð7:75Þ

where x0 ¼ x01 � x02; Z
0 ¼ y01 � y02; �

0 ¼ z01 � z02. Using Kirchoff’s diffraction formu-

las, we can calculate the wave field strength at the receiving point following

Reference [33]

Er ¼ iE0

exp �ik0ðR1 þ R2Þ½ �
lR1R2

ð
exp iF1ðx0; y0Þf g exp �ip

x02 þ y02

leR

� �
dx0dy0 ð7:76Þ

where E0 is the amplitude of wave at a transmitting point P, eR ¼ R1R2=ðR1 þ R2Þ.
If F1 is distributed according to hexpðiF1Þi ¼ expð� F2

1

� �
=2Þ, we can obtain the

average field jErjh i at the receiving point

hjErji ¼
E0

R
exp �hF2

1i
2

� �
ð7:77Þ

The average field is attenuated because part of the wave energy is transformed into

the noncoherent component of the field. When the satellite moves from point P to

point P1 with coordinates {x0, y0, z0} and R0 ¼ R0
1 þ R0

2 (Fig. 7.9), the received field

equals

Er ¼ iE0

exp½�ik0ðR0
1 þ R0

2Þ�
lR1R2

ð
exp iF1ðx00; y00Þf g

� exp �ip

x00 � R2

eR
x01

� �2

þy02

" #

leR

8
>>>><
>>>>:

9
>>>>=
>>>>;

dx00dy00
ð7:78Þ

Here the difference between R and R’ is taken into account only in phase

multiplication. Thus the cross-correlation function of the received field can be

presented as

GE ¼ jðEr�hEriÞðEr1�hEr1iÞjh i¼E2
0

R2

1

l2eR2

ð
exp½iF1ðx0;y0Þ� iF1ðx00;y00Þ�h i

�

� exp � ip

leR
x02� x00�R2

eR
x01

� �2

þy02�y00
2

 !" #
dx0dy0dx00dy00�exp �hF2

1i
� �

)

ð7:79Þ

268 IONOSPHERIC RADIO PROPAGATION



Using the relationship rF1ðx0; Z0Þ ¼ GF1=hF2
1i, we can calculate the cross-

correlation function of the wave field [36,37]

GE ¼ E2
0

R2
exp �hF2

1i 1� rF1
R1

R
x01

� �� � �
� expð�hF2

1iÞ
� �

ð7:80Þ

The parameter R1x
0
1=R ¼ x00 is the coordinate of ray OP along the x-axis at height Z0

(Fig. 7.9). It can be found from the speed V0 of point O when the satellite moves as

x00 ¼ jV0jt ð7:81Þ

Here, a coherent function that gives us the correlation function of the field in a

specific plane is defined. By using this function it is possible to obtain later the

intensity of field fluctuations, IðrÞ.

Spectrum of Amplitude Fluctuations. Expression (7.80) enables the relationship

between the cross-correlation function of phase fluctuations on the bottom boundary

of the ionospheric layer and the correlation function of signal amplitude fluctuations,

GE. The latter can be found for weak phase fluctuations ( F2
1

� �
< 1) as

GE ¼ E2
0

R2
F2

1

� �
rF1ðx00Þ ð7:82Þ

The time fluctuations of the field amplitude are found from the spatial phase

fluctuations on the bottom boundary of the ionospheric layer with small-scale

inhomogeneities. Taking into account relationship (7.82), we obtain

GEðx; ZÞ ¼ ðE2
0=R

2Þk20L sec i
ðL sec i

�L sec i

Geðx00; �0Þd�0 ð7:83Þ

The Fourier transform of Equation (7.83) gives the spectrum of amplitude

oscillations

UgðfÞ �
ð
UeðKx0 ;Ky0 ;Kz0ÞdKy0 ð7:84Þ

Now, at point O, the angle i1 is the angle between the magnetic field and ray OP (see

Fig. 7.9). In the coordinate system fx0; �g, with the �-axis along the geomagnetic

field and with the base at point O, there are two cases

(1) For the case i1 ¼ 0 when the ray is parallel to the magnetic field B0 lines,

the disturbance of plasma density is averaged and the field correlation

function GE is determined [36,37] by the scales of the inhomogeneities

perpendicular to B0.
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(2) In the other critical case when i1 ¼ 90�, the density oscillations are averaged
in the direction transverse to the magnetic field and the spectrum GE is

expressed from the spectrum of the scales of the inhomogeneities elongated

along B0.

One should note that expressions (7.74) and (7.77) were obtained for the small-

scale inhomogeneities (l � dF). In real cases of satellite experiments a wide

spectrum of scales are observed — from centimeters up to kilometers. For a more

general two-dimensional (2D) case, the spectrum of plasma density UNðKÞ of

inhomogeneities was calculated by Shkarofsky [38]. At the same time the spectrum

of amplitude scintillations, measured in satellite experiments, shows that for the

spatial frequencies L�1
0 � K? � l�1

0 the spectrum of plasma density UNðKÞ can be

presented in a simpler manner in one-dimensional (1D) case as [38]

UNðK?Þ ¼
hN2

1iG p�1
2

� �

pG p�2
2

� � K
p�2
0

ðK2
0 þ K2

?Þ
ðp�2Þ=2 � K

1�p
? ð7:85Þ

where l0, L0 ¼ 2p=K0 are the inner and outer scale of inhomogeneities, respectively;

K? ¼ 2p=l? is the scale of inhomogeneity perpendicular to the geomagnetic field

B0, and GðwÞ is the gamma-function.

It was also obtained from satellite experiments that in the direction parallel to B0

for the longitudinal scales ljj > dF, the spectrum of inhomogeneities UNðKjjÞ is

Gaussian:

UNðKjjÞ � exp �K2
jj l

2
jj

n o
ð7:86Þ

The transformation from spectrum (7.85) to spectrum (7.86) was observed in

satellite experiments at the angles i01 between the radio ray and the geomagnetic

field B0:

i01 � tan�1 l?
ljj

� �
ð7:87Þ

In many experiments it was shown that ionospheric inhomogeneities of the F-region,

which give radio scintillations, are stretched along the geomagnetic field (ðl?=ljj � 1Þ
and the angle i1 has a value of only several degrees. Thus, the spectrum of field

amplitude fluctuations is determined by the spectrum of transversal scales of

inhomogeneities.

It should also be noted that for the metric and decimetric wave band the case

l0 � dF � l? occurs and more general formulas than (7.85)–(7.86), such as (7.72),

must be used. But analytical calculation for the more general case of anisotropic

inhomogeneities and of oblique incidence of radio waves on the ionospheric layer is

a very complicated mathematical problem. The analytical result was obtained only
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for the case when the wave was incident on the ionospheric layer perpendicular to its

surface and when the magnetic field lines were also perpendicular to the ionosphere

surface. In this case, one can present the spectra of signal logarithmic amplitude g,

UgðK?Þ, and signal phase S1, US1ðK?Þ, fluctuations as

US1ðK?Þ ¼ k20LUeðK?Þ cos2
K2
?d

2
F

2

� �
ð7:88aÞ

UgðK?Þ ¼ k20LUeðK?Þ sin2
K2
?d

2
F

2

� �
ð7:88bÞ

Expressions (7.88) show that for a wide spectrum of inhomogeneities the amplitude

and phase spectra are determined by the spectra UeðK?Þ of inhomogeneities and by

‘‘filter’’ functions cos2ðK2
?d

2
F=2Þ and sin2ðK2

?d
2
F=2Þ.

The Scintillation Index. In an observation of the fading of radio signals passing

the ionosphere, usually used a scintillation index [29–41], which is denoted by s2I ,

in the same manner as in Chapter 6, because it also determines the ‘‘strength or

‘‘power’’ of inhomogeneities (how they are strong) inside the ionospheric layer,

and therefore can be defined by formula (6.97) from Section 6.3.2 as the dispersion

of the radio wave intensity I fluctuations. We will rewrite this formula for our future

discussions:

s2I ¼
I2
� �

� hIi2

hIi2

 I2
� �

hIi2
� 1 ð7:89Þ

For weak scintillations this index was obtained in References [29,39–41]

s2I ¼ 4 g2
� �

¼ 4

ð
UgðK?ÞdKxdKy ð7:90Þ

Here again, g is the logarithm for the amplitude of the radio signal. The above

mentioned allows us to conclude that it the small-scale inhomogeneities exist, then

two conditions are followed (see also Section 6.3):

– The inhomogeneity scale, l, is smaller than the first Fresnel zone, dF.

– l is larger than the wavelength l.

The influence of small-scale inhomogeneities was mainly manifested in phenomena

like diffraction and scattering [29–41]. However, the effect of small-scale

inhomogeneities on wave propagation in the ionosphere is not well recognized.

Although a lot of literature exists about large-scale inhomogeneities, the role of

small-scale inhomogeneities seems to be less well understood. As the spectrum of

small-scale inhomogeneities gives more complicated effects, in the next section we

will focus mainly on the effects of these phenomena, will analyze them according to
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the results obtained in References [29–41] and will generalize some theoretical

results. Calculations of phase fluctuations F2
1

� �	 
1=2
on the bottom boundary of the

ionospheric layer with inhomogeneities for various radio frequencies and for

different plasma density fluctuations ½ N2
1=N

2
0

� �
�1=2 will be given in section 7.3.3. The

one-dimensional spectra of plasma density disturbances UNðKxÞ � K�pþ2
x for

various extinction parameters in exponent, p0 ¼ p� 2, will also be given. Further-

more, the index of scintillation s2I as a function of phase fluctuations F2
1

� �	 
1=2
and

of parameter p0 will be analyzed, because it characterizes the power of ionospheric
inhomogeneities and is defined as dispersion of the radio wave intensity variations.

7.2.3. Scattering Phenomena Caused by Small-Scale Inhomogeneities

As was mentioned in the previous section, when radio waves are propagated through

an irregular ionosphere, small-angle scattering causes what is known as scintillation of

signal strength or intensity. In such phenomena, a distinction can be drawn between

diffractive scattering from small-scale irregularities and refractive scattering from

large-scale irregularities. The same phenomena are observed in troposphere, caused

by large-scale and small-scale turbulent gaseous structures (see Section 6.3). We put

the same question as was done in the previous chapter on how we can separate these

effects as well as the inhomogeneities that caused them. For a given location in the

medium of terminal antennas, the transmitter and receiver, a Fresnel scale, dF, is the

parameter which can give the corresponding separation. According to the definition

above, it depends on the wavelength and the coordinate locations of the source and the

observer. In such an assumption, diffractive scattering is caused by irregularities

whose scale is less than the Fresnel scale. Diffractive scattering of electromagnetic

waves by a scintillation medium is described in References [34,41]. Refractive scat-

tering involves irregularities whose scale is greater than the local Fresnel scale [31].

In order to present the effect of refractive and diffractive scattering, the thin phase

changing screen model (see Fig. 7.8) of the scintillation medium was introduced by

Booker [31,34,41]. Such a model replaces weak multiple scattering by strong single

scattering in a way that enables us to understand the relation between ‘‘diffractive’’

and ‘‘refractive’’ scattering in scintillation phenomena.

Main Parameters of the Problem. The phase changing screen model has the fol-

lowing characteristic parameters:

a) phase changing screen representing the ionospheric F-region. As tropospheric

gaseous turbulent structures (see Section 6.3), the ionospheric plasma

inhomogeneities are characterized by the following parameters:

– mean square fluctuation of phase ½ð�FÞ2� 
 F2
1

� �
;

– outer scale L0;

– inner scale l0.

b) reception plane representing the surface of the Earth (see Fig. 7.8).
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The spectrum of intensity fluctuation is created and obtained in the reception plane.

At the same time, to determine physical processes that accompany radio wave

propagation through the inhomogeneous ionosphere we must compare the outer

scale of irregular ionospheric region with the Fresnel scale defined as dF ¼
ðlZ=2pÞ1=2, where Z is the distance from the screen to the reception plane and l is

the wavelength. In References [31,34,41] it was assumed that the RMS fluctuation

of phase F2
1

� �	 
1=2
is large compared with one radian. Moreover, in 1D-case of

ionospheric layer presented in Figure 7.8, as follows from (7.73), the power

spectrum of phase fluctuations SðkÞ is proportional to k�p, when k � ð1=L0Þ and p is
referred to as the spectral index.

For a practical scintillation medium, the latter parameter p is defined as the

spectral index that is observed in any measurements of phase fluctuations along a

straight line. For the ionosphere, it is also the spectral index that is observed when

the source is at the satellite moving above the ionosphere in a straight line. Usually,

in literature, the spectral index p is determined as one integer greater than that

observed when measurements of the average refractive index hni are made along a

straight line in the medium with scintillations, that is, p ¼ hni þ 1 [29–41].

At the same time, the spectral index p is one integer less than that obtained by

analyzing fluctuations of phase made over an area rather than along a line. Observed

values of the spectral index p range from about 2 to 4, with values between about 2.5

and 3.5 being most common [31,34–37,41]. The smaller values of p are found when

the scintillation phenomenon is strong.

Let us also define the expression ½ð�FÞ2�SðkÞ as the power spectrum of phase

fluctuations, where ½ð�FÞ2� is the mean square fluctuation of phase, and SðkÞ is the
phase spectra. The corresponding autocorrelation function rðxÞ is obtained by

inverse Fourier transformation of SðkÞ (see Section 7.2.2). Tables 7.2 to 7.3 present

the values of SðkÞ and the corresponding autocorrelation functions rðxÞ obtained in

Reference [41].

Now, to differentiate the effects of ‘‘refractive’’ scattering from large-scale

irregularities and ‘‘diffraction’’ scattering from small-scale irregularities and to

analyse the significant roles in the physical processes, in addition to the earlier

introduced outer scale L0, the inner scale l0, and the Fresnel scale dF, additional

parameters following References [31,34,35] were introduced. They are: the lenses

scale lL, the focal scale lF, and the peak scale lP.

The lens scale, lL, is defined as the size of the inhomogeneity in the phase

changing screen [31,34,41]. An array of optical foci is produced in a plane parallel to

the screen at distance Z. These foci lie in the reception plane at a distance Z if

Z ¼ l2L

ðl=ð2pÞÞ½2ð�FÞ2�1=2
ð7:91aÞ

from which we get

lL ¼ lZ

2p

� �1=2

½2ð�FÞ2�1=4 ð7:91bÞ
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Lens action occurs in the screen, producing focal action in the reception plane.

As follows from (7.88), the lens scale lL can be defined through the Fresnel

scale

lL ¼ dF½2 �Fð Þ2�1=4 ð7:92Þ

TABLE 7.2. [41]: Phase spectra SðkÞ per unit mean square fluctuation of phase
together with the corresponding autocorrelation function rðxÞ (inner scale l0 is zero
relative to outer scale L0)

p SðkÞ rðxÞ

2
4L0

1þ k2L20
exp � x

L0

� �

3
2pL0

ð1þ k2L20Þ
3=2

x

L0
K1

x

L0

� �

4
8L0

ð1þ k2L20Þ
2

1þ x

L0

� �
exp � x

L0

� �

5
3pL0

ð1þ k2L20Þ
5=2

x

L0
K1

x

L0

� �
þ 1

2

x

L0
K0

x

L0

� � �

TABLE 7.3(a). [41]: Autocorrelation function for an outer scale L0 and an inner scale l0

P0 rðXÞ

2

exp �ðx2 þ l20Þ
1=2

L0

 !

exp � l0

L0

� �

3

ðx2 þ l20Þ
1=2

L0
K1

ðx2 þ l20Þ
1=2

L0

 !

l0

L0
K1

l0

L0

� �

4

1þ ðx2 þ l20Þ
1=2

L0

 !
exp �ðx2 þ l20Þ

1=2

L0

 !

1þ l0

L0

� �
exp � l0

L0

� �

5

ðx2 þ l20Þ
1=2

L0
K1

ðx2 þ l20Þ
1=2

L0

 !
þ 1

2

ðx2 þ l20Þ
1=2

L0
K0

ðx2 þ l20Þ
1=2

L0

 !" #

l0

L0
K1

l0

L0

� �
þ 1

2

l0

L0
K0

l0

L0

� � �
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Hence, the irregularities with a scale of lL defined by (7.91b)–(7.92) give a focusing

effect of a radio wave passing the ionosphere at the Earth’s surface. Therefore in

Reference [41] this scale was defined as a lens scale.

The focal scale, lF, is defined as the width of the average focal spots at the

reception plane by the scattering of radio waves from the medium- and large-scale

ionospheric irregularities. It determines fluctuations of radio signal amplitude at the

Earth’s surface after such a scattering. The focal scale, which varies with the spectral

index, is associated with the arrival at the reception plane of an angular spectrum of

waves that are approximately co phased within an angle of about 	l=ð2plFÞ of the
norm. It is determined as [31,34,41]

lF ¼ lL½2ð�FÞ2�1=2 ð7:93Þ

It is seen from (7.93) that for a given scale in the screen, the larger the mean square

fluctuation of phase, the closer is the focal plane to the screen and the sharper are

the foci.

The peak scale, lP, represents the peak in the intensity spectrum IðkÞ, such that

the angular spatial frequency K ¼ l�1
P gives the low frequency edge of the peak in

the intensity spectrum in the reception plane. When ‘‘refractive’’ scattering

dominates, the reciprocals of the scales lP and lF give the lower and upper roll-off

angular spatial frequencies K for the intensity spectrum in the reception plane,

TABLE 7.3(b). [41]: Phase spectra per unit mean square fluctuation of phase for an
outer scale L0 and an inner scale l0

P0 SðkÞ

2 4l0 exp
l0

L0

� �Kl

l0

L0
ð1þ K2L20Þ

1=2

� �

ð1þ k2L20Þ
1=2

3
2pl20

L0Kl

l0

L0

� �
1þ l0

L0
ð1þ k2L20Þ

1=2

� �

l0

L0
ð1þ k2L20Þ

1=2

� �3
exp � l0

L0
ð1þ k2L20Þ

1=2

� �

4
8l40

L30 1þ l0

L0

� �
exp � l0

L0

� �
K l

l0

L0
ð1þ k2L20Þ

1=2

� �
þ 1

2

l0

L0
ð1þ k2L20Þ

1=2

� �
K0

l0

L0
ð1þ k2L20Þ

1=2

� �

l0

L0
ð1þ k2L20Þ

1=2

� �3

5
3pd40

L30 Kl

l0

L0

� �
þ l0

L0
K0

l0

L0

� �� �
1þ l0

L0
ðlþk2L20Þ

1=2

� �
þ1

3

l0

L0
ð1þK2L20Þ

1=2

� �2

l0

L0
ð1þk2L20Þ

1=2

� �5
exp � l0

L0
ð1þk2L20Þ

1=2

� �
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whether this is a focal plane or not. The intensity spectrum therefore extends

roughly from the angular spatial frequency K ¼ l�1
P to the angular spatial

frequency K ¼ l�1
F . The focal scale and the peak scale have a geometric mean equal

to the Fresnel scale

lP ¼ d2F=lF ð7:94Þ

Table 7.4 represents the focal scale and the peak scale obtained in Reference [31] for

polynomial spectrum of irregularities with p0 ¼ 2–5, as a function of the outer scale

L0 and the mean square fluctuation of phase ð�FÞ2, for ð�FÞ2 > 1. As follows from

results presented in Table 7.4, for ð�FÞ2 > 1 spectrum of amplitude fluctuations

of radio signals within a range of spatial frequencies, l�1
F < K < l�1

0 , is determined

by ‘‘diffractive’’ scattering from small-scale irregularities and can describe the

corresponding spectrum of ionospheric inhomogeneities. At the same time, at

frequencies K < l�1
F the scattering is related with scattering from medium and large

inhomogeneities with dimensions l > dF, that is, it describes the focusing properties

of the ionospheric plasma. Therefore, determination of the spectrum of ionospheric

inhomogeneities using measurements of amplitude fluctuations can be done only

when lF � l0.

What does it mean in a practical point of view for satellite communications?

Results obtained above show that the effects of ‘‘diffractive’’ scattering occur mostly

for medium- and small-scale irregularities because they become significant for high

frequencies beyond the UHF/X-band, where, as have been shown earlier, effects of

large-scale irregularities are not so actual. Moreover, large-scale irregularities cause

the ‘‘refractive’’ scattering (such a definition was introduced in References

[31,34,41]). This effect was described earlier in Section 7.2.2. In Reference [41]

it was shown that the ‘‘refractive’’ scattering at large-scale inhomogeneities is

predominant with respect to ‘‘diffraction’’ scattering from small-scale inhomo-

geneities, if lF < l0, which means it is actual only for waves of HF/VHF-frequency-

band. This effect is also stronger if the power spectrum parameter p0 is higher (see
Table 7.4). The same effect is observed with an increase of signal phase fluctuations.

Thus, for ð�FÞ2 
 F2
1

� �
� 103, the spectrum of amplitude variations, UgðKÞ

defined by (7.88b) for all p0, is determined by the ‘‘refractive’’ scattering, which

gives the so-called focusing effects.

TABLE 7.4. [31,41]: The focal scale lF and the peak scale lP for large L0=dF and ð��Þ2

Spectral Index p0

2.5 3.0 3.5 4.0 4.5

lF
LO

2ð��Þ2
h i2=3

LO

2ð��Þ2lnð��Þ2
h i1=2

LO

4ð��Þ2
h i1=2

LO

2ð��Þ2
h i1=2

LO

ð��Þ2
h i1=2

lP
d2F
LO

2ð��Þ2
h i2=3 d2F

LO
ð��Þ2lnð��Þ2
h i1=2 d2F

LO
4ð��Þ2
h i1=2 d2F

LO
2ð��Þ2
h i1=2 d2F

LO
ð��Þ2
h i1=2
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Signal Intensity Fluctuations. Using the selected appropriate autocorrelation

function rðxÞ (from Tables 7.2 and 7.3), two functions are formulated that each

depend on x and k. The first is f ðx; kÞ, which is obtained by substituting rðxÞ into
the following equation:

f ðx; kÞ ¼ 2rðxÞ � r x� kd2F
� �

� r xþ kd2F
� �

ð7:95Þ

The second function is gðx; kÞ, which is obtained by substituting f ðx; kÞ into the

following equation:

gðx; kÞ ¼ exp �½ð�FÞ2� f ð0; kÞ � f ðx; kÞ½ �
n o

� exp �½ð�FÞ2�f ð0; kÞ
n o

ð7:96Þ

The intensity spectrum in the reception plane is then [34,41]

IðkÞ ¼ 4

ð1

0

gðx; kÞ cosðkxÞdx ð7:97Þ

Using now the formula (7.97), we can obtain the square of the scintillation index, sI

sI ¼
1

2p

ð1

0

IðkÞdk ð7:98Þ

For weak scattering ðð�FÞ2 ¼ 10�1; 1Þ the general expression for the spectrum of

signal intensity fluctuation (7.97) can be reduced to [41]

IðkÞ ¼ 4hð�FÞ2iSðkÞ sin2 1

2
k2d2F

� �
ð7:99Þ

where SðkÞ has the value shown in Table 7.3 if the concrete inner scale l0 was taken

into account and in Table 7.2 if l0 ¼ 0.

We mentioned that the Fresnel oscillation associated with the sin2ð0:5k2d2FÞ term
in the equation is depicted for the main lobe and the first side lobe. For the remaining

lobes only the average value is considered (corresponding to replacement of

sin2ð0:5k2d2FÞ by 0.5). For spectral index of p0 ¼ 2, and using Table 7.2, a substitute

of SðkÞ ¼ 4L0=ð1þ k2L20Þ leads to the following equation for IðkÞ

IðkÞ ¼ 16hð�FÞ2i L0

1þ k2L20
sin2

1

2
k2d2F

� �
ð7:100aÞ

The same substitute of SðkÞ for p0 ¼ 3 leads to an intensity fluctuation of

IðkÞ ¼ 8phð�FÞ2i L0

ð1þ k2L20Þ
3=2

sin2
1

2
k2d2F

� �
ð7:100bÞ
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Finally, for p0 ¼ 4 we get

IðkÞ ¼ 32hð�FÞ2i L0

ð1þ k2L20Þ
2
sin2

1

2
k2d2F

� �
ð7:100cÞ

Therefore, substituting in (7.98) for different IðkÞ from (7.100) leads to the following

equations for sI :

– for p0 ¼ 2

s2I ¼
2
ffiffiffi
2

p
ffiffiffi
p

p
L0

dFhð�FÞ2i ð7:101aÞ

– for p0 ¼ 3

s2I ¼
p

2L20
d2Fhð�FÞ2i ð7:101bÞ

– for p0 ¼ 4

s2I ¼
8
ffiffiffi
2

p

3
ffiffiffi
p

p
L30

d3Fhð�FÞ2i ð7:101cÞ

Computation of intensity spectrum have been performed in accordance with

Equations (7.97)–(7.98) for strong fluctuations and formulas (7.100)–(7.101) for

weak fluctuations for an outer scale L0 ¼ 10dF and inner scale Li ¼ 10�2dF and for

the spectral index p0 ¼ 3, 4, 5. Figures 7.10–7.12 represent the scintillation index

calculated numerically according to (7.100)–(7.101) for weak signals and according to

(7.97)–(7.98) for strong signal phase fluctuations, respectively, versus square mean

deviations of signal phase for various parameters of 1D-spectrum p0 ¼ p� 2 and

different scales of ionospheric irregularities, respectively. It is seen from Fig. 7.11 that

for p0 ¼ 2 the scintillation index with an increase of phase fluctuations limits to the

unit. For higher spectral index (p0 > 2) sI exceeds the unit, which explain the focusing

properties of the ionospheric layer consisting of various irregularities for strong

variations of signal phase after passing the ionosphere.

Signal Phase Fluctuations. We once again model the ionospheric F-region as a

slab of ionization of mean ionization density N with a uniform mean square frac-

tional fluctuation of ionization density ð�N=NÞ2 (see Fig. 7.8) with the thickness

D and the outer scale L0. We suppose that on the Earth’s plane we receive radiation

of wavelength l from a distant point source at zenith angle w.

In our computations, to illustrate results obtained in References [34,41], we

shall take the outer scale equal to the scale height H of the F-region, and we shall

also take the thickness of the F-region to be H. In such notations, the mean square

fluctuation of signal phase experienced on passage through the F-region may
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FIGURE 7.10. (a) Illustration for various values of the spectral index; the scintillation index

sI , as a function of the normalized outer scale L0; 1:5dF � L0 � 50dF; hð�FÞ2i ¼ 0:1. (b)
Illustration for various values of the spectral index; the scintillation index sI , as a function of

the normalized outer scale L0; 1:5dF � L0 � 20dF; hð�FÞ2i ¼ 0:1.
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FIGURE 7.11. (a) Illustration for various values of the spectral index; the scintillation index

sI , as a function of the normalized outer scale L0; 1:2dF � L0 � 50dF; hð�FÞ2i ¼ 1: (b)
Illustration for various values of the spectral index; the scintillation index sI , as a function of

the normalized outer scale L0; 1:2dF � L0 � 20dF; hð�FÞ2i ¼ 1.
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FIGURE 7.12. (a) The RMS fluctuations of phase versus the fractional fluctuations of

ionization density for different frequencies at zenith angles of 10�; 45�. The outer scale is

equal to a layer thickness of L ¼ 10 km. Mean ionization density is 1012 m�3. (b) The RMS

fluctuations of phase versus the fractional fluctuations of ionization density for different

frequencies at zenith angles of 60�; 80�. The outer scale is equal to a layer thickness of

L ¼ 10 km. Mean ionization density is 1012 m�3.
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then be taken as

hð�FÞ2i 
 hF2
1i ¼ 4r2eN

2 N1

N0

� �2
* +

l2H2 sec w ð7:102Þ

Here all parameters are defined above; re is the radius of the electron. For

numerical computations we take H ¼ 100 km and N0 ¼ 1012 m�3. The curves in

Figures 7.12a,b present the RMS fluctuation of a phase as a function of the RMS

fractional fluctuation of ionization density for a series of frequencies running

from 32 MHz to 60 GHz. The figures illustrate the ionospheric propagation of

various wave frequencies at zenith angles of 10, 45, 60, 80 degrees, respectively.

Both axes, vertical and horizontal, are plotted logarithmically.

We can see that for a given frequency, an increase of ionization density causes

an increase in phase fluctuations. Furthermore, for a given ionization density,

when we use high frequencies for the satellite communication channel (from UHF

to X-band and higher), we can see a decrease in phase fluctuations to values

appropriate for weak scattering. Finally, for a given ionization density, when the

zenith angle w becomes larger, the effect of phase fluctuations becomes stronger. In

fact, for a zenith angle of 60�, the phase fluctuation experienced in the passage of a
32 MHz wave through the F-region with a fractional ionization density

��
N1

N0

�2�
of

10�2 is about 750 radians. But when the zenith angle is 80�, and for the same

frequency and ionization density, we obtain phase fluctuations of �1270 radians.

In order to obtain 750 radians, we need the ionization density
��

N1

N0

�2�
to be

�3:5� 10�3 m�3.

To understand the role of satellite position with respect to the observer at the

Earth’s plane, additional analysis of the RMS fluctuation of a phase as a function

of the zenith angle was done and is shown for a series of frequencies running from

32 MHz to 60 GHz in Figures 7.13a,b. The figures illustrate the ionospheric

propagation of various wave frequencies at ionization densities of 100%, 80%, 30%,

and 1%. Again, both the vertical and horizontal axes are plotted logarithmically. As

we mentioned earlier, in the following figures we can see that for a given frequency,

an increase of zenith angle causes an increase in phase fluctuations. Furthermore, for

a given zenith angle, when we use high frequencies for the communication channel

(more than 1 GHz), we can see a decrease in phase fluctuations to values appropriate

for weak scattering. The same features, as in Figures 7.12, are clearly seen from

illustrations of Figures 7.13a,b.

Frequency Dependence of Signal Intensity Fluctuation Spectrum. Above, we

evaluated the expressions of the spectrum of the signal intensity fluctuations defined

by (7.97). On the basis of this expression, we present in Figures 7.10–7.11 the nor-

malized intensity fluctuation as a function of the wave frequency, for various values

of the spectral index, p0.
It was shown that for a given spectral index, the behavior of the intensity is an

exponential type. Furthermore, for a given frequency, when the spectral index
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FIGURE 7.13. (a) The RMS fluctuations of phase versus the zenith angle for different

frequencies at ionization densities of 80% and 100%. The outer scale is equal to a layer

thickness of L ¼ 10 km. Mean ionization density is 1012 m�3. (b) The RMS fluctuations of

phase versus the zenith angle for different frequencies at ionization densities of 10% and

20%. The outer scale is equal to a layer thickness of L ¼ 10 km. Mean ionization density is

1012 m�3.
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increases, an increase in the intensity fluctuations is observed. Finally, for a given

frequency, when phase fluctuation becomes larger, the effect of the signal intensity

fluctuations becomes stronger.

To verify the proposed approach of how to estimate effects of ionosphere

on signal fading in land-satellite communication links regarding GPS applications,

special numerical computations were performed to investigate the role of magnetic

storms that usually occurred in the ionosphere due to solar activity, its influence on

the magnetosphere and changes to magnetosphere-ionosphere coupling, on iono-

spheric plasma perturbations [42,43] (see also literature referred therein). As was

found experimentally, the plasma density due to a magnetic storm falls at 100% and

higher. For example, in Figure 7.14 extracted from Reference [43], the changes of

ambient electric field (top graph), magnetic field (middle graph), and ionospheric

plasma content (bottom graph) are presented during magnetic storms registered by

satellites in special measurements, described in Reference [42]. It is clearly seen that

during the storm (the magnetic field strength is maximum) the ionospheric plasma

content was decreased significantly (more than twice). The decrease of plasma content

leads to the creation of strong plasma irregulaties caused by the corresponding strong

deviations of signal phase and amplitude, that is, the intensive signal scintillations at

the receiver. As was mentioned above, this effect depends on radiated frequency.
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FIGURE 7.14. Deviations of the ambient electrical (top graph) and magnetic (middle graph)

fields. The ionospheric plasma content during magnetic storms is presented for short-term

period of 3 minutes (denoted along the horizontal axis).
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To show this effect we performed a numerical virtual experiment in the ionosphere

above the USA territory. The following results are measurements carried out in

Reference [42] for low, mid, and high latitudes of the ionosphere, which we refer in

our experiment as the south of the USA, mid latitude of the USA, and Alaska. We

compared for these three regions a random mean square (RMS) of signal intensity

fluctuations as a function of normalized mean density of ionospheric plasma

(1012m�3Þ, for the usually used frequencies of 10, 32, and 60 GHz, and for the

spectral index of p corresponding to each case of the perturbed region. Thus, for the

perturbed south ionosphere of the USA it was taken from the ionospheric data equal

p0 ¼ 2, for the perturbed mid latitude ionosphere equal p0 ¼ 3, and for the perturbed

polar ionosphere above Alaska equal p0 ¼ 4. To understand the effects of a satellite

zenith angle to the ground based antenna, we changed it from 10 degrees to 80

degrees, modeling the case of low-elevation-orbit (LEO) satellite (see definitions in

Chapter 14). The outer scale (thickness) of ionospheric layer was chosen to be

constant, equal to 100 km and the ionospheric height was chosen to be 200 km.

Results of computations are shown in Figures 7.15a,c–7.17a,c for the three regions of

disturbed ionosphere corresponding to the south of USA, mid-latitude region of USA,

and the polar ionospheric region above Alaska, for a zenith angle of 10, 45 and

80 degrees, respectively. From presented illustrations, it is clearly seen that the

effects of plasma disturbances on signal intensity phase fluctuations become stronger

with the decrease of radiated frequency and the increase of zenith angle. It is obvious

that in the polar ionosphere the effect of magnetic storm on signal scintillations is

more significant compared with that for the mid latitude ionosphere and, of course,

for the ionosphere above the south regions of USA. Again, these effects strongly

depend on the radiated frequency within the land-satellite communication link and

the zenith angle of satellite with respect to ground based facilities.

Let us now summarize some important results obtained above concerning the

effects of the small-scale inhomogeneities of the ionospheric plasma on radio

wave propagation. Here, on the basis of the original works [29–41], we analyzed

the field intensity and phase fluctuations by the use of the perturbation method.

We examined and analyzed the fluctuation of the phase as a function of the

ionization density for different zenith angles (from the source). Then we analyzed

the fluctuation of phase as a function of the zenith angles for different ionization

densities of plasma irregularities. Using the perturbation method, we briefly

introduced an analysis of intensity fluctuation in the frequency domain. We have

answered questions on how the plasma irregularities of wide range dimensions

affect radio propagation in land-satellite communication channel, and in what

frequency band their effects are more actual. Finally, we get that the accumulation

of the analysis are:

– for a given frequency band, an increase of ionization density of iono-

spheric irregularities (‘‘power’’) causes an increase in signal phase fluctua-

tions. Furthermore, for a given ionization density, using high frequencies for

the satellite communication channel (more than UHF-band), a decrease in

phase and amplitude fluctuations to values appropriate for weak scattering
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FIGURE 7.15 (a) RMS of signal intensity phase fluctuations (in radians) versus mean square

fractional fluctuations of plasma density (normalized by the mean ionization density of

1012 m�3) for frequencies of 10, 32 and 60 GHz, for a spectral index of p0 ¼ 2 (corresponded

to perturbed ionosphere above the south of USA) and zenith angle of 10�. The outer scale

(thickness) of ionospheric layer is 100 km and the ionospheric height is 200 km. (b) The

same as in Fig. 7.15a, but for a satellite zenith angle of 45�. (c) The same as in Fig. 7.15a, but

for a satellite zenith angle of 80�.
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FIGURE 7.15. ðContinuedÞ
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FIGURE 7.16. (a) RMS of signal intensity phase fluctuations (in radians) versus mean square

fractional fluctuations of plasma density (normalized by the mean ionization density of 1012 m�3)

for frequencies of 10, 32 and 60 GHz, for a spectral index of p0 ¼ 3 (corresponded to perturbed

mid latitude ionosphere above USA) and zenith angle of 10�. The outer scale (thickness) of

ionospheric layer is 100 km, the ionospheric height is 200 km. (b) The same as in Fig. 7.16a, but

for satellite zenith angle of 45�. (c) The same as in Fig. 7.16a, but for satellite zenith angle of 80�.
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FIGURE 7.16. ðContinuedÞ
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FIGURE 7.17 (a) RMS of signal intensity phase fluctuations (in radians) versus mean square

fractional fluctuations of plasma density for frequencies of 10, 32 and 60 GHz, for a spectral

index p0 ¼ 4 (corresponded to perturbed polar ionosphere above Alaska) and for satellite

zenith angle of 10�. The outer scale (i.e., thickness) of ionospheric layer is 100 km, and

the ionospheric height is 200 km. The mean ionization density is 1012 m�3, on which the

horizontal axis is normalized. (b) The same as in Fig. 7.17a, but for a satellite zenith angle of

45�. (c) The same as in Fig. 7.17a, but for a satellite zenith angle of 80�.
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from ionospheric irregularities is observed. Finally, for a given ionization

density, when the zenith angle w became larger, the effect of signal phase and

amplitude fluctuations became stronger.

– the analysis of field intensity by use of the perturbation method, as well as the

scintillation index was done for various values of the spectral index. In

addition, a distinctionwasmade betweenweak scattering,�hð�FÞ2i ¼ 10�1, 1,

and strong scattering, �hð�FÞ2i ¼ 100, namely;

� For a given frequency, an increase in the spectral index causes an increase in

the intensity fluctuations.

� For a given frequency, an increase in phase fluctuation, causes an increase

in the intensity of fluctuations.

� The behavior of the spectrum of signal intensity fluctuations in the

frequency domain is of exponential type.

7.3. BACK AND FORWARD SCATTERING OF RADIO WAVES
BY SMALL-SCALE IONOSPHERIC INHOMOGENEITIES

In previous sections we considered effects of large- and small-scale ionospheric

inhomogeneities on radio propagation through the ionosphere mostly for the

FIGURE 7.17. ðContinuedÞ
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purpose of land satellite communication problems. As was shown in References

[44–49], scattering at large angles, up to 180�, occurs at the male-scale inhomo-

geneities oriented along the ambient geomagnetic field. This effect is actually for

HF/VHF-band radio propagation (1MHz < f < 100MHz), for which all char-

acteristic scales of plasma inhomogeneities are at the same order or smaller than the

wavelength, that is l � l. In other words, this effect is actual for over-horizon radar

applications due to reflections from the ionosphere, or for long-range radio

propagation due to scattering in the inhomogeneous ionosphere. All these effects

are very actual for an investigation of radar echoes caused by back and forward

scattering from small-scale ionospheric inhomogeneities [44,45] and for creation of

HF/VHF-radio wave communication channels due to forward scattering from

small-scale magnetic field oriented nonisotropic ionospheric inhomogeneities

(called the HE-irregularities [46–48]).

7.3.1. Effects of Back and Forward Scattering

The theory of back scattering of radio waves by nonisotropic ionospheric

irregularities was created by Booker [44,45] for the purpose of radiolocation and

radar applications, which we briefly present below. The geometry of the problem is

presented in Figure 7.18. The coordinate system is located at the point O inside the

scattering volume V consisting of small-scale nonisotropic inhomogeneities. Let us

consider that the transmitter is located at the point P1 and the receiver is at the point

P2. Thus the field of the radio wave, E0, in the point O1 from the transmitter with
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FIGURE 7.18. The radio path of back and forward scattering by the ionospheric volume

consisting of small-scale plasma inhomogeneities.
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isotropic antenna and power eW can be presented as [44,45]

E0 ¼
Z eW
2p

 !1=2
eikrT

rT
ð7:103Þ

where Z is the impedance of the environment. Due to small-scale fluctuations of

plasma permittivity ee1 in the ionosphere within the volume of scattering defined by

(7.70), an additional electrical momentum, described by the vector Hertz � ¼ e1E0,

is created. Finally, the scattering wave arrives at the point P2 of the receiver after

scattering from the elementary volume dv within the total volume V, which covers

point O and O1. This field can be presented in the following form [44,45]:

dE ¼ k20 sin w

4p
j�j exp �ik2ðR2 � rÞf g

jR2 � rj dv ð7:104Þ

where w is the angle between the vector of the electric fieldE0 and the wave vector k2
of the scattered wave (see Fig. 7.18). Then the cumulative scattering effect from the

total volume V can be presented as

E ¼ k20 sin w

4p

Z eW
2p

 !1=2ð
ee1ðrÞ

exp iðk1rT � k2rRf g
rTrR

dv ð7:105Þ

All geometrical parameters are shown in Figure 7.18. Finally, the intensity of the

scattered signal at the receiver has the following form [44,45]:

I ¼ hjEj2i ¼ k40 sin
2 w

32p3
Z eW

ð
ee1ðrÞee1ðr0Þh i e

iðk1rT�k2rR�k
0
1r

0
T
þk

0
2r

0
Rf g

rTrRr
0
Tr

0
R

dv dv0 ð7:106Þ

As was shown in Section 7.2.2, for the statistically homogeneous distribution of

fluctuations of plasma density within the volume V,

hee1ðrÞee1ðr0Þi ¼
ð
U~eðKÞe�iKr00dK ð7:107Þ

where r00 ¼ r� r0. We can simplify the integrand in formula (7.106) follow-

ing References [44,45] by saying that the maximum linear dimension of the volume

V, denoted by L, is smaller than the distances R1 and R2 between the scattered

volume and the transmitter and receiver, respectively, but it is larger than the

characteristic scales of plasma density fluctuations introduced in Section 7.2.2. In

such assumptions, the expression for the field intensity can be presented as

I ¼ I0
k40 sin

2 w

R2
2

VU~eðk1 � k2Þ ð7:108Þ

where I0 is the field intensity within the volume of scattering V.
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Let us now introduce the specific area of scattering (also called in the literature,

the radar cross section), esð#2; w; k0Þ, as a wave power scattered by the unit element

of the volume V inside the unit spatial angle for the wave with an unit energy incident

at this volume.

esð#2; w; k0Þ ¼
k40 sin

2 w

4p2
U~eðk1 � k2Þ ð7:109Þ

For the case of forward scattering with given angle #2 (see Fig. 7.18), the absolute

value of the difference k1 � k2 equals

jk1 � k2j ¼ k0ð1� cos#2Þ ð7:110Þ

For the case of back scattering, when the transmitter and receiver are at the same

point, that is, #2 ¼ p, we have jk1 � k2j ¼ 2k0. Furthermore, because k40 ¼ o4=c4

and, as was shown in previous sections, ee21
� �

¼ o4
p0

o4

�
jN1

N0
j2
�
, the coefficient in (7.109)

before U~eðk1 � k2Þ does not depend on the frequency of the radio wave. The

frequency dependence of the radar cross section esð#2; w; k0Þ is determined by the

normalized spectrum of plasma density fluctuations, that is by U~eðk1 � k2Þ= ee21
� �

.

For Gaussian distribution of plasma inhomogeneities, as was shown above, the

correlation coefficient in the Cartesian coordinate system with z-axis oriented along

the geomagnetic field lines are equal

r~eðx; y; zÞ ¼ exp � x2 þ y2

l2?
� z2

l2jj

( )
ð7:111Þ

In this case, the normalized spectrum of plasma density fluctuations equals

[44–46]

U~eðk1 � k2Þ= ee21
� �

¼ l2?ljjð2pÞ
3=2

exp �2k20ðl2? þ l2jj sin
2 c

n o
ð7:112Þ

where c ¼ p=2� b, b is the angle between the geomagnetic field lines and the

direction of scattered wave (determined by k2). For the spectral function of the form

(7.112), the frequency dependence of the radar cross section from the nonisotropy

small-scale inhomogeneities is

esðf Þ � exp �f 2=f 2p0

� �
ð7:113Þ

where fp0 is the plasma frequency.
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In Reference [46], the exponential linear frequency dependence esðf Þ � expð�f=fp0Þ
has been obtained experimentally, which can be obtained if instead of Gaussian

distribution (7.111), the polynomial distribution of ee1 is used

r~eðx; y; zÞ �
1

2p
þ a21x

2 þ a22y
2 þ a23z

2

� ��2

ð7:114Þ

where ai, i ¼ 1, 2, 3, are the coefficients of anisotropy of plasma inhomogeneities

along the corresponding coordinate axes.

7.3.2. Power of HE–Scatter Signals

In References [46–48] the effective area of forward scattering by isotropic

inhomogeneities of the ionospheric E-layer, which is oriented along the geomagnetic

field, has been derived for determining the power of the quasi-continuous and burst-

like signals scattered from such plasma irregularities. Caused by the scattering from

these inhomogeneities, radio signals can propagate within the land-ionospheric

communication channel at long distances. It was shown both theoretically and

experimentally, that such plasma anisotropic inhomogeneities have a double nature.

First the nature, is created by meteor trails and the second by different kinds of

instabilities in plasma, called HE–inhomogeneities [46–48], caused by the chaotic

motions of the atmospheric wind streams, gradients of ambient temperature, and

pressure.

Therefore, two kinds of scattered signals are usually observed. One, having a

burst-like form due to scattering by meteor trails and the second, a quasi-continuous

form due to scattering by HE–inhomogeneities. Furthermore, as the processes of

diffusion and drift in ambient electric and magnetic fields are usually predominant in

the ionosphere, the same as in the troposphere, striation of large-scale plasma

turbulences (called irregularities) on an ensemble of small-scale turbulences is

constantly observed [47,48]. These irregularities are usually oriented along the

geomagnetic field lines generating an area with anisotropic plasma density

disturbances strongly aligned along the geomagnetic field. Investigations of such

kinds of scattering of metric waves ( f ¼ 44 –74MHz), carried out both theoretically

and experimentally, have shown that at the altitudes of E- and F-layer of the middle

latitude ionosphere, the average longitudinal (along the magnetic field) scales of

field-aligned plasma irregularities, responsible for these types of scattering, range

from a few meters to hundreds of meters and their transverse scales (across to the

magnetic field) range from tenths of a meter to a few meters. These inhomogeneities

allow us to send HF/VHF-signals at long distances due to scattering from the

inhomogeneous ionosphere. Let us now describe the main features of such forward

scattering that covers scattering angles up to 180�.

Cross-section of Forward Scattering. We rewrite (7.109) to present the effective

area of scattering in the spatial wavelength domain through the unit vectors of
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incident and scattered waves instead of the corresponding angles

es ¼ ee1
e0

����
����
2

* +
p2 sin2 w

l4
F~e k0ðl2 � l1Þ; k0ðm2 � m1Þ; k0ðn2 � n1Þ½ � ð7:115Þ

Here F~e is the Fourier transform of the space correlation function U~e of the

dielectric permittivity; e1ðl1;m1; n1Þ is the unit vector of the incident wave;

e2ðl2;m2; n2Þ is the unit vector of the scattered wave; all other parameters

are described above in Section 7.3.1. A geometry of the problem is shown in

Figure 7.19, where TQ is the incident ray, OR is the reflected ray, and QS is the

direction of an inhomogeneity, that is, eM is the unit vector describing the

orientation of the inhomogeneity with respect to the direction of the incident

ray; and QC is the projection of the inhomogeneity onto a reference plane. Here,

we also assume that the z-axis coincides with the direction of the inhomogeneity

and suppose that QS forms an angle of 90� þ c (in the case of specular reflection

c ¼ 0). According to investigations carried out in References [44–48] it was

found that the autocorrelation function of signal-level fading has a Gaussian form

in most cases. This suggests that the normalized space correlation function of the

permittivity fluctuations within the scattering medium, U~e, is also Gaussian and its

Fourier transform can be presented in the following form:

F~e k0ðl2 � l1Þ; k0ðm2 � m1Þ; k0ðn2 � n1Þ½ � ¼ ð2pÞ3=2abc

� exp � k20
2
½a2ðl2 � l1Þ2 þ b2ðm2 � m1Þ2 þ c2ðn2 � n1Þ2�

� � ð7:116Þ
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FIGURE 7.19. Geometry of forward scattering.
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where a, b, and c are the correlation scales of the fluctuations of the dielectric

permittivity along the corresponding coordinate axes. From geometry shown in

Figures 7.18 and 7.19 we get

jABj 
 ½ðl2 � l1Þ2 þ ðm2 � m1Þ2 þ ðn2 � n1Þ2�1=2

¼ 2 sin
#

2
ðn2 � n1Þ2 ¼ 4 sin2

#

2
sin2 c

ð7:117Þ

Assuming that the inhomogeneity is symmetric with respect to the longitudinal axisQS

(along z-axis), we set a ¼ b ¼ l? and c ¼ ljj, where l? is the transverse and ljj is the
longitudinal correlation scales of the fluctuations of the plasma density (or plasma

permittivity). For the small angles c, that is, for the quasi-specular scattering, and for

strong anisotropy of inhomogeneities (ljj � l?) from (7.115)–(7.117) we get

es ¼ ð2pÞ3=2 p
2 sin2 w

l4N

N1

N0

� �2
* +

ljjl
2
? exp � 8p2

l2
l2? sin2

#

2

� �
exp � 8p2

l2
l2jjc

2 sin2
#

2

� �

ð7:118Þ

Here lN is the plasma wavelength; the above formula was obtained keeping in mind

that
�
j~e1~e j

2� ¼ 1�
�
l
lN

�4
for an ionized medium and that

�
j~e1~e j

2� ¼
�
l
lN

�4��N1

N0

�2�
; N1

is the density of the plasma disturbances with respect to the ambient ionospheric

plasma density N0.

The Power of The Scattered Signal. The power of the forward scattered signal at

the receiving antenna input can be determined by the following formula [44–46]

PR ¼ PT

l2

ð4pÞ2
ð

V

GTGResdv
r2Tr

2
R

ð7:119Þ

where GT and GR are the transmitting and receiving antenna gain factors, res-

pectively. For sufficiently long radio paths, when the working volume of scattering

is not too large with respect to radio path, that is, V1=3 � rT ; rR, the product r2Tr
2
R

can be replaced by r4. Where r is the distance from the receiver and transmitter along

the straight line TOR (see Fig. 7.19), so that

PR ¼ PT
l2

ð4pÞ2r4

ð

V

GTGResdv ð7:120Þ

The power of quasi-continuous scattered signals can be determined by numerical

integration of (7.120) where es is determined from (7.118). Here, we note that the

296 IONOSPHERIC RADIO PROPAGATION



factor l2? exp
�
� 8p2

l2
l2? sin2 #

2

�
has a maximum for l

opt
? ¼ l=½2

ffiffiffi
2

p
p sinð#=2Þ�. As this

factor decreases fairly sharply for values l? other than l
opt
? , we can assume that those

inhomogeneities are mainly involved in the scattering process for which l? ¼ l
opt
? . In

this case, factor exp
�
� 8p2

l2
l2? sin2 #

2

�
¼ expð�1Þ. Taking the foregoing into account

and introducing notation a ¼ ljj=l, we finally get the power of scattered quasi-

continuous HE-signals

PR ¼ PT

al2

32eð2pÞ1=2r4
N1

N0

� �2
* +ð

V

GTGR sin
2 w

sin2ð#=2Þ
exp �8p2a2c2 sin2

#

2

� �
dv

ð7:121Þ

For the practical use of this formula, one must determine the parameters #, w and c

at the center of each element of volume of scattering using the geometry and

geophysical parameters of the radio trace and allow for the gain factors of the

transmitting and receiving antennas for the corresponding directions. This procedure

for the concrete middle-latitude radio trace is fully described in Reference [46].

We do not enter into details of the problem presented in Figure 7.20. To limit the

working volume in the numerical integration, it is convenient to plot the isolines of

the quantity of angle g ¼ c sinð#=2Þ given in Figure 7.20, at the left side of each

isoline. The numbers in decibel at the right side of each isoline in Figure 7.20

indicate the decrease of the power received due to the exponential factor

exp �8p2a2g2
� �

. Here, the first number is for a ¼ ljj=l ¼
ffiffiffiffiffi
10

p
� 3:16, the second

is for a ¼ 10. We can see that for a ¼ 3:16 integration can be confined to within the

volume of scattering between the isolines g ¼ 	3� and for a ¼ 10 between the lines
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FIGURE 7.20. The active zone of forward scattering defined by the intersection of the

transmitting and receiving antenna patterns.
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g ¼ 	1�, because beyond this region the exponential factor gives a decrease in the

level of more than 10 dB. Figure 7.20 also shows the limitation of the working

scattered volume due to the spatial antenna radiation patterns. The ellipses ET and

ER represent the intersection of the antenna diagrams by the horizontal plane plotted

at the center of the active scattering zone at the height of about 100 km above the

Earth’s surface. From the corresponding experiments carried out at the middle-

latitude radio traces, it follows that the height of HE signals is ranged between 100

and 110 km. We can assume that the effective height of the working volume at the

vertical plane is about 5 km and therefore, can be regarded as a cylindrical body

aligned along the geomagnetic field lines.

The same derivations can be done for the burst-like signals, which are most likely

of meter origin. In this case, in formula (7.121) one should confine oneself to a

volume �VF, where half of the Fresnel zone forms

�VF ¼ S �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lrTrR

ðrT þ rRÞð1� cos2 b sin2 �

s
ð7:122Þ

Here, S is the effective area of scattering (cross section) of an inhomogeneity; b is

the angle between the direction of the inhomogeneity and the TQR-plane; and 2F is

the angle TQR (see Fig. 7.19). As the cross section S, it is reasonable to take the area

of the circle whose diameter equals the radius of the cross-correlation l
opt
? .

Considering that

N0 ¼
f 2N
80:8

¼ 9 � 1016
80:8l2N

one can represent the factor
��

N1

N0

�2��
l4N in the form 8 � 10�31 N2

1

� �
. With allowance for

the foregoing, formula (7.121) takes the form:

PR ¼ 37:7 � 10�34PT

al5hN2
1 i

32eð2pÞ1=2r4
GTGR sin

2 w

sin2ð#=2Þ
expf�8p2a2g2g�VF ð7:123Þ

This formula is more general with respect to the known power formula for radio

wave reflection from under dense meteor trails [50]. Experiments carried out during

the seventies [46] have shown a good agreement of experimental data with

theoretical predictions based on formula (7.123). Particularly, a good agreement was

obtained for a ¼ 300, that is, for ljj ¼ 300l, which for frequencies changed from 44

to 74 MHz approximately gives the width of the half Fresnel zone.

Hence, it can be concluded that the statistical character of quasi-continuous and

burst-like signals are properly described by the theory of forward scattering on local

plasma inhomogeneities described above.
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CHAPTER EIGHT

Indoor Radio Propagation

Indoor use of wireless systems poses one of the biggest design challenges, as indoor

radio propagation is essentially a Black Art. Personal communications systems

(PCS), wireless local area networks (WLANs), wireless private branch exchanger

(WPBXs), and Home Phoneline Network Alliance (HomePNA, IEEE 802.11x, etc.)

are the services that are being deployed in indoor areas on an increasing scale. The

latter application of indoor wireless networks is proving to have a large market as it

will be integrated to the emerging Digital Subscriber WLAN technologies. The

Present deployment of WLAN services is reaching out to offices, schools, hospitals,

and factories. The increasing demand for indoor radio applications, such as wireless

LAN, ‘‘Smart house’’, and so on, develops a need to design and analyze those systems

wisely and efficiently. An important consideration in successful implementation of the

PCS is indoor radio communication. In the design process of those systems, the

designer is required to place the picocell antennas (at ranges not more than 100 m) in a

way that will provide an optimal coverage of the building area [1–4]. Indoor radio

communication covers a wide variety of situations ranging from communication with

individuals walking in residential or office buildings, supermarkets or shopping malls,

to fixed stations sending messages to robots in motion in assembly lines and factory

environments of the future. The indoor radio propagation modeling efforts can be

divided in two categories. In the first category, transmission occurs between a unit

located outside a building and a unit inside [5–7]. Expansion of current cellular mobile

services to indoor application of the two types of services has been the main thrust

behind most of the measurements in this category.

In the second category the transmitter and the receiver are located inside the

building [8–11]. Establishment of specialized indoor communication systems has

motivated most of the researchers in this category. Although the impulse response
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approach is compatible with both, it has been mainly used for measurements and

modeling effort reported in the second category.

There is a large variety of different models developed in recent decades to

describe the propagation of signals in indoor environments [12–23]. Their ability to

predict the behavior of signals in indoor communication channels is crucial, and the

confusion and lack of correlation between these models diminish their usefulness.

The thorough understanding of these models and their unification to a more

applicable one will allow a better behavioral prediction and better capabilities in the

design of indoor communication networks. The indoor radio propagation

environment is very complex and has many specific features and characteristics

[1,3,4]. Adding all these variables together produces a very complex problem that

has to be dealt with efficiently and elegantly. Every indoor communication system,

as well as wireless outdoor system (see Chapter 1), has a different structure and

requirements due to their various applications. Therefore, giving an accurate answer

to each indoor communication system using the same models is complex. Path loss

is difficult to calculate for an indoor environment. Because of the variety of physical

barriers and materials within the indoor structure, the signal does not predictably

lose energy. Walls, ceilings and other obstacles usually block the path between

receiver and transmitter. Depending on the building construction and layout, the

signal usually propagates along corridors and into other open areas. In some cases,

transmitted signals may have a direct path (Line-of-Site, LOS) to the receiver. LOS

examples of indoor spaces are warehouses, factory floors, auditoriums, and enclosed

stadiums. In most cases the signal path is obstructed (NLOS). Finally, those who are

involved in the wireless discipline whether as a designer or as a user, must be aware

of the different construction materials used for the interior and exterior walls, and of

the location of a building for the best position of WLAN radio equipment. For

optimal performance, the user should also consider work activities. Ultimately, the

WLAN user needs to understand the relationship between indoor propagation effects

and how WLAN performance is affected.

The indoor and the outdoor channels are similar in their basic features: they both

experience multipath dispersions caused by a large number of reflectors and

scatterers. As illustrated further in this book, they can be described using the same

mathematical models. However, there are also major differences, which we want to

describe here briefly.

The conventional outdoor mobile channel (with an elevated base antenna and

low-level mobile antennas) is stationary in time and nonstationary in space. The

temporal stationary picture is observed due to the fact that the signal dispersion is

usually caused by large fixed objects (such as buildings). In comparison, the effects

caused by people and vehicles in motion are negligible. The indoor channel, on the

contrary, is stationary neither in space nor in time. Temporal variations in the indoor

channel statistics are due to the motion of people and equipment around the low-

level portable antennas.

The indoor channel is characterized by higher path losses and sharper changes in

the mean signal level, as compared to the mobile channel [3,24,25]. Furthermore,

applicability of a simple negative-exponent distance-dependent path loss model,
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well established for the outdoor channels (see Chapter 5), is not universally accepted

for the indoor channel. Rapid motion and high velocities, typical of mobile users, are

absent in an indoor environment. The Doppler shift effects, that is the frequency-

selective fast fading effects (see Chapter 1), in the indoor channel are therefore

negligible.

Maximum excess delay for the mobile channel is typically several microseconds

if only the local environment of the mobile is considered, and more than 100 ms

without distant reflectors, and 10–20 ms with distant reflectors. The indoor channel,

on the contrary, is characterized by excess delays of less than 1 ms and an rms delay

spread in the range of several tens to several hundreds of nanoseconds (most often

less than 100 ns [3,26]).

As a result, for the same level of inter-symbol interference (ISI), transmission rates

can be much higher, and the bit-error-rate (BER) can be much lower in indoor

environments [27]. Also, the relatively large outdoor mobile transceivers are powered

by the vehicle’s battery with an antenna located away from the mobile user. This is in

contrast with lightweight portables normally operated close to the user’s body. As a

result, much higher transmitted powers are feasible in a mobile environment.

Finally, the indoor radio channel differs from the outdoor mobile or personal

radio channel in two principal aspects: the distances covered, which are much

smaller, and the variability of the environment, which is much greater for smaller

transmitter–receiver separation distances.

8.1. MAIN PROPAGATION PROCESSES AND CHARACTERISTICS

The propagated electromagnetic signal in the indoor environment can undergo three

primary physical mechanisms. These are reflection, diffraction, and scattering. The

following definitions assume small signal wavelength, large distances (relative to

wavelength), and sharp edges.

Reflection occurs when the radio wave impinges on an obstacle whose dimensions

are considerably larger than the wavelength of the incident wave. A reflected wave can

either decrease or increase the signal level at the reception point. Reflections occur

from the ground surface and from buildings and walls. In practice, not only metallic

materials but also dielectrics (or electrical insulators) cause reflections. Other

materials will reflect part of the incident energy and transmit the rest. The exact

amount of transmission and reflection is also dependent on the angle of incidence,

material thickness, and dielectric properties. The actual signal levels reflected from

insulators depends, in a very complicated way, on many characteristics such as

geometry, different materials’ characteristics, and so on. Major contributors to reflec-

tion are walls, floors, ceilings, and furniture.

Diffraction occurs when direct visibility between the transmitter and the receiver

can be obstructed by sharp obstacles (edges, wedges, etc.), the dimensions of which

are considerably larger than the signal wavelength. The secondary waves resulting

from the obstructing surface are present throughout the space and even behind the

obstacle, giving rise to a bending of waves around the obstacle, even when a LOS
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path does not exist between the transmitter and receiver. At high frequencies of

UHF/X-bands, diffraction, like reflection, depends on the geometry of the object as

well as on the amplitude, phase, and polarization of the incident wave at the point of

diffraction. It is a deterministic process where the cumulative effect of rays arriving

at the receiver can be described by the Fresnel integrals introduced in Chapter 4.

Scattering occurs when the medium through which the wave travels contains the

obstacles whose dimensions are smaller than or comparable to the wavelength and

where the number of obstacles per unit volume is large. Scattered waves are

produced by rough surfaces, small objects, or by other irregularities in the channel.

The nature of this phenomenon is not similar to the reflection and diffraction because

radio waves are scattered in a greater number of directions with random phase and

amplitude deviations, and at the receiver a random cumulative effect is observed.

From all the above mentioned effects, scattering is most difficult to predict.

Multipath Phenomena. Figure 8.1 shows how a transmitted radio wave, in the

indoor environment, reaches the receiving antenna in more than one path. The phe-

nomena of reflection, diffraction, and scattering give rise to additional radio propa-

gation paths beyond the direct ‘‘line-of-sight’’ (LOS) path between the radio

transmitter and receiver. It is clear that in the indoor propagation situation it is

very difficult to design an ‘‘RF friendly’’ building that is free from multipath reflec-

tions, diffraction around sharp corners, or scattering from wall, ceiling, or floor sur-

faces. To describe all these phenomena, the following characteristics of the channel,

the same as for outdoor propagation, are usually used, for example, the attenuation

or path loss, the fast and slow fading described in detail in Chapter 1. Regarding the

indoor testing, fading effects are also caused by human activities inside buildings

and are usually defined as slow variations of the total signal. Sometimes oscillating

Reflection

Scattering

Diffraction

Multipath

Arrivals

Tx
RxLine of Sight

FIGURE 8.1. Multipath effects.
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metal-bladed fans can cause rapid fading effects, which can be described using multi-

path time delay spreading. As the signal can take many paths before reaching the

receiver antenna, the signals will experience different arrival times. Thus, a spreading

in time (as well as frequency) can occur. Typical values for indoor spreading are less

than 100 ns. Different arrival times ultimately create further degradation of the signal.

At the same time, the indoor radio channel differs from the traditional outdoor

radio channel in two aspects: the distances covered, which are much smaller, and the

variability of the environment, which is much greater for a much smaller range of

T–R separation distance. It has been observed that propagation within buildings is

strongly influenced by specific features such as the construction materials of the

building and the building type. As explained previously, indoor radio propagation is

dominated by reflection, diffraction, and scattering. However, the conditions are

much more variable than in outdoor environments. For example, signal levels vary

greatly depending on whether the interior doors are open or closed inside a building.

The place where antennas are mounted also impacts large-scale propagation.

Antennas mounted at the desk level in a partitioned office receive vastly different

signals than those mounted on the ceiling. Also, the smaller propagation distances

make it more difficult to insure far-field radiation for all receiver locations and all

types of antennas. One of the main reason for indoor signal losses is the partitions.

Partitions losses can be divided into two kinds:

(1) Partition losses at the same floor. Buildings have a wide variety of partitions

and obstacles, which form the internal and external structure. Houses

typically use a wood frame partition with plastic board to form internal

walls and have also wood or nonreinforced concrete between floors. Office

buildings, on the contrary, often have large open areas (open plane), which

are constructed by using moveable office partitions so that the space may be

reconfigured easily, and use metal-reinforced concrete between floors.

Partitions that are formed as part of the building structure are called hard

partitions, and partitions that may be moved and which do not span to the

ceiling are called soft partitions. Partitions vary widely in their physical and

electrical characteristics, making it difficult to apply general models to

specific indoor installation.

(2) Partition losses between floors. The losses between floors of a building are

determined by its external dimensions and wall material, as well as by the

type of construction used to create the floors and the external surroundings.

Even the number of windows in a building and the presence of tinting (with

attenuated radio energy) can impact losses between floors.

8.2. MODELING OF LOSS CHARACTERISTICS IN VARIOUS
INDOOR ENVIRONMENTS

This section outlines models for path loss within buildings. As mentioned earlier,

there is not a single theoretical model for path loss and fading effects prediction in
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indoor communications. What we have is that for each separate situation (i.e.,

propagation along the corridor, inside the room, between floors and walls), a

corresponding model is employed. Here we focus the reader’s attention to the most

widely used propagation models in today’s practical applications.

8.2.1. Numerical Ray-Tracing UTD Model

Ray tracing and the unified theory of diffraction (UTD) have been used successfully

in predicting the behavior of indoor communication channels [1,28–30]. Here we

present an accurate UTD model for the analysis of complex indoor radio

environments in which microwave WLAN systems operate. The model employs a

heuristic UTD diffraction coefficient capable of taking into account not only the

effects of building walls, floors, and corners but also the presence of metallic and

penetrable furniture. A numerical tool based on an enhanced 3D beam-tracing

algorithm, which includes diffraction phenomena, has been developed to compute

the field distribution with a high degree of accuracy, providing description of the

scattered field and a physical insight into the mechanisms responsible for the

multipath phenomenon. The numerical results show that the electromagnetic field

distribution and the channel performance are significantly influenced by the

diffraction processes arising from the presence of furniture.

The Field Prediction. The electromagnetic field is represented in terms of dif-

fracted and ray-optical fields. The various elements of the environment are modeled

as junctions of thin flat multi-layered lossy or lossless structures. The geometric

optics (GO) field is computed by means of reflection R and transmission Tmatrices,

whereas the diffracted field is evaluated by means of a suitable UTD heuristics dif-

fraction coefficientD. The adopted diffraction coefficient accurately models the field

interaction with furniture edges and junctions between thin flat plates of different

materials so that all significant field processes, which take place in the indoor envir-

onment, are rigorously modeled. As in indoor environments the field contributions

arising from double diffraction are small [1,28–30], only a single diffraction process

is considered in this model. According to the high-frequency approximation, the

radio source is modeled using its vector-effective height to describe the gain pattern

and the polarization properties. The field prediction procedure described above is

outlined in Figure 8.2 [30]. The structure that is illuminated by an incident electric

field Ei can be modeled by a thin flat penetrable plate located near a partially reflect-

ing plane. To simplify the graphical representation, only the rays that have experi-

enced up to two interactions are taken into account.

With reference to the field processes shown in Figure 8.2, the electric field at the

observation point r7 is given by the sum of the following contributions [30]:

a) direct ray-field

Eaðr7Þ ¼ Eiðr7Þ; ð8:1Þ
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b) reflected ray-field

Ebðr7Þ ¼ R1 � Eiðr1Þ
S01

S01 þ S17
e�jks17 ; ð8:2Þ

c) transmitted and reflected ray-field

Ecðr7Þ ¼ R3 � T2 � Eiðr2Þ
S02

S02 þ S23 þ S37
e�jkðs23þs37Þ; ð8:3Þ

d) diffracted ray-field

Edðr7Þ ¼ D4 � Eiðr4Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S04

S47ðS04 þ S47Þ

s
e�jks47 ; and ð8:4Þ

e) diffracted and reflected ray-field

Eeðr7Þ ¼ R6D5E
iðr5Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S05

ðS56 þ S67ÞðS05 þ S56 þ S67Þ

s
e�jkðs56þs67Þ ð8:5Þ

where k is the wave number and Sij is the optical length between the points ri and rj.

Let us now use the broadcast beam-tracing algorithm [30] used for the

computation of the electromagnetic field and the characteristics of the radio channel.

The broadcast technique has a computation burden that does not strongly depend on

the number of surfaces describing the environment, and it is particularly efficient

when the number of the field computation points is large.

0

1

4

52

3 6

7
Ea

Eb

Ed

Ec
Ee

FIGURE 8.2. A structure illuminated by an incident electric field; points 0 and 7 indicate the

source and the observation points, respectively [30].
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The Beam-Tracing Algorithm. This numerical algorithm consists of two parts.

The first, determines the ray optical paths, while the second evaluates the electro-

magnetic field distribution. The field radiated from the antenna is modeled by means

of beams shooting from the antenna location towards all space directions, indepen-

dently of the observation point (see Fig. 8.3a [30]). During the propagation, the

beam can impinge, totally or partially, on a surface describing the environment

(see Fig. 8.3b, extracted from Reference [30]), it can capture the observation point,

FIGURE 8.3(a). Beams emanating from the antenna towards all directions [30].

Source
Incident beam

Reflected beam

Thin plate

Transmitted beam

A
B

FIGURE 8.3(b). The beam impinges on a surface [30].
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or finally it may not intercept any of the environment elements. In the first case,

using Snell’s law, the transmitted and the reflected beams are evaluated. If the

beam partially impinges on the surface, it is splitted in new beams in a way that

they totally intercept, or not, the surface under construction. Then, the ray optical

paths of the diffracted field are determined. To this end, a subdivision of the dif-

fracted ray tube, identified by the two Keller’s cones whose tips coincide with the

extremes of the segment excited by the incident ray beam, is performed (see

Fig. 8.3c [30]). If the beam does not intercept any obstructions, it does not produce

any secondary beams, and, consequently, it is removed from the field computation

procedure.

The same happens when the beam has a cross section less than a definite size area,

or it carries a field amplitude less than a specific threshold, or, finally, it exceeds a

maximum number of permissible bounces. For each observation point lighted by the

beam, the exact ray path is computed by means of the image method. In this way, the

computation technique does not suffer either from multipath count error or from the

error generated by the field approximation based on the computation of the beam

median ray. In the second part of the beam-tracing algorithm, the GO and diffracted

fields are evaluated using the reflection, transmission, and diffraction matrices at the

points where the incident field impinges. In the numerical procedure, only the edge

diffraction processes excited by the GO field have been taken into account.

To increase the numerical accuracy of the computation, one can take into account

the GO field contribution that has experienced up to five reflections/transmissions.

The diffracted field arising from any scattering object is considered to be excited

either by the line-of-sight GO field or by the GO contributions that have experienced

up to three reflections/transmissions. Finally, the diffracted field contribution is

taken into account whether it reaches the observation point directly or after three

reflections/transmissions processes. The complete analysis is carried out in

References [1,28–30], and on the basis of experimental data and numerical results

of the UTD ray model, it has been shown that the presence of furniture in the LOS

region gives rise to greater field diffusion and additional attenuation of the received

signal. This effect decreases efficiency of the channel performance in wireless

1st Keller’s cone

2nd Keller’s cone

A

B

Diffraction Beams

Edge

FIGURE 8.3(c). Division of the diffracted ray tube [30].
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indoor communication systems. In particular, it has been observed that the field

diffusion due to the edges of penetrable objects introduces an additional attenuation

of the echoes of the radio signal with respect to the empty environment. Because of

its numerical accuracy and limited computational requirements, the UTD ray-

tracing model can be successfully employed to estimate the channel performance

and the total field distribution (radio coverage) directly during the design phase of

indoor wireless communication.

8.2.2. Physical Waveguide Model of Radio Propagation
Along the Corridor

This model is an analytic model of radio wave propagation along an impedance

corridor as a waveguide. This model, which differs from other models [14,18],

allows us to analyze the electromagnetic field distribution inside a building corridor

to obtain an expression for the attenuation (extinction) length and the path loss.

The Geometry of the Problem. Below we briefly present the guiding effects of the

corridor on the basis of same theoretical approach that was followed for the outdoor

street scene [2], that is, we model the corridor by a two-dimensional impedance

parallel waveguide (Fig. 8.4).

As d� l, where d is the corridor’s width and l is the wavelength, we can use the

approximation of geometrical theory of diffraction (GTD). This approximation is

valid as long as the first Fresnel zone �(lx)1/2 equals or does not exceed the width

of corridor d. In this case, x� 30–50 m, l ¼ 3–10 cm (L/X-band); d ¼ 2–3 m;

(lx)1/2 � d. The electrical properties of walls are defined by the surface impedance

ZTE � e�1=2; e ¼ e0 � jð4ps=oÞ, where e is the dielectric permittivity of the wall’s

surface, e0 is the dielectric constant of the vacuum, s is the conductivity, and

o ¼ 2pf is the angular frequency of the radiated wave.

We consider the 2D problem of wave reflection without taking into account the

reflection from the corridor’s floor and ceiling because the corridor’s height H and the

position of the transmitter/receiver h ¼ 2–3 m are usually larger values than l. Let us

also assume, according to the geometry presented in Figure 8.4, that a vertical electric

dipole is placed at the point (0, w, h) at the (y, z) plane, as it is shown in Figure 8.5.

To convert the problem to a 2D case, we must consider the dipole oriented along

the y-axis, that is, the horizontal dipole with respect to the (x, y) plane, which

X

Y

d
w

yP

FIGURE 8.4. The corridor waveguide model; a view from the top.
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corresponds to the well-known electromagnetic field equation described by the

Hertzian potential vector �i
yðx; yÞ [2]:

r2�i
yðx; yÞ � k2�i

yðx; yÞ ¼ � 4pi

o
pydðxÞdðy� wÞ ð8:6Þ

The solution of such an equation can be presented using the Green’s function [2]:

�i
yðx; yÞ ¼

i

o
py

eikr

r
ð8:7Þ

Here, py is the electric momentum of a point horizontal electric dipole,

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
is the distance from the source.

Total Field in 2D Unbroken Impedance Waveguide. The reflected field in an

unbroken waveguide can be determined according to Reference [2] as the sum of

reflected modes replaced by the image sources (as shown in Fig. 8.6).

The straight computations made according to Reference [2] give the normal mode

expression inside the impedance wave guide (called the discrete spectrum of the

total field):

�nðx; yÞ ¼ D1e
ir

ð0Þ
n x exp � j ln jRn k

r
ð0Þ
n d

pn

d

� �
x

( )
ð8:8Þ

where

rð0Þn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � K2

n

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � np

d

� �2r

and Rn ¼ Kn�kZEM
KnþkZEM

; D1 ¼ 2DRn

ir
ð0Þ
n d

; Kn ¼ np
d

is the wave number of normal modes of

number n that propagate along the waveguide with width d, k ¼ 2p
l
, D is the

parameter of electrical dipole including its momentum p [2].

Z

X

Y0
W

h

convertion for

the 2D case

yP

zP

FIGURE 8.5. The corridor in the 2D case.
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Following Reference [2], we can also present the continuous spectrum of the total

field for x=d � 1 as:

�c �
ffiffiffi
2

p
Dei

3p
4ð Þ 1� jRnj
1þ jRnj

eikx

x
ð8:9Þ

For the case of a perfectly conductive waveguide, when jRnj ¼ 1, ZEM ¼ 0, we

obtain that �c ¼ 0, that is, in the case of the ideal conductive waveguide, the

continuous part �c of the total field vanishes, and only the discrete spectrum of the

normal waves propagates along the ideal waveguide without attenuation according

to (8.8). Finally, the intensity of the total field can be approximately obtained as

I � bð�n þ �cÞ � ð�n þ �cÞ�c

where ð�n þ �cÞ� is the complex conjugate of ð�n þ �cÞ. The path loss of the radio
wave can be derived as [2]

L � 32:1� 20 log10 jRnj � 20 log10
1� ½Rn�2

1þ jRnj2

" #

þ 17:8 log10 xþ 8:6 �½ln jRnj�
pn

d

� � x

r
ð0Þ
n d

( )
ð8:10Þ

where x is the distance between two terminals, receiver and transmitter, along the

corridor.

Analysis of the Waveguide Corridor Model. Let us present some examples of

simulation of the total path loss L in decibels (dB) according to (8.10) versus

PM
W

y

xΠ1
−

Π1
+

Π2
−

Π2
+

FIGURE 8.6. The waveguide modes created by the corresponding image sources.
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distance between the transmitter and receiver. For our numerical computation, we

considered the following parameters: the width of the corridor d ¼ 3 m, the conduc-

tivity of walls s ¼ 0:0133 S=m, and the signal frequency f ¼ 900MHz [33]. The

results of these path loss computations, according to (8.10), are shown in

Figure 8.7a for the guiding modes with the number n varying from 1 to 10. For

n > 3, the effect of these modes is negligible at ranges beyond 20 m, and we just

have to subtract the attenuation from the first two main modes of the original signal

power in order to get the total power of a signal (in decibels) for each distance d

between the transmitter and the receiver located along the corridor waveguide.

This effect was also shown in Reference [2], where it was experimentally obtained

that only one to two main modes are important in the range of ten and more meters

from the transmitter. Therefore in Figure 8.7b, we present the total filed attenuation,

as a sum of the first two waveguide modes, that fully describes the total path loss

inside the corridor as a guiding structure versus the distance from the transmitter.

We will compare this theoretical prediction of the path loss with the real experiment

carried out in Reference [33] along the corridor.

8.2.3. Physical Model of Radio Propagation Between
Floors and Walls

Bertoni et al. [1,21,22] developed a theoretical model, based on the geometrical theory

of diffraction (GTD), which explains the propagation between a transmitter and a

FIGURE 8.7(a). Path loss for n ¼ 10 wave modes versus distance from the transmitter.
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receiver located on different floors of a building. Depending on the structure of the

building and the location of the antennas, either direct ray propagation through floors

or diffraction outside the building will determine the propagation characteristics and

the range dependence of the signal. There are two paths over which propagation can

take place:

(1) Paths that involve transmission through the floors;

(2) Paths having segments outside the building and involving diffraction at

window frames.

The paths through the floors include the direct ray, the multiple-reflected rays, and the

rays that are transmitted through semitransparent walls and floors. These rays are

contained entirely within the building perimeter. The diffracted ray paths involve

transmission outside the building through windows and diffraction into paths that run

alongside the face of the building and then reenter through another window at a

different floor. For propagation of the direct ray through semitrans-parent floors, as

indicated by path T in Figure 8.8, extracted according to Reference [1], the

electromagnetic field strength in general reaching a receiving site is given by [21,22]

jEj2 ¼ Z0Pe

4pL2

Y

m

T2
floor;m

Y

n

T2
wall;n ð8:11Þ

FIGURE 8.7(b). Path loss for the first modes versus distance from the transmitter.
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Here, Z0 ¼ 120 p� ¼ 377� is the free-space wave impedance, Pe is the

effective transmitted power and L is the direct distance between the transmitter (Tx)

and the receiver (Rx) antennas. Tfloor and Twall are the loss coefficients of each floor

and wall, respectively, passed by the direct ray. Such a direct ray, passing through

three floors and two interior walls, is indicated in Figure 8.8. If one knows the

reflection coefficient � of each wall and floor, then we can calculate Tfloor or Twall as

[21,22]

T ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xð1� j�j2Þ

q
ð8:12Þ

where X is a constant, obtained from the concrete experiment. The signal can also

reach other floors via paths that involve diffraction. Referring to paths D1 and D2 in

Figure 8.8 (in general denoted as Di), the field reaching the receiver via one such

diffracted path is given by [21,22]

jEj2 ¼ Z0Pe

4p

Y

i

D2ðaiÞ
Y

j

T2
glass;j

Y

k

T2
wall;k

Y

m

X

n

Lnm
ð8:13Þ

where Lnm is the length of Di diffracted path. In the geometry of the concrete

experiment carried out in the hotel schematically presented in Figure 8.8 according

Tx

Length L

Path T

Path D1

L31

L21 

L11L12

L22

L32 

Path D1

FIGURE 8.8. The Bertoni’s model.
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to References [21,22]; Lnm is the length of D1 and D2 where
Q

m

P
n Lnm ¼ ðL11þ

L21 þ L31ÞðL12 þ L22 þ L32Þ; TglassðmÞ and TwallðnÞ are the transmission coefficients

through glass and through interior walls crossed by path segments. In (8.13),DðaiÞ is
the diffraction coefficient for a propagating ray bending through angle ai.

Depending on the construction of the building and its window frames, different

choices may be made for the diffraction coefficient. For simplicity in investigating

the relative strength of the total field associated with the direct ray and the diffracted

ray, the coefficient for an absorbing wedge, obtained by Keller’s diffraction theory

[1] was used:

DðaiÞ ¼
1

2pk

1

2pþ ai
� 1

ai

 �
ð8:14Þ

where k ¼ 2p=l is the wave number. Thus, when propagation takes place through

the floors, the signal will decrease rapidly with the number of floors separating the

transmitter and the receiver.

On the contrary, if propagation occurs via diffracted paths, the signal will be

small even for separation by a single floor but will decrease a bit slower with

increased separation. For testing the model, an experiment was made according to

Figure 8.8, in the frequency of 852 MHz, where according to presented geometry the

angle ai ¼ p=2. Measurements have shown that in each floor the attenuation was

about 12–13 dB. From various experiments the coefficients for the walls, windows,

and floors are

T0wall ¼ 2:2 dB; T0glass ¼ 0:25 dB; T0floor ¼ 13:0 dB ð8:15Þ

The total received power in decibels at the Rx position can be calculated according to

(8.11) for the direct path through floors and walls as

PrDirect ¼ 10 log10 l
2jEj2direct=ðZ0 � 4pÞ ½dB� ð8:16Þ

where PrDirect is the power gain from direct propagation wave; jEj2 is calculated

according to (8.11), and l ¼ c
f
is the wavelength; Z0 ¼ 120p½ohm� is the impedance

in free space, and according to (8.13)

PrDiff ¼ 10 log10 l
2jEj2diff=ðZ0 � 4pÞ ½dB� ð8:17Þ

where PrDiff is the power gain from diffracted propagation wave and jEj2 is calculated
according to (8.13).

Then the total received power will be

Prtotal ¼ PrDirect þ PrDiff ½dB� ð8:18Þ
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Additional numerical analysis of Bertoni’s model and comparison with numerous

experiments carried out by other researchers (see Section 8.3 below) have shown

that despite the fact that this model offers very precise physical calculations that are

suitable for different kinds of buildings, the attenuation effects due to shadowing

caused by diffraction from internal obstructions are not taken into consideration.

This type of attenuation must be accounted for, because it can decrease the total

strength of radio signal that reaches the receiver by 10 dB to 15 dB. However, the

shadow effect is actual only at the upper floors, that is, when the difference between

antenna locations is more than two to three floors.

Also another difficulty with the implementation of Bertoni’s model is that it

requires a priori knowledge of the precise building architecture and the

establishment of various propagation paths, which by all means is a very difficult

task to achieve. The estimation of path loss through walls and floors, according to

(8.11), is more precise compared to other existing empirical models (see formulas

(8.19) and (8.20) below). Therefore we will use (8.11) in future link budget design

of indoor communication links, taking into account shadow effects caused by the

internal obstructions located within the radio path between the two terminal

antennas, following Reference [33] or the receipt proposed in Chapter 5 for link

budget design.

8.2.4. Empirical Models

Such models are based mostly on numerous experiments carried out in various

indoor environments as the best-fit prediction to the corresponding measured data.

We start with a very simple model that modifies the well-known dual-slope model,

usually used in outdoor environments (so-called ‘‘two-ray’’ model, see Chapter 5),

and then we introduce the most applicable empirical model that is currently used for

loss characteristics prediction in indoor communication links.

Modified Dual-Slope Model. The challenging problem in applying the well-

known dual-slope models from the outdoor environment to the indoor environment

is that we need to account for the wall and floor factors. In Reference [31], to char-

acterize indoor path loss a fixed path loss exponent g ¼ 2, just as in free space (see

Chapter 5), was used, plus additional attenuation factors (in decibels) per floor, af ,

and per wall, aw, timing on the number of floors, Nf , and walls, Nw, respectively, that

is,

L ¼ L0 þ 20 log r þ Nf af þ Nwaw ð8:19Þ

where r is the straight-line distance between the terminal antennas and L0 is a free-

space path loss at the referenced range of 1 m.

As no values for the wall and floor factors were reported in Reference [31], an

improved model was developed, which is called the ITU-R model [32]. According to

this dual-slope approach, only the floor loss is accounted for explicitly. The loss

between points located at the same floor is accounted by changing the path loss
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exponent g. The frequency effect is accounted in the same manner as in free space

(see Chapter 5), producing the following total path loss (in decibels):

L ¼ 10g log r þ 20 log f þ Lf ðNf Þ � 28 ð8:20Þ

where g is shown in Table 8.1 [32], and Lf ðN f Þ is the floor attenuation factor, which

varies with the number of penetrated floors Nf , as shown in Table 8.2 [32].

Rappaport’s Path Loss Prediction Model. Rappaport and his associates

[3,11,13,20] made a lot of experiments in various indoor environments in different

locations and sites. The main goal of these experiments was to achieve unique para-

meters of attenuation and loss prediction on different kind of multifloored buildings.

Distance-Dependent Path Loss Model. In References [3,20] it was assumed that

the mean path loss �L is an exponential function of distance d with the power n:

�LðdÞ / d

d0

� �g

ð8:21Þ

where �LðdÞ is the mean path loss; g is the mean path loss exponent that indicates how

fast path the loss increases with distance; d0 is a reference distance, usually chosen

equal to 1 m in indoor communication links; and d is the transmitter–receiver

separation distance. Absolute mean path loss, in decibels, is defined as the path loss

TABLE 8.1. Path Loss Exponent c for the ITU-R Model [32]

Environment

Frequency

[GHz] Residential Office Commercial

0.9 – 3.3 2.0

1.2–1.3 – 3.2 2.2

1.8–2.0 2.8 3.0 2.2

4.0 – 2.8 2.2

TABLE 8.2. Floor Attenuation Factor Lf ðNf Þ in dB for the ITU-R
Model [32]

Environment

Frequency

[GHz] Residential Office Commercial

0.9 9(1 floor)

– 19 (2 floors) –

24 (3 floors)

1.8–2.0 4Nf 15þ 4ðNf � 1Þ 6þ 3ðNf � 1Þ
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from the transmitter to the reference distance d0, plus the additional path loss [3],

that is,

�LðdÞ ¼ Lðd0Þ þ 10 g log
d

d0

� �
½dB� ð8:22Þ

For these data, Lðd0Þ is the reference path loss due to free-space propagation from

the transmitter to a 1 m reference distance, and calculated by

Lðd0Þ ¼ 20 log
4pd0

l

� �
½dB� ð8:23Þ

This empirical model takes into account the effects of shadowing by introducing

in (8.22) a term Xs, which describes the statistical character of slow fading within the

indoor link and, as a random variable, satisfies the lognormal distribution with a

standard deviation of s in decibels (see definitions in Chapter 1). Then the total path

loss within building equals, in decibels, [3]:

LðdÞ ¼ Lðd0Þ þ 10 g log
d

d0

� �
þ Xs ½dB� ð8:24Þ

For this model, the exponent g and standard deviation s were determined as

parameters that are functions of building type, building wing, and number of floors

between Tx and Rx. Thus, a model to predict the path loss for a given environment is

given by [3]

LðdÞ ¼ �LðdÞ þ Xs ½dB� ð8:25Þ

where Xs is a zero mean lognormally distributed random variable with standard

deviation s and accounts for attenuation due to diffraction from the environment.

Table 8.3 [3] summarizes the mean path loss exponent g, standard deviation s about

the mean �L for different indoor environments, and the number of measurement

locations used to compute the statistics for each building. From Table 8.3, it can be

seen that the parameters for path loss prediction for all antenna locations are g ¼ 3:14
and s ¼ 16:3 dB. This large value of s is typical for data collected from different

building types and indicates that only 68% of actual measurements will be within

	16.3 dB of the predicted mean path loss. As stated in References [3,20], these

parameters may be used in modeling the first-order prediction of mean signal strength

when only the Tx–Rx separation is known but not specifics about the building. In

multifloored environments, (8.22) is used to describe the mean path loss as a function

of distance. Equation (8.22) emphasizes that the mean path loss exponent is a function

of the number of floors between Tx and Rx. The values of g (multifloor) are given in

Table 8.3 for use in (8.22), and this equation can be rewritten as [3]

�LðdÞ ¼ Lðd0Þ þ 10 gðmultifloorÞ log d

d0

� �
ð8:26Þ
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Floor Attenuation Factor (FAF). In (8.26), g (multifloor) is a function of the

number of floors between Tx and Rx. Alternatively, a constant floor attenuation

factor FAF (in decibels), which is a function of the number of floors and building

type, was added in References [3,20] to the mean path loss predicted by (8.22),

which uses the ‘‘same floor’’ path loss exponent for a particular building type:

�LðdÞ ¼ Lðd0Þ þ 10 gðsame floorÞ log d

d0

� �
þ FAF ½dB� ð8:27Þ

where d is in meters, and Lðd0Þ is the free space path loss determined by (8.23).

Table 8.4 [3] gives the floor attenuation factors FAF (in decibels) and the standard

deviation s (in decibels) between the measured and predicted path loss and the

number of discrete measurement locations used to compute the statistics.

Soft Partition and Concrete Wall Attenuation Factor. The above formulas include

the effects of Tx–Rx separation, building type and the number of floors between the

Tx and Rx, and the first step for including site information to improve propagation

predictions. There are often obstructions between the transmitter and receiver even

when the terminals are on the same floor.

The model considers the path loss effects of soft partition and concrete walls

between the Tx and Rx. The model assumes that path loss increases with distance as

TABLE 8.3. Path Loss Exponent and Standard Deviation for Various
Types of Buildings Based on Measurements at a Carrier Frequency
of 914MHz

Place g s ½dB� Number of Locations

All Buildings

All Locations 3.14 16.3 634

Same Floor 2.76 12.9 501

Through One Floor 4.19 5.1 73

Through Two Floors 5.04 6.5 30

Through Three Floors 5.22 6.7 30

Grocery Store 1.81 5.2 89

Retail Store 2.18 8.7 137

Office Building 1:

Entire Building 3.54 12.8 320

Same Floor 3.27 11.2 238

West Wing 5th Floor 2.68 8.1 104

Central Wing 5th Floor 4.01 4.3 118

West Wing 4th Floor 3.18 4.4 120

Office Building 2:

Entire Building 4.33 13.3 100

Same Floor 3.25 5.2 37

MODELING OF LOSS CHARACTERISTICS IN VARIOUS INDOOR ENVIRONMENTS 321



in free space (g ¼ 2), as long as there are no obstructions between the Tx and Rx.

Then, attenuation factors for each soft partition and concrete walls that lie directly

between Tx and Rx are included. Let p be the number of soft partitions, and q is the

number of concrete walls in the direct path between Tx and Rx. The mean path loss

predicted by this model is

�LðdÞ ¼ 20 log10
4pd

l

� �
þ p � AFðsoft partitionÞ þ q � AFðconcrete wallÞ ½dB�

ð8:28Þ

where AF(soft partition) is the attenuation factor per soft partition, and AF(concrete

wall) is the attenuation factor per concrete wall. Typical values for AF are 1.4 dB for

soft partition and 2.4 dB for concrete wall.

Numerical Simulations of Rappaport’s Model. To compare different approaches

described by formulas (8.26) and (8.27), let us introduce some typical parameters

obtained experimentally by Rappaport et al., as presented in Table 8.3 and 8.4.

Thus, for simulation purposes we used the following parameters: f ¼ 915 MHz

(l ¼ 0:32m); g for the same floor ¼ 3:27; g ¼ 4:19 for the 1st floor; g ¼ 5 for

the 2nd floor; g ¼ 5:22 for the 3rd floor; g ¼ 5:35 for the 4th floor; g ¼ 5:45 for

the 5th floor; FAF for the 1st floor ¼ 12:9 dB; FAF for the 2nd floor ¼ 18:7 dB;

FAF for the 3rd floor ¼ 24:4 dB; FAF for the 4th floor ¼ 26 dB; FAF for the 5th

floor ¼ 27 dB.

In Figure 8.9, the path loss versus the number of floors is presented according to

(8.26) with g(multifloor), and in Figure 8.10 it is according to the FAF model (8.27)

with g(same floor). From Figure 8.9, the attenuation of radio wave penetrating

through the first three floors increases linearly and then according to the square root

curve dependence, which is in a good agreement with Bertoni’s model, taking into

account the diffraction path loss described by formula (8.23).

TABLE 8.4. Average Floor Attenuation Factor in dB for One, Two,
Three and Four Floors in [3] Two Office Buildings

Building FAF s Number of Locations

Office Building 1:

Through One Floor 12.9 7.0 52

Through Two Floors 18.7 2.8 9

Through Three Floors 24.4 1.7 9

Through Four Floors 27.0 1.5 9

Office Building 2:

Through One Floor 16.2 2.9 21

Through Two Floors 27.5 5.4 21

Through Three Floors 31.6 7.2 21
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Additional analysis of Rappaport’s model has shown that there are some

difficulties in using this model in practical situations for indoor environments.

Rappaport’s model relies heavily on experimental data to determine the required

parameters that can be used for modeling purposes.

Let us now compare two approaches, Bertoni’s and Rappaport’s, through the

prism of experimental data. Rappaport’s model is based on experimental factors

(FAF and g), and it does not provide the radio wave propagation characteristic, such

as the attenuation inside buildings in the case when the transmitter and the receiver

are located at different floors.

Bertoni’s model states that when there is a several-floor separation between the

terminal antennas, the additional loss occurs due to the diffraction path through the

frames of the windows according to (8.13). The slow fading effect, called shadowing

(see definitions in Chapter 1), can easily be represented in Bertoni’s model as

the additional effect of the wave field that comes from the diffraction paths. In the

Rappaport model, the shadowing effect is accounted by the FAF factor and by the

path loss exponent g. Obviously, the slow fading factor must be added to Rappaport’s

model during the measurement phase, where parameters FAF and g are usually

determined. In general, Rappaport’s model is suitable for buildings with a low

number of floors (up to 4–5). The results are very similar to Bertoni’s model in the

lower floors when radio propagation mostly occurs through the direct path as

described by (8.11). When taller buildings are tested, Bertoni’s model is a more

appropriate model to use. In the following paragraph we indicate additional

improvements to Bertoni’s model by accounting for the shadow effects.

Suggested Model. As mentioned above, the models that predict link budgets for

the indoor environment are complex, sometimes using parameters without any phy-

sical meaning and explanation. Here we suggest a model, proposed in Reference

[33], for the radio propagation between floors that takes into consideration the phy-

sical media and parameters of the total path loss obtained from experiments. In

general, the suggested model will follow the formula:

Ltotal ¼ �Lþ Xs ½dB� ð8:29Þ

which is similar to (8.25) as shown in the Rappaport’s model, but now �L is the loss

achieved from a direct propagated ray with NLOS features, and Xs is a zero mean

lognormally distributed random variable with standard deviation s in decibels and

accounts for attenuation from diffracted propagated waves. The parameter Xs can be

easily obtained from experiments made in different building environments, and �L

must be calculated according to the direct NLOS attenuation described by (8.11)

following Bertoni’s model. In other words, model (8.29) is a combination of

Bertoni’s physical model of direct propagation through floors (8.11) and

Rappaport’s empirical model by estimating the parameter Xs from the approach

presented in Chapter 5 for link budget design or from experimental data. The

suggested path loss model is based on two essential aspects. First, it uses Bertoni’s

prediction to obtain the received power signal along the radio path of rays
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penetrating through floors and described by (8.11), and secondly, it uses Rappaport’s

statistical measured s and the method of fade margin estimation according to the

procedure of link budget design described in Chapter 5 (see also Reference [33]).

8.3. LINK BUDGET DESIGN VERIFICATION BY EXPERIMENTAL DATA

In order to investigate the accuracy of the well-known models and the suggested

above models of radio propagation along the corridor (8.10) and between floors and

walls as described by (8.29) with help of (8.11) and (8.16) for the average path loss

evaluation, we carried out some special experiments within several four-storied

buildings.

Path Loss Along the Corridor. The system consists of two main parts: the first is a

wireless accesses point (BreezeCom AP10) connected to a power supply, and the

second is a laptop with a wireless LAN card (BreezeCom SA-PCR). The laptop

was located on a portable surface in order to separate it from the floor. Table 8.5

presents several important technical specifications of the system. The signal was

measured at different locations 10 times in term of 2 to 3 min. This assures that local

interferences such as electrostatic waves, cellular communication, and moving

objects can be eliminated. In the building used for measurement, there was a

51 m corridor with glass and metal doors at the edges. The transmitting and receiv-

ing stations were placed on a portable laptop surface. The transmitting access points

were placed in the beginning and in the middle of the corridor. The results are pre-

sented in Figure 8.11, from which it follows that with an increase in distance

between the transmitter and receiver (more than 20–25 m), the saturation of the

effect of attenuation is observed. There are few spikes that are probably caused

by the variance in the architecture characteristics of the walls and by some local

obstructions such as people walking along corridor and interference from the addi-

tional cellular communication networks. Comparison of these results with those

obtained, theoretically, using the corridor waveguide model, are presented in

TABLE 8.5. Technical Specifications of the System

Transmission Method Spreading in spectrum and

skipping in frequency

Frequency Spectrum 2.4–2.4835 GHz

Brooding Time 32, 64, 128 ms

Transmission Power Up to 100 mV (20 dBm)

Sensitivity

@1Mbps �81 dBm

@2Mbps �75 dBm

@3Mbps �67 dBm

Antenna Division 2 Antenna
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Figure 8.11 by the continuous curve. It is clearly seen that the mean difference

between the theoretical prediction and experimental data does not exceed 2–3 dB

at the beginning of the corridor, becomes 4–5 dB in the middle sites, and reaches

maximum difference of 9.794 dB at the end of the corridor, where an intersection

with another crossing corridor exists. So, the corridor waveguide model is a good

predictor of radio coverage inside the straight corridor except for some intersections

with other crossing corridors within the tested building.

Link Budget for Indoor Links between the Floors and Walls. All experiments

have been carried out in different campuses of Ben-Gurion University, Israel,

each of which is a typical three-floor university campus, comprising long hallways

and contiguous enclosed classrooms with windows. All outside and inside walls are

made of concrete. There are large windows along the corridors (north wing) and

inside every classroom (south wing). Each classroom is furnished with chairs and

tables having the same size and height and made of metal and wood. During the

experiments, all windows were closed in each floor (both along the corridor and

inside each classroom). The receiver (Rx) and the transmitter (Tx) were separated

with obstructions between them, that is, having both NLOS and LOS conditions.

The transmitter was located in a fixed position on the first floor. The receiver was

moved from one location to another within the measurement area from the third floor

to the second floor. On the basis of numerous experimental data and measurement

analysis, a preliminary suggestion was done that the proposed model, Ltotal
½dB� ¼ �L½dB� þ Xs½dB�, which is based on the combination of Bertoni’s formula

of direct penetration through floors and walls (8.11) and the additional attenuation

Xs, which accounts the lognormal shadowing effects caused by internal structures

and obstructions, predicts the path loss measurements with the smallest deviation
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FIGURE 8.11. Comparison of experimental data measured along the corridor and

theoretical prediction according to the corridor waveguide model (continuous curve).
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from experiment results (see Figs. 8.12–8.13). According to receipt described in

Chapter 5 or in Reference [33], the probability for shadowing in the selected area

can also be found. Figure 8.12 presents the simulation according to Bertoni’s model

(8.18) for conditions of the experiment described above and the same simulation

according to the suggested model (8.29) shown by Figure 8.13.

Below we present the distinct difference between the suggested model for

predicting path loss between floors (8.29) and Bertoni’s path loss prediction model

(8.18), which takes into account diffraction by window corners for the receiver at the

third floor (Fig. 8.14) and then for the receiver at the second floor (Fig. 8.15).

From Figure 8.14a–b, the suggested model achieved better agreement with

measurements, with an average error of 4.76 dB, than with Bertoni’s model where

the average error exceeds 10 dB. On the third floor where Rx was located, the

shadowing term was evaluated to be Xs ¼ 12:9 dB. On the second floor (see

Fig. 8.15a–b), again, the suggested model achieved better results with error of
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FIGURE 8.12. Path loss versus distance for various scenarios inside a building, computed

according to Bertoni’s model.
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8.00 dB compared to 9.58 dB obtained from Bertoni’s model. On the second floor

the term of shadowing was Xs ¼ 8:1 dB. In computations and comparison with

Bertoni’s model, the wall attenuation factor of 4 dB (for concrete wall) and the floor

attenuation factor of 13 dB (for mixed concrete walls) were accounted [33].
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FIGURE 8.14(a). Error of suggested model compared to measurements.
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FIGURE 8.14(b). Error of Bertoni’s simulation compared to measurements.
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The cumulative effect of deviation from the theoretical prediction, based on

Equation (8.29) and measured data, for different three-story buildings is shown in

Figure 8.16.

According to these results, we can conclude that the suggested model is very

simple in terms of calculation and that it takes into account the slow fading

Path-Loss Error - Partition Based Model - Second Floor
25

20

15

10

5

0
–5 0 5 10 15 20 25 30 35

d
B

meter

Average Error = 8.0056
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(statistical approach) that other models omit. At the same time, the proposed model

and the corresponding simulation results do not take into account objects such as

furniture, people, and their movements. Therefore, some deviation error between

simulation and actual link test results should be expected. Again, we can state that

there is not one single, general enough model that takes into account all features and

processes that occur within an indoor environment.

Finally, we present some experimental results in the form of a straight-line model

as a best fit to the measured data to follow the same procedure used in outdoor

communication links (see Chapter 5). Thus, in Figures 8.17–8.19, the total path loss

versus distance, according to experimental data, are shown for the third, second, and

first floors, respectively. The path loss exponent g for each floor has been obtained

from the approximate equations of straight lines. In Figure 8.17, both antennas are at

the same, third, floor, that is, in LOS conditions. As was found for the LOS

conditions, between the transmitter and receiver, the attenuation parameter equals

g ¼ 2:18. For the receiver located at the second floor, that is, one floor below the

transmitter, we found (see Fig. 8.18) that g ¼ 3:45. Finally, for the receiver located
on the first floor having two floors difference with the transmitter location,

the attenuation parameter is g ¼ 4:51 as a best fit to, the experimental data (see

Fig. 8.19).

These results are very close to those obtained by Rappaport in his numerous

experiments for different kinds of buildings (see Table 8.3), thus we can summarize

that the suggested model (8.29) can be successfully used for prediction of the total

path loss inside buildings for different antenna positions and different floors if we

take into account Bertoni’s formulas strictly (8.11) and (8.16) for the direct path loss
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FIGURE 8.17. Best fit obtained for an experiment carried out at the same third floor.
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FIGURE 8.18. Best fit obtained for an experiment carried out through one floor between
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between floors and walls and the shadow margin, which can be obtained either from

experimental data or by using the method of shadow effect estimation described in

Chapter 5 for link budget design.
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CHAPTER NINE

Adaptive Antennas for Wireless
Networks

As was mentioned in previous chapters, the main problem in mobile or stationary

wireless communications, satellite and aircraft communications (megacell), outdoor

(macrocell and microcell), and indoor communications (picocell), is the addi-

tional noise factor (to the white or additive noise). This noise has two aspects to

it: (a) the multiplicative noise caused by multipath propagation fading, delay

spread, and Doppler spread (see definitions in Chapter 1), and (b) the co-channel

interference noise caused by interactions of information sent by different users

located in the area of service and involved in the multiple access communication

occurred in real time during servicing. Both of these physical phenomena

degrade the grade-of-service (GOS), the quality of service (QOS), the capacity of

the information data stream and, finally, the efficiency of wireless communication

networks.

Several methods have been developed during the last two-three decades to

eliminate these kinds of noise factors. These methods are based on filtering [1–5],

signal processing [6–12], and the so-called adaptive or smart antenna systems

[13–22]. The term ‘‘smart antenna’’ reflects the antenna’s ability to adapt to the

communication channel environment in which it operates. Because both terms

‘‘adaptive antennas’’ and ‘‘smart antennas’’ are interchangeable, from now on we

will be using the term ‘‘adaptive antennas’’ as it is based on analog and digital

beamforming technology [24–30]. Adaptive antennas are not only used in cellular

communications, but also in many other applications such as aircraft and satellite

communications, radars, and remote sensing [31–37]. The increasing demands on

the operational efficiency of various wireless communication networks put a lot of
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technical and mathematical questions not only on how to eliminate noise within a

channel, but also on how to increase the capacity of the information data stream

inside a channel. One has to account for limitations in the bandwidth of the existing

communication networks, and increase the bit rate with small bit-error-rate (BER),

the parameters that determine the quality of service. According to Shannon’s

formula, channel capacity linearly increases with allocating new frequencies to the

service or with spreading the existing bandwidth. The latter is a very complicated

problem, and with a logarithmical increase of its signal-to-noise ratio (SNR), it

includes additive (white) noise, multiplicative noise, and noise caused by co-channel

interference in cellular networks.

From previous discussions, to predict the noise factors in environments with

strong ‘‘clutter’’ and hard obstructive (NLOS) conditions is a very complicated task.

During the last four decades, designers have proposed new strategies where they

combined adaptive antennas with advanced signal processing to obtain effective

filtering systems that can simultaneously operate in the space, time, and frequency

domains. Using such interdisciplinary mathematical and technical tools, a lot of

other problems in wireless communications have been effectively solved. Here, we

only point out the problems connected with multiple access communications, which

deal with simultaneous service of numerous subscribers and occurs in frequency,

time, code, and space domain. These multiple access communications are the

frequency division multiple access (FDMA), time division multiple access (TDMA),

code division multiple access (CDMA), and space division multiple access (SDMA).

The use of adaptive antennas can essentially improve the grade-of-service (GOS),

eliminate the influence of co-channel interference by increasing the carrier-to-

interference ratio (C/I) and, finally, to determine with great accuracy the position of

the desired subscriber, which must be serviced by a system. However, as will be

discussed later, in urban environments, a wide spread antenna pattern in both

azimuth and elevation domains, is observed, caused by the random distribution of

buildings both in the horizontal and vertical planes. Therefore, it is very complicated

to use more directive or adaptive antennas for urban communication links. These

problems are difficult to solve without knowledge, not only of the signal strength or

power distribution in the space domain, that is, along the radio path between the

terminal antennas, but also of the signal distribution in the separate and joint angle-

of-arrival (AOA), azimuth and elevation, time-of-arrival (TOA) or delay-spread

(DS) domains. All these aspects will be briefly presented in the next section. Next,

we start with the architecture of adaptive antennas for different array configurations

(linear, circular, and planar).

9.1. ANTENNA ARRAYS

The definition of ‘‘adaptive or smart’’ antenna has been used in [13] to describe

self-phasing antenna systems, which reradiate a radio signal in the direction from

which it was received. Figure 9.1 shows the architecture of two arrays used in a

communication system. The receiver array consists of N elements and the receiver
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has M elements. Such multichannel system in literature is called the multiple-input-

multiple-output (MIMO) wireless channel [38].

The concept of using antenna arrays and innovative signal processing is not new to the

radar and aerospace technology. Until recent years, cost effectiveness has prevented their

use in commercial systems. The advent of very fast and low-cost digital signal processors

have begun to make adaptive antennas very smart and practical for cellular land- or

satellite-mobile communication systems. This trend is only the beginning and the use of

smart antennas is going to accelerate in the future. Main hurdles to overcome are the costs

and the technological issues relating to the manufacturing of a multi-antenna system.

Before we start explaining the principles of adaptive arrays and their operation, we

proceed with a review of some of the basics of antenna arrays.

9.1.1. Antenna Array Terminology

As was shown in Chapter 2, antennas in general may be classified as isotropic, omni-

directional, and directional. For antenna array there are some additional terms that

must be introduced such as array factor, phased arrays, steerable beams, and so on.

[12–14,39–44]. A phased array antenna uses an array of antennas, called ‘‘elements’’

that combine their signals to achieve a more directive radiation pattern in some

direction than others. The direction where the maximum gain would appear is

controlled by adjusting the phase of the individual elements. So, in the direction where

maximum gain occurs, the signals from the elements are added in-phase and that is the

reason why an array is used to achieve more gain than a single antenna element.

An adaptive array antenna

utilizes sophisticated signal processing algorithms to continuously distinguish between

desired signals, multipath, and interfering signals as well as calculate their directions of

arrival. The adaptive approach continuously updates its beam pattern based on changes

in both the desired and interfering signal locations. The ability to smoothly track users

with main lobes and interferers with nulls guarantees that the link budget is constantly

maximized.

MIMO Communication Network

Adaptive

Transmitter

Propagation Channel NM

Adaptive

Receiver

FIGURE 9.1. The MIMO channel.
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A block-scheme of the typical adaptive antenna is shown in Figure 9.2. The

signals received by the elements of the antenna are weighted and combined to

maximize the signal-to-interference ratio [18]. A typical adaptive antenna array is

shown in Figure 9.2.

The Array Factor. A plot of the array response as a function of angle is commonly

referred to as the array pattern, beam pattern or power pattern. To characterize this pat-

tern, a new parameter called the array factor and denoted by Fðj; yÞ, is defined. It
represents the far-field radiation pattern of an array of isotropic radiating elements in

the y and f angles. The process of combining signals from different elements is known

as beamforming.Wewill discuss several beamforming technologies later in this chapter.

Steering Process. For a given array, the main beam can be pointed in different

directions by mechanically moving the array. This process is known as mechanical

steering. In contrast, electronic steering uses the inherent delay of signals arriving at

each element of the array before combining them. For narrow-band signals in

Figure 9.3, phase shifters are used to change the phase of signals before combining

them at the output of the antennawhere they arrivewith their own time delay tmðyÞ [42].
The steering locations, which result in maximum power, yield the direction-of-

arrival (DOA) estimates, that is, the steering vector contains the responses of all

elements of the array to a narrow-band source of unit power. Because the response of

the array is different in different directions, a steering vector is associated with each

directional source. The correlation between them depends upon the array geometry

[40]. Because each component of the steering vector denotes the phase delay caused

by the spatial position of the corresponding element of the array, this vector is also

called the space vector or array response vector. In multipath situations in wireless

communication channel, the space vector denotes the response of the array to all

1                        2

Incident waves
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ΣΣ
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Wm WM.   .  .

Adaptive algorithm to control 
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FIGURE 9.2. Typical adaptive antenna. Several signals S’s are impinging on the antenna

elements. W’s are the weights that each signal is multiplied by before the summation point.
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signals arising from the source [41,43,44]. The array response is steered by forming

a linear combination of the element outputs, as will be shown mathematically later.

The Pattern of the Antenna Array. In an antenna array, if the distance between

the elements-sensors is larger than the wavelength of radiation, several main lobes

will be formed in the visible space. Conversely, if the element spacing is less than

a wavelength, and all signals from elements are summed without any delay (see

Fig. 9.2), then the produced array output signal will have a symmetric pattern about

y ¼ 0� (see Fig. 9.4a). On the contrary, if in this case the output of each element is

+

W0

Wm

WM-1

Output y(t)

0 )(τ θ

)(mτ θ

1 )(Mτ θ−

weight Time delaysignal

FIGURE 9.3. Summation of arriving signals with different time delays.
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FIGURE 9.4. Antenna array (a) All signals arrive without any delay: the main beam is

oriented normally to the sensors’ line; (b) each signal is delayed by its own delay that gives a

shift in the main beam by 15 degrees. (Source [14]: Reprinted with permission # 1967 IEEE)
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delayed in time before being summed (see Fig. 9.3), the resulting directivity pattern

will have its main lobe displaced at an angle c defined as

sinc ¼ ltf

d
¼ ct

d
ð9:1Þ

where d is the spacing between antenna array elements, c ¼ l=T ¼ lf is the signal

propagation velocity, and t is the time-delay difference between neighboring-

element outputs. Figure 9.4b shows the direction of the main beam and nulls for an

array with y ¼ 24�, d ¼ l=2, t ¼ 0:12941=f , and c ¼ sin�1ð2tf Þ ¼ 15�.

9.1.2. Architecture of the Antenna Array

Next we discuss the most common geometrical configurations used in adaptive array

antennas.

Linear Array. Let us consider a receiving antenna with a linear array of M � 1

elements from the origin, which is uniformly spaced along the horizontal axis as

shown in Figure 9.5 [24]. Let the spacing between elements be denoted by d. At

each element input there is a complex signal given by Um ¼ Ame
jbm (i.e., the signal

input at the element m with amplitude Am and phase bm ¼ ma, m¼ 0, 1, 2, . . . ,

M � 1). Here, a is the constant phase difference between two adjacent elements.

We also assume that at the origin, the phase of the arriving ray is equal to zero,

and the differential distance of two rays at points mþ 1 and m is �d ¼ md sin y.

Then the array factor can be determined as [24]:

FðyÞ ¼ U0 þ U1 e
jkd sin y þ U2 e

j2kd sin y þ . . .

¼
XM�1

m¼0

Um ejmkd sin y ¼
XM�1

m¼0

Am ejðmkd sin yþmaÞ ð9:2Þ

…….. ……..…….. ……..d
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FIGURE 9.5. Linear antenna array to obtain the path difference between two neighboring

elements.
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or in terms of vectors and an inner product:

FðyÞ ¼ UTu ð9:3Þ

where

U ¼ ½U0 U1 . . .UM�1�T ð9:4Þ

is the array propagation vector that contains information about the angle-of-arrival

(AOA) of the signal. Also,

u ¼ ½1 ejkd sin y ej2kd sin y . . . ejðM�1Þkd sin y�T ð9:5Þ

is the weigh vector with the corresponding component for each element of the array.

If now a ¼ �kd sin y0, a maximum response of FðyÞ will result at the angle y0, that is,
the antenna beam pattern will be steered towards thewave source. Figure 9.6 shows the

radiation pattern for an eight-element linear array with l spacing between elements.

Circular Array. The same situation can be said for a circular array of equally dis-

tributed M � 1 elements placed on a circle of radius R, as shown in Figure 9.7.

Here, we introduce the azimuth angle for each element m, jm ¼ 2mp=M. The

relative phase bm at each element m with respect to the center of the array is

bm ¼ �kR cosðj� jmÞ sin y ð9:6Þ

Again, for a main beam directed at angles y0 and j0 in space, the phase of the

complex signal Um ¼ Ame
jam for the element m equals

am ¼ kR cosðj0 � jmÞ sin y0 ð9:7Þ

FIGURE 9.6. Field pattern of an 8-element adaptive array antenna.
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In this case, the array factor for the circular antenna can be presented in the

following form:

Fðj; yÞ ¼
XM�1

m¼0

Am e j½am�kR cosðj�jmÞ sin y� ð9:8Þ

Figure 9.8 shows the radiation pattern for an adaptive circular array of radius 0.8l.

The array factor Gðj; yÞ can be found as

Gðj; yÞ ¼ f ðj; yÞ � Fðj; yÞ ð9:9Þ

where f ðj; yÞ is the element factor. This equation is usually called the principle of

pattern multiplication, which allows us to determine the array factor of more
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m
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m
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FIGURE 9.7. Geometry of a circular antenna array.
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complicated arrays as a composition of simple subarrays, and account for their

mutual dependence.

Planar Array. An example of the planar array is shown in Figure 9.9 as a combina-

tion of two linear arrays, one is with M � 1 elements and the second is with N � 1

elements. Then, according to (9.2), the array factor for the firstM-element array with

the complex signal at the element m of Um ¼ Ame
jma, m¼ 0, 1, 2, . . . . , M � 1, is

given as

F1ðuÞ ¼
XM�1

m¼0

Am ejðmkdx sin uþmaÞ ð9:10Þ

where u ¼ sin y cosj. The array factor for the N-element array with the complex

weight at the element n of Un ¼ Ane
jnb, n¼ 0, 1, 2, . . . . , N�1, is given as [24]:

F2ðvÞ ¼
XN�1

n¼0

An e
jðmkdy sin vþnbÞ ð9:11Þ

where v ¼ sin y sinj. According to the principle of pattern multiplication, the

overall array factor for the rectangular array is then given by

F ¼ F1ðuÞ � F2ðvÞ ð9:12Þ

The same procedure can be used for the more complicated antenna structures such as

the hexagon planar array and so on.

9.2. BEAMFORMING TECHNIQUES

The term beamforming relates to the capability of the antenna array to focus

energy along a specific direction in space [18,19,21,24]. Thus, in multiple access

y
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FIGURE 9.9. Geometry of a planar antenna array.
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communications, a desired user must be serviced in ‘‘clutter’’ conditions. In this

case, ‘‘clutter’’ means the existence of other users located in the area of service.

Beamforming allows the antenna to focus energy only towards a desired user and

nulls in the undesired directions. For this reason, beamforming is often referred to as

spatial filtering. Spatial filtering or beamforming was the first approach to carry out

space-time processing of data sampled at antenna arrays [12].

The conventional (Bartlett) beamformer was the first to emerge during the

Second War [45]. It is a natural extension of the classical Fourier-based spectral

analysis for spatial-temporal sampled data. Later, adaptive beamformers [46–49]

and classical time-delay estimation techniques [49] were applied to enhance the

ability to resolve signal sources that are closely spaced. From a statistical point of

view, the classical techniques can be seen as spatial extensions of the spectral

Wiener (or matched) filtering method [50]. However, the conventional beamforming

approach has some fundamental limitations connected to the physical size of the

aperture or the array, to the available data collection time, and to signal-to-noise ratio

(SNR). For more details the reader is referred to [8,21,51,52]. Next, we present some

aspects of analog and digital beamforming.

9.2.1. Analog Beamforming

An analog beamforming system usually consists of devices that change the phase

and power of the signal emanating from its output. Figure 9.10 shows an example for

creating only one beam at the output of the RF beamformer [24]. Such simple, one-

beam antenna array systems can be constructed by using microwave waveguides,

microstrip structures, transmission lines, and printed microwave circuits.

Multiple-beam beamforming systems are more complex systems whose

operational characteristics are based mathematically on the beamforming matrix,

with the Butler matrix being the most known matrix [53]. In a beamforming matrix,

an array of hybrid junctions and fixed-phase shifters are used to achieve the desired

results. As an example, a Butler-beamforming matrix for a four-element antenna

Antenna
elements

Phase
shifters

Power
dividers

∠f∠f∠f∠f

FIGURE 9.10. A simple beamformer.
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array is shown in Figure 9.11a. This matrix uses two 45� fixed-phase shifters and

four 90� phase-lag hybrid junctions with the corresponding computation links.

(see Fig. 9.11b).

By tracing the signal from the four ports to the array elements, one can verify that

the relative phase distribution at the antenna aperture corresponds to the individual

ports of the four-port Butler matrix, computed as shown in Figure 9.12 [24,53]. An

231 4
(a)

0 0

π/2

π/4 π/4

π/2− −

(b)

FIGURE 9.11. (a) A Butler beamforming matrix for a four-element antenna array, and (b) Its

phasing scheme.

FIGURE 9.12. Computation of the antenna pattern corresponding to the beamformerin

Fig. 9.11. (Source [24]: Litva, J and T. Lo, Artech House, 1996)
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example of an array antenna pattern with elements spaced at l=2 is shown in

Figure 9.12. Although, these four beams are overlapping and they are mutually

orthogonal.

Here, we must note that the Butler matrix was developed before the fast

Fourier transform (FFT) and that they are both completely equivalent. One (the

Butler matrix) is used for analog beamforming, and the other (FFT) is for digital

beamforming [19,21,24,51–53].

Conventional Beamforming is a simple beamformer, sometimes known as the

delay-and-sum beamformer, with all it weights of equal amplitude.

As was mentioned previously, the phases of the elements are selected to steer the

main beam of the array in a particular direction ðj0; y0Þ, known as the look

direction. The system must be able to adapt its pattern to have lobes atM � 1 places.

This ability is known as a degree of freedom of the array. For an equally spaced

linear array this feature is similar to an M � 1 degree polynomial of M � 1

adjustable coefficients, with the first coefficients having the value of unity [see

formula (9.5)]. The concept of a delay beamformer or phase delay is shown in

Figure 9.13 [42].

Here, due to the delay of each arriving ray at an array element with respect to its

neighboring element, a corresponding shift in phase occurs with the amplitude

weights remaining fixed as the beam is steered. As mentioned before, this type of

array is commonly known as a phased array.

Null-Steering Beamformer is used to place nulls in the radiation pattern in

specified directions. Usually, the nulls are placed in the directions of interfering

signals or mobile users. In the earliest schemes [54–57], this was achieved by

estimating the signal arrived from a known direction by steering a conventional

beam in the direction of the desired source and then subtracting the output from each

element in this case the beam output y(t) is presented by a sum of the signals xm,

m¼ 0, 1, . . . . , M � 1, received from a given direction, defined by the angle y, by

Phase

shifters

output beam

M−1
x

0
x

1
x

Adaptive algorithm (Signal processor)

Incident

signals

FIGURE 9.13. A beamformer with phase shifters.
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each of the M elements. Each element has its own weight coefficient wm and time

delay of arrival tmðyÞ. The output of the antenna is expressed as

yðt; yÞ ¼
XM�1

m¼0

wmxm½t � tmðyÞ� ð9:13Þ

By adjusting these weights, one can shape the beams. This process is very effective

for canceling strong interference between subscribers.

Frequency-Domain Beamforming. Here, by using the direct and inverse fast

Fourier transform (FFT), the broadband signals from each element of the array

are transformed into the frequency domain and then each frequency bin is processed

by a narrowband processor structure (see details in References [58–60]). The

weighted signals from all elements are summed to produce an output at each bin

(see Fig. 9.14). The weights are selected by independently minimizing the mean

output power at each frequency bin subject to steering-direction constraints. Thus,

the weight required for each frequency bin are selected independently, and this

selection may be performed in parallel, leading to a faster weight update. Various

aspects of frequency-domain beamforming are reported in References [58–60]

and other references.

Multiple Beamforming is used to generate several beams simultaneously. These

beams can be fixed in certain directions or adaptive with nulls steerable in desirable

directions. This can be achieved using very complex networks of phase shifters.

In beam-space processing [61–63], the beamformers can distribute the signal

energy to all the formed beams. One of the problems with multiple-beam

beamformers is that as the number of beams is increased, the SNR of channels

being carried by the individual beam decreases. This is due to additional noise

introduced from the additional number of radio frequency (RF) and intermediate

frequency (IF) components that must be used to increase the beamformer capacity.
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FIGURE 9.14. Summation of weights. (Source [14]: Reprinted with permission# 1967 IEEE)
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9.2.2. Digital Beamforming

Earlier ideas to use digital beamforming come from foundations in sonar [27] and

radar systems [31] as a bridge between antenna technology and digital technology.

Using digital techniques, it is possible to capture RF information in the form of

digital streams. Digital beamforming is based on the conversion of the incident

RF signal at each antenna element into two streams of binary complex baseband

signals representing an in-phase component (I) and a 90� phase shifted or quadrature
component (Q). In digital beamforming technique, the weighted signals from

each element are sampled and stored, and beams are formed summing the

appropriate samples [64–70]. Despite the fact that digital beamforming does not

have the same direct physical meaning as analog beamforming, the same process of

adaptive beamformer is used by weighting digital signals and presenting the total

beam by the same array factor (9.8).

Next, a simple algorithm of beamforming without any phase delays will be

introduced.

Element-Space Beamforming. A simple structure that can be used for such

beamforming is shown in Figure 9.15 [14,42]. It is the same as the one sketched in

Figure 9.2, but herewe introduce notations that correspond to digital processing jargon.

The output ynðyÞ at a discrete time t ¼ nT is given by a linear combination of the

binary data at M sensors (also known as the array snapshot at the nth instant of time

given by Reference [42]). We define a snapshot as one simultaneous sampling of all

array element signals.

ynðyÞ ¼
XM�1

m¼0

w�
mxmðnÞ ð9:14Þ

or in inner vector form [42]:

ynðyÞ ¼ wH � xðnÞ ð9:15Þ

where the sampling time Twas omitted to simplify our discussions. Here, xm is the

signal from mth element of the array, w�
m is the weight applied to xm, sign ‘‘*’’

Processing unit (adaptive algorithm)

M–1x0x
1

x

1MW −0W 1W

y

. . .

FIGURE 9.15. A simple digital beamformer.
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represents a complex conjugate, and the superscript H represents the Hermitian

transpose. To relate these notations to the analog beamforming, we assume that

xmðnÞ ¼ Um and w�
m ¼ e�jmkd sin y. Then the total output signal y(t) is equal to FðyÞ

from (9.2), that is, ynðyÞ ¼ FðyÞ. In such a manner, (9.14) describes the process

that is referred to as the element-space beamforming, where the binary data

signals xm are directly multiplied by a set of weights to form a beam in any

desired angle.

To consider the delayed adaptive beamforming using delays, we need to use

Equation (9.13) and represent each delay as an integer multiple of the sampling

interval�. The process is shown in Figure 9.16 for a linear array of uniformly spaced

elements, where it is desired that a beam is formed in the specific direction y2 [42].

The time delay along y2 is

tmðy2Þ ¼ m�; m ¼ 0; 1; . . . ;M � 1 ð9:16Þ

Thus, the signal from the mth element needs to be delayed by m� seconds. This may

be accomplished by selecting the samples for summing, as shown in Figure 9.16

by the line marked with symbol A. Similarly, a beam may be steered in a direction

y3 by summing the samples connected by the line marked with symbol B in

Figure 9.16, where the signals from the mth element need to be delayed by

ðM � 1� mÞ� seconds. At the same time, the beam formed in direction y1, by

summing the samples connected by the line marked with symbol C, does not require

any delay. So, using such a process we can only form beams in those directions that

require delays equal to some integer multiple of the sampling interval, that is,

correspond to (9.16). The number of discrete directions where a beam can be pointed

exactly increases with increased sampling. This leads to the formation of additional

beams. For more information on how to form multiple beams simultaneously and

C
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B

0

1
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M-1

3θ

1θ

2θ

t t−∆ 3t− ∆ 7t− ∆

Samples
at Time

Samples
from Element

FIGURE 9.16. Obtaining the desired direction using a linear array of sensors. (Source [42]:

Reprinted with permission # 1997 IEEE)
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synchronize the digital beamforming process, the reader is referred to work reported

in References [26,66–71].

An example of a simple beamformer that generates an arbitrary number of

simultaneous beams from M antenna elements is shown in Figure 9.17. Each

beamformer creates an independent beam by applying independent weights to the

array signals, that is, [29]:

yðyiÞ ¼
XM�1

m¼0

wi�
mxm ð9:17Þ

where yðyiÞ is the output of the beamformer, xm is a sample from the mth array

element, and wi
m are the weights for forming beam at angle yi. By selecting

appropriate weight vectors, we can implement beam steering, adaptive nulling, and

beam shaping.

Space Beamforming. Instead of directly weighting the outputs from the array ele-

ments, they can be processed first by a multiple-beam beamformer to form a suite of

orthogonal beams. The output of each beam is then weighted and combined to pro-

duce a desired output. This process is often referred to as space beamforming. The

required multiple beamformer usually produces orthogonal beams namely, the

beamformer that can be implemented by using the fast Fourier transformation

(FFT). Thus, an M-element linear array with M overlapped orthogonal beams can

be used to give [29]

vðymÞ ¼
XM�1

m¼0

xm e�j2pmym=ðM�1Þ; m ¼ 0; 1; 2; . . . ;M � 1 ð9:18Þ
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where ym ¼ sin�1½ml=ðM � 1Þd�. Because of the fixed discrete nature of vðymÞ, the
individual beam control requires the following steps:

a) Interpolation between beams in order to precise-steer the resultant beam

precisely;

b) Linear combination of the output beams to synthesize a shaped beam or a low

sidelobe pattern;

c) Linear combination of a selected set of beams to create nulls in the direction

of the interfering sources.

Thus for space beamforming, a set of beam-space combiners to generate weighted

outputs is required. In Figure 9.18 in the weighted FFT-based beam former, the

digital signal streams from the antenna elements are fed to the FFT processor, which

generates M simultaneous orthogonal beams.

The role of the beam select function in Figure 9.18 is to choose a subset of these

orthogonal beams that are to be weighted to form a desired signal. For example, the

ith desired output may happen to be the combination of the weighted mth and

(mþ 2)th beams, that is,

yi ¼ wi
1vðymÞ þ wi

2vðymþ2Þ ¼
XMi�1

m¼0

wi
mvðyiðmÞÞ ð9:19Þ

where i(m) is the selected beam index (i.e., ið1Þ ¼ m and ið2Þ ¼ mþ 2) and

ðMi � 1Þ is the number of orthogonal beams that is required to form the ith desired

beam.

Two-Dimensional Beamforming. Digital beamforming technologies for mobile-

satellite communications are usually based on two-dimensional planar antenna

arrays [72,73]. As was shown in Section 9.1, all algorithms, techniques, and methods
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for linear antenna arrays can be easily and naturally extended to two-dimensional

planar arrays. Thus, for a M � K rectangular planar array, the output of the

beamformer at the discrete time tn ¼ n; ynðy;jÞ, is given by [72,73]

ynðy;jÞ ¼
XK�1

k¼0

XM�1

m¼0

w�
k;mxk;mðnÞ ð9:20Þ

or in the standard matrix form through inner product

ynðy;jÞ ¼ wHxðnÞ ð9:21Þ

where the weight matrix is

w ¼ ðw0;0; w1;0; . . . ; wK�1;0; w0;1; . . . ; wK�1;M�1ÞT ð9:22Þ

and the output signal matrix at each element of the planar array is

xðnÞ ¼ ½x0;0ðnÞ; x1;0ðnÞ; . . . ; xK�1;0ðnÞ; x0;1ðnÞ; . . . ; xK�1;M�1ðnÞ�T ð9:23Þ

In a similar way, the output of the beamformer at time n can be constructed for any

planar array.

Adaptive Beamforming. Adaptive beamforming has been a subject of consider-

able interest for more than three decades, traditionally starting as other types of

beamforming to be employed in sonar and radar applications. There are numerous

technical papers and articles on the basic concept, special technologies, and applica-

tions of adaptive beamforming, from which more general are [9,14,16,19,29,74–80].

Adaptive beamforming started with the invention of the intermediate fre-

quency side lobe canceller (SLC), reported in References [13,15]. This was the

first adaptive antenna system that was capable of nulling interference signals

automatically at the antenna ouput. His antenna array had a typical configuration

of nondelayed beamformer presented in Figure 9.4a, but with one significant

difference: it contained one high-gain main-beam ‘‘dish’’ antenna (with weight w0)

surrounded by a linear array of several low-gain antenna sensors (with weights

wm;m ¼ 1; 2; . . . ; M � 1).

Applebaum [47] developed a theoretical concept, commonly known as the

Howells-Applebaum algorithm, on how to control the weights of the adaptive

beamformer. The main goal of this algorithm was to maximize the SNR at the array

output. For the analog SLC multibeam antenna loop, Applebaum expressed a

differential adaptive processing equation given by

T
dwi

dt
þ wi ¼ G Ki � x�i ðtÞ

XM�1

m¼0

wmxmðtÞ
( )

ð9:24Þ
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From this equation, one can obtain the weights in a matrix form by using

w ¼ mR�1K ð9:25Þ

whereR is theM �M covariance matrixR ¼ E½xðtÞxHðtÞ�which is formed from the

expected values of the array signal correlation. In (9.24), wi, i¼ 0,1, . . . , M � 1, is

the ith weight at the ith element output, xiðtÞ is a signal from the ith antenna element,

Ki is the component of cross-correlation matrixK of xiðtÞwith the output of the main

high-gain antenna channel (with weight w0). T is the smoothing filter time constant,

andG is the amplifier gain. A positive scalar m (called the gradient step size) controls

the convergence characteristic of the algorithm, that is, how fast and how close the

estimated weights approach the optimal weights.

A different beamforming technique was proposed by Capon [46]. This approach

leads to an adaptive beamformer with a minimum-variance distortionless response

(MVDR), also known in literature as the maximum likelihood method (MLM),

because it maximizes the likelihood function of the input signal vector.

Then, Reed with coworkers showed that fast adaptivity is achieved by using the

sample-matrix inversion (SMI) technique [57]. This algorithm is more convenient

when fast convergence response is required in a SLC configuration [19,57,79].

Sometimes it is better to use an orthogonal lattice filter adaptive network, often

referred to as the Gram-Schmidt algorithm. According to this algorithm, each weight

wim represents the adaptive coefficient obtained from a one-stage Gram-Schmidt

orthogonal filter and can be expressed through the nth time-sampled voltage VimðnÞ
of a set of N signal data samples from the ith input as [21,22,79]

jwimj ¼

XN

n¼1

V�
i ðnÞVmðnÞ

XN

n¼1

V�
i ðnÞViðnÞ

ð9:26Þ

Using this technique, the adaptive weights can be computed directly. A comparison

of the convergence speed performance obtained by the Gram-Schmidt algorithm and

that obtained by Howells-Applebaum algorithm made in Reference [22], has shown

that the first one converses in about 30 snapshot data samples, whereas the second one

achieves a signal at the level of 14 dB above the receiver noise after 180 snapshots.

The SMI algorithm can be sped up by using the direct inversion of the covariance

matrix R in (9.25). If the desired and the interference signals are known a priori, then

the covariance matrix could be evaluated and the optimal solution for the weights

could be computed using (9.25). As in most cases the signals are not known, they can

be generated as a set of ‘‘pseudo’’ signalsexmðtÞ that closely represent the real signals.
A general adaptive beamforming scheme is considered in Figure 9.19 below

[19,24,79].

The choice of the weight vector w is based on the statistics of the signal vector

x(t) received at the array. Basically, the objective is to optimize the beamforming
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response according to a prescribed criterion of the adaptive processor operation, so

that the output y(t) will contain minimum contribution from noise and interference.

In such a situation, the adaptive processor must continually update the weight vector to

meet a new requirement imposed by the varying conditions of the signal environment.

Therefore, instead of the real covariance matrix R, the adaptive processor ‘‘deals’’

with the approximate covariance matrix eR ¼ E½ex�ðtÞxðtÞ�, and (9.25) becomes the

Wiener-Holf equation, which is also called the optimum Wiener solution [57]

wopt ¼ mR�1eR ð9:27Þ

In this algorithm the weight vector is updated without a priori information and it

leads to estimates of R and eR in a finite observation interval. These estimates are

then used in (9.27) to obtain the desired weight vector. The error, due to these

estimates, can be viewed as the least squares formulation of the problem. So, the

weight vector derived using the SMI method can be defined as the least squares

solution.

Another algorithm, the Least Squares or LMS algorithm, was developed by

Widrow and his colleagues [10,14]. Because of its simplicity, the LMS algorithm is

the most commonly used adaptive algorithm for continuous adaptation and it is

capable of achieving satisfactory performance under the right set of conditions. The

LMS algorithm was further developed with the introduction of constrains [76,77]

that are used to ensure that the desired signals are not filtered out against the

unwanted signals.

The LMS algorithm is based on the optimization method that recursively

computes and updates the weight vector. It is clear that the process of successive

corrections of the weight vector leads to the estimation of the mean-square error

(MSE), which finally allows to obtain an optimum value for the weight vector.

According to the optimization method [81], the weight vector is updated at time

nþ 1 using the following relation:

wðnþ 1Þ ¼ wðnÞ þ m½eR� RwðnÞ� ð9:28Þ
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FIGURE 9.19. General adaptive beamforming.
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As in the previous algorithms, a prior knowledge of both R and the approximate eR is

not possible. Again, their instantaneous estimates are used through the error matrix

E ¼ Rwopt � eR ð9:29Þ

Then the estimated weights can be updated as

ŵðnþ 1Þ ¼ ŵðnÞ þ mxðnÞEðnÞ� ð9:30Þ

The gain constant m controls the convergence characteristics of the random vector

sequence wðnÞ. This is a continuously adaptive approach that works well when the

signal environment is statistically stationary. A signal-flow scheme representing the

LMS algorithm is shown in Figure 9.20 [81].

It is clear that such an algorithm is very simple and therefore successfully used in

sonar, radar, and communication applications [82–90].

However, its convergence characteristics depend strongly on the eigenvalues of

the covariance matrix R, which has a tendency to change widely with a change in the

signal environment. When this occurs, convergence can be very slow. Furthermore,

unlike the Applebaum’s maximum SNR algorithm and the LMS algorithm, which

may suffer from slow convergence, the performance of the SMI algorithm is more

preferable in this situation because it is independent of the value of the eigenvalue

spread.

Despite the fact that the Applebaum’s maximum SNR algorithm and Widrow’s

LMS error algorithm were discovered independently and were developed using

different approaches, they are basically similar. For stationary signals, both

algorithms converge to the optimum Wiener solution [78].

Let us now present a simple example of an adaptive antenna processing for

steering and modifying an array’s beam in order to ‘‘work’’ only with a desired

signal and to show how the complex weight coefficients are obtained to suppress the

interfering signals. Consider a base station with a simple array of two antennas

separated by a distance of d ¼ l=2, as shown in Figure 9.21. For simplicity, let us

assume that the desired signal arrives from the first mobile user at y1 ¼ 0� and the

interfering signal arrives from the second mobile user at y2 ¼ p=6. Both signals send
their information at the same frequency f. The first desired signal, sw ¼ aw e

j2pft,

arrives at the first and second elements with the same phase. The output yw for the
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FIGURE 9.20. Schematical presentation of LMS algorithm.
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wanted signal is a linear combination of the two corresponding weight coefficients,

w1 at the first element antenna and w2 at the second element antenna, that is,

yw ¼ aw e
j2pftðw1 þ w2Þ ð9:31Þ

At the same time, the interfering signal sIðtÞ ¼ aI e
j2pft arrives at the first and second

element antenna with a phase shift of f ¼ kd sinðp=6Þ ¼ 2pðl=2Þð1=2Þ=l ¼ p=2.
Thus, the array output for the interfering signal at the two elements equals [24]

yI ¼ aI e
j2pftw1 þ aI e

jð2pftþp=2Þw2 ð9:32Þ

To make sure that at the output of the array there is a desired signal, we must satisfy

Re½w1� þ Re½w2� ¼ 1

Im½w1� þ Im½w2� ¼ 0

�
ð9:33Þ

At the same time, to minimize the effect of the interfering signal leaving the desired

signal unaffected, one must state that the array output for the interference response

must be zero or as follows from (9.32)

Re½w1� þ Re½jw2� ¼ 0

Im½w1� þ Im½jw2� ¼ 0

�
ð9:34Þ

Expressions (9.33) and (9.34) are then solved simultaneously to give us

w1 ¼ 1=2� jð1=2Þ
w2 ¼ 1=2þ jð1=2Þ

�
ð9:35Þ

With these weights, the array of two element antennas will accept the desired

signal while simultaneously eliminating the interfering signal. Of course, in this

simple example we assumed prior knowledge of the direction of arrivals for the
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FIGURE 9.21. An adaptive array of two elements.
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interfering and desired signals, frequency, and so on. Nevertheless, this example

demonstrates that a system consisting of an array of antenna elements, which is

configured with complex weights, provides countless possibilities for realizing

array system objectives.

9.3 ADAPTIVE ANTENNA FOR WIRELESS
COMMUNICATION APPLICATIONS

The demand for mobile and fixed wireless communication continues to grow, making

subscriber capacity and reliability of wireless systems a critical issue. Efficient

temporal processing, such as advanced source coding, channel coding, modulation,

equalization, and detection techniques, can help alleviate this problem. However, more

dramatic improvements may be achieved by exploiting the spatial dimension using a

smart antenna system and multiple access techniques.

Multiple access refers to the simultaneous coverage of numerous users by

manipulating the transmission and reception process of signals in time, frequency,

code, and space domains. In time division multiple access (TDMA), each user

located in the area of service obtains or transmits information in a certain period of

time called a time slot. In frequency division multiple access (FDMA), the frequency

bandwidth is divided into segments, which are then portioned among different users

located in certain service area. In code division multiple access (CDMA), each user

obtains a unique random sequence of bits, that is, a unique code, generated by a

generator of special random sequences. The information waveform is spread after

modulation by this code over the entire frequency bandwidth, which is allocated

to all users serviced by the network. The receiver uses the same code to detect

the signal with information corresponding only to the desired user by rejecting

other users (having other codes) and noises (multiplicative, additive, and due to

interference) that exist in the communication channel. In cellular communications,

there is another access called space division multiple accesses (SDMA), which is

usually used by a division of each cell in sectors using directed antennas to serve each

user located in the corresponding sector. The latest form of SDMA usually employs

adaptive antenna arrays based on digital beamforming technology [19,24–31]. Here,

we will consider the applications of adaptive antennas in different networks on the

basis of these four types of multiple access communication [91–96]. Let us first start

with the applications of adaptive antenna in terrestrial communications.

9.3.1. Adaptive Antennas for Outdoor Wireless Communications

The important aim in using adaptive antenna arrays is to reject the multiplicative

noise caused by multipath fading, slow or fast, to decrease the time-delay effect

occurred because of the multipath phenomena, and finally to eliminate the co-

channel interference that occurs between subscribers allocated in the same

frequency band (in CDMA) or that share the same time frame [75]. To overcome
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these impairments, an array technology consisting of multiple input and multiple

output (MIMO) channel is usually used (see Fig. 9.1). UsingM antenna elements, a

significant increase of antenna gain is achieved plus a diversity gain against

multipath fading, which depends on the correlation of the fading among the

antenna elements. To provide a low correlation (i.e., diversity gain) between

elements, there are several basic ways that can be considered: spatial, polarization,

time, frequency, and angle diversity [23,75].

For spatial diversity, the antenna elements are separated far enough for low fading

correlation among them. The required separation depends on the obstructions

surrounding the antenna such as buildings, trees, hills, and so on. There are three

typical situations in the urban environment scene: when the base station (BS)

antenna is higher than the overlay profile of the buildings (Fig. 9.22a); the BS

antenna is at the same level as the height of the buildings (Fig. 9.22b); and when the

BS antenna is lower than the overlay profile of the buildings (Fig. 9.22c). Depending

on the number of obstructions (scatterers) surrounding the terminal antennas, the

angle-of-arrival of the total signal at the receiver will spread dramatically. Thus, for

the BS antenna sketched in Figure 9.22a, when only few obstructions surround the

user antenna, the angular spread may be only few degrees [75], whereas for the

situation in urban areas sketched in Figure 9.22b, the angular spread can exceed ten

and more degrees. In these situations, a horizontal separation of antenna elements of

10–20 wavelengths is required. In the third situation shown in Figure 9.22c, the

angular spread can reach up to 360� and the antenna element spacing only of a

d

(a)

T R

d

(b)

(c)

T R

d

HT

HT
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T R

HR
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FIGURE 9.22. Three typical antenna positions with respect to rooftops level.
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quarter wavelength is sufficient (these phenomena will be considered more in detail

in the next chapter).

A simpler way to obtain spatial diversity is to use two antennas separated by a

distance d in space, as shown in Figure 9.23 [94]. The multipath fading is due to

waves from two scatterers, A and B, separated by distance rs, which is much smaller

than the distance between antennas and the scatterers, so both antennas view the

scatterer from the same direction. In such assumptions, we can present the phase

difference between waves incident on the antennas in the following form:

f ¼ �kd sin y.

Figure 9.24 shows the path from a single scatterer at an angle y to the

broadside direction in the horizontal plane (for the horizontal antenna spacing).

Assuming now that the amplitude after scattering is the same for both antennas,

we get [94]

s1 ¼ a � ej2pft and s2 ¼ a � ejð2pftþfÞ ð9:36Þ

For the large number of scatterers N, these expressions can be generalized as

s1 ¼
XN

i¼1

ai e
j2pft and s2 ¼

XN

i¼1

ai e
jð2pftþfiÞ ð9:37Þ

Antenna1

Antenna2

d

r4

r1

r2

r3

rs

Scatterer A

Scatterer B

Mobile

FIGURE 9.23. Spatial diversity estimation.

Scatterer

Antenna1

Antenna2

d
θ

Broadside direction

FIGURE 9.24. A single scatterer for the antenna elements separated by a distance d.
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where ai are the amplitudes associated with each of the scatterers. The correlation

between these two signals, assuming that amplitudes from each of the scatterers are

uncorrelated, is given by

r12ðdÞ ¼
ð2p

0

pðyÞ e jkd sin ydy ð9:38Þ

where pðyÞ is the PDF function of the random variable y. This expression can be

used for a wide range of situations, provided a reasonable distribution for pðyÞ can be
found. Note that (9.38) is a Fourier transform relationship between pðyÞ and r12ðdÞ.
So, there is an inverse relationship between the widths of these two functions: A

narrow angular distribution after multiple scattering will produce a slow decrease in

the correlation with antenna spacing, which finally will limit the usefulness of space

diversity. Conversely, an environment with significant scatterers, around the antenna

with a wide angular distribution, will produce a decrease in the correlation with

antenna element spacing. In this situation, if d goes to zero, the correlation between

the antenna elements will be higher. In many cases of mobile-to-mobile (MO-MO)

communication (Fig. 9.22c), the angular distribution of the signal after multiple

scattering from obstructions can be described by a uniform PDF over [0, 2p] with

pðyÞ ¼ 1=2p. In this case from (9.38) we get, according to Reference [94], a solution

in terms of the modified Bessel function of zero order

rðdÞ ¼ J0
2pd

l

� �
ð9:39Þ

From Figure 9.22, for the base-station-to-mobile (BS-MO) communication, the

angular distribution of scattering at the base station may be very different from that

of the low mobile antenna. In the case of Figures 9.22a and 9.22b, with scatterers

present at distance r from the base station on a ring centered around the mobile

station with radius, we use instead of (9.39), the following expression [96]

rðdÞ ¼ J0
2pd

l

rs

r
cos y

� �
J0

pd

l

rs

r

� �2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 3

4
sin2 y

r !
ð9:40Þ

where y is the scattering angle directed from the base station to the ring of scatterers.

Comparison between (9.39) obtained for the case of MO-MO communications

and (9.40) obtained for the case of BS-MO communications shows that in the second

case the spacing d between antenna elements required is much greater than that in

the mobile to mobile case.

If a more compact antenna structure is used (i.e., small spacing between

elements), the vertical space diversity becomes essential, as two neighboring

antenna elements can be packaged together into a single vertical structure. Now, if

we assume that all waves after scattering arrive at the horizontal plane, we have

pðyÞ ¼ dðyÞ, that is, the Delta-function angular spread distribution. In this case, the
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signals will be perfectly correlated for all separations between antenna elements.

However, in more realistic conditions where waves arrive with some moderate

spreading relative to the horizontal plane, the angular spread PDF can be presented

according to Reference [97] as

rðdÞ ¼
p

4jymj
cos

py

2ym
; jyj � jymj �

p

2

0; elsewhere

8
><
>:

ð9:41Þ

where ym is half of the vertical angular spread.

We notice that expression (9.40) gives more conservative correlation values with

respect to (9.41), as it does not include the vertical spreading of the angle-of-arrival.

This is essential when we want to calculate the effect of vertical antenna element

spacing, which nevertheless requires even larger spacing than the horizontal case [98].

Despite the required large spacing of antenna elements, horizontal space diversity

is very commonly applied in cellular base stations to allow compensation for the low

transmit power obtained from handheld portables compared to the base stations.

Vertical spacing is rarely used [23,91–93,96–98]. This is because of the large

spacing required to obtain low cross-correlation and because the different heights of

the antennas within an array can lead to significant differences in path loss for each

antenna, which degrades the diversity effect. The example shown in Figure 9.22a is

more related to macrocell environments that have very narrow angular spread,

whereas those in Figures 9.22b and 9.22c are related to microcell environments,

where the angular spread is larger.

For polarization diversity, both horizontal and vertical polarization is used. These

orthogonal polarizations have low correlation, and the antenna elements can have

small spacing, creating a small profile for the total antenna. This effect has been

found experimentally in Reference [99] and it was shown that these two components

are almost uncorrelated, so, a pair of cross-polarized antennas can provide diversity

with no spacing between them. However, polarization diversity only doubles the

diversity of any antenna, and for high base station antennas, the horizontal

polarization can be 6–10 dB weaker than the vertical polarization, which reduces the

diversity gain [78]. Under the assumption that the vertical and horizontal

components of the signal field are independently Rayleigh-distributed (i.e., we

now consider the Rayleigh fading communication channel), the correlation

coefficient can be presented in the following form [99]:

r ¼ tan2 a cos2 b� G

tan2 a cos2 bþ G
ð9:42Þ

where the cross-polar ratio G is defined as the ratio between the mean powers from

the horizontally, EH, and vertically, EV, polarized signal strengths

G ¼ hjEHj2i
hjEVj2i

ð9:43Þ
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Here, the fields are received by antennas inclined at an angle a with respect to the

vertical axis, and the mobile is situated at an angle bwith respect to the antenna bore

sight.

In References [100,101], a new method to improve the performance of

polarization diversity was proposed by using a mixed scheme where the antenna

array elements were used simultaneously for both spatial and polarization diversity.

In this case the multiplicative correlation coefficient is approximately a product

r � rðaÞ � rðd; hÞ ð9:44Þ

Equation (9.44) describes the pure polarization diversity with co-located antenna

elements polarized at an angle a with respect to the vertical axis, rðaÞ, and the

correlation described for co-polarized antenna elements having a horizontal spacing

d and vertical spacing h, rðd; hÞ. The correlation coefficient obtained from (9.44)

can therefore be smaller than that obtained from polarization diversity or spatial

diversity alone.

Time diversity can be obtained by transmitting the same signal multiple times,

spaced apart in time sufficiently that the channel fading will be not correlated. From

(9.39) we have the same result that can be produced by the autocorrelation function

of the fading signal at a single antenna between two moments in time when the

mobile antenna is in motion. This is, except with the time delay, introduced by

the antenna motion reinterpreted as a horizontal antenna spacing by putting the time

delay as t ¼ d=v, where d is the antenna spacing, and v is the mobile velocity.

However, the time diversity is rarely used in practice of wireless communications as

the retransmission of information reduces the system capacity and introduces a

transmission delay. Usually, this principle is applied to improve efficiency in coded

modulation schemes, which apply interleaving to spread errors across fades,

allowing better potential for error correction [23,75].

In wideband channels, frequency diversity is used when two frequency

components spaced wider than the coherent bandwidth experience uncorrelated

fading. As in time diversity, the simple retransmission of information on two

frequencies is not so efficient. Usually, the principle of frequency diversity is

implicitly employed in some forms of equalizers [23,75].

For angle diversity, adjacent narrow beams are used. The total antenna profile is

small, and the adjacent beams could have received signal levels more than 10 dB

weaker than the strongest beam, resulting in small diversity gain [75].

Due to low fading correlation among antenna elements, diversity gain is typically

achieved in current base stations by using either selection diversity, where selection

of the antenna element (sensor) with the highest signal power is made, or maximal

radio combining, where the procedure of beamforming (weighting and combining

the received signal to maximize the SNR) is performed. This provides additional

gain on the uplink (or reverse link, from mobile antenna to base station) to

compensate for the higher transmit power of the base station on the downlink (or

direct link, from base station to mobile antenna). Typically, only a single transmiter

and receiver antenna is used on the downlink.
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The formation of multiple beams by multiple antennas at the base station is

performed to cover the whole cell size. For instance, three beams with bandwidth

of 120� each or six beams with a bandwidth of 60� each may be formed for the

multiple beam pattern creation. Then, each beam is treated as a separate cell (as is

done in the process of splitting cells on sectors, see References [91–95]), and the

frequency assignment to each user may be performed in a usual manner. Mobile

users are handed to the next beam (sector) as they leave the area covered by

the current beam, as is done in a normal handoff process when users cross the

cell boundary [91–95].

Such multiple beams can be created by the so-called switched-beam system

(SBS) [13] consisting of: a beamformer, which forms the multiple nonadaptive

beams; a sniffer, which determines the beam that has the best signal-to-interference-

noise ratio (SINR); and a switch, which is used to select the best one or two beams

for the receiver. The main advantage of SBS is the improvement in cell radio

coverage on the reverse link due to the array gain and improved voice quality due to

reduced interference between users who occupy the same segments in frequency or

time domains. As the performed beams are narrower than the regular sector

beamwidth, reduction of the interference power is obtained when the desired signal

and the interfered signals are separated in angle and fall into different beams. This

SINR improvement offers better information quality (digital or voice) and therefore

improves capacity of data stream and spectrum efficiency of the network (see

Chapter 12).

The performance of SBS depends on a number of factors, including angle-of-

arrival and time delay spreading (see Chapters 10 and 13) caused by multipath

fading, interference, and the antenna array topology. Performance gain in SBS

comes from array gain, diversity gain, reduced interference, and trunking efficiency

[13]. The array gain is given by M (in dB) or by 10logM, where M is a number of

input antenna elements (see Fig. 9.2). The element spacing determines the degree of

decorrelation of the signal across the antenna array. Therefore, for a l=2-spacing in

anM-element antenna, the diversity gain of 5 dB is preserved for the land macrocells

(with radius more than 2–3 km) [91–95]. There are other system loss factors, which

must be accounted, such as cusping loss, mismatch loss, beam-selection loss, and

path diversity loss [13]. Cusping loss occurs because of the 2 to 3 dB cusp between

beams. Mismatch loss refers to the use of planar beamforming in the presence of

potentially nonplanar wavefronts due to local scatterers surrounding the antenna

array. Beam-selection loss occurs in the presence of interference when, during signal

fades, another beam containing mainly interference may be selected for processing

at the receiver.

The formation of adaptive beams is based on adaptive beamforming, which forms

independent (uncorrelated) beams at the base station. The array is used to find the

location of each user, stationary or mobile, and then beams are formed to cover

different groups of subscribers. As above, each beam can be considered as a co-

channel cell, and thus may be able to use the same frequency, time or code, as the

case may be arranged. A typical setup involving different beams covering different

moving or stationary users is shown in Figure 9.25.
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In Figure 9.26a, a fixed number of beams with a fixed shape cover the whole cell,

whereas in Figure 9.26b, the beams are shaped to cover the traffic following any

changes that may occur in traffic conditions. As the users move, the different beams

cover different clusters of users, offering the benefit of transmission of energy

towards the desired users. Each mobile may be covered by a separate beam if the

number of elements is large enough. Using a beam to follow the desired mobile, one

can reduce the handoff problem [103,105].

Now, let us examine the gain of the array in different urban conditions as sketched

in Figure 9.22. In the first case, one of the antennas (usually, the base station

antenna) is located above the rooftops (Fig. 9.22a). In this case, only obstructions

located in the vicinity of the mobile vehicle must be taken into account. Let the gain

of theM-element array at the base station be G1, and the gain of the N-element array

FIGURE 9.25. Typical setup for a cell of service.
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antenna at the mobile be G2. Then, the link gain GL, is given by GL ¼ MN, with a

diversity gain order of MN [106–108]. From a range extension point of view the

situation is close to the LOS conditions.

In the second case, when the base station antenna is near the rooftop of the

buildings (Fig. 9.22b), scattering is observed around both terminal antennas. In this

case, the two clusters of scatterers are widely spaced, so that they look like ‘‘point

FIGURE 9.26. Using an adaptive antenna in cellular networks.
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sources.’’ This means that each antenna plus its immediate surrounding can be

accounted as one effective antenna, and these two effective antennas are in the far

field of each other. In this assumption GL ¼ MN with a diversity order of NM [106–

108]. In a MIMO connection (see Fig. 9.1) this is called a keyhole situation, as there

is only one channel.

In the third case, both the terminal antennas are below the rooftop of the buildings

(Fig. 9.22c). In this case, both the antennas are not independent and to obtain the

weight parameters of the two antennas is a very complicated analytical problem.

According to References [106–108], the asymptotic result for large values of M and

N gives GL ¼ ð
ffiffiffiffiffi
M

p
þ

ffiffiffiffi
N

p
Þ2 with a diversity order of MN. If N is small and M is

large, the gain approaches M. Even in this worst-case scenario we can increase the

accuracy of multi-user detection and service because the gain for the desired user

will be close to M (for M � N), but all other users will, on average, have a gain of

unity. If M is sufficiently high, this will give a good protection against multi-user

interference in multiple access performance, namely, for SDMA.

Problems with Using Adaptive Antennas for Outdoor Communication. Unfor-

tunately, by using directive antennas or adaptive antennas we cannot cancel the

effects of environment, mostly in urban areas, where even from the beginning the

narrow antenna beam significantly spreads in the azimuth and elevation domains

after passing through a couple of building rows, as it is shown in Figure 9.27.

This means that the multipath component (i.e., the incoherent part of the total signal

spectrum) prevails over the coherent part. Finally, in the azimuth domain we have a

wide spread of signal power distribution instead of a narrow one (see the right side of

Fig. 9.27).

II incco >>

II coinc >>

  Field strength lines in 

  the azimuth domain 

   Field strength lines in 

   the elevation domain

FIGURE 9.27. Effect of built-up area on a narrow-beam adaptive antenna pattern.
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In a typical urban case, the guiding effect along the streets is predominant and the

desired signal will arrive to the base station antenna from directions different from

the line-of-sight (LOS) direction shown in Figure 9.28 for user #3. We will discuss

ways to resolve this and many other problems in land communication channels by

using smart antennas in Chapters 10 and 13.

9.3.2. Adaptive Antennas for Indoor Wireless Communications

There are some differences between the outdoor land-mobile and land-stationary

systems and indoor systems. In indoor communications, users are usually moving on

foot and use hand-held portables. This results in different fading rates (negligible

Doppler shift, and fading does not depend strongly on frequency, see Chapter 1). The

fading rate for the indoor network is much slower than that for the outdoor network

(called flat fading), implying that optimal combining could be implemented with

the use of adaptive techniques [109–111]. The angle-spread problem in the two cases

is different as well. Thus, the angular spread of signal arrival at the receiving antenna

for base station antennas in indoor systems is typically isotropic 360� [112,113]. The
problem of delay spread is also different for the two cases [114–116]. For land

outdoor communication channels, the signals generally arrive in delayed clusters

due to multiple reflections and multiple diffractions from large obstructions such as

hills, trees, and buildings. For indoor communications, there exist a large number of

local small obstructions inside a building, which scatter and reflect rays, creating a

multipath fading at the receiver. This causes the impulse response of the indoor radio

channel to appear like a series of pulses [111]. The use of adaptive antennas to

Real

User

Real Link 

User #1 

User #2

User #3

Users #4,..6 

Adaptive Antenna

Pseudo-User #3

   
Real 
LOS

FIGURE 9.28. Street ‘‘masking’’ effect for servicing user #3 by an adaptive antenna.
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improve such channels is discussed in References [114,115]. The theoretical basis

for the angle-of-arrival and delay spread signal distribution, observed experimen-

tally [113,115], is given in References [116,117]. It was shown both experimentally

and theoretically that the arrivals come in one or two large groups within a 200 ns

observation window, where in each cluster an additional attenuation is observed (see

Fig. 9.29 according to Reference [117]). Within each cluster the arrivals are also

delayed with time. In Figure 9.29, a mean envelope of a channel of three clusters is

shown. The time-of-arrival distribution corresponds to different Poisson processes

[113–117].

The first process describes the arrival time of clusters defined by the cluster

arrival decay time constant G (which varies from 30 to 80 ns) and by the cluster

arrival rate A (where 1/A is changed from 16 to 300 ns) [116,117]

pðTijTi�1Þ ¼ Ae�AðTi�Ti�1Þ ð9:45aÞ

where Ti describes the first arrival of each cluster with number i.

The second Poisson process models the arrival time of rays within each cluster

defined by the ray arrival decay time constant g (which varies from 20 to 80 ns) and

by the ray arrival rate a (where 1/a is changed from 5 to 7 ns)

pðtijjtði�1ÞjÞ ¼ a e�aðTij�Tði�1ÞjÞ ð9:45bÞ

tij is the inter-ray arrival time, dependent on the time of the first arrival in the cluster.
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FIGURE 9.29. Cluster effect in time domain obtained in indoor communication channels

according to [117].
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At the same time, the angles-of-arrival, y, distribution is better fitted by a zero-

mean Laplacian process [116,117]

pðyÞ ¼ 1ffiffiffi
2

p
s
e�

ffiffi
2

p
y

s

�� �� ð9:46Þ

As was shown in [116,117], Equation (9.46) is valid only for low elevation antennas,

with the standard deviation varying from s ¼ 21:5� to s ¼ 25:5�. In Chapter 10 we

present a detailed analysis of angle-of-arrival and time delay distributions both in

outdoor and indoor communication channels.

9.3.3. Adaptive Antennas for Satellite-Mobile Communications

Let us now consider the use of adaptive antenna arrays in satellite communications.

In such systems, the mobiles directly communicate with the satellite. In the direct

communication link, multiple antenna elements may be utilized on the mobile as

well as on a satellite.

Array on a Satellite. It can be assembled on board of a satellite and can provide

communication in a number of ways. For instance, different frequencies may be

allocated to beams covering different areas such that each area acts as a cell (called

in literature megacell [23,94], see also Chapter 14). This allows frequency reuse

similar to land communication cellular networks [23,91,92,94]. However, there is

a difference between the two systems: the mobile-satellite system generates beams

covering different cells rather than having different base stations for different cells as

it was done in land communication systems. The antenna array system mounted on

board of the satellite provides beam generation, which can be done using different

possible scenarios.

A simple method is to utilize beams of fixed shape and size to cover the area of

service, allowing normal handoff as the mobile pass from one cell to another or as

the beams move in low-orbit satellites covering different areas (see details in

Reference [118]). In various European Space Agency (ESA) projects for the

European geostationary satellite systems, the frequency scanning systems have been

combined with phased array antennas [35,118] assembled in a feed network to

control the beam coverage area. A typical system consists of a high-gain large

reflector antenna, along with an array of feed elements, placed in the focal plane of

the reflector in a particular geometry to generate a limited number of fixed-shape

spot beams. A particular beam is selected by choosing a combination of feed

elements. The steering of beams is achieved by controlling the phases of signals

prior to the feed elements. The capability of the system to generate multiple spot

beams with independent power control and frequency use makes it attractive for

mobile communications. The frequency scanning system considered in References

[35,118] uses an array of active antennas to provide a high-gain beam with the

capability to steer it at any user location using frequency-dependent inter-element

phase shift. The same array is used for the transmitting as well as for the receiving
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modes. The frequency scanning system operates as a conventional multispot system

in terms of capacity and required power per channel, but requires a complex

beamforming network and mobile terminal location procedure. Such a system,

which uses fixed-shape beams, does not require any knowledge of the traffic

conditions.

In contrast, a system generating spot beams of varying shapes and sizes (called

dynamic beams) depends on the traffic conditions dictated by the positions of

mobiles, as shown in Figure 9.30.

To generate an arbitrarily shaped beam to be pointed at a desired location, the

system architecture requires an advanced beamforming network with independent

beam-steering capability [39]. These systems have been implemented in recent

system developments including the GLOBALSTAR [119] and IRIDIUM [120]

systems (see also chapter 14).

Separate Beams for Each Mobile. The possibility of using separate beams for

each mobile was investigated in Reference [37]. A satellite acts as a relay station

between mobiles and the base station, with communication between the base station

and the satellite being at a different frequency than that between mobiles and the

satellite. Service in such a manner allows each mobile to be tracked and the beam

is pointed towards the desired mobile, with nulls in the directions to other mobiles

operating at the same frequency. Different frequencies are used to communicate with

the mobiles in close vicinity to the desired one. So, this system is similar to CDMA

and TDMA operational systems [91–96]. We note that the direction-finding and

beamforming algorithms in this case operate in an environment different than those

operating for the land BS-MO communication systems. Because of the distance

involved between the satellite and the mobiles, the signals arriving from the mobiles

FIGURE 9.30. Coverage of different service areas using satellite antenna beams.
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appear more like point sources, which is not the case for the signals arriving at the

base station in land communication because of the spreading of signals caused by

reflections and scattering in the vicinity of mobiles.

Arrays on Mobile. When an array of antennas is mounted on a mobile to com-

municate directly with a satellite, the beam steering toward the satellite can be

performed using simple phase shifters [121]. As the direction of the satellite with

respect to the mobile varies, tracking of the satellite and adjusting of the direction

of the beam is required so that the main beam points towards the satellite.

In the German TV-SAT 2 system [36], which uses multiple antennas, electronic

steering was not utilized. Instead, it employs four sets of fixed beams, formed

separately and switched on depending on the orientation of the mobile relative to the

geostationary satellite used. The system was shown to be useful for large vehicles,

such as buses and trains. At the same time, separate array elements are suggested in

Reference [122] which alternately placed side by side in a planar configuration for

transmit and receive mode using digital beamforming techniques for tracking two

satellites in multi-satellite system base on low-orbit satellites.

Test results on the characteristics and the suitability of a spherical antenna array

mounted on an aircraft employing digital beamforming to communicate directly

with a satellite were reported in Reference [123]. An experimental development of a

four-element antenna array to receive signal from the INMARSAT II F-4 geostationary

satellite with a fixed position receiver show that a significant improvement in link

reliability can be produced using an adaptive array at a handheld mobile compared to

omni-antenna [124].

9.4. NETWORK PERFORMANCE IMPROVEMENT USING
AN ANTENNA ARRAY

An antenna array is able to improve the performance of wireless communication

systems by providing the capability to reduce co-channel interferences, multipath

fading, and delay spread, and therefore, results in a better quality of services (QOS),

such as reduced bit-error rate (BER) and outage probability. Furthermore, its

capability to form multiple beams that can be exploited to serve many users in

parallel, results in an increased spectral efficiency of the system. The possibility also

exists to handle traffic conditions by adapting beam shapes and reducing the handoff

rate, which results in increased trunking efficiency. A number of studies have been

reported in the literature covering all these aspects [125–150]. Some of them are

briefly mentioned in this section.

9.4.1. Reduction in Multipath Phenomena

A key issue for adaptive array antennas in wireless communication systems is their

performance in multipath versus line-of-sight (LOS) environments. First of all, let us

consider what happens when adaptive arrays are operating in LOS conditions. As
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shown in Section 9.2, in a LOS channel an adaptive array can be used to enhance

signal reception in a desired direction and to place nulls in the direction of

interference. Under these conditions, with the number of antennas much greater than

a number of arriving signal multipath components (usually called rays), it is easy to

express the array response in terms of a small number of angles-of-arrival, rather

than the received signal phase at each antenna element. Techniques that exploit this

fact for improved performance include the MUSIC and ESPRIT algorithms [125],

which determine the direction-of-arrival (DOA) of the rays. Thus, such an array ofM

elements (called in technical literature sensors) can form up toM � 1 nulls to cancel

up toM � 1 interferers caused by multipath components arriving at the receiver. As

was shown in Reference [126], such angular domain methods can be also useful in

some situations with near-LOS, such as at mobile radio base stations in flat rural

environments with many (in Reference [126] it was eight) high elevated antennas.

However, in clutter conditions with multipath, the signals arrive from each user

via multiple paths and angles-of-arrival due to multiple scattering, reflection and

diffraction phenomena. Thus, it becomes impossible to form an antenna pattern with

a beam in the direction of each arriving path of the desired signal and nulls in the

directions of all interfering signals, as the number of required nulls would be much

greater than the number of antenna elements. Furthermore, to provide diversity gain,

the elements at the base station can be spaced many wavelengths apart, which results

in many grating lobes (as shown in Fig. 9.12). However, no matter how many paths

each signal covers, the result is a given phase and amplitude at each antenna for each

signal. Thus, there is an array response for each signal, and the performance of

the array depends on the number of signals, not the number of paths, so one can

do the analysis in the signal space domain rather than the angular domain. This holds

true as long as the delay spread is small. If not, then the delayed versions of the

signals must be considered as separate signals. Hence, an adaptive array can null

M � 1 interferes due to multipath independent of the environment, it is either LOS

or clutter with multipath. It was also mentioned in Reference [38] that an important

feature of adaptive arrays in multipath conditions is their ability to cancel interferers

independent of the angle-of-arrival (AOA). Thus, it is not sufficient if the interferer is

a few meters from the desired mobile or at several kilometers from the base station.

In LOS conditions, the separation of such closely spaced signals is not possible. In a

multipath environment, obstructions around antennas act as a huge reflection

antenna, with the actual antennas acting as feeds, which permit the receiving array to

separate the signals. If the receiving antennas are spaced far enough apart such that

beams that are smaller than the angular spread can be formed, then the signals from

two closely spaced antennas can usually be separated using adaptive combining

techniques. They are the combination of spatial diversity of the array and channel

coding [128–130], using a combined mode of diversity combining with interference

canceling [131,132] or using the same diversity combining with adaptive

equalization [133–136]. As was shown experimentally in Reference [127], the

number of signals that can be separated increases with the number of receive

antennas of the array. The same features were observed for the angular spread and

for the density of the multipath reflections within the angular spread.
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9.4.2. Reduction in Delay Spread

As mentioned in Chapter 1, delay spread is caused by multipath propagation due to

multiple scattering, diffraction, and reflection from obstructions surrounding the

transmitter and the receiver. In this case, the desired signal arriving from different

directions gets delayed due to different travel radio paths involved. An antenna array

with the capability to form beams and nulls in certain directions is able to cancel

some of these delayed arrivals. There are two ways to achieve this:

a) the first way occurs in the transmit mode when an antenna array focuses

energy in the required direction, and finally reduces multipath components

causing a reduction in the delay spread;

b) the second way occurs in the receive mode when an antenna array provides

compensation in multipath fading by (1) diversity combining, (2) adding the

signals belonging to different clusters of signals after compensating for

delays, and (3) canceling delayed signals arriving from directions other than

that of the main signal.

Let us briefly present some of these techniques [102,114,141,144–156].

Use of Diversity Combining. Diversity combining achieves a reduction in fading

by increasing the signal level based upon the level of signal strength at different

antennas [102,139,141], whereas in multipath cancellation methods, it is achieved

by adjusting the beam pattern to accommodate nulls in the direction of late arrivals

assumed to be interferences. For the latter case, a beam is pointed in the direction of

the direct path or a path along which a major component of the signal arrives, caus-

ing a reduction in the energy received from other directions and thus reducing the

components of multipath signal coming at the receiver. Techniques on how to iden-

tify a LOS component from a group of received multipath signals have been dis-

cussed in Reference [142].

Combining Delayed Arrivals. This technique is based on the organization of clus-

ters of signals identically delayed within each cluster. This occurs because a radio

wave originating from a source arrives at a distinct point in clusters after getting

scattered and reflected from obstructions along the radio path. This occurs in the

urban scene with large buildings or hills where delayed arrivals are well separated

[143], as well as in indoor communications [116,117]. We can use these clustered

signals constructively by grouping them as per their delays compared to a signal

available from the shortest path. Individual paths of these delayed signals may be

resolved by exploiting their spatial or temporal structure (as shown in Fig. 9.26 in

the time domain).

The resolution of paths using temporal structures depends upon the bandwidth of

the signal compared to the coherence bandwidth of the channel, and it increases

as this bandwidth increases. In a CDMA system, the paths may be resolved provided

their relative delays are more than the chip period [144–147]. When these paths are
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well separated spatially, an antenna array may be used. This can be done, for

example, by determining their directions. Spatial diversity combining similar to that

used in RAKE, a receiver, (see details in Reference [148]) may also be employed to

combine signals arriving in multipath.

The signals in each cluster may be separated by using specific information

present in each signal, such as the frame identification number or the use of a known

symbol in each frame utilized in a TDMA system (see details in Reference [149]).

Nulling Delayed Arrivals. It was found that by using an adaptive antenna array, an

essential reduction in delay spread is possible. Similar conclusions were obtained

in Reference [150] using an experimental array of four elements mounted on a

vehicle. It was shown that the array with the corresponding processing is able to

null the delayed arrival in a time-division multiplexed channel. In channels where

frequency-selective fading occurs, that is where signals with different frequencies

fade differently, a frequency-hopping (FH) system may also be used for eliminating

degradation of signals due to fading. For information about differences between

direct-sequence spread spectrum (DS-SS) systems and frequency-hopping systems,

the reader is referred to References [23,91–94]. Applications of adaptive arrays in

FH-communication systems are described in References [151–154] and for DS-SS-

communication system the reader can check References [155,156].

9.4.3. Reduction in Angular Spread

Angular spreading occurs when a transmitted signal gets scattered or reflected in the

vicinity of the source and the receiver and a signal arrives at the receiver within

range of angles. This range, called an angular spread, depends on the situation in the

environment and on the antenna locations with respect to building rooftops. Thus,

the conditions of land macrocell base-station-mobile (BS-MO) communication are

close to that shown in Figure 9.22a, where the base station antenna is normally high

enough from the ground surface and the mobile antenna is close to the ground. In this

case, the angular spread occurs only in the vicinity of the mobile. Here, a signal

arrives at the base station with an angular distribution depending on the range from

the two terminals and the density of obstructions surrounding the mobile antenna.

Thus, the range of angle spreading becomes smaller as the distance between the

mobile and the base station increases. Experimental results indicate that the angular

spreading of about 3� results for a distance of 1 km between terminals [157]. In

Reference [158], it was shown that the angle-of-arrival (AOA) distribution of the

signal is statistically related to the path delay spread. Angular spread causes space-

selective fading, which means that the signal amplitude depends on the spatial

location of the antenna. Space-selective fading is characterized by the coherence

distance [23,91–94]; the larger the angular spread, the shorter the coherence

distance. The latter represents the maximum spatial separation for which the channel

responses at two antennas remain strongly correlated. Selection of the distribution

function, however, does not appear to be critical as long as the spread is small around

the main direction [157–161].
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For the cases shown in Figures 9.22b and 9.22c, which usually occur in microcell

environments for BS-MO-communications or for MO-MO-communications, the

angular spread may become wide enough (up to 45�–60�) to decrease the efficiency

of the adaptive antenna. Thus, a dispersion of the radio environment results in the

distortion of the antenna side-lobe levels at the base station [162], as well as in an

increase in the correlation of fading at different antenna elements of the array [132].

The problem of fading correlations is studied in Reference [163]. It was shown

that by deriving the relationships between AOA, beamwidth, and correlation of

fading, larger element spacing is required to reduce the correlation, especially when

the AOA is parallel to the array. A correlation coefficient of fading, between the

various antenna elements, greater than 0.8 can cause signals at all elements to fade

away simultaneously [164]. A detailed investigation of the effect of fading correlation

on the performance of the adaptive arrays to combat fading was done in Reference

[132]. It was shown that a correlation up to 0.5 causes little degradation of the antenna

efficiency, but a higher correlation decreases its performance significantly. However,

the array is able to suppress interferences as independent fading is not required for

interference suppression [132]. The aspect of AOA distribution as well as delay spread

distribution for different land communication links will be analyzed in detail in the

Chapters 10 and 13.

9.4.4. Range Increase

In typical land macrocell communication links with high base station antenna and

low mobile antenna (see Figs. 9.22a and 9.22b), when angular spread is small

enough, a MIMO system consisting ofM and N-element antenna arrays at both ends

of the link gives a link gain of GL ¼ MN with a diversity gain equal to NM (see

Section 9.3). It means that both the physical M-element adaptive array and a

multibeam (phased array) antenna provide an MN-fold increase in antenna gain.

Even if only one antenna (either base station or mobile) is in the form of an array

with M elements, the increase the will be in GL ¼ M times. In the case of low

elevation antennas shown in Figure 9.22c, the link gain is GL ¼ ð
ffiffiffiffiffi
M

p
þ

ffiffiffiffi
N

p
Þ2 with

a diversity gain of NM. If N is small and M is large, the gain will approach M.

This capability of adaptive or multibeam antennas to increase the range of a

communication link by the factor G
1=g
L is used to reduce the number of base stations

required to cover a given area by a factor of G
2=g
L , where g is the propagation-loss

exponent. From Chapter 5, g is set to be somewhere between 2 and 5. The physical

adaptive array antenna also provides diversity gain, and for a given array size with

spatial diversity, the diversity gain increases with angular spread and the fading

correlation decreases, thus providing a greater range for the radio link. For the

multibeam (phased array) antenna, however, the diversity gain is limited, as angular

diversity provides only a small diversity gain. Another disadvantage of the

multibeam antenna is that the antenna gain is limited by the angular spread. That is,

the antenna cannot provide additional antenna gain when the beamwidth is less than

the angular spread because smaller beamwidths exclude signal energy outside the

beam.
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With an angular spread of a0 ¼ 20� for a 10-element adaptive antenna, the range

can be increased by a factor of 2 (with respect to the single element), whereas for

the same 10-beam multibeam antenna, the increase is about 1.7 [165]. This

difference increases with any increase in the number of adaptive antenna elements or

beams in a multibeam antenna. For example, for 30-element antenna with an angular

spread of a0 ¼ 20�, the range increase is 2.5 times that of a single regular antenna,

whereas for the same angular spread and number of beams, the range increase of the

multibeam antenna will be by a factor of 1.7. Note that these results are valid only for

the uplink, where the mobile user transmits information and the base station receives

it [165]. For the downlink, as the downlink frequency is different from the uplink

frequency [for FDMA, GSM (combination of FDMA and TDMA), IS-95, and

IS-136 systems], the same adaptive array techniques cannot be used for transmission

by the base station and reception by the mobile antenna. Here, the multibeam

antenna can be used more effectively, but to achieve diversity gain, transmit diversity

must be used or the handset vehicle must have multiple antennas [166]. Although

these techniques may provide less gain on the downlink than on the uplink, this may

be compensated for by the higher transmit power of the base station as compared to

the handset vehicle.

The results obtained in Reference [165] are valid for the uplink and for systems

close to TDMA or its combinations with FDMA. In CDMA systems, the RAKE

receiver provides three-time diversity, and different beams can be used for each

output of the RAKE receiver. So, in CDMA the multibeam antenna gives the same

range increase as the adaptive array antenna. As multibeam antennas require less

complexity (with respect to weight and tracking), the multibeam antenna is preferable

for CDMA systems, whereas an adaptive array antenna may be preferable for TDMA

or GSM systems, particularly in environments with large angular spreads.

9.4.5. Reduction in Co-Channel Interference and Outage Probability

In this section we will briefly consider the integration of an idealized adaptive

antenna array into an existing cellular network and will compare it with the

conventional omnidirectional base-station antenna following the well-known

hexagonal cell topology, all details of which the reader can find in References

[91–94,167].

Let the cluster size be given in terms of the number of cells NC, which uses

different frequencies compared to the wanted cell (i.e., the cell under service). This

number (NC) is related to the co-channel reuse factor Q ¼ D=Rcell by References

[103,167]:

NC ¼ Q2=3 ð9:47Þ

where Rcell is the radius of a cell and D is the reuse distance, which defines a range

between cells allocated by the same frequency band. There is a limited number

of NC cells that are possible in a hexagonal cellular network [103,167], that is,

NC ¼ 3, 4, 7, 9, 12, . . .
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Co-channel interference will occur when the ratio of the received (e.g., wanted)

signal envelope, S, to the interfering signal envelope, I, is less than some protection

ratio pr (a threshold), that is [168],

S

I
� pr ð9:48Þ

Now we consider only one co-channel cell as an i part of a cellular network, as

shown in Figure 9.31. Assume that only propagation-loss effects are proportional to

distances dMS and dI between the desired mobile subscriber and each of the desired

and interfering BS, respectively. Then,

S

I
¼ d

g
I

d
g
MS

� pr ð9:49Þ

where g is the loss exponent. So, for a given protection we get [168–169]

dI

dMS

� ðprÞ1=g ð9:50Þ

In the case when the desired user lies along a straight line between two base stations

(the worst case for a user), the co-channel reuse ratio is

Q ¼ D=Rcell ¼ 1þ dI=dMS ¼ 1þ p1=gr ð9:51Þ

For a given protection ratio and modulation scheme, this expression defines the

minimum spacing between co-channel cells in order to avoid interference. For six

co-channel cells interferers (Fig. 9.32), which lie only in the first tier of co-channel

cells, we have instead of (9.49), the following expression [103]:

S

I
¼ d

�g
MS

6d
�g
I

� pr ð9:52Þ

BS R

dus
dl

D

Interfering cellDesired cell

BS

FIGURE 9.31. Co-channel interference between a desired and an interfering cell.
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The co-channel reuse factor can be expressed as [167]

Q ¼ D=Rcell ¼ ½6ðS=IÞ�1=g ð9:53Þ

To see how these parameters influence the co-channel interference occurrence, let us

define some other parameters of the network. First, we assume that all users are

uniformly distributed per cell with a blocking probability of service Pbl constant for

all cells. Blocking probability is measured, by the number of users/calls that cannot

be served during the period of service. The parameter A (in Erlangs) defines the

traffic intensity offered, where Erlang is a measure of traffic intensity defining the

quantity of traffic on a channel or group of channels (users) per unit time. Then

the actual traffic carried is equal to A(1� Pbl) Erlangs, and the so-called outgoing

channel usage efficiency or loading factor becomes [169]

Z ¼ Að1� PblÞ=nc ð9:54Þ

where nc is the total number of channels allocated per cell.

We now assume that instead of an omnidirectional base-station antenna we have

an adaptive one, which generates M ideal beams with a bandwidth of 2p=M, and a

gain equal to that of omniantenna. Each adaptive beam will only carry the channels

that are assigned to the mobiles within its coverage area. So, any mobile or group of

mobiles can be tracked by using adaptive base-station antennas, as sketched in

Figure 9.26.
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FIGURE 9.32. Scheme of how to eliminate the co-channel interference between neighboring

cells operating at the same frequency band.
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As the occurrence of co-channel interference between subscribers is a statistical

problem, instead of the probability of co-channel interference, Z, we use the outage

probability, PðS � I � prÞ. This probability determines the frequency of failing to

obtain satisfactory reception at the mobile in the presence of interference. For

identical cells, having equal probability of call blocking, there will be in average

ncZ active channels in each cell. Then, for the omnidirectional base-station

antenna, assuming the desired mobile is already allocated a channel, the probability

of that channel being active in an interfering cell is the required outage probability,

given by

PðS � I � prÞ ¼
number of active channels

total number of channels
¼ Znc

nc

 Z ð9:55Þ

Hence, when the desired mobile is in the region of co-channel interference for the

omniterminal antennas, the outage probability is identical to the probability of co-

channel interference.

For adaptive antennas with M beams per base-station, we have ncZ=M channels

per beam with a uniform distribution of subscribers. Here, a desired mobile is always

covered by at least one beam from the co-channel cell. Then, the outage probability

is equal to the probability that one of the channels in the aligned beam is the

corresponding active co-channel (i.e., the channel that has been allocated to the

desired mobile). Thus, this probability equals

PðS � I � prÞ ¼
number of channels per beam

total number of channels
¼ Znc=M

nc

 Z

M
ð9:56Þ

Thus, the co-channel interference decreases with an increase in the number of

antenna elements in the adaptive array or the number of beams in the multibeam

antenna.

Now using a simple geometry presented in Figure 9.31, it can be shown, that for

the six co-channel cells in the first tier, the outage probability at the regions of

interference equals

PðS � I � prÞ ¼
Z

M

� �6
ð9:57Þ

that is, it decreases M�6 times with an increase of M. This means that there are six

beams aligned onto the desired mobile at any time, and the outage probability within

the region of interference is defined by the probability that the active co-channel is in

each of these beams. For more details the reader is referred to References [103,170–

172]. It is the spatial filtering capabilities of adaptive antennas that reduce co-

channel interference.

In general, an adaptive array requires some information about the desired signal,

such as the direction of its source, a reference signal, or a signal that is correlated

with the desired signal. In situations where the precise direction of the signal is
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known, interference cancellation may be achieved by solving a constrained

beamforming problem [39] or by using a reference signal [155,173].

Despite the fact that the multibeam antenna is less effective than the adaptive

antenna in reducing interference in TDMA systems, for the downlink, multibeam

antennas can be used at the base station in combination with adaptive arrays on the

uplink. The problem is even worse in GSM or IS-136 systems, because the handsets

require a continuous downlink. Therefore, the same beam pattern must be used for

all users in a channel, which further reduces the effectiveness of multibeam antenna

against interference.

In CDMA systems the users’ capacity or loading factor and the outage probability

depend on the spreading gain and the corresponding number of equal-power co-

channel interferers. Here, the multibeam antenna with M beams also reduces the

number of interferers per one beam by a factor of M, increasing the user capacity

M-fold. At the same time, for CDMA systems, the adaptive arrays can provide

only limited additional interference suppression, because the number of interferers is

generally much greater than the number of antenna elements in an array. Furthermore,

as multibeam antennas are less complex than adaptive arrays and their beams need to

be switched at least every few seconds and tracking 178 Hz fading signals in adaptive

arrays [75], multibeam antennas are generally preferred in CDMA systems.

We also note here that interference is typically worse on the uplink than on the

downlink for two reasons. First, it is possible that the signal from an interfering

mobile is stronger than that from the desired mobile at the base station (i.e., on the

uplink), whereas at the mobile, as a receiver, the signal from an interfering base

station (i.e., on downlink) does not matter as the mobile chooses the base station

with the strongest signal. Second, base stations are typically more uniformly spaced

than the mobiles and are located constantly near the center of each cell. Hence, more

interference suppression on the uplink than on the downlink may be desirable.

9.4.6. Increase in Spectrum Efficiency and Decrease of BER
by Using Smart Antennas

Spectrum efficiency refers to the amount of traffic a given system with certain

spectrum allocation could handle [39]. An increase in the number of users of a

wireless communication system, mobile or personal, causes the spectrum efficiency

to increase. This measure allows us to compare the quality of service of different

cellular systems [168].

According to Reference [105], we can determine this measure, denoted by E, as

the spectrum utilization through the number of channels/users per bandwidth in

Megahertz and per square kilometer, that is,

E ¼ BT=Bw

BTðNCAcÞ
¼ 1

BwNCAc

ð9:58Þ

Here, BT is the total available bandwidth of the system; Bw is a channel spectral

spacing, but in Megahertz, NC is the number of cells per cluster, and Ac is the cell
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area in square kilometer. To perform a simple comparison between an omniantenna

and an adaptive antenna array, we assume that an identical modulation scheme is

employed in both cases. As E � N�1
C , the relative spectrum efficiency can be

expressed as [103,105]

Eadapt

Eomni

¼ NComni

NCadapt

ð9:59Þ

where NC can be expressed as a function of the protection ratio pr and the fading

parameter zd, as

NC ¼ 1

3
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10ðzdþprÞ=20

ph i2
ð9:60Þ

Many other studies have shown that the use of adaptive antennas can essentially

increase the spectrum efficiency by increasing user capacity [174–179]. An array

can also create additional channels by forming multiple beams without any extra

spectrum allocation, which results in potentially extra users and thus increases the

spectrum efficiency.

Using SDMA techniques, we can efficiently serve many mobile users using only

two frequencies [178]. The multipath Raleigh fading channel gives a fundamental

limit on the maximum data rate and the spectral capacity of a multiple beam antenna

system [179]. It was shown in References [179,180] that using an antenna array in a

base station, in the uplink to locate the positions of the mobile users in a cell, and

then transmitting in a multiplexed manner toward different clusters of mobiles, the

spectrum efficiency increases and it depends on the number of elements in the array.

Base-station antenna arrays used for CDMA systems, for example, at an outage

probability of 0.01, can increase the system capacity from 31, for a single antenna

system, to 115 for a five-element array and to 155 for an array of seven elements

[181,182]. Also, an antenna array at the base station for TDMA system can increase

the reuse factor by three, if dynamic channel assignment is utilized (see details in

References [180,183,185]). The same base-station array of L elements may lead up

to an L-fold capacity improvement in an indoor-mobile communication systems by

allowing many users to share the same channels [184,186–190]. In Reference [191],

using an LMS algorithm, it was found that for an omnidirectional antenna the

probability of bit error (BER) is given by [191]

PeOM ¼ Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3G

Uð1þ 8bÞ � 1

s !
ð9:61Þ

Whereas, for an antenna array we get

PeMULT ¼ Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3GD

Uð1þ 8bÞ � 1

s !
ð9:62Þ
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Here Q(X) is the standard Q-function defined in Chapter 1, x, G is the processing

gain of the CDMA system, b ¼ 0:05513, and D is the directivity of the beam of the

multibeam antenna system. A comparison of the BER performance of the systems

using other than LMS algorithms [149,190,192] has shown that the maximum

entropy method [190] and the spatial discrete Fourier transform method [192]

provide better BER performance than the LMS algorithm.

Finally, we note that there are some other performance improvements that can be

obtained by using an antenna array, such as an increase in transmission efficiency,

reduction in handoff rate and in cross talks, improvement of dynamic channel

assignment, cost-effective implementation, complexity reduction, and network

implication. All these are aspects beyond the subject of this book and are well

described in existing literature [161–163,178,180,193–196].

SUMMARY

Smart antenna systems are usually categorized as either switched beam or adaptive

array systems. Although both systems attempt to increase gain in the direction of the

user, only the adaptive array system offers optimal gain while simultaneously

identifying, tracking, and minimizing interfering signals.

The traditional switched beam method is considered as an extension of the

current cellular sectorization scheme in which a typical sectorized cell site is

composed of three 120� macrosectors. The switched beam approach further

subdivides the macrosectors into several microsectors. The adaptive antennas take a

very different approach. By adjusting to an RF environment as it changes, adaptive

antenna technology can dynamically alter the signal patterns to optimize the

performance of the wireless system. Usually, in the transmit mode, the adaptive

array focuses energy in the required direction, which helps to reduce multipath

reflections and the delay spread. In the receive mode, however, the array provides

compensation in multipath fading by adding the signals emanating from other

clusters after compensating for delays, as well as by canceling delayed signals

emanating from directions other than that of the desired signal.
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CHAPTER TEN

Prediction of Signal Distribution
in Space, Time and Frequency
Domains in Radio Channels for
Adaptive Antenna Applications

Multipath phenomena limit performance of wireless communication systems by

introducing fast fading due to frequency spread in narrowband systems and by

causing intersymbol interference in wideband systems due to time delay spread.

Finally, a strong multiplicative noise occurs in all kinds of wireless links becoming a

great problem in land communications [1–30]. As was mentioned in Chapter 9, to

mitigate the effects of multiplicative noise and the noise due to interference between

users in multiple access communication, the directional, sectorial, and adaptive

antennas (array or multibeam) are used in one or both ends of the channel, which

was defined in Chapter 9 as a MIMO channel. Using the adaptive antenna together

with the corresponding processing algorithms operating in the space, time, and

frequency domains (see details in Chapter 9), allows the channel to radiate the

desired energy in the desired direction or to cancel the undesirable energy from the

undesirable direction (see Fig. 9.21). The same method is used to minimize effect of

multipath fading.

However, the operational ability of all kinds of antennas, and mostly of adaptive

antennas strongly depends on the degree of accuracy to predict propagation

characteristics of the actual channel. These types of propagation models, which are a

priori, used to predict the angular, time, and frequency distribution of the multipath

components of the total signal arriving at the receiver, are the main sources of the
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multipath interference [31–48]. As was mentioned in Chapter 5, realistic channel

models are used for performance evaluation of different adaptive antenna solutions

and for the estimation of the obtainable capacity gain. In other words, to design

effectively different kinds of wireless networks with optimal user and frequency

allocation and cellular planning, we need realistic spatial and temporal channel

models combined with high-resolution precise experiments. The latter are required

for ‘‘parameterization and validation’’ of such channel models [10]. Despite the

importance of these aspects, a limited number of high-resolution spatial and

temporal experiments are available (see Reference [3] and references therein), and

only few of them use three-dimensional (3D) measurements accounting not only for

angle-of-arrival (AOA) and time-of-arrival (TOA) but also for elevation-of-arrival

(EOA) distributions of the multipath components within the communication channel

[5–10]. The same situation also occurs with theoretical prediction of these

characteristics; only few models, simple or more complicated, exist, which can

describe the mutual AOA and TOA distributions of the total signal, and at the same

time, may account different situations in the corresponding environment [46–58].

Namely, in the urban scene a predicting model must account for various built-up

parameters, such as height, density, and real street orientation of a building as well as

position of the antenna with respect to the overlay profile of the building (see

Fig. 9.22a–c).

Furthermore, as was mentioned in Section 9.3, system gain is another important

issue that has a high priority in cellular network performance. Especially, because

the base station (BS) output power is not limited, the downlink gain is not a subject

of discussion; the system gain aspect in the uplink is the main problem. Increasing

the system gain is found to be efficient by using an uplink diversity technique. As

was mentioned in Chapter 9, different types of diversity systems exist: spatial,

temporal, and polarization. But the common feature related to each of them is the

correlation factor between branches that defines the potential of diversity gain.

Particularly, low correlation increases the utilization of the diversity gain potential.

The analysis of parameters, which influence the correlation, is based on an

understanding of signal AOA and TOA distribution, which are based on the

corresponding theoretical models. Figure 10.1 shows the main concept of spatial

diversity technique described by Saunders [48]. As discussed in Chapter 9, the main

idea was to combine two faded signals received by two different antennas separated in

space. Here, different propagation situations influence the correlation factor in various

manner. Thus the requirement proposed by diversity designers is the ability to analyze

and to simulate a potential for the diversity gain as a function of main environmental

propagation parameters, such as AOA, TOA (called also the delay spread (DS)), and

EOA signal distributions. As can be summarized, the detailed understanding of radio

propagation phenomena is a keystone for the development and performance

assessment of different communication systems, stationary or mobile.

Below, we briefly present more realistic models on the basis of experimental and

theoretical investigations of the propagation problem. We start with the simple and

achieve those which are more complicated but predictable regarding corresponding

experiments. Then, we present the reader with some useful recommendations on
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how to predict a signal power in spatial (AOA and EOA) and temporal (TOA or DS)

domains based on modified stochastic approach proposed in References [55–63] and

verify its accuracy comparing it with well-known ray tracing model and with the

experiments carried in different European cities. Using this approach, we will

present in Chapter 13 some virtual numerical experiments with adaptive antenna for

the specific urban scenarios to show how the parameters of the antenna affect the

signal power distribution in the space and time domains. These aspects are very

actual for the localization of any desired subscriber in the area of service.

10.1. PREDICTING MODELS FOR INDOOR COMMUNICATION
CHANNELS

The increasing use of adaptive antennas in radio indoor communications demands

an intensive study of the indoor propagation environments, including offices,

buildings, warehouses, factories, hospitals, apartments and so forth Reference

[21,22]. Temporal data on indoor propagation have been collected and analyzed

[21,22], from which a new statistical time-domain model for indoor propagation has

been created [21]. Here, experiments have been carried out at 1.5 GHz modulated by

a set of 10 ns (nanosecond) pulses with 600 ns repetition period (see Fig. 10.2,

according to Reference [21,22]) in a two-story office building. The transmitter was

fixed in the hallway near the center of the first floor of the building with the antenna

located at a height of 2 m. The receiver, with the same antenna height, was moved to

collect measurements in the hallway and in several rooms of the same floor.

Figure 10.2 shows one of the examples of four measured pulse responses in different

locations of the receiving antenna within a building. In Figure 10.2a, two clearly

separated clusters of arriving rays covering a 200 ns time span are shown.

FIGURE 10.1. Explanation of spatial diversity follow discussions ch [48].
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Figure 10.2b shows a 100 ns delayed echo signal that is much stronger than the first

arriving rays. A strong narrow echo signal that is delayed by about 325 ns, which

was the largest delay of the relevant echo observed during this set of experiments, is

represented in Figure 10.2c. Figure 10.2d corresponds to measurements done when

both transmitter and receiver were on the second floor of the building, with the

receiver located in clutter conditions due to many obstructions surrounding it.

Therefore, the high density of the rays arriving at the receiver, as multiple

components of the total signal caused by the multipath fading, over the entire 200 ns

time axis is noticed. Results of the whole set of experiments showed that the maximum

observed delay spread within the building is about 100–200 ns, the measured root

mean square (rms) delay spread from 25 ns to 50 ns within the rooms, and with

occasional delays of more than 300 ns within hallways. In obstructive non-line-of-

sight (NLOS) conditions, the signal attenuation was proportional to inverse distance-

power law with exponent between three and four, which is in agreement with other

results obtained within buildings [29,30] and corresponds to those discussed in

Chapter 9. Very similar results of time delay spread, but using higher carrier frequency

of 7 GHz, were observed [22], according to which a block-scheme of the experimental

setup is shown in Figure 10.3. Especially, arrival multipath components tend to come

in clusters, with the strongest cluster arriving first, and the strongest arrivals in each

cluster also arriving first, as shown in Figure 9.29. As the delay time increases, the

power of the clusters and the arrivals within the clusters tend to decay in amplitude

until they disappear into the noise floor. Furthermore, as was observed in Reference

[22], arrivals corresponding to the same cluster tend to be close in angles, whereas

the clusters themselves tend to come at any angle. So, the first important result that the

AOA distribution in an indoor multipath environment is not uniformly distributed was

FIGURE 10.2. Normalized power versus time delay spread. (Source [22]: Reprinted with

permission # 1997 IEEE)
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observed experimentally in Reference [22]. Using results of experiments and the

corresponding statistics obtained there, a simple statistical model was proposed in

Reference [23], which can accurately model the observed phenomena by two Poisson

laws for the AOA of clusters and the AOA of rays in each cluster as follows from

formulas (9.45a) and (9.45b), respectively.

However, most measurement carried out until very recently, dealt with time domain

data, and did not include any data on the AOA distribution in indoor communication

links. As was mentioned in the previous chapter, knowledge of the AOA associated

with a multipath arrival is important because of increasing use of multiple antenna

systems with different kinds of antenna diversity, namely, the use of phased array

beam forming [25], diversity combining or adaptive array processing (see the

corresponding references in Chapter 9) to mitigate the effects of multipath fading and

multiple user servicing. In the latter case, for multiple access communications, the

adaptive antenna systems have the potential to allow multiple subscribers to

simultaneously use the same frequency band, making efficient utilization of the

system bandwidth. In order to predict the performance of such access, knowledge of

both time and angle of each arrival in a multipath and multiple interference channel is

needed. Some works have begun recently to address the AOA signal distribution in

indoor communication channels, and the first of them, using the statistical approach

proposed by References [23,24], has found that the AOA distribution of the multipath

components of the total signal arriving at the receiver can be accurately described by

the Laplacian law [18,22] (see formula (9.46) presented in the previous chapter). In

Reference [25], it was found that multipath arrivals tend to occur at various angles

indoors. In Reference [26], a data acquisition systemwas used (which is similar to that

of Reference [18,22]) to collect narrowband AOA data and wideband TOA data, but

this was done separately without accounting for their joint distribution by measuring

simultaneously signal features in the angle and time domains. In Reference [27], the

authors used a rectangular antenna array to estimate both elevation and azimuth (or

angle-of-arrival, AOA) for major multipaths, but without accounting for the

corresponding time-of-arrival of each multipath component of the total signal.

Authors in Reference [28] used a rectangular adaptive array to make simultaneous

FIGURE 10.3. Experiment, described in Reference [22], for indoor communication. (Reprinted

with permission # 1997 IEEE)
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measurements of angle- and time-of-arrival, similar to what was done in References

[18,22]. However, as was mentioned in References [30–31], the experiment carried

out in Reference [28] was not extensive enough to make any conclusions about the

propagation channel.

To satisfy the recent increasing demand on communication speed and ubiquity for

the wireless local area networks (WLANs), wireless private branch exchanger

(WPBXs), home phoneline network alliance (HomePNA), as well for Internet and

data network applications, new theoretical approaches and more precise experiments

were carried out [32–41]. We will discuss only a few of them, which in our opinion

give a realistic physical description of the channel. First of all, this is the research

started in References [18,22,23], and then continued and completed in Reference

[36]. A new statistical model for site-specific radio propagation as a combination of

geometrical optics ray tracing description of the propagation phenomena and

probabilistic description of processes occurred within a channel may be accounted.

This model was proved by high-resolution measurements carried out at 1 GHz in

indoor environments, both in the azimuth and time domain. However, all researchers

have reported only the fact that the Laplacian angle distribution and Gaussian time

distribution are a good match to the experimentally observed multipath components

AOA and TOA distributions, without any satisfactory physical explanation as to why

these distributions were chosen in favor of the others except that they fit the

measured data well. Only in Reference [32], a new statistical wideband spatio-

temporal channel model for WLAN system operated at 5 GHz frequency band, a

phenomenological qualitative explanation of the effects was done. The authors have

divided the situations inside the indoor communication channel into three typical

types: line-of-sight (LOS) conditions between terminal antennas, obstructive line-

of-sight (OLOS) conditions, in which both direct visibility and multiple reflection

and scattering from obstruction occur, and non-line-of-sight (NLOS) conditions. As

shown in Reference [32] the a priori assumption concerning the independence

between the propagation phenomena in the temporal and spatial domains [18,21–23]

is appropriate only under NLOS and OLOS scenarios. In LOS scenarios in indoor

environments they must be investigated jointly due to dependency that exists

between the spatial-temporal domains.

As was shown in Reference [32], a two-dimensional (2D) joint distribution of

AOA–TOA of the signal power can be expressed as a product of marginal AOA and

TOA distributions, where the AOA power spectrum is described for NLOS, OLOS,

and LOS scenarios by the Laplacian law for clusters, and for arrivals in each cluster

by the same Laplacian law for LOS scenario only and by uniformly distributed

function over the range of ½0; 2p� for OLOS and NLOS scenarios [32], that is,
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and TOA spectrum is described by the decayed exponential function for all three

scenarios and for clusters and each arrival in clusters [32],

ParriveðTÞ /
1

sT
exp � T
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� �
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exp � t

st

� �

8
>><
>>:
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Here T and t are the time-of-arrival, f and j are the angle-of-arrival, sT and st are

the rms delay spread, and sf and sj are the angle spread for clusters and for each

arrival component in clusters, respectively. Furthermore, in Reference [32] the

physical concept based on local and distances scatterers effects, and the

corresponding geometry based on distribution and density of scatterers surrounding

both the terminal antennas, TX and RX (see Fig. 10.4), was proposed to explain a

Laplacian shape of clusters AOA distribution at the receiver RX. As depicted in

Figure 10.4, according to Reference [32], the RX is surrounded by many local

scatterers in its vicinity, reflections from which give rise to a wide spread of AOA in

OLOS or NLOS conditions, as shown, according to Reference [32], in Figure 10.5a.

Conversely, distance scatterers are located much further away from the RX and

reflected paths arriving at the RX are firstly from one particular direction through a

much narrower angular spread. If we now assume, following Reference [32], that

there are same number of scatterers at both ends of the radio path and each of the

scatterers gives rise to the same number of paths, the higher density of paths will be

observed at one particular direction (usually a direct vision path) and lower densities

at other directions. This effect leads also to a Laplacian distribution with higher

occupancies at the center and lower occupancies at the larger angular values, results

RX

Local

Scatterers
Distance

Scatterers

TX

FIGURE 10.4. Geometry of obstructions around the transmitting and receiving antennas.
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obtained experimentally and shown for LOS conditions in Figure 10.5b, following

Reference [32].

The same Laplacian AOA distribution was obtained in Reference [41] by using

the elliptical scattering model based on uniformly distributed scatterers in the

elliptical regions surrounding the transmitter and the receiver antennas (see

Fig. 10.4), and the same obtained in [15,42] for indoor and outdoor communication

channels based on geometrical LOS model in the presence of multipath phenomena.

FIGURE 10.5. Joint AOA–TOA distribution obtained during experiments carried in [32].

(Reprinted with permission # 2003 IEEE)
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All researchers, however, on the basis of qualitative phenomenological description

of the problem without strict account for real obstruction density around antennas,

studied the spatial distribution of obstructions, depending on antenna height with

respect to building heights, and other features of the built-up terrain. All these features

are accounted in the corresponding stochastic multiparametric model developed for

outdoor communication channels and can be also converted for indoor commu-

nications (see below).

10.2. PREDICTING MODELS FOR OUTDOOR COMMUNICATION
CHANNELS

More realistic models for prediction of propagation characteristics in outdoor

environments have been developed in References [42–47] based on the unified

theory of diffraction (UTD) and ray launching or ray tracing methods using a 3D

building data. Here, the terrain can be also taken into account for portions of rays

that can go around buildings.

VPL Model. Amore general model is described in Reference [46] based on the ver-

tical plane launch (VPL) method. The VPL technique is capable in determining the

3-D ray paths that travel between a transmitter and a receiver influenced by multiple

reflections and diffractions. The VPL algorithm uses geographic vector data of

buildings and the terrains that are available with a high level of accuracy. Finally,

the vertical trajectory of each ray can be calculated analytically determining each

ray path in three dimensions. To obtain this 3D picture, both the plane of rays

reflected from walls and the vertical plane of rays diffracted from rooftops were

taken into account [47]. The temporal and spatial impulse power response of the

channel is written in the form [46]:

Pðt;jÞ ¼
XM

m¼1

jAmj2dðt� tmÞdðj� jmÞ ð10:3Þ

where M is the number of rays arriving at the base station, Am is the complex

amplitude of themth ray, and tm and jm are the time delay and the angle-of-arrival of

the mth ray respectively. The VPL tool gives the delay, the direction, and the

amplitude of each ray propagated between the base station and a mobile. Finally, this

tool can also be used to define the delay spread (DS) and the azimuth spread (AS)

(i.e., angle-of-arrival spread). More specially, using VPL and the power response

definition of (10.3), the DS and AS can be derived as [46]:

DS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

jAmj2ðtm � �tÞ2
P

jAmj2

s

ð10:4Þ

AS ¼ 180

p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j��j2

q
ð10:5Þ
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where �� is the mean vector of direction of arrival and �t is the average delay of the

rays arriving from the mobile.

Using Monte-Carlo simulations, based on this site-specific 3D ray tracing code,

the rms delay spread and the mean time delay have been computed in Reference [46]

and compared with experiments carried out at 900 MHz in various built-up areas of

Seoul, (Korea), Munich (Germany), and Rosslyn, Virginia (United States). It was

shown, both numerically and experimentally, that the delay spread (DS) is different

for different built-up areas and depends on the buildings’ overlay profile and the

statistical distribution of buildings over the terrain. At the same time, the simulation

results showed that the cumulative distribution function (CDF) for delay spread is

not so sensitive to the building distribution statistics compared to the CDF of

azimuth spread (AS). In most cases the azimuth spread was very sensitive to the

distribution of building heights and to antenna location with respect to the

surrounding buildings. Thus, decreasing the BS antenna height from �80 m (i.e.,

5 m above the rooftops) to �39 m (i.e., when 80% of the buildings are higher than

BS) leads to an increase of the median DS from 0.13 to 0.18 msec, which is not

significant, whereas the median AS is increased from 7� to 18�, that is, significantly,
approximately a 2.5 factor.

2D Statistical Model of AOA Distribution. A new statistical 2D model taking in

account multiple scattering from the obstructions surrounding the terminal antenna

was proposed in References [49–51]. This model was a way to find AOA power

spectrum distribution for low-resolution antennas.

Figure 10.6 describes a particular situation, where a large number of rays are

scattered from a finite area in space and arriving at the antenna. Here, the spatial

derivative of the total phase along the array axis is taken as a measure of the sine of

the apparent angle-of-arrival (AOA). The PDF and power spectrum of the AOA

were determined from the sine of the angle distribution. It is assumed [49–51] that

the antenna beamwidth is much larger than an apparent direction of arrival y,

therefore the scattering area can be considered as a point source. A large number of

Scattering areaBroadside

Antenna array (Distance along the array)
Z

θ

FIGURE 10.6. Scattered rays impinging on the antenna array. (Source [51]: Reprinted with

permission # 2002 IEEE)
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rays emanating from finite region in space are impinging on the antenna, which has a

beamwidth larger than the extent of this region. We also assume that the array

depends only on distance z and that the maximum occurs when sin y ¼ 1. When the

antenna is mechanically rotated or electronically scanned, the total signal at the

receiver will be in a form of a weighted sum of all incident rays. The sum will be

dependent on the direction of scan and it will vary randomly due to the random

amplitudes and phases of the incident rays. For one given position of the transmitter

there will be one apparent direction of arrival, but when the transmitter has moved to

a new position (or the receiver has moved to a new position) the phases of the

incident rays will be changed, and the result is a new apparent direction of arrival. If

the signal plane wave is incident on the array from direction y measured from

broadside (see Fig. 10.6), then the common form of the accepted field E can be

defined as [49–51]:

E ¼ expf jkz sin yg ð10:6Þ

where k is the wave number, and j ¼ kz sin y is the phase that varies linearly with z.

The phase gradient distribution obtained in Reference [49–51] allows, after

simple derivations, to accept the desired y distribution on the basis of phase gradient

statistics and to obtain the power spectrum in u-domain:

hjHj2jui ¼ s2

ðu� �uÞ2 þ s2
ð10:6Þ

where u ¼ siny and �u and u2 are the first and second moments of the average power

distribution measured in AOA-space; s is a measure of angular spread:

s2 ¼ u2 � u2 ð10:7Þ

For a small array, the variation of the phase is close to linear; thus the knowledge

of the statistics of the phase gradient is the same knowledge of the distribution of

sin y, from which we can derive the statistics of y. For small-angle results,

substituting y instead of sin y in (10.6) gives good results for small angles y, when

sin y limits to the angle y defined in radians [22,23]. Figure 10.7 shows the

agreement with results of measurement provided in References [22,23] for a single-

element antenna (N ¼ 1) and proves the theoretically derived fact that an apparent

direction of arrival is actually the instantaneous azimuth direction of signal

maximum power [49–51].

Unfortunately, the presented model gives only signal power distribution in the

AOA domain. Moreover, this model does not describe the actual situation in the

urban scene, because the distribution of power (10.6) does not take into account

the actual distribution and density of obstructions around the transmitter and the
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receiver, as well as their positions and heights with respect to the overlay profile of

the obstructions.

2D Statistical Approach of AOA and TOA Distribution Prediction. A 2D sta-

tistical approach has been proposed in References [4,14,52–54], which is a measure-

ment-based multipath approach of signal angle-of-arrival (or azimuth) (AOA) and

delay spread (DS) distribution prediction. This model describes the probability den-

sity function (PDF) of azimuth and time delay separately, and jointly as well. More-

over, according to this model, different root second central moments must be derived

for different area types, so such prediction method becomes inconvenient for pre-

dicting propagation characteristics in mixing areas making this concept just like a

simple first-order approach for complicated propagation environments. This concept

was proposed by References [4,14,52–54], based on the statistical representation of

the mobile radio channel. The signal model takes into account a multipath propaga-

tion, which can cause several replicas of the transmitted signal at the receiver. The

azimuth-delay spread function in these cases, as [4]

hðj; tÞ ¼
XL

i¼1

aldðj� jl; t� tlÞ ð10:8Þ
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p
d
f

FIGURE 10.7. Distribution of angle-of-arrival obtained in Reference [22,23] compared with

computations made for s ¼ 0:3 in Reference [51].
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where L is the number of impinging waves from different directions jl and with

different time delay tl, each of them with a complex amplitude al. Derivation of the

azimuth spread (AS) and delay spread (DS) in Reference [4] is based on the

definition of AS and DS as a root second central moment sAS and sDS of the azimuth

power spectrum PASðjÞ, and the delay power spectrum PDSðtÞ, respectively. Here,
PASðjÞ and PDSðtÞ are determined as [4,54]

PASðjÞ ¼
ð
Pðj; tÞdt ð10:9Þ

PDSðtÞ ¼
ð
Pðj; tÞdj ð10:10Þ

and Pðj; tÞ is a power azimuth-delay spectrum and according to References is [4,54]

defined as

Pðj; tÞ / Efjaj2jj; tgf ðj; tÞ ð10:11Þ

where Efjaj2jj; tg is the expected power of the waves conditioned on their azimuth

and delay, and f ðj; tÞ is a joint probability density function. It was proved in

References [4,54] that the azimuth and delay spread distributions are independent,

that is,

f ðj; tÞ ¼ f ðjÞf ðtÞ ð10:12Þ

This fact will be used below to obtain a joint PDF for modified stochastic multi-

parametric model. Probability density functions f ðjÞ and f ðtÞ were derived

empirically through the prism of the numerous experiments described in References

[4,52–54]. It was found that a Gaussian PDF matches the f ðjÞ, and an exponential

decaying function is the best fit to the f ðtÞ. Thus, f ðjÞ and f ðtÞ were described as

[4,54]

f ðjÞ ¼ 1ffiffiffiffiffiffi
2p

p
sj

exp � j2

2s2j

( )
ð10:13Þ

f ðtÞ ¼ 1

st
exp � t

st

� �
ð10:14Þ

where st and sj are standard deviations of time delay and azimuth distribution,

respectively. Different environments were investigated in References [4,52–54]. The

probability density function (PDF) of the azimuth and delays were estimated from

data measured for different environments. The probability distribution of the model

parameters was extracted from experimental data collected during extensive

PREDICTING MODELS FOR OUTDOOR COMMUNICATION CHANNELS 405



measurement campaigns in the cities of Aarhus and Aalborg in Denmark, and

Stockholm in Sweden. The investigated environments are characterized as macro-

cellular urban typical (UT) and bad urban (BU) areas. The stochastic model was

entirely described by the joint probability distribution of its random parameters. The

random variables (al; tl;jl) were assumed to be independent and identically

distributed for each wave (with number L). Local realization of the delay azimuth

spread function was obtained by combining L waves with random amplitudes, delays,

and azimuths.

Figure 10.8 shows a histogram of the power azimuth spread obtained

experimentally in the cities of Aarhus and Stockholm according to the References

[4,54]. The standard deviation estimated from this experimentally obtained

histogram equals �s ¼ 6. The solid curve in Figure 10.8 is a Gaussian function

predicted theoretically according to formula (10.13) with the same s ¼ 6 like an

estimated �s. This Gaussian function provides a best fit for all results. It was also

shown both experimentally and theoretically [4,52–54] that the power azimuth

spread is increased 40 to 50% when the BS antenna height is decreased 12 m below

the rooftop level. From Figure 10.8, the incoming power is highly concentrated

around 0� even though the measurement results were obtained in NLOS conditions.

At the same time, Figure 10.9 shows a histogram of the PDS obtained

experimentally in Aarhus and Stockholm for the power delay spectrum (DS) versus

time delay according to References [4,54]. One can see that the exponential

function, plotted according to the (10.14), fits well to the histogram. The results

presented above relate to the particular urban environment called typical urban (TU),

implying uniform density of buildings. Other PDF plot, for bad urban (BU)

FIGURE 10.8. Histogram of the estimated azimuth with antenna located 12 m above the

rooftop level obtained in [4,54]. (Reprinted with permission # 2000, 2002 IEEE)
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environment, was also proposed in References [4,54]. In the case of BU channel, the

dispersion in the radio channel looks completely different. For the mixture of open

area and densely built-up zones the accepted result for time delay distribution is

presented in Figure 10.10 [4]. Obviously, the distribution of received signal depends
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FIGURE 10.9. Relative delay t=T histogram [4,54]. (Reprinted with permission # 2000,

2002 IEEE)
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FIGURE 10.10. Relative delay t=Ts for mixed environment [4,54]. (Reprinted with

permission # 2000, 2002 IEEE)
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significantly on the types of clusters created along radio paths from the TX to the RX

antennas. The authors in References [4,54] describe this time the delay distribution

by a two-cluster model, as was done by References [22,23] for indoor environments.

The suggestion is to consider the power azimuth-delay spectrum as

Pðj; tÞ ¼
X2

k¼1

Pkðj; tÞ ð10:15Þ

where Pkðj; tÞ represents the contribution from each cluster. Situations with more

than two clusters may also be described as in (10.15) by summarizing all

contributions from all clusters. The disadvantage of the proposed method is the

absence of the area dependent unique parameter in the model that adapts the result

according to the type of the environment.

Experimental-Based Model. In References [6–10], another approach, which intro-

duces urban propagation mechanism based on high-resolution 3D radio channel

measurements, was proposed. This approach analyses the propagation using com-

prehensive classification of different types of wave propagation in urban scene.

This classification defines three propagation classes: Street-guided propagation as

a first class (denoted ‘‘Class1’’), direct propagation (over the rooftops) as a second

class (denoted ‘‘Class 2’’), and scattering from obstructions (reflection from high-

rise objects) as a third class (denoted ‘‘Class 3’’). To define the corresponding chan-

nel models, three different series of measurements were carried out in an urban

environment. The first case corresponds to situations when the receiving base station

antenna is below the rooftop; the second and the third one correspond to situations

near the rooftop level and above the rooftop level, respectively. All measurements

have been done in the downtown of Helsinki (Finland). A typical experimental site

with both terminal antennas located below the rooftop level is presented in

Figure 10.11 [9,10]. The resultant joint azimuth-delay spread distribution is shown

in Figure 10.12 [9,10]. Figures 10.11 and 10.12 represent the situation when the

transmitter (mobile) antenna is at the height of 1.5 m, that is, at the normal street

level with NLOS and the receiver (BS) antenna is below the rooftops. Obviously

a significant number of rays propagates within the street waveguide because of

multiple reflections from walls of buildings that lie along the streets. Another arrival

mechanism, but not so dominant, is the scattering from the high-rise object (such as

the Theatre Tower denoted in Fig. 10.11). From the measurement results, presented

in Figure 10.12, more than 80 to 90% of rays arrive at the receiver from two streets.

These rays get affected by the guiding effects of the streets, that is, by the multiple

reflection from buildings located along the streets. Thus, propagation ‘‘Class 1’’ and

‘‘Class 3’’ are dominant in this urban area according to the urban radio channel pro-

pagation classification made in References [9,10]. Class 1 (street-guided propaga-

tion) dominates with over 90% of the total power for cases when the receiver

(BS) antenna is below or at the same level of the rooftops.
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Another experiment, when the RX antenna is at the rooftop level as shown in

Figure 10.13, has been carried out under the following conditions: There is no traffic

on the streets, the TX antenna kit is at the street ground level (with height of 2 m),

and the RX antenna is at the rooftop level (with height of 27 m). Moreover, the 3 dB

beamwidth of the TX antenna is of 70� the azimuth and elevation directions. Finally,

FIGURE 10.12. PDF of joint AOA–TOA distribution measured in References [9,10].

(Reprinted with permission # 2002 IEEE)

FIGURE 10.11. A typical experimental site in Helsinki [9,10]. (Reprinted with permission

# 2002 IEEE)
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the RX antenna is omnidirectional in the azimuth and with 87� in the elevation

domain. A wideband (100 MHz) channel sounder has been used with the carrier

frequency of 2.154 GHz. And no LOS between the TX and RX antennas. A pseudo-

LOS distance was set at about 420 m. One wide street is placed at j ¼ �30� from
the main lobe of the RX antenna (RX is mounted at 270 degree from the North

direction). Figure 10.14 shows the results image of the postprocessed measured data

for the area shown in Figure 10.13. It is clear that Class 2 and Class 3 are starting to

be significant (25%), but not dominant, for cases where the BS antenna is at the same

level or above the average height of rooftops.

Generally speaking, the approach proposed in References [9,10] has demon-

strated the strong dependence between the built-up profile seen from the base station

and the propagation mechanisms in the corresponding urban areas. It proves that

accurate prediction based on advanced simulation tool, incorporating a building

geographic database, is needed to achieve network planning. Unfortunately, all the

above mentioned theoretical models cannot account for all the built-up terrain

features as far as overlay profile, density of buildings and their positions and heights

with respect to both terminal antennas. As shown in References [55–62], the

multiparametric stochastic approach can account for specific features of different

urban areas and for various positions of the terminal antennas. This approach can be

used as an actual predictor of AOA and DS signal distribution for various specific

situations in the urban communication channel.

2D and 3D Stochastic Multiparametric Models. The realistic statistical 2D and

3D models, which take into account the terrain features, such as the height profile

FIGURE 10.13. A microcell urban environment extracted from References [9,10].

(Reprinted with permission # 2002 IEEE)
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of buildings, their density, and reflection properties, were created in References

[55–61]. From Chapter 5, the propagation channel for UHF/X-band waves, in

the built-up environment, according to these stochastic models, can be modeled

by an array of randomly distributed buildings and/or natural obstacles placed on

a rough terrain. The law of distribution of the obstacles is assumed to be a Poisson

law and the city’s relief is described by introducing the special probability func-

tions. Using the proposed statistical multiparametric model of wave propagation in

such an urban channel, the field intensity attenuation can be examined and the

single and multiple scattering effects pointed out, taking into account the diffrac-

tion from the roofs of the buildings depending on the position of the receiver and

transmitter antennas on the rough terrain. Using the unified stochastic approach

proposed above, we employ probability theory to directly evaluate the statistical

parameters of the channel and deterministic theory to obtain the correlation

between the signal spectral characteristics and parameters of an urban propagation

channel.

Thus, the power spectrum of a signal in the azimuth domain can be presented at

the receiving antenna in the following form [56]:

WðjÞ ¼ Gl‘n�h

16p2½l2 þ ð2p‘ng0�hÞ2�d3
ff1ðjÞ þ f2ðjÞg ð10:16Þ

FIGURE 10.14. Measurement results in AOA–TOA plane [9,10]. (Reprinted with permission

# 2002 IEEE)
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where:

f1ðjÞ ¼
2z21ðg0dÞ
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G is the reflection coefficient from the building surface, ‘n is height or width of the

segments of the building (window, balcony etc), l is a wavelength, z1 is the height of

the MS and z2 is the height of the BS, j is the angle-of-arrival (i.e., azimuth), �h is an

average height of the building, and d is distance between receiver and transmitter.

Also

g0 ¼ 2hLin=p ð10:19Þ

where n is the building density (per 1 km2), hLi is the average length of buildings

(screens), g0is the density of the contours of the buildings in the horizontal plane

z ¼ 0. Here, we will not take into account the overlay profile of the buildings,

because this terrain feature is not very important for azimuth, time delay, and

frequency distribution of the signal power, that is, for 2D stochastic model [55]. Here

also a new parameter & 0 ¼ ½ðld=4p3Þþðz2��hÞ2�1=2
z2

is introduced [56,57], which accounts

for the process of diffraction from buildings, instead of the & ¼ z2��h
z2

, used in

Reference [55], which did not take into consideration any diffraction phenomena.

The expression in (10.16) consists of two main terms f1 and f2 (the same as two

terms m1 and m2 in joint PDF (5.163) of space–time distribution of scattered waves,

analyzed in Chapter 5). Each of them relates to a different propagation phenomenon.

The term f1 is the significant term that describes the influence of the scattering area

located at the proximity of MS. The term f2 describes the general effect of rare

scatterers that are distributed uniformly in areas surrounding the BS and MS. The

influence of different scatterers for the three typical cases, depending on the BS

antenna height, is sketched in Figure 9.22. When both antennas are lower than the

height of the buildings (see Fig. 9.22c), then both components, f2 and f1, are actual.

From formulas (10.16)–(10.18) follows that, if the base station antenna height
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increases up to z2 ¼ �h (see Fig. 9.22b), then & 0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ld=4p3ð Þ

p
=z2 � 1 and

f1ðjÞ ! 0, f2ðjÞz2¼h > f1ðjÞz2¼h. In the case of z2 ¼ �h, f1 is close to zero, and it

means that all scatterers located in the far zone from the MS, near the BS, will

influence the spreading of the total signal at the BS. With an increase in the height of

the BS antenna, that is, z2 > �h, the influence of buildings surrounding the MS on the

total signal distribution will be more significant, and f1 becomes larger than f2,

describing the effect of scatterers located close to the MS (see Fig. 9.22a). When the

BS antenna is above the rooftop level (Fig. 9.22a), the spectrum distribution in the

azimuth domain W(j) depends only on the position and the distribution of scatterers

(obstructions) close to MS. Influence of scatterers (buildings) in the proximity of MS

on the signal received at the MS is increased and it contributes more than

the scatterers surrounding the BS (Fig. 9.22b) and than those located far from the

MS.

The signal power spectrum distribution in time delay domain can be obtained in

the same manner [56]:

WðtÞ ¼ G

8p2d2
k‘ng0�h

1þ ðk‘ng0�hÞ2
ð1� & 0Þ 1þ ð1� & 0Þ2 1þ ðk‘ng0�hÞ2

1þ ð& 0g0�hÞ2

" #
f1ðtÞ þ

& 0

ð1� & 0Þ f2ðtÞ
( )

ð10:20Þ
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2

� � �
ð10:21bÞ

Here, we introduce the relationships between ~r; r; d, and relative time t of signal

arrival (i.e., with respect to that of LOS component),

t ¼ ðr þ ~rÞ
d

; rðt;jÞ ¼ dðt2 � 1Þ
2ðt� cosjÞ ; ~rðt;jÞ ¼ dðt2 � 2t cosjþ 1Þ

2ðt� cosjÞ ð10:22Þ

where ~r ¼ ðd2 þ r2 � 2rd cosjÞ1=2, �h is an average building height, and j is

azimuth.

In the time delay plane, the same properties of the signal power spectrum, as was

done for the azimuth plane, can be obtained. Thus, in the case of z2 � �h,

& 0

ð1� & 0Þ f2ðtÞ � 1þ 1þ ðk‘ng0�hÞ2

1þ ð& 0g0�hÞ2

" #
f1ðtÞ ð10:23aÞ

and the distribution of scatterers far from the BS antenna, that is, close to the MS

antenna (see Fig. 9.22a), does not influence on a power spectrum WðtÞ in the time
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delay domain. Then, with a height increase of the receiver antenna (when z2 > �h,

& 0 > 1), the main contribution follows from the first term with f1ðtÞ that really

describes the influence of the neighboring area around the MS. In this case,

condition (10.23a) must be rewritten as

& 0

ð1� & 0Þ f2ðtÞ � 1þ 1þ ðk‘ng0�hÞ2

1þ ð& 0g0�hÞ2

" #
f1ðtÞ ð10:23bÞ

We also note that the function f2ðtÞ does not depend on parameter & 0, that is, on the

receiving antenna’s height with respect to the rooftops. Therefore, for & 0 > 0:3 the

form of the power spectrum versus time delay becomes practically constant value.

So, the proposed 3D stochastic model based on the general formulas (10.16)–

(10.22), gives more realistic description of the propagation phenomena with respect

to 2D model obtained in Reference [55] (see results of comparison between

theoretical prediction and experimental data described in References [57,58]).

Generally speaking, the 3D model [56,57] covers the 2D model [55] in the case

where base station antenna is located near or above the building profile height, and

where the effects of diffraction from rooftops are more realistic. When the BS

antenna is smaller than the building profile height, both the models, the 2D and 3D

can be used, but the latter gives more precise results. Moreover, this model can be

used to describe street effects found in high-sensitive experiments carried out in

Helsinki and described in References [9,10]. The results of these experiments were

presented in Figures 10.12 and 10.14. This ‘‘guide’’ effects were defined in

References [9,10] as a ‘‘Class 1’’ of propagation phenomenon. We now will prove

this statement by combining the stochastic and waveguide models, which were

briefly described in Chapter 5 and more in detail in References [62,63].

3D Stochastic Model Accounting Straight Crossing-Street Grid. There are two

distributions of particular interest here. The first distribution is mðr;jÞ and it gives

distribution of multiple scattered waves in the AOA and TOA domains, that is, it

describes the general spatial distribution of scatterers. A joint (spatial–temporal) dis-

tribution of waves mðr;jÞ can be arranged as a joint angle-of-arrival (AOA) and

time-of-arrival (TOA) distribution, mðt;jÞ, which for g0r � 1 and in the case of

z1 < �h < z2 can be presented as follows [56,62,63]:

mðt;jÞ ¼ m1 þ m2 ¼ 0:5n sin2ða=2Þ g0
�h

d2ðt3 � tÞ
2ðt� cosjÞ

� �
f1ðt;jÞ

þ 0:5n sin2ða=2Þ ðz2 � �hÞ dðt
2 � 2t cosjþ 1Þ
2ðt� cosjÞ f2ðt;jÞ

� � ð10:24aÞ

For the case of z1 < �h; andz2 < �h formula (10.24a) can be reduced as [56,62,63]:

mðt;jÞ ¼ 0:5ng0 sin
2ða=2Þtd exp �g0tdf g ð10:24bÞ
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Here

f1ðt;jÞ ¼ exp �g0
dt2ðz2 þ �hÞ � 2dtz2 cosjþ dðz2 � �hÞ

2z2ðt� cosjÞ

� � ��
z2 ð10:25aÞ

f2ðt;jÞ ¼ exp �g0
dðt2 � 2t cosjþ 1Þ

2ðt� cosjÞ

 ��
�h ð10:25bÞ

where, as before, j is the angle of multipath components of the total field in the

horizontal plane (i.e., azimuth) arriving at the receiver after multiple scattering from

the buildings surrounding both the transmitter and the receiver, and a is the angle

between lines to the receiver and to the transmitter. All other parameters are defined

the same way as in formulas (10.16)–(10.18). Here, we only change the BS station

antenna height from z1 to z2 to obtain the same results as before. The above

expression consists of two main terms m1 and m2. Each one relates to a different

propagation phenomenon depending on situation with BS antenna height with

respect to overlay profile of the buildings (see Fig. 9.22, Chapter 9). In fact, because

mðt;jÞ is a normalized signal power distribution in the AOA and TOA plane, its

main terms m1 and m2 give the same effects as f1 and f2 in (10.16) and in (10.20), with

a change in the BS antenna height, as was shown in Figure 9.22.

The second distribution function is mðrÞwg that describes a probability of the wave
mode existence caused by a multislit street waveguide at distance r from the

transmitter. The PDF, mðrÞwg, is shown in Figure 10.15. We assume that the angle j

ϕϕ∠

a

Rx

Tx 

waveguide 

modes

scattered 

wave

scattered 

wave

FIGURE 10.15. 2D model of the street waveguide effects and scattering caused by a spatial

random building distribution.
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takes discrete values with a resolution of degrees. Finally, we get according to

References [62,63]

mðr;jÞwg ¼ exp �2
j ln wj
a0ðjÞ r

 �
ð10:26Þ

Here, w ¼ hLi
hLiþhli is a brokenness parameter, a is the street width, hLi and hli are the

average length of screens (nontransparent buildings lining the street) and slits (gaps

between buildings and intersections of streets), r is the BS–MS distance. The

definitions of a0ðjÞ will be presented below. Let us examine the correlation between

mðr;jÞ and mðr;jÞwg. These two functions are strongly independent, because they

describe two different physical phenomena. The first, mðr;jÞ relates to the random

distribution of buildings, as scatterers that are placed around both terminal antennas,

and the second, mðr;jÞwg, relates to the scatterers that lie along the streets and

mainly contribute to the guiding effect (see Fig. 10.15). Then the completed form of

the joint AOA and TOA distribution of scatters can be written as

mf ¼ mðr;jÞmðr;jÞwg ð10:27Þ

Substituting the appropriate function for mðr;jÞ and mðr;jÞwg, we can rewrite

(10.27) in the extended form by accepting the density function of all single scatterers

as a function of j and t [62,63]

mf ðt;jÞ ¼ 0:5g0n sin
2ða=2Þtd expf�g0tdg exp �2

j ln wj
a0ðjÞ

dðt2 � 1Þ
2ðt� cosjÞ

 �
ð10:28Þ

Equation (10.28) is valid for the typical urban situation when both, the receiver

and transmitter, are placed below the rooftop level. Here a0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4a4

l2n2
þ a2

q
, where a is

the street width and n is the number of reflections from walls (number of waveguide

modes). For a > l, we have that a0 ¼ 2a2

ln
. For distances far from the source, only

the main waveguide mode (with n ¼ 1) propagates without any attenuation within

the street waveguide, as shown in references [58,62]. This result was accounted

in References [58,62] during numerical simulation of (10.26) and in comparison

with experimental data obtained in built-up areas with straight crossing grid-plan

streets (as Manhattan street-grid).

We define the discrete spectrum of the total signal power within a broken

waveguide taking into account the geometry presented in Figure 10.15, as [62,63]

Wwgðt;jÞ ¼ W0

2ðt� cosjÞ
dðt2 � 1Þ exp �2

j ln wj
a0ðjÞ

dðt2 � 1Þ
2ðt� cosjÞ

 �
ð10:29Þ

where W0 is a signal power of the antenna in the direction of direct visibility (LOS

component). Now to find the total signal power distribution, in time and azimuth

domains, and to account for guiding street effects, we need to combine formulas

(10.29), (10.16), and (10.20). That leads to

Wfinðj; tÞ ¼ WðjÞWðtÞWðj; tÞwg ð10:30Þ
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to determine the joint 2D distribution in the angle-of-arrival (AOA) and time delay

(TD) domains, respectively.

10.3. EXPERIMENTAL VERIFICATION OF SIGNAL POWER
DISTRIBUTION IN AZIMUTH, ELEVATION,
AND TIME DELAY DOMAINS

Let us now verify a general stochastic model introduced as a combination of regular

and non regular distribution of buildings and streets in the city, using the

experimental data obtained during the measurement campaign carried out in

different urban environments.

AOA–TOA Measurement Results Affected by Antenna Pattern. In experiments

carried out in the downtown Helsinki [9,10], a wide band single-channel sounder

with RF-switch has been used to perform spatial channel measure. Built-up environ-

ment around the experimental area is shown in Figure 10.11 for the cases when the

BS antenna is below than building rooftops. The receiving antenna is installed on the

rooftop level (left low corner on the map). The transmitting antenna is placed in such

a way that there is no LOS between the receiver and the transmitter (TX11 position

in Fig. 10.11). Parameters of built-up terrain have been calculated on the basis of

detailed maps shown in Figure 10.11. The results of simulation based on a new

model described by general formula (10.28) are shown in Figure 10.16. They repeat

FIGURE 10.16. Simulation results of the multiparametric model that takes into

consideration the guiding street effects: The antenna is below the rooftop level.
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the results of measurements of area shown in Figure 10.11, which are presented in

Figure 10.12. The guiding effect of two streets shown in Figure 10.12 is clearly seen

from both measured data and results of computations. A model strictly predicts the

maximum and the distribution of signal AOA as well as TOA distributions. At the

same time, results obtained according to pure stochastic model, described by (10.24)

(see Fig. 10.17), are not in the precise agreement with the measured data seen in

Figure 10.12.

The same results were obtained by the computation of joint signal power

spectrum distribution in the AOA–TD plane, defined by (10.30), where combination

of pure stochastic and pure waveguide models were taken into account. The results

of numerical simulation for the experimental site depicted in Figure 10.11 are shown

in Figure 10.18a and Figure 10.18b for 2D-case and 3D-case, respectively. The

illustrations of numerical computations, presented by these figures also showed that

the influence of scatterers surrounding LOS direction is more significant (see

Fig. 10.11) on the received field distribution than the direct LOS arrivals (called

pseudo-LOS components). Nevertheless, all Figures, 10.16 and 10.18a,b, show that

despite the fact that the dominant number of rays (more than 80%) arrive with the

guiding effect of streets, there are number of arrivals (about 15–20%), which are

coming from different directions with symmetry to the pseudo-LOS azimuth. In

addition, the maximal number of arrivals has minimal time delay and is coming

closest to the pseudo-LOS direction street canyons. This result is clearly understood

FIGURE 10.17. Simulation results of the multiparametric model only.
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FIGURE 10.18. The simulated power spectrum, Wðt;jÞ, (a) in 2D (b) and 3D planes.
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through the analysis of formulas (10.28) and (10.30) for the cases where TX and RX

antennas are below the rooftop level.

Let us now describe the second experiment depicted in Figure 10.13, where a BS

antenna is located at the same level as the rooftops. Figure 10.19 shows the result

image of simulations of joint PDF of AOA–TOA distribution according to formula

(10.28) for the case of the experiment presented in Figure 10.13. Figures 10.20a and

10.20b show results of computations of joint AOA–TOA signal power spectrum

distribution according to formula (10.30) for 2D-plane and 3D-plane, respectively.

Once again, a good agreement between measured data presented by Figure 10.14

and simulation results is observed. It was also obtained on the basis of results of

simulation, that the number of scatterers, influencing on the number of arrivals from

TX direction, exponentially reduces with increase of azimuth and time delay. This

result was obtained experimentally in References [1,4,8,9–11,20] without any

satisfactory theoretical explanation of the influence of urban street orientation on the

results of field distribution at the receiver.

At the same time, we must note here that the proposed modified stochastic model

described by (10.28) and (10.30), presented only in the azimuth plane, cannot show

properly two groups of arrivals as in Figure 10.14, which are characterized

by common azimuth range from �25� to �30� and different time delay (see

FIGURE 10.19. Simulation results: The antenna is at the rooftop level.
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FIGURE 10.20. The simulated power spectrum, Wðt;jÞ, (a) in 2D (b) and 3D planes.
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comparison theory with experiment shown in Fig. 10.21). Each of the two groups

describes different ray travel distance, when all arrivals in the group have the same

route. Our model takes in to account consolidation of arrivals across the waveguides,

assuming straight-crossing-street-grid plan. The urban scene, presented in

Figure 10.13, does not support our basic assumption completely, and that is the

reason for the differences mentioned above. Using only azimuth plane, the proposed

model cannot describe sharp fluctuations at elevation domain. Owing to this reason,

we cannot see matching for the arrivals from the high tower (Hotel Torni), which is

measured in [9,10] and presented in Figure 10.21. The reason is due to our basic

assumption that the building height distribution is homogenous between h1 and h2,

which are the minimum and maximum building heights in the area of investigation.

Therefore we start now to investigate signal distribution in the elevation plane,

following results obtained in References [61–63].

AOA–EOA Measurement Results Affected by Antenna Pattern. When we con-

sider a smart antenna, it is important to understand that we deal with a directional,

and not with omnidirectional or isotropic antenna radiation pattern. Scanning the

literature, we have found that the well-known vonMises probability density function

(PDF) satisfies our requirements to describe the behavior of the directional antenna.

Von Mises introduced this PDF in 1918 to study the deviations of measured atomic

weights [64,65]. Recently, this distribution was introduced for statistical modeling

and analysis of angular variables [62,63]. We analyzed all antenna directivity and tilt

effects by assuming a priori omnidirectional antenna pattern in the angle-of-arrival

(AOA) or domain azimuth and a variable antenna pattern, according to von Mises

distribution, in the elevation-of-arrival (EOA) domain.

Let the variable y represent the elevation angle and b represent antenna tilt (b < 0

corresponds to the direction of tilt downward, b > 0 is for the direction of tilt

FIGURE 10.21. Comparison with experiments in References [9,10].
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upward). The von Mises distribution is defined as [63–65]

pðyÞ ¼ 1

2pI0ðkÞ
exp½k cosðy� bÞ� ð10:31Þ

where I0 (k) is the zero-order modified Bessel function, and k can be regarded as an

antenna directivity parameter. Particularly, the antenna directivity k is one of the

basic antenna parameters, and it was defined in Chapter 2. This general idea of

antenna pattern introduced by von Mises PDF, is presented in Figure 10.22. The

solid thick line relates to the omnidirectional isotropic pattern in the vertical domain

with k ¼ 0 value; the ðþÞ, (o) and the thin solid lines relates to k ¼ 3, k ¼ 6 and

k ¼ 15 values, respectively.

It is obvious that various antenna patterns influence, in different manner, the AOA

and TOA signal distribution at the receiver. To reflect this influence let us examine

the PDF, pðyÞ, from (10.31) and the PDF, m finðt;jÞ, from (10.28). These two

distributions are independent, as was shown in References [62,63], therefore their

product can be written as

mtotalðt;j; yÞ ¼ m finðt;jÞ � pðyÞ ð10:32Þ

The obtained formula (10.32) is a general description of the adaptive antenna pattern

in both the vertical and horizontal planes and fully present the AOA, EOA and TOA

distribution of signal affected by the array of obstructions surrounding the BS–MS

terminal antennas.

The corresponding signal intensity distribution in the EOA domain can be easily

obtained taking into account the same derivation algorithm as was done for AOA and

TOA domains, accounting for their mutual independency. Following the same

procedure of derivation mentioned in References [56,63], we get

WðyÞ ¼ W0

2pI0ðkÞ
exp½k cosðy� bÞ� ð10:33Þ

FIGURE 10.22. The von Mises PDF for different antenna directivities.

EXPERIMENTAL VERIFICATION OF SIGNAL POWER 423



where, as above, W0 is the signal power of the isotropic antenna in LOS conditions.

Formula (10.33), combined with (10.16) or with (10.20), describes the joint signal

power spectrum in AOA–EOA and EOA–TD plane, respectively.

The results of joint AOA–EOA distribution measured in the urban scene, depicted

in Figure 10.11, are presented in Figure 10.23. It was measured that the arrivals were

coming homogeneously over elevation angles of �4� to þ2� with concentration of

rays near the street canyons caused by guiding effect. Figure 10.24 shows results of

simulation of the general PDF (10.31) and Figures 10.25a and 10.25b show results

FIGURE 10.23. Measurement results: The antenna is below the rooftop level (AOA–EOA).

FIGURE 10.24. Simulation results of the joint PDF of AOA–EOA distribution.
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FIGURE 10.25. The simulated power spectrum, Wðy;jÞ, (a) in 2D (b) and 3D planes.
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of simulation of the total signal power spectrum, as combination of (10.33) and

(10.16), in the AOA–EOA plane for the urban experiment scenario depicted in

Figure 10.11.

As above for AOA–TOA joint distribution, here we also obtained an agreement

between measurement and simulation results in the AOA–EOA plane. Simulation

results as well as experimental data show the guiding effect from two parallel streets

presented in Figures 10.11 and 10.12. Furthermore, they show that the maximum

number of arrivals is concentrated around zero elevation angles. This result explains

the over-rooftop-propagation effect observed during experiments (see Fig. 10.23 and

[9,10]). It means that the buildings, which are placed in close proximity to the

receiver (RX), define the elevation angles-of-arrival at the RX antenna. In addition, a

significant number of arrivals spread around elevation angle of zero, when there is

the guiding effect at the azimuth domain. This result explains the multiple reflections

of rays passing through the street canyon. So, we can fully explain the guiding effect

of streets and concentration of rays near the elevation angles of zero by using a

modified stochastic approach which combines the two models, the multiparametric

and waveguide, by using corresponding combinations of formulas (10.16), (10.20),

(10.28), (10.30), and (10.33), depending on what plane, azimuth, elevation or time

delay we need to investigate.

Better results of measurements of joint AOA–EOA distributions were obtained in

the experimental site, where antenna was located at the rooftop level (see

Fig. 10.13). Thus, results of measurements of joint AOA–EOA signal power

distribution are shown in Figure 10.26. The corresponding simulations of joint PDF

of AOA–EOA distribution and those for normalized signal power (to signal power

FIGURE 10.26. Measurement data in the AOA–EOA plane [9,10]. (Reprinted with permission

# 2002 IEEE
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along LOS direction) are presented in Figure 10.27, and Figures 10.28a (2D-case)

and 10.28b (3D-case), respectively. These results explain the over-rooftop

propagation (in our examples RX antenna is at the rooftop level) experimentally

observed in References [9,10]. It means that the light of the buildings, which are

placed in the closest receiver area, define the elevation angles of the arrival at the RX

antenna. In addition, a significant number of arrivals spread around the elevation

angle of zero are observed, when there is the guiding effect in the azimuth domain.

The guiding effect may be explained by the multiple reflections of rays passing

through the street canyon, as observed in References [9,10]. It is clearly seen from

Figures 10.28a and 10.28b that the main signal energy arrives at the receiver after

diffraction caused by the right-side buildings (with respect to TX), localized at

the azimuth range of�20��30� (for the range of elevation angles of 0�	10�). These
results are in good agreement with measurements [9,10], according to which the

effects of diffraction from the building blocks located in the right side (from TX)

are predominant. The distance between these buildings is about 350–400 meters

from RX2 that corresponds to time delay spread of 1:2–1:3 ms. These buildings are
located �25��30� from the location of the transmitter in the azimuth plane (see

Fig. 10.13).

Comparison with Ray Tracing Model. Let us now analyze and compare the the-

oretical approach proposed above with the results of the VPL ray-tracing algorithm

FIGURE 10.27. Joint PDF distribution in AOA–EOA plane.
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FIGURE 10.28. The simulated power spectrum, Wðy;jÞ, (a) in 2D (b) and 3D plane.
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[46,66], which were compared with AOA measurements made at Aalborg Univer-

sity, Denmark [67]. We also compare our results with those from the Reference [67].

Let us introduce an urban scene in Figure 10.29 according to Reference [67]. The

area comprises of several buildings connected by glass-covered bridges and walk-

ways. The buildings are two-story high, about 8 m. The TX antenna is omnidirec-

tional in the azimuth plane and it is located 4 m above the ground. The RX antenna

has 3-dB beamwidth in both polarizations and it is located on the ground level. There

is no LOS between the TX and RX antennas. The TX–RX distance is about 100 m.

The measurements were made using 80-MHz wide band channel sounder at a carrier

frequency of 1.845 GHz. The following parameters, extracted from Figure 10.29,

describe the urban scene. The parameters g0 ¼ 3, n ¼ 50, l ¼ 0:16, w ¼ 0:5, and
d ¼ 0:1 define the results of the stochastic model (10.16)–(10.30) simulation pre-

sented in Figure 10.30 compared against the measurement results [67], and against

the VPL model prediction [46,66]. There is a good fit between the measured the VPL

predicted and the proposed model simulated results. However, the stochastic model

shows better agreement achieved in the azimuth range of 0� to 40�, where VPL pre-

diction results differ from the measured data. Thus, the difference between measure-

ments and VPL-model prediction can achieve in this range of upto 30%, whereas the

stochastic model predicts with accuracy 95% the experimental data. Comparing the

VPL model, the stochastic model simulation, and the measured data results, we have

found that the stochastic model gives better prediction over the entire range of the

considered points (from �80� to þ80�). The mean error, with respect to the mea-

sured data, equals 0.16 for our model simulation and 0.3 for the results based on

VPL technique, that is, our model in these ranges is twice as precise.

Next we present some important simulation results that define the joint

distribution of AOA and TOA at the receiver. We analyze the distribution using

the results presented separately for AOA in References [9,10], and using the built-up

terrain data presented in Reference [67]. In Figure 10.31, from the concentration of

rays near the direction of the two streets, which are placed between �40� and 0�,

FIGURE 10.29. Aalborg University as a microcell environment. (Source [67]: Reprinted

with permission # 2001 IEEE)
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according to the map shown in Figure 10.29, we can see the existence of a strong

street guide effect. This effect plays a significant role for the case where both the TX

and RX antennas are below the rooftop level (as was mentioned in References

[9,10], more than 80% of rays arriving at the receiver antenna are generated by the

guiding effect of straight streets). It is also interesting to note that there are ray

FIGURE 10.30. VPL model and measured data compared to the stochastic model prediction.

FIGURE 10.31. Joint AOA–TOA distribution for Aalborg University experimental site.

430 PREDICTION OF SIGNAL DISTRIBUTION IN SPACE



arrivals on the azimuth of �70� (pseudo-LOS direction), and these arrivals have

the normalized energy (compared with free space) of about 0.9. Apparently, these

pseudo-LOS arrivals present over rooftop diffracted components with low

time delay and narrow angular dispersion, but they do not contribute significantly

to the RX received power, as shown in Figure 10.29.

This fact states again that all specific features of the built-up terrain and situations

with antennas are important and can change significantly the spatial and temporal

characteristics of the signal arriving at the antenna. These effects are very important

for predicting effective operational characteristics of smart wireless systems (using

adaptive antennas).

Azimuth-Distance Signal Dependence. Let us now analyze the behavior of

expressions (10.28)–(10.33), obtained by the proposed stochastic approach, using

the conclusions of experiments from References [4,9,10,46,67–69]. It was shown

in Reference [68,69] that the azimuth spread depends on the distance between the

TX and RX antenna in a specific manner. We show here a similar dependence

described by (10.28). In References [46,67–69], the angular spread is reduced

when the distance is increased for certain situations.

We analyzed two cases to confirm the empirical results obtained in References

[68,69]. In the first case, which is shown in Figure 10.32, there is no street guide

effect because the street plan grid does not have a rectangular form. In the second

case shown in Figure 10.33 there is a straight-cross street grid. The pseudo-LOS

azimuth between TX–RX antennas is about 23�. Different lines depict different

distances between them. A curve denoted by ‘‘*’’ is for the distance 0.2 km. The ‘‘o’’

FIGURE 10.32. AOA distribution versus BS–MS distance without the street guide effect.
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line is for 0.6 km, and the ‘‘þ’’ line is for the 2 km distance between the antennas.

Here, only the distance parameter is varied in equations (10.28)–(10.33) to investigate

its influence. Other parameters have typical values for urban scene

g0 ¼ 4km�1 ðn ¼ 120 buildings per km2 and �r ¼ 250mÞ, l ¼ 0:13m, and

w ¼ 0:5
Figures 10.32 and 10.33 show that the angular spread is decreased with an

increase in separation distance between the antennas. Figure 10.33 shows an

interesting phenomenon: As the distance between the MS and BS antennas

increases, the street guide effect becomes more dominant. It is intuitively obvious,

when the MS is far enough from the BS, that the probability of arrival of multiple

reflected rays across randomly distributed scatterers is low. The same results were

observed in Helsinki [9,10] for the urban scene with a grid-street plan.

10.4. SIGNAL POWER SPECTRA DISTRIBUTION IN FREQUENCY
SHIFT DOMAIN

Now we will talk about the spectral characteristics of the received (or transmitted)

signal in order to describe the Doppler spectrum for the moving subscriber (MS)

antennas in various built-up areas.

10.4.1. Spatial Signal Distribution

Let us, first of all, consider the spectral properties of the signal strength spatial

variations. We can present the spectral function eWðq;j0Þ for two typical situations

FIGURE 10.33. AOA distribution depends on BS–MS distance with the street guide effect.
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in the urban scene regarding the elevations of the two terminal antennas with respect

to the average height of the buildings.

For the first case, when the transmitter/receiver is placed at rooftops level or

below it, that is, z1 � �h we get [55,61]

eWðX;j0Þ ¼
2shwðchw� Xcosj0Þ

k½1� X2�1=2½ðchw� Xcosj0Þ2 � ð1� X2Þ sin2 j0�
ð10:34Þ

where X ¼ q

k
, X 2 ð�1; 1Þ; q is the spatial wave vector, k ¼ 2p

l
; shw and chw denote

hyperbolic sine and cosine, respectively, and the parameter w accounts the density of

the buildings and the range between the antennas

w ¼ ln 1þ 1

g0d

� �
� 1þ 1

g0d

� �2

�1

 !1=2
2
4

3
5 ð10:35Þ

The dependence of eWðX;j0Þ= eWð0;j0Þ as a function of the normalized parameter X

for j0 ¼ p
2
; p
3
; p
4
; p
6
(curves 1, 2, 3, 4, respectively) for g0d ¼ 10 (built-up area with

high density of buildings around the receiver and transmitter, or the terminals are

placed far from each other) is presented in figure 10.34a. The non symmetrical

spectrum eWðX;j0Þ is observed for the orientation angle j0 deviations from
p
2
(j0 is

the angle between the scatterer and radio path between terminal antennas). This

phenomenon can be understood if we again return to the results of the analysis

presented previously, where the PDF and the signal power angle-of-arrival

distributions are unified and symmetrical relative to the wave path, which is

directed strictly to the transmitter. If we consider that the position of a segment of the

scatterer relative to radio path is not fixed and that it can be oriented with equal

probability anywhere in space, that is, the angle j0 is the angle regularly distributed

within the angle interval [0, 2p], we immediately obtain the same case that is

described in References [55,61]. According to these expressions, we get

h eWðXÞi ¼ 2

X½1� X2�1=2
ð10:36Þ

From this formula it follows that the spectrum of spatial frequencies for the case of

z1 � �h does not depend on the range d between the BS and MS antennas and on the

building contours density g0 at the plane z ¼ 0. This result also follows from the

dependence of h eWðXÞi=h eWð0Þi shown in Figure 10.34b.

In the second case, when the transmitter/receiver is above the level of rooftop,

that is, z1 > �h, an increase of the illumination area ( �r-area) surrounding the

receiver/transmitter is observed. In this case the signal spectrum of normalized

spatial frequencies X ¼ q

k
2 f�1; 1g

� �
can be determined as

h eWðXÞi ¼ 2ð1� Xcosj0Þ
X½1� X2�1=2

ð10:37Þ
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In Figure 10.35, the dependence eWðX;j0Þ= eWð0;j0Þ as a function of normalized

parameter X for j0 ¼ p
2
; p
3
; p
4
; p
6
(curves 1, 2, 3, 4, respectively) for g0d ¼ 10 is

shown. The deformation of the classical U-shape (shown in Fig. 10.346) is observed.

10.4.2. Signal Power Distribution in Doppler Shift Domain

In built-up areas, the spatial distribution of signal strength fully determines

the properties of temporal signal distribution obtained at the receiver. As indicated

(a)
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FIGURE 10.34. The dependence ~WðX;j0Þ= ~Wð0;j0Þ as a function of the normalized

parameter X (a) for j0 ¼ p
2
; p
3
; p
4
; p
6
(curves 1, 2, 3, 4) for g0d ¼ 10. (b) The same dependence

of h ~WðXÞi=h ~Wð0Þi, but for j0 is regularly distributed from 0 to 2p. BS antenna is at the same

level or below the rooftops.
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in References [55,61], the energy spectrum of the signal temporal deviations,

which are created by the interference of waves arriving at the receiver, relates to

the spectrum of spatial variations of signal strength through the following

relationship [55,61]

eWtðt;j0Þ ¼
1

v
eW o

v
;j0

� �
ð10:38Þ

Using this relation between the signal spectra in the space and time domains, we can

examine their distribution in various built-up areas with randomly distributed

buildings.

Let us consider two typical situations in the urban scene. For the first case the

stationary transmitter/receiver antenna is at the roofs level, that is, z1 � �h. In this

case one can obtain the following expression for the spectral function of signal

temporal fluctuations [55,61]:

eWtðo;j0Þ ¼
2 � shw � odffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

d � o2
p ðod � chw� o � cosj0Þ

½ðod � chw� o � cosj0Þ2 � ðo2
d � o2Þ sin2 j0�

ð10:39Þ

where, od ¼ kv ¼ v
c
o0 ¼ 2pfm, fm is the maximal Doppler frequency; o0 ¼ 2pf0, f0

is the radiation frequency of the moving transmitter with speed v; c is the speed of

light.

The frequency dependence of power spectrum described by expression (10.39) is

the same as the one presented in Figure 10.34, which is very complicated and

depends on several of the built-up terrain factors, such as the parameter w, the

direction of moving vehicles (on j0) and their speed v (on od / v=l).
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FIGURE 10.35. The same dependence eWðX;j0Þ= eWð0;j0Þ, as in Figure 10.34a, but

calculated for the limited interval q 2 ½�k; k�. BS antenna is higher than the rooftops.
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For the second case, when the antenna height is higher than the rooftops of

buildings, that is, z1 > �h, and g0d � 10, we obtain [57,61]

eWtðo;j0Þ �
2ðod � o � cosj0Þ

od

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

d � o2
p ð10:40Þ

The power spectrum, in the frequency domain, in this case can be presented by the

function

eWtðo;j0Þ � o0

v

c

� �2
�o2

 ��1=2

ð10:41Þ

which is close to the classical Clark’s ‘‘U-shaped’’ Doppler spectrum distribution

described in Reference [18].

The effect of asymmetry that follows from (10.34) or (10.39) depends on the

angle j0 and the influence of the built-up terrain, accounted by the parameter w. We

notice that the same asymmetry was obtained in Reference [64] by using the

statistical multiray model described by Ricean statistics (see definition in Chapter 1).

However, this model cannot explain the influence of terrain features, of the antenna

elevation compared to the buildings surrounding it, that is, the effects which follow

from the unified stochastic approach described above. In fact, based on the above

approach, it can be easily shown that the obstructive effects of buildings for the

particular trajectory of the MS antenna movements sharply decrease the area

surrounding this antenna in which the reflections are formed [61]. Moreover, due to

the screening effect of nontransparent buildings, as the scatterers, discussed earlier

in Chapter 5, there is a gap along the radio path between the receiver and the

transmitter when this radio path intersects the buildings, giving screening effects to

the receiver. As a consequence, the angle distribution of reflection points

significantly differs from the uniform distribution. In the case where the base

station antenna height is at the same level as the rooftop, z1 � �h, we obtain the PDF

in the following form [55,61]:

wðjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2g0d

p

2pf1þ g0d½1� cosðj� j0Þ�g
ð10:42Þ

where all parameters are defined above in this chapter.

With the increase of base station antenna height to be above the built-up layer, the

density wðjÞ for z1 > �h; e& ¼ ðz1 � �hÞ=z1 > 0:2 can be presented as [55,61]

wðjÞ ¼ 1� cosðj� j0Þ
2p

ð10:43Þ

We see that this PDF does not depend on the parameters of the built-up area. In both

cases of a base station antenna location compared to the roof of the buildings, the

power spectra as function of odn will differ from distributions (10.41), obtaining the

asymmetry form with the same maximum at the boundaries of the frequency band

½�od;þod�.
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CHAPTER ELEVEN

Multipath Fading Phenomena
in Land Wireless Links

For all cellular radio communication networks, land, atmospheric, and ionospheric,

the process of transmitting information must be accompanied by the knowledge of

the parameters of both the transmitting and receiving terminal antennas at the ends

of the radio link. It is also important to have some knowledge of the statistical

parameters of the channel and their correlations in the space, time, and frequency

domains, in order to evaluate the performance of the radio system considered. As

was mentioned in Chapter 1, the important statistical characteristics that must be

predicted is path loss, slow and fast fading, which allow radio network designers to

predict strict link budgets, and to obtain the full radio coverage of areas of service,

that is, to create radio maps of service areas.

In order to avoid measuring channel statistics for all operating environments and

network designs, we proposed in Chapters 5 and 10 a unified stochastic approach for

multipath radio channel description based on real physical phenomena, such as

multiple reflections, diffraction, and scattering from various nontransparent

obstructions (trees, hills, houses, buildings) located at the terrain. All of them

produced the relevant effects when compared to measurements reported in the

literature for specific rural, forested, mixed residential, suburban, and urban

environments.

In Section 11.1, we compare the theoretical prediction of the loss characteristics

in the space domain with experiments carried out in various land environments.

Here, we also focus our attention on estimating the accuracy of the statistical

description of the built-up terrain, on radio signal spatial attenuation and its

frequency dependence. Furthermore, we analyze the advantages and limitations of

Radio Propagation and Adaptive Antennas for Wireless Communication Links: Terrestrial, Atmospheric

and Ionospheric, by Nathan Blaunstein and Christos Christodoulou
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the proposed stochastic approach concerning mostly urban environments with very

complicated built-up terrain configurations. Section 11.2 presents theoretical and

experimental analysis of slow and fast fading based on the unified algorithm

estimating these phenomena in various communication links taking into considera-

tion both the classical methods and the unified stochastic multiparametric model. In

Section 11.3, the role of Rician K-factor in multipath phenomena differentiation is

briefly described. Section 11.4 deals with radio coverage and radio map construc-

tions accounting for terrain features and overlay profile effects of the buildings, that

is, the 3D configuration of built-up terrain. These terrain features have not been

utilized until now in physical analysis of the problem of radio propagation in various

land communication links.

First, we start our analysis with a prediction of propagation characteristics of the

land radio channel via the proposed stochastic approach and the corresponding

experiments carried out for various scenarios occurring in the different built-up areas.

11.1. PREDICTION OF LOSS CHARACTERISTICS
FOR LAND RADIO LINKS

As was mentioned in Chapter 5, the proposed 3D multiparametric model is the

stochastic approach that combines a statistical description of the terrain and overlay

profile of the buildings with a description of the signal strength and average intensity

based on the theoretical description of wave propagation phenomena in random

media (see Chapters 3 and 4). Here, specific features of the land communication

channels based on multiple reflections, diffraction, and scattering are described,

caused by various obstructions as well as accounting for their vertical and horizontal

reflection characteristics (see Chapter 5).

It should be pointed out that using the multiparametric stochastic approach, we

cannot give exact, point-to-point description of signal strength surrounding each

individual obstruction, which can be easily obtained by the use of ray tracing

approaches [1–4]. In the stochastic approach, we strive to express some average

properties of obstructions that take into account scattering (or diffuse reflections)

from the rough wall surfaces and diffraction mechanisms from building rooftops and

corners along the propagation paths. With all advantages of the proposed physical–

statistical method to describe the terrain relief and overlay profile of the buildings as

well as the average signal intensity or path loss, it is clear that it cannot explain some

extreme cases of receiver antennas positioned within deep shadow regions

surrounded by tall buildings. For such cases, the strict 2D-multiple diffraction and

‘‘knife-edge’’ models, mentioned in Chapter 4 (see also References [2,5–13]), are

better predictors of the local signal strength. As will be shown in Section 11.2, in

some experimental sites where antennas were located well within the shadow zone

caused by nearby buildings, the median error and standard deviations between

theoretical predictions and measured data are significant, (around 15–20 dB).

Therefore, the validity and accuracy of the multiparametric stochastic approach will

be established via experimental data.
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11.1.1. Statistical Distribution of Buildings in Urban Environments

In Chapter 5, by introducing the stochastic approach, we have assumed that the

number of rays N, which arrive at the receiver during time t after multiple diffuse

reflections by randomly distributed buildings lining the streets or on the terrain, can

be described by the Poisson distribution described in Chapter 5 (see also References

[14–21]). An array of buildings (nontransparent scatterers) was presented there as an

‘‘ordinary and simple flow of positive virtual pulses,’’ where each pulse represents

the real building location at the terrain. Such mathematical description of an array of

buildings randomly distributed around both terminal antennas allowed us, in

Chapter 5, to determine a probability of direct visibility between antennas and other

statistical functions. Finally, we used them to derive the average field intensity as a

superposition of coherent and incoherent components of the total signal average

intensity. Poisson’s law strictly describes the real situation of building distribution in

the urban environment with randomly distributed buildings as nontransparent

screens. To verify this law for real situations in the urban scene, statistical analysis of

topographic maps of built-up areas that correspond to the experimental sites

mentioned in References [15–28] was carried out. This procedure was based on the

following algorithm. If the randomly distributed buildings create a flow of randomly

distributed positive virtual pulses placed at the smooth plane, then the distribution of

such pulses of amount m, at the limit segment d, along the radio path must be

described according to Poisson’s law by the following probability function

PdðmÞ ¼
ðmÞm
m!

expf�mg ð11:1Þ

where the mean number of positive virtual pulses, m, within the segment d can be

presented in the following form [14,21]:

m ¼
ðl

0

g0ðr1? þ q?lÞdl; l 2 ð0; d� ð11:2Þ

As defined in Chapter 5, r1? is the projection of the vector to the transmitter at the

ground plane z ¼ 0 (see Fig. 5.15, Chapter 5); q? ¼ ðr2? � r1?Þ=d is a unit vector at
the ground plane z ¼ 0; d ¼ jr2? � r1?j, where r2? is the projection of the vector to

the receiver at the ground plane z ¼ 0; parameter g0 determines the density of the

building contours at the plane z ¼ 0 and was defined by (5.59) in Chapter 5. To

obtain the real form of probability function PdðmÞ, we must use the following

computational procedure based on the statistical analysis of topographic maps from

the tested built-up areas and compare it with Poisson’s distribution (11.1). We have

analyzed topographic maps of experimental sites where continuous measurements

have been carried out, for example, in Stockholm (Sweden), Arhus, Aalborg,

and Copenhagen (Denmark), Lisbon (Portugal), Helsinki (Finland), Jerusalem,

Ramat-Gan, Beer-Sheva, and Tel-Aviv (Israel). We have used only similar areas
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with the quasi-homogeneous building density of 80–100 buildings per square

kilometer, the average building length of 70–100 m, and the amount of building

floors varied from 5 to 15. Finally, all open areas consisting of parks and gardens

were eliminated from consideration. Using topographic maps of experimental sites

mentioned above, a set of virtual radio paths for each position of the base station

antenna (or the radio port) were constructed around it from 0� up to 360� with the

step of 5�. Thus, for radio paths with ranges d 2 (0, 200 m), a number of crossings

(outcomes) with buildings along each radio path for all experimental sites were

920, for radio paths with ranges d 2 (200 m, 500 m), this amount was 550, and for

radio paths with ranges d 2 (500 m, 1000 m) it was 360. We summarized these

statistics in Figures 11.1a–c by the corresponding continuous curves for each

range: 200 m, 500 m, and 800 m, respectively. Then using these statistics and the

parameters of each topographic map of the concrete experimental site, the mean

value m was estimated and used for the calculation of the actual Poisson’s

distribution (11.1). Results of these calculations are presented in Figures 11.1a–c

by dashed curves.

Here, as in Chapter 5, we consider an ordinary and simple flow of scatterers, that

is each single ray scattered as independent without crossing other rays or other

scatterers. Notice that only rays with the level of �10 dB below the maximum were
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FIGURE 11.1. The building distribution above shows the terrain for each tested radio path:

200 m, 500 m and 800 m, respectively. Continuous curves describe statistical data; dashed

curves describe the actual Poisson distributions according to eqn. (11.1).
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taken into account in our statistical analysis. Moreover, for four similar

experimental sites of Beer-Sheba, Tel-Aviv, Ramat-Gan, and Jerusalem, the

topographic maps were described more in detail compared to other experimental

sites. A statistical analysis of the number of waves N arriving at the receiver for

each concrete radio path, which corresponds to the number of scatterers, was

carried out. Figures 11.2a and b show the distribution of rays after multiple

scattering. Poisson’s law can explain the statistical distribution for about 70% of

rays that vary from 300 to 500 m (Fig. 11.2a), and for about 90% of rays that vary

from 800 m to 1.5 km (Fig. 11.2b).

Simultaneously, the same statistical analysis from the experimental sites

mentioned above, was carried out to verify situations of direct visibility between

antennas along each radio path. The results of this statistical analysis are depicted by

points in Figure 11.3 in a logarithmic scale versus the range between the real base

station and virtual subscriber placed at a range d from this station.

Using formula (5.68) from Chapter 5, which describes the probability of direct

visibility, and rewriting it in the following form

Pdð0Þ ¼ expð�godÞ ð11:3Þ

where for each experimental site and for the concrete range d the parameter go was

estimated, we finally calculated the probability function presented in Figure 11.3 by

the dashed curve.

From the results of the statistical analysis of the topographic map of various built-

up areas and those calculated using formulas (11.1) and (11.3), a significant

deviation from Poisson’s law is observed, specifically for radio links with ranges

between the antennas that are less than 50–100 m. Beyond these ranges (important

for micro and macrocell planning) these deviations are negligible.
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FIGURE 11.2. Probability laws of rays’ number for links: (a) from 300 m to 500 m and (b)

from 800 m to 1.5 km.
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11.1.2. Influence of Terrain Features on Loss Characteristics

The accuracy of the theoretical prediction depends on the range of the variance of

each parameter that describes the terrain features. Thus, in rural forested, mixed

residential, and urban areas, the variations of the tree and building densities, the

average height and reflection properties significantly affect the signal path loss.

Therefore, it is very important to estimate all these parameters accurately.

Let �	 be a vector of the set of parameters we are using to describe the terrain

features

	 ¼ fG; g0; lh; lv; d1; d2g ð11:4Þ

and��	 be the vector of errors in each of those parameters. Here, d1 ¼ ð�h� z1Þ and
d2 ¼ ðz2 � �hÞ. All parameters of the terrain are defined in Chapters 5 and 10. Now,

let 	i denote one of these parameters, and �	i be an error in that parameter. It is

clear that an error in the path loss introduced by the ith parameter, where other five

parameters are constant, can be written in the following form:

�Li ¼
@L

@	i

�	i ð11:5Þ

The following expressions for the total path loss immediately have come from (11.5)

that

@L

@	i

¼ � 10

ln 10
10

L
10
@ðhIico þ hIiincÞ

@	i

ð11:6Þ

    0.2 0.4  0.6 0.8 d, km 

– ln Pd(0)

2

1

Experimental PDF  

Poisson PDF 

FIGURE 11.3. Results of the statistical analysis of direct visibility versus range d between

base station and each virtual subscriber; points correspond to the statistical experiment and

the dashed curve is obtained according using eqn. (11.3).

446 MULTIPATH FADING PHENOMENA IN LAND WIRELESS LINKS



Let us now analyze the variations of the total path loss according to (11.6) for the

mixed residential areas with vegetation, according to (5.49)–(5.50), and for the

urban areas, according to (5.94) to (5.97). In this case we get

@hIi
@	1


 @hIi
@G

¼ 1

G
hIi ð11:7Þ

@hIi
@	2


 @hIi
@g0

¼ �g0hIcoi � 2g0hIinci½K1 þ K2� ð11:8Þ

@hIi
@	3


 @hIi
@lh


 @hIinci
@lh

¼ hIinciK3 ð11:9Þ

@hIi
@	4


 @hIi
@lv


 @hIinci
@lv

¼ hIinciK4 ð11:10Þ

@hIi
@	5


 @hIi
@d1

¼ hIinciK5 þ hIcoiK6 ð11:11Þ

@hIi
@	6


 @hIi
@d2


 @hIinci
@d2

¼ hIinciK7 ð11:12Þ

Here,

K1 ¼
ð2p‘hÞ2

l2 þ ½2p‘h�Lg0�2
; K2 ¼

½2p‘vð�h� z1Þ�2

l2 þ ½2p‘vg0ð�h� z1Þ�2

K3 ¼
1

lh
� 8p2g20

l2 þ ½2p‘h�Lg0�2
; K4 ¼

1

lv
� 8p2g20ð�h� z1Þ2

l2 þ ½2p‘vg0ð�h� z1Þ�2

K5 ¼ � 4p2g20l
2
v

l2 þ ½2p‘hg0ð�h� z1Þ�2
; K6 ¼ � g0d

z2 � z1

K7 ¼
ðz2 � �hÞ

½ðld=4p3Þ2 þ ðz2 � �hÞ2�

ð11:13Þ

Without loss of generality, we replaced the profile function Fðz1; z2Þ, in the above

formula, with its simple approximation ðz2 � �hÞ valid for quasi-homogeneous

distribution of building height, that is when parameter of building profile n ¼ 1 (see

details in Chapter 5.) As seen by computations of the above formulas, deviations of

the terrain and antenna location parameters over the range of 	(30%–50%) lead to

deviations of the average path loss in the wide range, mostly due to variations of the

parameter of building contour densities g0. These variations of path loss can reach

	(7.0–15.0) dB. Hence, the analysis presented above shows that having full

information about the tested area and conditions of the experiment one can precisely

predict loss characteristics in the area of service.

In the following section we will estimate the influence of the built-up relief and

terrain features on the frequency dependence of the total signal intensity within

various kinds of land communication channels.
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11.1.3. Frequency Dependence of Signal Intensity in Various
Built-Up Areas

It was shown in References [29–35] that the total field attenuation increases in built-

up areas with a decrease in wavelength. Other researchers have obtained the same

conclusions later [10–14,36]. Such dependence given in energy units can be

presented in the following form [10–14,29–36]:

hItotali � f�p ð11:14Þ

The loss factor, p, varies from 0.2 to 2.5 with an increase in frequency from

100 MHz to 3 GHz at radio ranges that do not exceed 8–10 km. Beyond this range,

a weak frequency dependence of signal strength loss is observed experimentally

[29–32].

Now, let us present the frequency dependence of the signal intensity for various

kinds of terrains, mixed residential and urban, taking into account the detailed

information about the spatial distribution of buildings and natural obstructions (hills,

trees, vegetation etc.).

Results of signal frequency dependence (11.14) obtained from numerous

experiments can be explained using results of the theoretical prediction of the total

field frequency dependence described by (5.63) for the grid-street scene, by (5.59)

and (5.60) for mixed residential, and (5.94) to (5.99) for suburban and urban areas.

In fact, for urban and suburban areas, we consider in (5.94) that l2 <
ð2plvg0ð�h� z1ÞÞ2, then

hIinc1i � l3=2ð� f�3=2Þ; if ðld=4p3Þ > ðz2 � �hÞ2 ð11:15aÞ

and

hIinc1i � l1ð� f�1Þ; if ðld=4p3Þ < ðz2 � �hÞ2 ð11:15bÞ

In the case, when we deal with (5.96)

hIinc2i � l4ð� f�4Þ; if ðld=4p3Þ > ðz2 � �hÞ2 ð11:16aÞ

and

hIinc2i � l3ð� f�3Þ; if ðld=4p3Þ < ðz2 � �hÞ2 ð11:16bÞ

Depending on the relationship between hIinc1i and hIinc2i, the total field intensity is

changed with frequency as

hItotali � f�1 � f�4 ð11:17Þ
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If now in (5.94) l2 > ð2plvg0ð�h� z1ÞÞ2, then

hIinc1i � l�1=2ð� f 1=2Þ; if ðld=4p3Þ > ðz2 � �hÞ2 ð11:18aÞ

and

hIinc1i � l�1ð� f 1Þ; if ðld=4p3Þ < ðz2 � �hÞ2 ð11:18bÞ

In the case of (5.96), then

hIinc2i � l0ð� f 0Þ; if ðld=4p3Þ > ðz2 � �hÞ2 ð11:19aÞ

and

hIinc2i � l�1ð� f 1Þ; if ðld=4p3Þ < ðz2 � �hÞ2 ð11:19bÞ

Again, comparing hIinc1i and hIinc2i, we get for the total field intensity the following

frequency dependence:

hItotali � f 0 � f 1 ð11:20Þ

From (11.17) and (11.20), we can see that the average signal intensity frequency

dependence is not constant and depends on the situation in the urban scene.

For mixed residential areas mostly close to rural environments, if we consider

now in (5.59) that l2 < ½2p‘h�Lg0�2, that is also l2 < ð2plvg0ð�h� z1ÞÞ2, then

hIinc1i � l5=2ð� f�5=2Þ; if ðld=4p3Þ > ðz2 � �hÞ2 ð11:21aÞ

and

hIinc1i � l2ð� f�2Þ; if ðld=4p3Þ < ðz2 � �hÞ2 ð11:21bÞ

Here, comparing (11.21a) and (11.21b), we get

hItotali � f�2 � f�5=2 ð11:22Þ

If now in (5.59), l2 > ð2plvg0ð�h� z1ÞÞ2, that is also l2 > ½2p‘h�Lg0�2, then

hIinc1i � l�3=2ð� f 3=2Þ; if ðld=4p3Þ > ðz2 � �hÞ2 ð11:23aÞ

and

hIinc1i � l�2ð� f 2Þ; if ðld=4p3Þ < ðz2 � �hÞ2 ð11:23bÞ
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Again, comparing (11.23a) and (11.23b), we finally get

hItotali � f 3=2 � f 2 ð11:24Þ

From (11.22) and (11.24), the average signal intensity is also not constant and

depends on the terrain parameters in the mixed residential area.

From the above formulas, it is clear that the frequency dependence of the total

average signal intensity is changed from l�0:5 � l�1:5 (f 0:5 � f 1:5) for the low part

of the HF-frequency band, and to l0:5 � l1:5 (f�0:5 � f�1:5) for the higher part of

VHF/UHF-band with continuous transaction through �l0 (no dependence) around

f ¼ 70–90MHz. This dependence can vary widely depending on the propagation

scenario that occurred in the built-up environment, the building density, the average

height of the building layer with respect to both terminal antennas, the building

average length, the distance between antennas, and so on.

Figure 11.4 shows an example where the field loss relative to that in free space is

presented versus the radiated frequency for the antenna heights of z1 ¼ 2m and

z2 ¼ 90m, and for the ranges between antennas of d¼ 0.5, 1.0, 2.0, 5.0, 10.0 km.

The continuous curves are a result of calculations according to formulas (5.94) to

(5.98) taking into account the various situations in the urban areas, described in

f, GHz
0.3    0.6  0.9   1.2  1.5  1.8 

60
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Loss, dB

Theory            

  Experiment  
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FIGURE 11.4. Relative signal loss versus radiated frequency for z1 ¼ 2m, z2 ¼ 90m, and

for d ¼ 0:5, 1.0, 2.0, 5.0, and 10.0 km.
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References [15–27]. The dashed curves are the results of measurements of the

median signal power obtained for each corresponding experiment described in

References [29–35]. The results of theoretical prediction are close to those obtained

by the corresponding measurements. Moreover, the frequency dependency of the

signal loss, obtained analytically for various land environments, cover all results of

this dependence obtained experimentally that allows designers of the land wireless

networks to predict various situations in radio communication links for each

subscriber located within the area of service.

11.1.4. Radio Pattern Around a Building—Comparison Theory
and Experiment

In Chapter 5, it was shown theoretically, the importance of understanding the radio

field pattern around a building in order to determine the influence of an array of

buildings on the total path loss. Now, let us verify these theoretical results with

special experiments carried out in some urban environments. The tested

environment was a typical small urban region with two to four-floor buildings

with approximately uniform heights of hb ¼ 8–15m (see details in References [15]).

The base station omnidirectional transmitter antenna was at a height hT ¼ 7m; the

mobile had an omnidirectional antenna at a height hR ¼ 2:5m, that is, lower than

the rooftop level. In the experiment [15] the spatial field intensity distribution at the

frequency f0 ¼ 930MHz (l ¼ 0:3m) surrounding the isolated four-floor brick

building was measured. The geometry of the experiment is shown in Figure 11.5.

The omnidirectional transmitted antenna with vertical polarization was placed at

points P and Q. The point Q was placed centrally between the edges of the building.

Its distance to the front building wall was of about 110 m. The point P was placed

at a distance of 90 m from the point Q parallel to the front wall (see Fig. 11.5). In

FIGURE 11.5. Experiment according to [15].
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these experiments, the radio port moved along the line EA at a distance of about

30 m from the front wall. The results of these experiments are shown in Figure 11.6a

(transmitter at point Q) and Figure 11.6b (transmitter at point P) by the continuous

curves. As expected, the direct and reflected waves from the front wall determine a

well expressed interference pattern of the resulting field with periodical spatial

oscillations of the measured signals (with a period of about several meters) along

line CA. The results of the measurements are shown in Figure 11.6a–b for the

resulting wave strength plotted relative to the amplitude of the direct wave measured

at point D. Measurements also showed that the average level of the reflected signal

was 10 dB lower than the corresponding signal from the direct source. The sharp

changes in the amplitude of the reflected waves, when the receiver moves along line

BD, can be associated with the scattering effects from the building wall contours

(windows, balconies).

In the computations related to the real experiment, described in Figure 11.5, the

observation point moved parallel to the front building wall along the line AE. For

computations we used 2l ¼ 200 l, 2h ¼ 30 l, 2d ¼ 50 l with l ¼ 0:3m. The spatial

step of observation in the calculations was chosen to be 1 m. The modulus of the

reflection coefficient was chosen to be for a moderate subsoil medium, jRgj ¼ 0:7–
0:8, and for brick walls, jRwj ¼ 0:3–0:5, respectively. The coefficient of diffraction
from the brick corners was chosen to be jDj ¼ 0:4–0:5 according to estimations

carried out in Reference [15]. The dotted curve in Figure 11.6a presents the results of

FIGURE 11.6. Normalized signal intensity distribution along a building; continuous curve is

measured data and dashed curve is for computed data.
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calculations for a source placed at point Q; the dotted curve in Figure 11.6b presents

results for a source placed at point P (see Fig. 11.5).

These experimental and theoretical predictions, presented in Figure 11.6 by the

continuous and dotted curves, respectively, allow us to create a qualitative picture of

the field pattern around the building with very complicated oscillations of the wave

strength in the ‘‘light’’ zones and with very fast attenuation in the total field

amplitude when the observer passes along the building. Moreover, the numerical and

experimental results give a satisfactory explanation of the field intensity oscillations

using the interference phenomena of direct and reflected rays from walls and the

ground surface and the rays diffracted from the building contours.

11.1.5. Verification of the Stochastic Approach
via Numerous Experiments

Here, we focus our attention on estimating the accuracy of the proposed stochastic

approach by verifying the results of the theoretical prediction against numerous

measurements carried out in different land communication links, mixed residential,

urban, and suburban areas.

Path Loss in Mixed Residential Areas. The measurements were taken in three

locations in Poland: Lipniki, Koscierzyna, and Tarczyn [23,26]. These are typical

rural neighborhoods, with one or two story houses surrounded by vegetation. The

frequency used was 3.5 GHz. The measurements were made with a transmitter

antenna, at hT, of 40 m and 80 m, above the average tree and building heights

whereas the height of the receiver antenna, hR, was between 3 to 15 m. Between

5 to 8 points were measured in each of the locations (see References [23,26]).

The average parameters of the obstructions were estimated in the following

manner. For the reflection coefficient, G, we used the average value measured for the

brick walls and wooden surfaces of trees, that is 0.3–0.4. As for the correlation

scales, ‘h and ‘v, for trees they are of the order of tens of centimeters, whereas for

one–two floor houses they are of the order of 1–1.5 meter. In the case of uniformly

distributed obstructions, we took ‘h and ‘v to be between 0.5 and 1 m in our

calculations. The same procedure was used in obtaining the minimum, average, and

maximum obstruction contours density, g0. Thus, using the topographical map of

the mixed area we divided it into regions of 1 km2 area each and in each region

we estimated the density of the obstructions. In regions with pure vegetation,

the parameter g0 varies from g0 ¼ 0:01 km�1 to g0 ¼ 0:1 km�1. In regions where

buildings are predominant, it ranges between g0 ¼ 1 km�1 to g0 ¼ 3 km�1 (see

References [23,26]). Finally we obtained that the average parameter of obstruction

density over the terrain varies between g0 ¼ 0:1 km�1 to g0 ¼ 1 km�1. These values

were used below in the numerical computations of path loss based on formulas

(5.59) and (5.60), and in formulas (5.42), (5.48) to (5.50).

In Figures 11.7 and 11.8, the path loss (in dB) is presented as a function of the

receiver antenna height calculated according to formulas (5.59) and (5.60) for the

case of single scattering with diffraction (denoted by circles) and formulas (5.48) to
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FIGURE 11.7(a). Average field attenuation versus receiver height for a transmitter height of

40 m. Wide thick segments represent experimental data. Circles and asterisks ‘‘*’’ represent

calculations according to (5.59)–(5.60) and (5.48)–(5.50), respectively.
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FIGURE 11.7(b). The same, as in Fig. 11.7a, but for the other experimental site.
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FIGURE 11.8(a). The same, as in Fig. 11.7a, but for another experimental site and for a

transmitter antenna height of 80 m.
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FIGURE 11.8(b). The same, as in Fig. 11.7b, but for the other experimental site and for a

transmitter antenna height of 80 m.
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(5.50), (5.42) for the case of multiple scattering without diffraction (denoted by

asterisks ‘‘*’’). The experimental data is presented here by a thick line which

connects the minimum and maximum measured values. We also connected the

circles and asterisks by thin lines spanning the range between possible results from

the minimum value (the bottom circle calculated for g0 ¼ 0:1 km�1) and the

maximum value (the top circle calculated for g0 ¼ 1 km�1).

In these figures the distance d between the transmitting and receiving antennas, as

well as the base station antenna height, hT, are given in meters. Thus, for points 1–3

the measured data are close to those obtained numerically. The deviation between

the calculated and measured values does not exceed 2–5 dB (see Fig. 11.7a, the

Lipniki experimental site).

On the other hand, results of calculations made by using a model that does not

take diffraction into account gives a much larger deviation from the experimental

data, about 8–10 dB ( for points 1–3).

The same behavior can be observed at the other sites, as presented in Figure 11.7b

(for the Koscierzyna experimental site) and Figure 11.8a,b (for the Tarczyn

experimental site), respectively.

From the above illustrations, one can see that the difference between the

theoretical model without diffraction effects and the experimental data can exceed

25–30 dB. At the same time, the model that includes diffraction from the rooftops

and corners of the houses can predict the signal intensity attenuation with an

accuracy equivalent to that of measurements. The deviation between them does not

exceed 2–5 dB, an effect which depends on the density of the houses surrounding

both terminal antennas, as well as on the height of the antennas.

Path Loss in Urban and Suburban Areas. In each experiment carried out in Israel,

Sweden, and Portugal, the stand-alone radio port unit (RPU) plays the role of the

transmitter. The fixed access unit (FAU) was used as the receiver, which during

the experiment was moved from point to point. According to the FAU specification,

its measurement accuracy in all experiments does not exceed 3–4 dB. The investi-

gated built-up terrain was different: in Stockholm it was characterized as quasi-

smooth whereas in Jerusalem and Lisbon it was characterized as hilly.

Experiments in Jerusalem. We will start by examining the experiments in Jerusa-

lem according to References [19,20]. The notion of the medium urban area is rele-

vant to Jerusalem’s propagation conditions. Two or three samples were taken at each

experimental point along the vehicle route and the average values based on these

measurements have been found. To determine RSSI values from the above expres-

sions of average intensity of the field, we have to multiply the sum of (5.94) through

(5.98) by the term �l2 according to References [19,20], which finally gives us

(5.99). The major problem is the non flat terrain profile of Jerusalem (i.e., the exis-

tence of substantial height differences between relatively close points in the area). In

this situation, the accuracy of the theoretical prediction is reduced. In addition, the

complex terrain can affect the distance of direct visibility and this influence, which is

the diffraction phenomena, has to be taken into consideration. To overcome these
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difficulties, we took into account the ground height to determine the actual FAU

height as a function of its location. We added the ground height to the building height

as well and then determined the average building height.

From the topographical map, we found that we can approximate the different

built-up layer profiles obtained for each experimental site by the polynomial

functions (5.73) with parameter n lying between 0.1 and 10. From the topographical

map of Jerusalem’s experimental site, we obtained the following parameters of the

built-up terrain: the building density n ¼ 103:9 km�2, the average building length
�L ¼ 18m, and the average building height (not including the local ground height)

h ¼ 8:3m. All the local ground heights were determined by using the global

positioning system (GPS). The measurements were made at 930 MHz bandwidth

using the transmitting antenna with a height z2 ¼ 42m [19,20]. The results of

numerical calculations are presented in Figure 11.9 by oscillating curves for n ¼ 1

(uniform built-up terrain), n ¼ 0:1, and n ¼ 10 (nonuniform built-up terrain with a

predominant number of small and tall buildings, respectively).

In Figure 11.9, the measurement results denoted by circles are compared with the

multiple scattering and diffraction model according to formulas (5.94) to (5.99). The

indicated number pair is the standard deviation value (STD) and the following

prediction error (Err) between two points sets (theory and measurements). We can

define them as follows [19,20]:

Errmodel ¼ Ri � ri; ½dB� ð11:25Þ

hErrmodeli ¼
1

N

XN

i¼1

ðRi � riÞ; ½dB� ð11:26Þ

STDmodel ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hðErrmodel � hErrmodeliÞ2i

q
; ½dB� ð11:27Þ
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FIGURE 11.9. Numerical calculation results of the average total field according to (5.94)–(5.98)

and (5.99) (continuous curves) for n ¼ 0:1, 1 and 10; the measurements are denoted by circles.
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Here, N is the set dimension and Ri and ri are the theoretically obtained and

measured path loss values.

From Figure 11.9, the poorer convergence between the theoretical prediction and

experimental data can be improved by at least 3–7 dB by taking into account the real

built-up layer relief. In fact, as was shown above, depending on the parameter n,

from (5.73) and both antenna evaluations, this can be improved up to 5–15 dB.

Thus, for the conditions of the experimental site in Jerusalem and of both antennas

(see References [19,20]), we have the following: for n ¼ 0:1, the additional excess
loss is of �5–7 dB; for n ¼ 1, it is 10–12 dB; and for n ¼ 10, it is 15–17 dB. These

results cover all experimental measurements. Taking into account these factors in the

proposed parametric model, one can give the same and more accurate predictions of

loss characteristics within a channel than Hata’s small-medium model [17]. In fact,

the comparison between the experimental results obtained in Jerusalem (denoted, as

in Fig. 11.9, by circles) and the calculations according to Hata’s small-medium

model (denoted by the curve) is presented in Figure 11.10. In this case, the value of

the standard deviation is at the same level as that obtained by using the parametric

model, but the absolute value of mean error is higher with respect to the parametric

model.

We have physically clear relations between the parameters of environment,

terrain profile, both antennas elevations and the loss characteristics of the signal

within the urban communication channel. Moreover, the multiparametric model is

relatively simple and it does not need to be calibrated every time. What was missing

in these experiments was that we had no real profile for the built-up terrain in

Jerusalem [19,20]. On the contrary, in the other experimental city sites, the actual

terrain relief and the building layer profile (the concrete parameter n) have been used

to compare the experimental data with our theoretical prediction.
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FIGURE 11.10. The same as in Fig. 11.9, but for comparison with the Hata model

(continuous curve).
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Experiments in Stockholm. As was mentioned in References [37,38], the built-up

area of the experimental site can be characterized as high, dense, or obstructed.

According to the topographical map of the experimental site [37,38], the height of

the buildings distribution versus the number of buildings along the radio path from

BS to each vehicle’s position was estimated and presented in Figure 11.11a. From

this, the probability density function PhðzÞ was obtained along each route of the

moving vehicle from the base station to the path-end denoted as zip1 to zip10
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FIGURE 11.11(a). Distribution of buildings along each radio path.
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(see Fig. 11.11b). According to the experimental data and topographical map of the

site described in References [37,38], the building contour density parameter, g0, was

estimated by using (5.32) or (5.69) as about 8–12 km�1 with the mean value of

10 km�1. The built-up profile parameter n is estimated from (5.73). Each individual

vehicle path is presented in Figure 11.11b and is changed from 0.65 (for the vehicle

end position denoted as zip8) to 1.48 (for point zip6). All experiments were carried

out at the carrier frequency of 1.8 GHz.
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The numerical simulation results for the total field intensity attenuation,

according to the proposed multiparametric model, are presented as a 3D picture

in Figure 11.12. The comparison between theoretical predictions, using formulas

(5.94) to (5.99) and the corresponding experimental data, shows that the mean error

and the standard deviation do not exceed 6 dB (Err ¼ 5:2 dB, STD ¼ 5:6 dB). We

must note that close results were also obtained in other cities with different terrain

profiles (see [19–21]).

Experiments in Lisbon. To understand and assess the accuracy of the present sto-

chastic approach, and to find its limits for predicting path loss characteristics, spe-

cific experiments were carried out in Lisbon (Portugal) [24,25]. As mentioned in

References [24,25], the Lisbon terrain profile is hilly with various densities of build-

ings and vegetation surrounding the base station antenna, which was 93 m high. Two

typical examples of these profiles in various experimental sites (identified by num-

bers at the top of the figure) are presented in Figures 11.13a–11.13b. In the experi-

ments, the receiver antenna was mounted on a crane and changed its height from a

line-of-sight (LOS) position down to a position behind the building in NLOS con-

ditions, when the signal amplitude was reduced to the noise level. The clearance

between terminals, the transmitter, and receiver is shown in each figure by introdu-

cing the first Fresnel zone, as an ellipse, clearly showing the extent of obstruction

within such an elliptical cross section. By reducing the receiver antenna height,

FIGURE 11.12. The average field intensity attenuation along and across each radio path.
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FIGURE 11.13(a). Typical examples of profiles of various experimental sites identified as

#25.
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we continuously move from conditions of full clearance (LOS) to NLOS conditions,

that is, from fully illuminated paths to shadow zones due to the obstructing building.

Figures 11.14a to 11.14c show a comparison of the measured and theoretically

predicted path loss in some experimental points in Lisbon. Each figure shows the

following:

– The measured path loss, denoted by a thick line bar connecting the minimum

and maximum loss measured at that point.

– The results of the model described in Chapter 5 using (5.98) and (5.99) with

(5.94), (5.96), and (5.97) with the values of the parameters taken from a

topographic map of Lisbon city. These results are depicted by asterisks,

connected by a thin line indicating the results for high, medium, and low

values of the obstacle density n in km�2.

– The results of various ‘‘knife-edge’’ models, described in Reference [17],

indicated by circles. For the sites point #44 and #51, we used a single

diffraction model according to Lee’s approximate formulas (see Chapter 5).

For points #4, #25 and #41, we used a double diffraction model based on the

FIGURE 11.13(b). The same as in Fig. 11.13a, but for experimental site #16.
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calculations by using the double diffraction ‘‘knife-edge’’ model.
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same formulas, and finally for points #5, #9 and #16 we used the triple

diffraction model based on the empirical approach described in Reference

[17] based on the same Lee’s ‘‘knife-edge’’ model.

From all the figures presented, it is clear that the performance of the present

stochastic model (with accuracy of 1–3 dB) is satisfactory as long as the receiver

antenna height does not decrease to the extent that it is placed in the local shadow

zone in the vicinity of high obstructing buildings. In such regions, the knife-edge

diffraction models are better predictors for the signal attenuation.

11.1.6. Advantages and Limitations of 3D Stochasic MultiParametric
Approach

First, let us consider the advantages of the proposed stochastic model. As was

mentioned in References [19–25], the proposed 3D multiparametric model is the

stochastic approach that combines the statistical description of the terrain and the

built-up overlay with a description of the signal intensity according to (5.94) to

(5.99), taking into account the effects of various obstructions according to their

vertical and horizontal geometrical parameter distributions.

Figure 11.15a is a 2D cross-sectional view of a 3D urban relief profile, with

buildings indicated by black blocks. The positions of the antennas are shown as well.

The purpose of Figure 11.15 is to explain the physical motivation for the definition of
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FIGURE 11.14(c). The same as in Fig. 11.14a, but circles indicate results of calculations by

use of three-time diffraction ‘‘knife-edge’’ model.
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PhðzÞ. We are interested in the probability of a full clearance between antennas,

connected with strong signal intensity. The less electromagnetic radiation is

obstructed, that is fewer high buildings encountered, the higher this probability will

be. Note that we do not describe the ‘‘local’’ deterministic expected signal strength for

the individual receiving antenna position within the urban communication channel.

We strive to express some average properties that will take into account specular

reflection from building tops and diffraction mechanism, along the propagation route.

Evidently this stochastic approach must be proved via experimental data.

In Figure 11.15a, we put the ‘‘1’’ value in areas of location of the buildings (black

pixels) and ‘‘0’’ value elsewhere. The averaging on horizontal ‘‘slices’’ will produce

a grey scale appearance (Fig. 11.15b). Below hmin we obtain the darkest grey, and

above hmax we have only white. Finally, the correspondence of this description to

PhðzÞ is shown in Figure 11.15c.
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FIGURE 11.15. (a) the 2-D built-up profile of city relief; the black blocks correspond to sign
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‘‘side looking’’ effects, and (c) the 3D-distribution of PhðzÞ inside the building layer.
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The present averaging method can be carried out over an area of urban scene, as it

is done on the corresponding 2D cross section shown in Figure 11.15a. Although a

2D model ignores ‘‘side-looking’’ effects, such as horizontal specular reflections and

diffraction mechanisms, a 3D approach accounts for these effects very well.

Furthermore, the shape of CCDF, PhðzÞ, distribution inside the overlay of the

buildings, depicted in Figure 11.15c at the right side of the picture depends on the

relief parameter n. Thus, the height profile function PhðzÞ describes a wide range of
city building profiles: from one-level height close to h1 (for n � 1) or to h2 (for

n � 1) to various levels of buildings heights hi, including a quasi-homogeneous

distribution of hi with equal probability from h1 to h2, when n ¼ 1, for which the

average building height equals �h ¼ ðh1 þ h2Þ=2, where h1 ¼ hmin, h2 ¼ hmax.

Hence, the proposed multiparametric stochastic model is a 3D model that uses

data for terrain and building’s overlay geometries to calculate the pertinent

complementary cumulative distribution function (CCDF). As was mentioned in

Chapter 5, this CCDF determines the probability of an event for each observer

located in the built-up layer. This is a general approach that takes into account the

terrain input parameters, such as the height distribution of the buildings, their

density, and spatial distribution over the ground surface.

At the same time, the principal limit of the proposed stochastic model was found

during its evaluation. Thus, it was found that the critical boundary, beyond which one

can use only 2D deterministic multiple diffraction or empirical ‘‘knife-edge’’ models,

depends mainly on the angle-of-arrival distribution depicted in Figure 11.16.
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Using our knowledge about signal power distribution as a function of the angle-

of-arrival, described in Chapter 10 following References [22,26], we can estimate

the range of critical angles between the ray arriving from the base station and the top

of specific buildings. In Figure 11.16, the choice of the geometry is shown, for which

the angle y ¼ tan�1½d=ðhB � hRÞ� is defined. In the case where the random

distribution of the angles of diffraction occur from roofs of the randomly distributed

buildings, one can determine, following the geometry presented in this figure, the

virtual angle y0 ¼ tan�1½d=ðhB � hR � h
0
RÞ�. Beyond this boundary of critical

angles, we cannot use the proposed statistical approach and must account for

additional shadowing effects.

11.2. LINK BUDGET DESIGN FOR VARIOUS LAND ENVIRONMENTS

The main goal of this analysis is to predict, according to the existing stochastic

approach and the corresponding statistical distributions (Gaussian, Rayleigh, and

Rician), a set of relevant parameters of signal power budget design in RF wireless

networks, for different kinds of terrestrial environments: rural forested, mixed

residential, and urban.

11.2.1. Existing Methods of Link Budget Design

First, we determine the various parameters of a communication link budget

according to well known concepts [39–42], and then we derive all parameters for the

same link budget following the multiparametric stochastic approach and also on

the classical statistical presentation of fading phenomena. According to References

[39–42], the link power budget, that is the total path loss inside the communication

link, consists of three main terms that satisfy three independent statistical processes

(see Chapter 1).

There are three independent characteristics of the signal power decay: the median

path loss or the mean signal power decay along the radio path, �L, the slow fading or

the characteristic of shadowing, LSF, and the characteristic of fast fading, LFF, which

yield:

LLink ¼ �Lþ LSF þ LFF ð11:28Þ

As was shown in References [39–42], these characteristics in general vary as a

function of propagation range between terminal antennas, operating frequency,

spatial distribution of natural and man-made obstructions surrounding these

antennas, vehicle speed, and antenna height with respect to obstructions, and so

forth.

First, we describe a well known approximate concept of link budget estimation

that is based on numerous experimental data obtained for various terrestrial

communication links [40]. According to this concept, the expected median signal

power at the moving station (MS) must be derived. This is also used for determining
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the radio coverage of a specific base station (BS) and the interference tolerance for

the purpose of cellular map construction. Usually, when designing the network

power budget and the coverage area pattern, the slow and fast fading phenomena are

taken into account, as schematically demonstrated in Figure 11.17 by introducing a

shadow fading margin LSF ¼ 2sSh and a fast fading margin LFF, as functions of the

range between BS and MS (sSh is the standard deviation of shadowing [40].) In other

words, a shadow fading margin, which is usually predicted to be the 1–2% part of the

lognormal PDF, and a fast fading margin, which is typically predicted to be the 1–

2% part of the Rayleigh or Rician PDF, may be taken into account simultaneously or

separately in a link budget design depending on the propagation situation. This

situation is often referred to as ‘‘fading margin overload’’ resulting in a very low-

level received signal almost entirely covered in noise. The probability of such worst

cases determines the event of how rapidly the signal level drops below the receiver’s

noise floor level (NFL). The probability of such an event was predicted in Reference

[40] as a sum of the individual margin overload probabilities, the slow and the fast,

when the error probability is close to 0.5, since the received signal is at the NFL.

According to the three-step scenario, illustrated in Figure 11.17, the following

practical algorithm of power budget design is proposed.

First Step. Estimation of median path loss by using the well-known Hata-model

[6,40] and deployment of a correction factor corresponding to the local antenna

elevation, deduced from measurements, for example,

�L ¼ LLOS þ LNLOS ð11:29Þ

Distance
BS MS

0

Path loss

(Lpl) Log normal
Slow fading PDF

Slow fading
margin (Lslow)

Fast fading
margin (Lfast)

Rayleigh
fast fading

PDF

1–2%

1–2%PRX

PTX

FIGURE 11.17. Path loss, slow and fast fading margins for Gaussian and Rayleigh PDFs.

(Source: [40]. Reprinted with permission # 1995 IEEE)
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Second Step. Estimation of slow fade margin, using the characteristic slow

fading variance of typically 6 to 9 dB [40], and assuming lognormal slow fading

PDF with a 1–2% slow fading margin overload probability (see Fig. 11.17). In this

case, one has a slow fading margin of LSF ¼ 2sSh ¼ 10–15 dB.

Third Step. Assuming the Rician fast fading PDF, as a more general PDF for

multipath channel prediction, with the Rician parameter K ¼ 5–10 [40] and a fast

fading margin overload probability of 1% (see Fig. 11.17), one has a fast fading

margin of LFF ¼ 5–7 dB.

Another concept that still uses the same statistical approach for obtaining the

slow and fast fade margins was proposed in Reference [41]. According to the

proposed concept, the effect of slow fading or shadowing can be described as a

difference between the median path loss and the maximum acceptable path loss, Lm.

The median path loss can be predicted by any standard propagation model (see, for

example, References [2,6,21,39,40]), which is depicted in Figure 11.18 by the

continuous curve according to Reference [41].

The parameter Lm relates to the noise floor figure (NFL) of the concrete

communication system. To obtain the shadow fade margin, one needs information

on the PDF of the slow fading, which is defined in References [39–42] as a

Gaussian process with a zero-mean Gaussian variable sSF and with a standard

Z
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FIGURE 11.18. Median path loss and slow fading margin with respect to experimental data

versus distance d from the transmitter in m. (Source [41]: Reprinted with permission of John

Wiley & Sons)
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deviation of shadowing sL. Its PDF was described in Chapter 1, we rewrite it using

a definition as

PDFðxÞ ¼ 1

sL
ffiffiffiffiffiffi
2p

p exp � s2SF
2s2L

� �
ð11:30Þ

Then the corresponding term of shadowing Equation (11.28) in dB for link budget

design equals: LSF ¼ 10 log sSF 
 sSF½dB�. Now we can, as in References [40–42],

introduce an error function to obtain the so-called complementary cumulative

distribution function, CCDF 
 QðtÞ 
 1� CDFðtÞ, which describes the probability

that the shadowing increases the median path loss by at least Z dB (Fig. 11.18)

QðtÞ 
 PrðsSF > ZÞ ¼ 1ffiffiffiffiffiffi
2p

p
ð1

x¼t

exp � x2

2

� �
dx ð11:31Þ

where t ¼ Z=sL. The CCDF is depicted in Figure 11.19 following References

[39,40] versus the normalized parameter t. In this approach it was assumed a priori

that either a maximum acceptable path loss of the system compared to noise floor

level is known, or the concrete percentage of successful communication at the fringe

of coverage of test area is known. In both cases the margin level Z can be obtained

and, finally, for the concrete range of test area, the slow fading margin. To explain to

the reader how to use the results of calculations according to References [40,41] that

are presented in Figure 11.18 and Figure 11.19, let us first explain an example

illustrated in Figure 11.18.

0 0.5 1.51 2 2.5 43.53

Q(t)

1

10−1

10−2

10−3

10−4

10−5

t = Z/sL

FIGURE 11.19. Gaussian CCDF versus the relative shadowing parameter normalized by the

standard deviation of slow fading.
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For the case where the maximum acceptable path loss of the system is

Lm ¼ 120 dB and the median path loss at the range of the test area (or cell) is
�L ¼ 110 dB, the maximum fading margin is z ¼ 10 dB at the range r ¼ 5:5 km. On

the contrary, when the range of service and the maximum acceptable path loss are

unknown, but the percentage of the successful coverage for each individual

subscriber location inside the test side, as well as the standard deviation of slow

fading are known, one can use the CCDF depicted in Figure 11.19. Now, if one

considers the radio coverage of the area of service of about 90%, then we can find the

value t for which the path loss is less than the maximum accepted path loss, Lm. It

means that there is a probability of 90% to locate any user in the area of service.

Thus, the shadowing effect (the worst case) can be found in the following manner:

CCDF 
 QðtÞ ¼ 100%� 90% ¼ 10% or QðtÞ ¼ 10�1. From Figure 11.19 this

occurs for t ¼ 1:28155. Moreover, if the standard deviation of shadowing is also

known, for example, sL½dB� ¼ 8 dB, we get that

LSF ¼ Z½dB� ¼ tsL ¼ 1:28155 � 8 ¼ 10:2524 dB

that is the same result as was estimated when the range of the test area and Lm were a

priori known. Finally, if all parameters of shadowing and the system are known, one

can easily obtain from Figure 11.19 the maximum range of the test area where full

coverage is possible, using results shown in Figure 11.18.

Using the concept described in References [41,42], one can also estimate the

fast fade margin, LFF, using well-known Rician PDF distribution of such parameter

(see also definitions introduced in Chapter 1.) We will rewrite it using new

notations as

PDFðLFFÞ ¼
2LFF

ðrmsÞ2
exp � L2FF

ðrmsÞ2

( )
� expð�KÞ � J0

2LFF

rms

ffiffiffiffi
K

p� �
ð11:32Þ

where, as in References [40–42], rms ¼
ffiffiffi
2

p
� sF, sF is the standard deviation of fast

fading, K is the ratio of LOS component (deterministic part of the total signal) and

NLOS component (random part of the total signal). Then the last term in the

equation of the link budget (11.28) can be defined as LFF ¼ 10 log sFF 
 sFF½dB�.
When parameters rms and K a priori are known, one can use the results presented in

Figure 11.20 to find LFF.

Now, if, for example, K ¼ 10 and the fast fading probability equals 10�3, it

means the probability of the event that there exists fast fading between subscribers

equals 0.1%, or that there are about 99.9% cases of successful communication links.

If so, we have, from the curve depicted in Figure 11.20, that for K ¼ 10 we get

w ¼ �10 logðLFF=rmsÞ ¼ �LFF½dB� þ rms½dB� ¼ �7 dB, that is, the fast fade margin

LFF is 7 dB below the rms. If rms is known, for example [41,42] rms ¼ 5 dB, then

LFF ¼ 5þ 7 ¼ 12 dB. According to the scenario of how to obtain the link power

budget proposed in References [41,42], one has two variants of link-budget design

prediction.
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First Variant. Estimation of the slow fade margin, Z, deriving the median path

loss, �L, by using well known propagation models [39–42], and using the maximum

acceptable path loss, Lm, as well as the range between concrete terminal antennas,

the knowledge of which is done for the performed wireless system. Estimation of the

fast fade margin can be done, if the standard deviation and the Rician parameter K

are known for the concrete propagation channel and wireless system.

Second Variant. Estimation of the slow fade margin, Z, and the range between

concrete terminal antennas using derivation of the median path loss, �L, through well

known propagation models [39–42], and using the standard deviation of slow fading,

sL, as well as the percentage of the success communication for the concrete wireless

system performed. In this case, using Figure 11.19 and the known value of sL, one

can easily obtain the slow fade margin LSF 
 Z ¼ tsL. As for the fast fade margin,

LFF, it can be obtained when the standard deviation of fast fading, sF, or rms, as well

as the probability of the successful communication (that is, the CDF) are known for

the concrete wireless communication channels by using the results from

Figures 11.18–11.20.

11.2.2. Link Budget Design Based on the Stochastic Approach

Both approaches presented above need a priori information about the situation inside

the propagation channel, that is, about the features of propagation environment and

about the concrete wireless system. This means that designers of wireless networks

need full information of the ‘‘success’’ (in percentages) of communication between

subscribers and radio coverage of the area of service, as well as characteristics of the

system, such as the standard deviation of slow- and fast-fading signal, the maximum
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FIGURE 11.20. Rician CDF versus relative strength of the signal.
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acceptable path loss or noise floor level, and so forth. As was mentioned above, to

have all these characteristics one must obtain experimentally all features of the

communication channel (environment) and have full information about the concrete

wireless system. This way is unrealistic, because all these characteristics are not

predictable simultaneously: either the concrete communication system parameters

are known and designers need to carry out test experiments to find the characteristic

features of the channel (environment), or conversely, having information about the

terrain features, designers predict future wireless system for effective service of

subscribers.

In the following section we propose an approach developed in Reference [27],

which is based on information absout the propagation characteristics of the channel

obtained either by measurements or by using information obtained from topographic

maps. In other words, we propose an approach, which is based on the stochastic

models described above for rural mixed residential and built-up terrain.

At the same time we have some information about the wireless networks.

Namely, about parameters of the base station and the vehicle antennas, as well as

about the noise floor level (NFL) or maximum accepted path loss of the wireless

system. We will present our approach for link budget design in the form of a

prediction algorithm.

First Step. At this step, we obtain the standard deviation of slow fading, sL, as a

logarithm of ratio between the signal intensity with and without diffraction

phenomena, which gives the main influence on shadowing from building contours:

in the case of a single diffraction

sL ¼ 10 log
½ðld=4p3Þ þ ðz2 � �hÞ2�1=2

ðz2 � �hÞ ð11:33Þ

in the case of multiple diffraction

sL ¼ 10 log
hI1i þ hI2i

hI3i
ð11:34Þ

where hI1i is described by (5.94) and hI2i by (5.96) for urban and suburban

environments. The term hI3i is described by the following expression:

hI3i ¼
Gllv

8pfl2 þ ½2plvg0ð�h� z1Þ�2gd3
ðz2 � �hÞ ð11:35Þ

Finally, this allows us to obtain the fade margin using two options described in

References [40,41]:

– according to Reference [40] because of the shadowing effect from building

roofs and corners:

sSF ¼ 2sL and LSF ¼ 10 log sSF ð11:36Þ
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– according to Reference [41] using information about the maximum acceptable

loss within the system or NFL, for the concrete range of test area,

d ¼ constant, we immediately obtain this value as LSF ¼ Lm � �L, where �L

is defined by (5.98)–(5.99) for each concrete terrain environment. In this case,

obtaining sL and then, t ¼ sSF=sL, we finally (by using Figure 11.19) can

figure out (in percentages) how successful the communication link will be,

without obtaining any shadowing effects.

Second Step. To obtain information about the fast fading margin, LFF, we need,

first of all, the knowledge of the Rician parameter K as a ratio of coherent (LOS

component) and incoherent (multipath component without diffraction) parts of the

total signal intensity [27], that is,

K ¼ hIcoi
hIinci

ð11:37Þ

Here, for the mixed residential rural areas, hIinci and hIcoi are described by

expressions (5.59) and (5.60). For urban and suburban areas they are described by

(5.94) or (5.96) and (5.97), respectively. At the same time, we obtained above (for

each terrain type) the rms of the total signal intensity, rms ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
hItotali

p
, using for each

case the corresponding formulas (5.98). Finally, we use, instead of the method

proposed by Reference [27] and presented above with help of CDF(x) depicted in

Figure 11.20, the corresponding formula for Rician distribution, which allows us to

obtain sFF or LFF using well-known equation:

LFF ¼ 10 logsFF ¼ 10 log

ð1

0

x2PDFðxÞdx�
ð1

0

xPDFðxÞdx

0
@

1
A

28
<
:

9
=
; dB ð11:38Þ

where x is the random amplitude of the received signal. Using (11.38) we get

[27]

sFF ¼ ½2 � ðrmsÞ2 � e�K � � 1

2
� eK

ð1

0

y3 � e�y2 � I0ð2 �
ffiffiffiffi
K

p
� yÞ�dy

2
4

�
ð1

0

y2 � e�y2 � I0ð2 �
ffiffiffiffi
K

p
� yÞ�dy

0
@

1
A

23
5
1=2 ð11:39Þ

Now, the knowledge of corresponding rms, the ratio LFF=rms, and K for the concrete

range between subscribers or between base station and subscribers allows us to

obtain the outage probability function CDFðLFF=rmsÞ. Conversely, if CDFðLFF=rmsÞ
is known, using result of rms and K derivations, as well as the corresponding Rician

LINK BUDGET DESIGN FOR VARIOUS LAND ENVIRONMENTS 475



CDF(w) distribution, depicted in Figure 11.20 according to References [41,42]

versus the normalized magnitude of the fast fading, w ¼ LFF=rms, we can obtain the
fast fade margin LFF.

Finally, taking LFF either from (11.39) or from Figure 11.20, and sL according to

(11.33)–(11.35) and relations sSF ¼ 2sL (LSF ¼ 10 log sSF) [27,41,42], we get the

total power budget (in decibels) for the actual communication link design.

Moreover, we simultaneously can strictly predict the percentages of the fast fading

effects (via CDFðLFF=rmsÞ, see above) for the real situation within the urban

communication channel.

11.2.3. Experimental Verification of the Link Budget

To account for the long-term (e.g., slow) fading effects, the proposed stochastic

approach and the corresponding formulas (11.34)–(11.36) are used to increase the

accuracy of the proposed model by taking into account the shadowing effects from

building roofs for low antenna elevation. As was shown in experiments in Lisbon,

this can significantly change results of the theoretical prediction of path loss for

antennas that can be arranged deeply within the built-up layer. In this case, we need

to estimate the additional signal attenuation due to shadowing and introduce in a

link-budget equation not only the mean value of path loss but also the effects of slow

fading, described by formulas (11.30)–(11.31). Returning to Figure 11.16, we

analyze the situation that occurs when the antenna is located at the height that

corresponds to the angles greater than y0. The procedure that estimates long-term

(slow) fading phenomena for the propagation link budget design, using existing

methods, is described above in Section 11.2.2. Taking into account the additional

fading effects, using formulas (11.34) to (11.36), for the median path loss obtained

for tested area of Lisbon by using formulas (5.94) to (5.99), we can significantly

correct the results of total path loss prediction using the following formula:

Ltotal ¼ 10 logbl2ðhIcoi þ hIinciÞc þ 10 log sSF ð11:40Þ

For comparison with the experimental results presented in Figures 11.14(a)–(c), we

selected only the worst-case scenarios (i.e., with shadowing), where the difference

between theoretical prediction and measurements exceeds 20–25 dB. These sites

are presented in Figures 11.21(a),(b) where again segments that describe the

experimental data with asterisks correspond to theoretical calculations of mean pass

loss according to (5.94) to (5.99).

Using the more general formula (11.40) for link budget design with the effects of

slow fading, we get the results depicted by diamonds in Figures 11.21(a),(b). By

inspection of these figures, it is seen that the additional excess attenuation, which we

now add to the stochastic model, yields a better agreement with the experimental

data for five of the six tested points. The discrepancy of about 20–30 dB for these

five points is reduced to about 3–5 dB, and the standard deviation does not exceed

5–6 dB.
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FIGURE 11.21(a). Comparison of experimental data with theoretical prediction taking into

account shadowing (denoted by diamonds); The other notations are the same as in Fig. 11.14.
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FIGURE 11.21(b). The same, as in Fig. 11.21a, but for other experimental sites.
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11.2.4. Experimental Verification of Slow and Fast Fading

During the Seventies and Eighties of the last century, some pioneer experimental and

theoretical investigations of spatial-temporal variations of signal strength or power

in various built-up environments have been carried out. It was shown that the

propagation process within the urban communication link is usually locally

stationary in the time domain [14,35,40,44–49]. The spatial variations of the signal

passing such a channel have a double nature, the large-scale and the small-scale

[40,44,49], which in Chapter 1 we defined as slow and fast fading, respectively,

according to the well-known standard.

Experimental Verification of Slow Fading. As was shown by numerous experi-

mental observations of spatial and temporal fluctuations of radio signals in urban

communication links, slow fading is observed mostly for higher elevated BS antenna

and lower elevated MS antennas compared to roofs of the buildings and are caused

by the shadowing effects of buildings surrounding both terminal antennas. Finally,

deep ‘‘shadow’’ zones in communications are created along the radio path in NLOS

(clutter) conditions between each BS and MS antenna located within the area of ser-

vice. A summary of experimental results, obtained in different cities of Israel, was

presented in terms of the cross-correlation function of signal amplitude

DiðdÞ ¼ h½Eiðr1Þ � Eiðr2Þ�i for three components of the field strength (E1 ¼ Ex,

E2 ¼ Ey, E3 ¼ Ez). These components were analyzed by measuring along the radio

paths between the terminal antenna located at the point r2 and that at the point r1,

that is versus d ¼ jr2 � r1j. The result of this statistical analysis, shown in

Figure 11.22, is direct evidence of the existence of such long-scale random varia-

tions of signal strength level along the radio path d.

These spatial signal variations have been obtained after signal processing of the

average signal amplitudes (about 3800 magnitudes of signal strength has been

investigated) with the scale of averaging �8–10 wavelengths at the frequency band

from 80 to 400 MHz to exclude effects of fast fading due to random interference

between multipath field components.

As can be seen from Figure 11.22, there are two sharp maxima which

correspond to two scales of signal spatial variations, L1 ¼ 15–20m and L2 ¼
80–100m, respectively. As was shown experimentally [14,44–49], the first scale can

be related to the average length of gaps between buildings. It determines the so-

called ‘‘light zones’’ observed within these gaps.

The second scale, according to References [14,44–49], can be related to the large

‘‘dark’’ zones, which follow the ‘‘illuminated’’ zones, and can be explained only by

the diffraction from buildings located along and across the radio path. Other

experimental investigations carried out during the 1980s and the beginning of the

1990s proved this principal result, which describes a nature of slow signal fading in

urban communication links. In other words, all referred experimental works have

shown that the effect of shadowing is a realistic cause for long-term variations of

signal strength (or power) after its averaging with ‘‘window scale’’ exceeding

several wavelengths during the statistical processing. Moreover, as was obtained
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both theoretically and experimentally [46–60], the statistical distribution of slow

signal variations, measured in decibels (dB), is very close to lognormal distribution.

As for this phenomenon, we described it in detail in Chapter 1 and also in this section

using corresponding analytical presentation of the slow fading.

Experimental Verification of Rayleigh and Rician Laws for Fast Fading. As in

Reference [14], we based on Rician statistical distribution, because, as was men-

tioned in Chapter 1, the latter distribution is more general and covers the Rayleigh

fast fading statistics. Therefore, it can be successfully used for the analysis of signal

fast fading both for close and for open fixed radio links. At the same time, first

Clarke [61] and Aulin [62], and later Ali Abdi with colleagues [63], have used

Rayleigh statistics in their analysis of fast fading. To understand the accuracy of

each distribution of fast fading phenomenon in built-up environments, we have car-

ried out several experiments in various urban and suburban areas [15–27,44–49].

About 3800 magnitudes of signal strength were collected, and then divided into

three separate groups depending on the type of radio path and antenna elevations

with respect to roofs of the buildings. The first group of signal outputs was measured

at radio links with the obstructive conditions for the low elevated terminal antennas

where there is no line-of-sight (NLOS) between the terminal antennas. The second

group of signal outputs was obtained for radio links where both LOS and NLOS con-

ditions were observed between the terminal antennas. In this case, one antenna

(usually the base station antenna) was higher than rooftops. The third group was

obtained for radio links where only LOS conditions for radio signal were observed.

Thus, the measured output samples for the first group were differentiating as satis-

fying Rayleigh statistics, (about 800 from 1200 measured points). The measured
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FIGURE 11.22. Statistical analysis of long-scale slow fading along the radio path d for three

components of the electromagnetic field (i ¼ 1, 2, 3).
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output points for the second and the third groups were combined together, approxi-

mately 1000 points from 1200 samples for the second group, and 800–900 from

1300 samples points for the third group. The reason for not using all the samples

will be explained below.

Statistical analysis of the first group of outputs, which is approximately 1200

magnitudes of signal strength, is presented as a histogram in Figure 11.23(a), versus

the normalized parameter x ¼ rðtÞ=rms. Where rðtÞ is the local magnitude of signal

envelope, the parameter rms was defined in Chapter 1.
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FIGURE 11.23(a). Distribution of signal strength amplitude rðtÞ versus the normalized

parameter x ¼ rðtÞ=rms; the histogram corresponds to experiments and the curve describes

the Rayleigh distribution.
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FIGURE 11.23(b). Distribution of signal strength amplitude rðtÞ versus the normalized

parameter x ¼ rðtÞ=rms; the histogram corresponds to the experiments and the curve

describes the Rician distribution.
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This histogram was constructed using approximately 800 points along the radio

path at ranges from 200 m to 1.5 km between the terminal antennas. The corres-

ponding continuous curve presented in Figure 11.23(a) was derived from the Rayleigh

distribution (see Chapter 1) with all parameters obtained from resulting statistical

analysis of measured points. This shows agreement between the experimentally

obtained distribution of signal strength presented and the theoretical prediction

presented by Rayleigh’s law described the worst (NLOS) situation occurs in wireless

communication link. The measured output points for the second and the third groups

were combined together (approximately 1300 points for the second group and 700–

800 points for the third group). Their statistical analysis is presented in the histogram

in Figure 11.23 as a function of the normalized signal strength x ¼ rðtÞ=rms.
The continuous curve in the figure describes calculations of the Rician

distribution (see Chapter 1) of fast signal variations obtained by using the

information about rms and K from statistical analysis of experimental data. As it is

seen, a good explanation of experimental data was obtained by using the Rician’s

law. Results of the statistical analysis of numerous experiments and theoretical

prediction, both presented in Figure 11.23, allow us to conclude that the Rayleigh

statistics can be used during analysis of closed urban communication links for low

elevated mobile terminal antennas. That is, for a case of NLOS conditions in mobile

communication. At the same time, the Rician law strictly describes fast fading

effects for combined NLOS (close areas) and LOS (open areas) conditions where

one of the antenna is higher than the rooftops.

Description of Multipath Effects by Use of Stochastic Approach. Now, we will

explain why all the experimental samples obtained in the statistics were not used. As

was mentioned above, about 30–35% of more than 3800 measurement points cannot

be described by the Rayleigh–Rician statistics. Thus, in the first group only about

800 from the 1200 measured points could be analyzed by using the Rayleigh statis-

tics description. The same situation occurred with the second group where only

about 1000 points of the 1200 satisfy the Rayleigh law. Finally, from the third group

only about 800–900 of the 1300 points could be analyzed by using Rician statistics.

In all the points, which are not described by the well-known Rayleigh–Rician statis-

tics, we observe deeper signal strength fast variations.

In order to explain the mechanism of deep signal strength variations, we have

used the unified stochastic approach [14–21], taking into account the multiple

reflection and scattering effects from buildings and other obstructions randomly

distributed on the terrain according to Poisson’s law. Such a model allows us to take

into account the strength of the total field at the receiver because of the additive

effect of one-time to n-time scattered waves with independent strengths. As was

obtained in References [14–21], in the zones close to the BS antenna (d < 1 km) the

single scattered waves are predominant, whereas far from the BS antenna

(d > 2 km) the two- and three-times scattered waves prevail. However, the field

strength of the n-reflected waves exponentially attenuates with distance. Therefore,

for microcell communication channels with ranges less than 2–3 km, only single-

and two-time scattered waves must be taken into account; this phenomenon was also
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mentioned in Chapter 5. Moreover, the strengths of these waves are normally

distributed with the zero-mean value and dispersion s21 (for single scattered waves)

and s22 (for two-time scattered waves) and depend strongly on the characteristic

features of the terrain. The main features are the density of the building n per

kilometer square, the average length of the buildings (or width, depending on the

orientation to antenna direction) �L, and the contours density of the buildings g0,

defined by (5.69). The average wave number also depends on the distance from the

BS antenna d. Thus, following formulas (5.88) and (5.89) in Chapter 5, we get:

– for the average number of single scattered waves

�N1 ¼
pnd2

4
K2ðg0dÞ ð11:41Þ

– for the average number of double scattered waves

�N2 ¼ 9ðpnd2Þ2 K4ðg0dÞ
8!

þ
ffiffiffiffiffiffiffiffiffiffi
2

pg0d

s
K7=2ðg0dÞ

7!

" #
ð11:42Þ

where Knðg0dÞ is the MacDonald’s function of n-order.

The probability of receiving single and double scattered waves at the MS antenna

was computed according to the following formula [14]:

Pi ¼ 1� expð��NiÞ; i ¼ 1; 2 ð11:43Þ

Following the above mentioned, we took into account in our computations of

formula (11.44) for cumulative distribution function, (cdf) the effects of independent

single (the first term) and double (the second term) scattering, as well as their mutual

influences on each other (the third term), that is

cdfðrÞ ¼ P1ð1� P2Þ
P0

r

s21
exp � r2

2s21

� �
þ P2ð1� P1Þ

P0

r

s22
exp � r2

2s22

� �

þ P1P2

P0

r

ðs21 þ s22Þ
exp � r2

2ðs21 þ s22Þ

� � ð11:44Þ

where P0 ¼ 1� ð1� P1Þð1� P2Þ ¼ 1� exp½�ð�N1 þ �N2Þ� is the probability of

direct visibility (i.e., of LOS). In Figure 11.24, the corresponding histogram shows

the cumulative distribution of signal strengths of the ‘‘anomalous’’ 1000–1100

samples together with the cdf (the continuous curve) computed according to (11.44),

taking into account the same experimental data as was done earlier for the Rayleigh

and Rician statistics evaluation.

We have analyzed this more general distribution as a function of the normalized

random signal strength envelope x ¼ r=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21 þ s22

p
using the probabilities P1 and P2.
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These probabilities were computed for the terrain parameters g0 ¼ 10 km�1 and

d ¼ 0:5–0:8 km of an average city and for the ratio of ðs1=s2Þ � 12–13 dB of losses

between the single and double scattered waves [14–21].

It is clearly seen from Figure 11.24 that for d < 1 km, the obtained distribution,

calculated according to (11.44) with all the parameters obtained from measurement,

strongly differs from Rayleigh or Rician statistics, presented in Figures 11.23(a) and

11.23(b). At the same time, using the other 2500–2600 samples selected separately

and depicted in Figure 11.23(a) and Figure 11.23(b), we computed (11.44) for each

specific condition occurring in the urban scene. Thus, for the histogram in

Figure 11.23(a), we took the same condition of mean city with g0 ¼ 10 km�1, but

with the NLOS conditions at the distance of 1:5 km from the BS antenna. For the

histogram, depicted in Figure 11.23(b), we took the same conditions of mean city

with g0 ¼ 10 km�1, but with the LOS and quasi-LOS conditions at the distance of

1:5 km from the BS antenna. The corresponding computations of general signal

strength distribution (11.44) are shown by dashed curves in Figure 11.23(a) and

Figure 11.23(b). It is obvious that general distribution (11.44) gives close solution

both for Rician law (in LOS and quasi-LOS conditions) and for Rayleigh law (in

NLOS conditions), at distances from the BS antenna where effects of multipath

become predominant. Therefore, with a great accuracy we can use expression

(11.44) to describe the fast fading phenomena for various situations occurring in

multipath communication links for different elevations of base station antenna and

subscriber antenna with respect to obstructions surrounding them. We propose a new

tool to investigate fast spatial and temporal signal strength fading by using the

general signal strength distribution (11.44) based only on propagation multipath

phenomena, using measurements data and characteristic features of the built-up

terrain, conditions of measurements, and antennas location compared with height

profile of the buildings.
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FIGURE 11.24. Distribution of signal strength amplitude rðtÞ versus the normalized

parameter x ¼ rðtÞ=rms; histograms correspond to experiments and the continuous curve

describes the general distribution of eqn. (11.44).
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11.3. CHARACTERIZATION OF MULTIPATH RADIO CHANNEL
BY RICIAN FACTOR

In this section, we present a simple physical explanation of multipath propagation

effects that fit the Rician distribution. The K-factor of Rician distribution also can be

a very useful tool for multiplicative noise description (see definitions in Chapter 1).

We will show in Chapters 12 and 13 how to use this fading factor to predict

information data stream parameters, such as capacity and spectral efficiency, as well

as the maximum radius of cell during cellular maps design in different terrestrial

environments.

According to the definition presented in Section 11.2, the Rician parameter can be

defined according to the stochastic model as the ratio of the coherent and incoherent

component of the signal intensity, K ¼ hIcoi
hIinci. Where the coherent component, hIcoi,

describes line-of-sight (LOS) conditions, and the incoherent component, hIinci,
describes the clutter or obstructive conditions in the propagation channel. As was

also shown in References [28,64,65], the later component determines the

multiplicative noise inside the communication channel, and we can determine K

as a ratio between the signal and the multiplicative noise, K 
 S
Nmult

. It has different

physical meaning in different environments.

In fact, for the mixed residential area using results obtained in Chapter 5, we get

the expression for the K-factor along the radio path d between two terminal

antennas:

K ¼ Ico

Iinc

¼
exp �g0d

�h� z1

z2 � z1

� �
sinðk z1z2=dÞ

2pd

 �2

G

8p

l lh

l2 þ ½2plh�Lg0�2
l lv

l2 þ ½2plvg0ð�h� z1Þ�2
½ðld=4p3Þ2 þ ðz2 � �hÞ2�1=2

d3

ð11:45Þ

For the urban and suburban environments following Chapter 5, we finally get

K ¼ Ico

Iinc1 þ Iinc2

¼
exp �g0d

ðz1 � �hÞ
ðz2 � z1Þ

� �
sin2ðkz1z2=dÞ

4p2d2

Gllv½ðld=4p3Þ þ ðz2 � �hÞ2�1=2

8p½l2 þ ð2plvg0ðz1 � �hÞÞ2� d3
þ G2l3l2v½ðld=4p3Þ þ ðz2 � �hÞ2�
24p2½l2 þ ð2plvg0ðz1 � �hÞÞ2�2d3

ð11:46Þ

where, as in Chapters 5 and 10, g0 ¼ 2�Ln=p km�1 is the density of the building

contours, v is the density of buildings in the investigated area per square kilometer,

and �L is the average length (or width) of buildings in meters. lv and lh are the

vertical and horizontal coherence scales of reflections from building walls in meters,
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and �h is the average buildings’ height in meters. Finally, G 
 jGj is the absolute

value of the reflection coefficient, and z2 and z1 are the BS and MS antenna heights in

meters.

For one of the mixed residential area, that we used as an experimental site in

References [15–18], we have obtained the following parameters based on the

corresponding topographic map: �h ¼ 12m, z1 ¼ 2m, z2 ¼ 22m, f0 ¼ 900MHz and

f0 ¼ 1800MHz, g0 ¼ 2 � 10�3 m�1, d ¼ ð1–6000Þm, lv ¼ 1m, lh ¼ 1m, jGj ¼ 0:6.
Results of numerical calculation are shown in Figure 11.25.

As follows from the results of this calculation, the ratio between a signal and the

noise caused by fast fading can achieve magnitude of 6–7 at the ranges of 1–2 km,

that is, for microcell environment. Decrease of the LOS (dominant) component at far

distances can be explained by the increase of the multipath component due to

multiple scattering from obstructions, which are sufficient in far zones.

For the numerical analysis of the K-factor variations along radio path in urban

area, we used the parameters obtained from one of experimental site described in

References [22–26]: �h ¼ 18:3m, z1 ¼ 2m, z2 ¼ 50m, g0 ¼ 1 � 10�2 m�1, d ¼
1–1600Þm, lv ¼ 2m, jGj ¼ 0:8. Results of calculations are shown in Figure 11.26

for 900 MHz and 1800 MHz. As follows from Figure 11.26, the results of

simulations fully repeat the previous results obtained for mixed residential area; only

the K-factor in urban environment can achieve magnitude of 15–18, the effect of

which depends on the density of obstructions and the height of the BS antenna. This

effect also depends on the frequency of the system. Thus, when doubling the

frequency, the magnitude of the K-factor is also increased more than twice (see

Figures 11.25 and 11.26). The obtained results are not in contradiction with those
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FIGURE 11.25. K-factor versus distance between BS and MS at f0 ¼ 900 and 1800 MHz.
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obtained in References [64,65], where with increase of the radiated frequency of the

source, the coherent component becomes predominant compared with the

incoherent component of the total signal intensity.

As was mentioned in References [64,65], this result has a physically vivid

explanation. Thus, with the increase of the radiated frequency, that is, the decrease of

the wavelength with respect to the dimensions of rough structures and obstructions

surrounding a transmitter, the effects of scattering (e.g. stochastic effects) become

weaker, whereas the effects of reflection and diffraction from obstructions (e.g.,

deterministic effects) become predominant.

11.4. MAIN ALGORITHM OF RADIO COVERAGE
(RADIO MAP) DESIGN

The physical–statistical multiparametric models proposed in Chapter 5 for various

land environments are based on the stochastic approach and require, as initial data,

statistical parameters of the terrain and environment such as the law of the distribution

of the buildings at the rough terrain, their density, average length and height, as well as

the locations of terminals, the transmitter and receiver, to obtain loss characteristics in

various situations in the built-up areas. In addition to that, this approach provides an

estimate of the total path loss and finally, allows us to obtain the radio coverage of the

area of service for various built-up environments. In turn, we propose the following

algorithm to obtain the radio coverage and the corresponding radio map. First, we

need information about the terrain features, such as [15–28]
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FIGURE 11.26. K-factor versus distance between BS and MS at f0 ¼ 900 and 18 MHz.
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– Terrain elevation data, digital terrain map, consisting of ground heights as grid

points hqðx; yÞ;
– A clutter map, the ground cover of artificial and natural obstructions as a

distribution of grid points, h0ðx; yÞ for built-up areas. This is the overlay

profile of the buildings Fðz1; z2Þ; the average length or width of obstructions,
�L or �d; the average height of obstructions in the test area, �h; the obstructions

density per square kilometer, n;

– The effective antenna height, which is the antenna height plus a ground or

obstruction height, if the antenna is assembled on a concrete obstruction: z1
for the transmitter and z2 for the receiver;

– The antenna pattern or directivity and its effective radiated power (ERP); the

operating frequency, f.

According to the data obtained above, we perform a prediction algorithm

consisting of several steps of analysis [25–28]:

First Step. We introduce the built-up terrain elevation data for a three-

dimensional radio path profile construction. As a result, there is a digital map (cover)

with actual heights of obstructions in the computer memory.

Second Step. Using all parameters of built-up terrain and antennas, the transmitter

and receiver, the three-dimensional digital map is analyzed for estimations of the

following parameters and features of the built-up terrain: the typical correlation scales

of the obstacles, ‘v and ‘h, and the type of building material dominant in the test area to

evaluate the absolute value of reflection coefficient in each ‘‘cell’’ of computation.

Finally, all these parameters allow us to obtain the density of building contours at

the plane z ¼ 0 (the ground level), g0 ¼ 2�Ln=p, and then the clearance conditions

between the receiver and the transmitter, for example the average horizontal distance

of the line-of-sight hri: hri ¼ g�1
0 .

Third step. The various factors obtained earlier must then be used for the

computer program based on the 3D multiparametric model for different types of

irregular terrain. In the case of mixed residential rural areas, expressions (5.98) and

(5.99) with (5.59) and (5.60) must be used. In the case of built-up (urban and

suburban) terrain, expressions (5.63) to (5.67) [straight crossing grid-street

structure] or (5.94), (5.96), and (5.97) [randomly distributed buildings], or

combination of both structures, as was shown in Chapter 10, must be used. As a

result, the signal path loss distribution can be obtained for both isotropic and

directive antennas by introducing their EPR.

These data must be constructed as a two-dimensional radio map, which describes

the ground coverage of the radio signal for the built-up area being tested for service.

The example of such radio coverage for one concrete experimental site with straight

crossing streets described in Reference [20] is shown in Figure 11.27.

Here, the curves are the path loss obtained experimentally by direct measure-

ments along various routes of moving antenna. The numbers inside the circles are

computed using formulas (5.63) to (5.67) according to crossing-waveguide model

described in Chapter 5. An agreement between theoretical prediction and measured

data is clearly seen.
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Another example of the radio map can be presented for the Stockholm city

following results obtained in Section 11.1. On the basis of theoretical results, the

radio map of the experimental site can be presented as 2D and 3D pictures, as shown

in Figure 11.28.

The vivid radio coverage of the service site of Stockholm is obtained to analyze

propagation situation and possibility to communicate with the BS antenna for any

subscriber’s access point located in the area of service.

According to the general algorithm presented above, we had designed radio

coverage of Ramat-Gan market area in Israel following only its topographic map and

building height profile presented in Figure 11.29.

It can be easily prototyped as a typical ‘‘Down-Town’’ area with tall buildings

that are very dense. The first stage of the simulation was to process the physical data.
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FIGURE 11.27. Radio coverage of experimental site with straight crossing streets according

to [20]; the curves are the results of computation of (5.63)–(5.67) and the circles are the

measured data.

FIGURE 11.28. Radio map of Stockholm city: in 3-D (left) and 2-D (right) domains.
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We have measured the dimensions of each building near the antenna and calculated

the average height of the buildings for every path stretched at 5� intervals. We then

estimated the number of buildings per square kilometer in the test-site area, their

average length or width (related to the direction of the antenna main loop

orientation), and the contour density of the buildings, g0. The antenna

characteristics, such as ‘‘sector’’, tilt, height (z2), effective power (‘‘Eff’’), and

gain (‘‘G’’), as well as the terrain parameters, such as g0, the distance d between BS

and MS, and step �d along the radio path between BS and MS used for this

simulation are presented in Table 11.1

FIGURE 11.29. Topographic map of the stock market area in Ramat-Gan.

Table 11.1. The Terrain and Antenna Parameters of Ramat-Gan Experimental Site.

Sector g0 (gamma) Tilt (a) Eff

[deg] [m�1] z2 [m] d [m] �d [m] [deg] [dB] G dBi

90 10�3 50 200 5 4 8.8 12.5

220 10�3 50 1500 20 6 8.8 12.5

330 10�3 50 500 10 4 8.8 12.5
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We notice that in the first column, the values represent the angle of the sector with

reference to 0� (North). The simulation running constants and variables are as

follows:

z1 ¼ 2½m�; lv ¼ 2½m�; f0 ¼ 900½MHz�; jGj ¼ 0:7� 0:8; l ¼ 3 � 108
f0

� 0:33½m�:

The BS antenna was elevated above the built-up profile with the average building of
�h ¼ 18:3m. Finally, using the stochastic model we have created a radio map for the

test-site area of �800m to 800m, depicted in Figure 11.30, where at the right-side

the path loss (in dBm) is presented by colored segments corresponding to the

obtained magnitudes of loss.

As is seen in Figure 11.30, at the ranges close to BS antenna (100–300 m) the path

loss is varied from �100 dBm to �120 dBm, whereas far from BS antenna (at 500–

800 m) it varies from �150 dBm to �180 dBm.

The same computation process was done to simulate the premises of Ben-Gurion

University, with one major difference. Here, we have divided the university into five

major parts, as depicted in Figure 11.31, which are different in their buildings

density.

This decision was made, on the basis of university’s topographic plan and the

values of the building contour density g0: for section II, g0 ¼ 6 � 10�3m�1, for

sections I, III, and IV, g0 ¼ 3 � 10�3m�1, and for section V, g0 ¼ 4 � 10�3m�1. The

heights of two antennas were 25 m and 22 m (compared to the average buildings

height of �h ¼ 14:5m).

FIGURE 11.30. Radio map of the stock market area in Ramat-Gan.
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Two sectoral antennas, with three sectors 52, 408, and 400, arranged only

according to preliminary experiments, cover an area of the university and together

give the pure coverage of radiated energy (see Fig. 11.32). Results presented in

Figure 11.32 show that the three sectors cannot fully cover the university’s
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FIGURE 11.31. Topographic plan of Ben Gurion university campuses.

FIGURE 11.32. Radio coverage of two sectoral antennas, numbered 52 and 400, and shown

in Fig. 11.31.
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campuses, and more than 40% of the area of service are in shadow zones. Therefore,

an effective service of subscribers cannot be achieved in more than 40% of the

university area.

Therefore, we proposed another arrangement of three sectoral antennas, on the

basis of our stochastic approach and the corresponding algorithm described in

Chapter 10, according to which specific tilts and heights of two sectoral antennas,

and power distribution within each sector, were found according to strict analysis of

topographic map of the university area. Now, using the same three more strictly

assembled sectors, according to the theoretical prediction, based only on topography

of the tested area and the data of antennas, more than 90% of radio coverage was

obtained (see Fig. 11.33) to allow each subscriber located in the university area a

stable and effective radio service. We notice that because the obtained data

corresponds to the technical requirements of our customers, we cannot present here

full information about our derivations according to proposed algorithm. The result is

evident: about 93% of the university area is now covered. The corresponding

decrease of the overall loss is now about 30–40 dBm compared with that obtained by

the use of three nonarranged sectoral antennas (see Fig. 11.32).

This example shows that using the proposed theoretical algorithm on how to predict

link budget for various built-up areas, described for different scenarios occurred in the

urban scene, each designer of cellular networks can achieve the effective arrangement of

antennas in such a manner to give full radio coverage to the area of service with

minimum path loss for the corresponding users located in this area.

FIGURE 11.33. Radio coverage of three sectoral antennas, numbered 52, 400 and 408,

according to the theoretical prediction of their new parameters.
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CHAPTER TWELVE

Cellular Communication
Networks Design Based on
Radio Propagation Phenomena

As was mentioned in Chapter 1, wireless systems are an enhancement of the

traditional wire-line telephone systems. However, unlike the wire-line systems, they

suffer from a poor grade of service (GOS) and low quality of service (QOS) because

of low link reliability caused by propagation characteristics of the radio

environment. Furthermore, most characteristics of wireless network design strongly

depend on the sensitivity of receivers due to high service demand, on a low number

of call resources due to limited frequency band of each network, and on degradation

in the information data stream transmitting within each individual subscriber radio

communication link. Important statistical characteristics that must be predicted are

the path loss, and slow and fast fading. These allow designers of such networks to

improve the grade of service (GOS) and quality of service (QOS) characteristics, to

create cellular maps of areas of service, and to optimize the information data stream

within each radio communication channel.

In order to avoid measuring channel statistics for all operating environments and

for all networks design, we introduced in Chapters 5 and 10 a unified stochastic

approach for multipath radio channel description based on real physical phenomena,

such as multiple reflection, diffraction, and scattering from various nontransparent

obstructions (trees, hills, houses, buildings). In this chapter we describe elements of

wireless networks design via this unified statistical approach comparing it with

existing standard methods of network designs.

Radio Propagation and Adaptive Antennas for Wireless Communication Links: Terrestrial, Atmospheric

and Ionospheric, by Nathan Blaunstein and Christos Christodoulou
Copyright # 2007 John Wiley & Sons, Inc.
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Thus, in Section 12.1, we describe the unified concept of GOS design in

multipath radio channels caused by fading phenomena. In Section 12.2, we discuss

the strategies to create cellular maps, uniform, and nonuniform, for various built-up

environments, referring the reader to the channel (frequency) assignment technique.

Then, Section 12.3 describes the prediction mechanism of main parameters of

information data stream, such as bit error rate (BER), capacity, and spectral

efficiency versus Ricean parameter K that determines fading effects within the

multipath radio channel.

12.1. GRADE OF SERVICE (GOS) DESIGN OPERATING IN MULTIPATH
FADING ENVIRONMENT

The classical GOS analysis, that is the analysis of the probability of working with-

out call congestion, of wireless networks, uses the Erlang B model that is a private

case of the birth and death (B&D) equations of the statistical traffic theory [1–5].

Also, the Erlang B model is usually used for a calculation of the total system

capacity. This gives a calculation of the estimated GOS, which is the probability of

a user trying to initiate a call and the call failing. However, this model is justified

only in cases where all users have access to all resources of the system (a situation

of full availability). In wireless systems, due to propagation limitation such

as obstacles and wave fading, a user has limited access to system resources. This

refers to a limited availability and therefore we cannot use the classical approach of

this traditional model.

In wireless systems, a user gets service from one cell. The user is part of a group

that is covered by one or more cells. If the user has optional access to more then one

cell, the system has to allocate the user to one of these cells in order to achieve an

optimal GOS - referring to load balancing. The decision rule of user allocation refers

to the load balancing algorithm.Hence, the goal of the wireless system operator is to

deploy a system such that the GOS will be maximized, while the number of cells

serving a certain number of users is minimal. In fact, some studies that have been

done to explore this type of the GOS problem have found a strict effect of the

coverage overlapping between cells and the effect of the decision rules of user

allocation [6–8].

In the following section, we will briefly explain the approach of how to define

an effective methodology of the GOS estimation by calculating the fading and its

statistical characteristics, according to the concept of the link budget design des-

cribed in Section 11.2. We compare the generalized GOS that takes into account the

fading as well as the congestion probability due to high load, with the traditional

GOS calculation. We also compare the results for different land area types (mixed

residential and urban) and for different hands-off decision rules, in order to show

the destructive effects of the slow fading due to shadowing and those of the fast

fading due to multipath phenomena in order to recommend an optimal deployment

methodology.
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12.1.1. The Concept

Till date now, existing wireless systems considered only elements of the traditional

deployment methodology that do not take into account the real propagation char-

acteristics of the environment. The most elementary stage of a system deployment

is the link budget design, which is the main parameter of wireless communi-

cation links (see Section 11.2). It is based on propagation characteristics of the

channel and describes the signal power distribution along the radio path between

the base station antenna and the user antenna [9,10]. The link budget is a balanced

sheet of gains and losses [11]. Some of the link budget parameters such as antenna

gain, are fixed and some are statistical such as fading (see Chapter 1). So, by

calculating link budget, we evaluate the link performance. Section 11.2 (see

Chapter 11) explains briefly the link performance considering the wave path loss

and taking into account a fade margin, which is the average of the slow and fast

fading due to shadowing and multipath phenomena in the entire area. As in Sec-

tion 11.2, in our estimations of the GOS, we take into account two types of areas:

mixed residential areas, as low buildings with trees around and urban areas, as

mostly high buildings in a dense built-up area. For each type of area, we may

calculate the average path loss and estimate the statistics of slow and fast fading

effects according to the corresponding algorithm presented in Section 11.2. The

proposed model is adapted to use a known number of subscribers located in an area

of service, which is assumed to be distributed equally over this area, with a known

statistical distribution.

In our description, we concentrate on a model of two cells that are deployed in

two ways: contained, when one cell’s coverage area is fully contained in the other

cell (see Fig. 12.1, case A) and overlapped, when two cells have a common area (see

Fig. 12.1, case B).

If the user is in the common area, then it is allocated to one cell upon predefined

algorithms

a) random assignment (denoted random);

b) assign to site with higher signal strength (denoted by_ss);

U1
U2

(b)(a)

RP1

RP2

RP2RP1

U3
U1

U2

FIGURE 12.1. Unbalanced availability scenario: [A]-contained, [B]-overlapping.

GRADE OF SERVICE (GOS) DESIGN OPERATING IN MULTIPATH FADING 499



c) assign user to the less loaded cell (denoted min-load), investigated in

detail in Reference [7].

For each user who initiates an outgoing call, it calculates its chance of not succeed-

ing. All the steps of the corresponding algorithm are described by the block-scheme

shown in Figure 12.2.

12.1.2. Simulation Tests

The simulation includes two scenarios, as shown in Figure 12.1 according to Refer-

ence [8]. In both cases, there are two radio ports (RP); each with eight channels. In

the contained scenario A, RP2 serves the user group U2, and RP1 serves both groups

U1 and U2. In the overlapped scenario B, RP1 serves groups U1 and U3, and RP2

serves groups U2 and U3; the coverage area by the group U3 is called the overlapped

area.

In both scenarios, A and B, each user can initiate a call randomly, and if

the signal level is high enough, it can request for a channel allocation. Here, it

is clear that if the fading effect is high, that is low signal is received, then

there is degradation in service quality. If the user is in the overlapped area, a

decision on which RP to allocate to it is taken by the following load balancing

algorithms [7]:

� random (random)—the user selects randomly one RP;

� best signal strength (by_ss)—the user selects the RP that is received with a

highest signal strength;

� controlled load (min_load)—the user selects the RP that has the less occupied

channels.

user initiates

a call

path loss

and fading

Calculate probablity

of fading  (Pf)

users  receive

 one cell

Calculate

traffic blocking (Pb)

User's allocation

decision algorithm

users  receive

two cell

Calculate

Grade of Service

(GOS)

FIGURE 12.2. Unbalanced availability scenario.
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The goal of our simulations presented in the next section is to demonstrate the

decrease of traffic as an effect of fading or load balancing algorithm.

12.1.3. Traffic Computation in Wireless Channels with Fading

For each single scenario, overlapped or contained, and an algorithm we have scat-

tered various numbers of users that have a call statistics of Poisson distribution

with an average arrival process of one hour and an average call time of four minutes

in order to measure the probability of dropped calls (call blocking). It is possible

to measure the same results with and without considering the fading effect.

We now consider how the fading affects the results. In Figure 12.3, two graphs

are presented showing the blocking rate (Pb) as a function of the number of users as

well as the traffic loss when considering the fading effects (GOS).

In this example, a system that has 2% blocking carried 180 users, while taking

into account the fading, we get for a GOS of 2% with only 130 users. The fading

therefore has an effect that reduces the system capacity by 50 users.

Results of Simulations. Our test and simulation results measured three parameters

– the effect of fading on the average increase of the overlapping area;

– the increase of probability of call blocking when considering the fading effect;

– the effect of overlapping on the GOS.

In the numerical experiment we checked the GOS for 128 users only. Figures 12.4

and 12.5 depict the results achieved by computing the problem concerning the last

two scenarios.

Mixed Residential Area. Figure 12.4 depicts situation when the GOS was

computed taking into account fading phenomena. Without fading, the probability

of blocking was not more than 3%. As can be seen, the effects of fading can increase
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FIGURE 12.3. [Pb] is traffic blocking without fading effect; [GOS] is traffic blocking with

fading effect.
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the probability of blocking (GOS) up to 5–7%, as well as an increase of the

overlapping area for the same GOS.

Urban Area. Figure 12.5 depicts situation when GOS was computed taking into

account the fading phenomena. Here, without accounting for the fading effect we

get not more than 5% of the blocking probability, whereas in the overlapping

scenario in urban environments fading has tremendous effect on the GOS (up to

20–30%) and in low overlapping, it is so large that an unacceptable GOS was

obtained (for overlapping of 50% it can achieve 50–70%).

Some Specific Example. Finally, we will present some specific example of a

cellular system arranged in the mixed residential area to show the loading effect on
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FIGURE 12.4. Mixed residential area: GOS versus overlapping (in %) for three load

balancing algorithms.
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FIGURE 12.5. Urban area: GoS versus overlapping.
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each cell constructed according to the overlapping scenario. We use the following

testing area configuration:

– two cells located at a distance of 1 km;

– number of users is 128;

– average arrival time is 60 min;

– average holding time is 4 min;

– decision rule is random with decision probability P1 ¼ 35%.

After the corresponding simulation, we get the following overlapping map shown in

Figure 12.6. The overlapping area (red area in the middle) is 53% of the entire

service coverage area. Finally, we get two histograms that represent the load on each

cell (see Fig. 12.7). These histograms show the percentage of time of occupancy for

a certain number of channels. As it is seen, as we took the probability of decision of

P1 ¼ 35%, the common users had higher probability to be in Cell #2, because we

decided more time of occupancy of eight channels being in Cell #2 compared to

Cell #1. We also get from this simulation the following results: the probability of

fading (Pf) is 0.6%, that is it is low, for the high overlapping, and the probability

of blocking (Pbl) is 1.8%. Finally we get according to Reference [8] that

GOS ¼ Pblð1� PfÞ þ Pfð1� PblÞ ð12:1Þ

Substituting probabilities mentioned above, we get

GOS ¼ 0:018 ð1� 0:006Þ þ 0:006 ð1� 0:018Þ ¼ 0:023 or 2:3%

FIGURE 12.6. An example of two cells propagation map in an overlapping case.
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So, for the presented configuration of the system, the fading effect is of 2.3%

�1.8%¼ 0.5% on GOS, which is in agreement with results obtained for mixed

residential areas and shown in Figure 12.4.

12.2. PROPAGATION ASPECTS OF CELL PLANNING

In the previous section, we analyzed two scenarios of two cells assembling for

allocation of subscribers in an area of service: overlapping scenario and contained

scenario. Now we will briefly consider what we mean by cellular and how the

strategy of cell splitting depends on conditions of radio propagation in different

built-up areas.

The cellular concept was proposed to help the designers of land wireless

systems to eliminate noise within the propagation channels, and to minimize the

effects of interference that occurs in a multiuser environment within band-limited

channels. These phenomena are mostly manifested for moving subscribers, that

is for mobile communication systems due to the Doppler effect, which causes

time-dependent and frequency-dependent fading effects (see Chapter 1). So,

most problems are to use the cellular concept for the purposes of mobile

communications.

As was shown in the previous section, the simplest radio cell can be constructed

by using a base station (BS) at the center (or inside) of such a cell and predicts the

coverage area from BS antenna. The range defines this coverage area where a

stable signal from this station can be received. There are several methods to

construct the cell pattern or usually called the cell map. We start with the regular

case based on the presentation of each cell in the form of hexagon as shown in

Figure 12.8, which illustrates the pattern of such cells. It can be seen that some

regions overlap with neighboring radio cells, where stable reception from neighbor-

ing base stations can be obtained. From this scheme it is obvious that different

frequencies should be used in these cells that surround the tested central cell. On

the other hand, the same frequencies can be used for the cells farthest from the
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FIGURE 12.7. Traffic histograms of an overlapping case versus number of channels.
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central one. This is the so-called cells repeating or reuse of operating frequencies

principle. At the same time, the reuse of the same radio channels and frequencies

within the neighboring cells is limited by preplanned co-channel interference.

Moreover, in the process of cellular systems design in various built-up areas, it is

very important to predict the influence of propagation phenomena within the

corresponding communication channels on variations of the main parameters of the

cellular system, on the construction and splitting of cellular maps. All these points

will be briefly discussed in the following sections on the basis of some classical

aspects described in the corresponding literature [10–19] and the results of recent

investigations carried out by the authors of this book, as well as by other researchers

dealing with modern configuration of cellular pattern performance.

12.2.1. Main Characteristics of Uniform Cellular Pattern

As was mentioned in References [16–19], the cellular pattern concept for land

wireless communications has been introduced to account for the numerous cells

within a small radius, which provide a sufficient signal-to-noise ratio (SNR) and a

low level of interference with received signals within the communication channel.

As follows from the literature regarding cellular splitting strategy [10–19], this
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FIGURE 12.8. Cellular map pattern with overlapped hexagons.
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strategy at early stages of cellular communications has been based on the following

principles:

– use regular hexagon-shaped cells, as the hexagon-shaped cell is more

geometrically attractive than the circle-shaped cell, but at the same time

hexagon shape is very close to circle shape;

– with an increase in the number of subscribers, the dimensions of the cells must

be smaller, usually occurring in the center of cities, where the amount of traffic

is bigger and density of the buildings is higher;

– cells are arranged in clusters. The cluster size is designated by the letter N and

is determined by the [16–19]

N ¼ i2 þ ijþ j2 ð12:2Þ

where i; j ¼ 0, 1, 2, . . . , that is only the cluster sizes 3, 4, 7, 9, 12 and so on, are

possible. Thus, each hexagonal cell can be packed into clusters ‘‘side-to-side’’ with

neighboring cells, as shown in Figure 12.8.

The size of such a hexagonal cell can be defined by the use of its radius Rcell.

The installation of additional base stations within each cell depends on the degree

of the cell density in each cluster and on the coverage effect of each base station

antenna.

There is another main parameter of cellular pattern called reuse distance, D,

which defines the distance between two cells utilizing the same limited band-

width called reuse frequencies or repeating frequencies. We will explain these

definitions focusing on the popular 7-cell cluster pattern [16–19], which is depicted

in Figure 12.9. First, we notice that the allocation of frequencies into seven sets

is required. In Figure 12.9, the mean reuse distance is explained in which the cells

(denoted by dark color) use the same frequency bandwidth. This is a simple way to

2R

2D

FIGURE 12.9. Frequency reuse plan with reuse factor N ¼ 7.
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use the repeat frequency set in the other clusters. Between D and the cell radius Rcell

there is a relationship that is called the reuse ratio. This parameter, denoted by Q,

for a hexagonal cell is a function of the cluster size, that is [16–19],

Q ¼ D

Rcell

¼
ffiffiffiffiffiffi
3N

p
ð12:3Þ

Within other cells in a cluster, interference inside the communication channel can

be expected at the same frequencies. Hence, for a 7-cell cluster there could be up

to six immediate interferers, as it is shown in Figure 12.9. So, it is apparent that the

cellular system concept is closely connected with the so-called co-channel

interference caused by the frequent reuse of channels within the cellular commu-

nication system. To illustrate the concept of the co-channel interference, let us

consider a pair of cells with radius R, separated by a reuse distance D, as shown in

Figure 12.9. As the co-channel site is located far from the transmitter (D � R),

which is located within the initial cell, its signal at the servicing site will suffer

multipath attenuation. To predict the degree of co-channel interference in such a

situation with moving subscribers within the cellular system, a new parameter,

carrier-to-interference ratio C=I, is introduced in References [10–19]. A co-channel

interferer has the same nominal frequency as the desired frequency. It arises

from multiple use of the same frequency band. For omnidirectional or isotropic

antennas (see definitions in Chapter 2) located inside each site, the theoretical

co-channel interference in decibal is given by References [16–19]

C

I
¼ 10 log

1

j

D

R

� �g �
ð12:4Þ

where j is the number of co-channel interferers ( j ¼ 1, 2, . . . , 6), g is the path-loss

slope constant introduced and defined in Chapter 5. It determines the signal decay

in various propagation environments. For a typical seven-cell cluster (N ¼ 7)

with one cell as basic (with the transmitter inside it) and with six other interferers

( j ¼ 6, as seen from Fig. 12.9) as the co-channel sites, this parameter depends on

the conditions of wave propagation within the urban communication channel. As

a simple example, presented in Reference [19] for two-ray propagation model

above a flat terrain with g ¼ 4 (see also Chapter 5), we can rewrite (12.4) as

C

I
¼ 10 log

1

6

D

R

� �4
" #

ð12:5Þ

Namely, for N ¼ 7, that is D=Rcell ¼
ffiffiffiffiffiffi
3N

p
¼ 4:58, we get C=I ¼ 18:6 dB. Using

(12.3), we can simplify (12.5) as

C

I
¼ 10 log

1

6
3 � Nð Þ2

 �
¼ 10 log 1:5 � N2

� �
ð12:6Þ
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meaning that the carrier-to-interference ratio is also a function of the cluster size

N and increases with the increase in the number of cells in each cluster or with

the decrease of the cell radius Rcell.

Now we will discuss the problem of how to predict the optimal cell size. That is

we will discuss how to define its radius and how to efficiently design a cellular map

based on the law of signal decay as was shown in Chapter 5. The law of signal decay

is changed for different propagation situations in the urban scene and for different

land wireless communication channels, outdoor and indoor.

12.2.2. Methods of Cellular Map Design

To arrange the effective splitting of a tested built-up area at cells, the designers

need strict information about the law of signal power decay for the concrete

situation in the site of consideration. Specifically, they need the strict link budget

analysis of propagation situation within each communication channel, as well as

full radio coverage of each subscriber located at LOS or NLOS conditions in

areas of service, giving exact clearance between subscribers within each cell.

On the basis of precise knowledge of the propagation phenomena inside the

cellular communication channels, it is easy to optimize cellular characteristics,

such as the radius of a cell, reuse factor Q, channel interference parameter C/I,

and so on.

Standard Definition of the Radius of Cells. As follows from Chapter 5, a better

clearance between the base station (BS) and the moving subscribers (MS) in clut-

tered conditions may be reached only for LOS conditions (or direct visibility)

between them. In this case, as follows from the two-ray model and the waveguide

street model (see Chapter 5), the cell size, Rcell, cannot be larger than the break point

range, rB, at which the decay of the signal is changed from g ¼ 2 (as in free space

propagation) to g ¼ 4 (propagation above flat terrain). If so, the law of signal

decay between BS and each MS in the cell of radius Rcell � rB is R�2
cell. Generally

speaking, beyond the break point the law of signal decays versus the range between

terminal antennas, described by path-loss slope parameter g, depends on the concrete

situation in the urban scene and may be proportional to R�g with g > 2ðg ¼ 4� 7,

see discussions in Chapter 5). Such a distance dependence of signal decay law inside

and outside the cell is shown in Figures 12.10a and 12.10b for two typical situations

in regular cell splitting.

So, we can conclude that the best clearance between each BS and any subscriber

inside the cell determines the minimum radius of the concrete cell.

Wave propagation phenomena in urban environments with both antennas

in NLOS (clutter) conditions were described earlier in Chapter 5 by using two

physical – statistical models, street waveguide, and multiparametric stochastic. As

follows from the models described there, in rural and mixed residential areas with

a rare building distribution, the path-loss slope parameter g describing the received

signal decay is changed from g ¼ 2:5 to g ¼ 4:0 (see Chapter 5). In other words, in

such an area field attenuation is faster than that in LOS conditions of free space.
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From the multiparametric model, described in Chapter 5, when both antennas are

placed in a built-up area with a high density of irregularly distributed buildings,

the law of signal power decay is changed with distance d between the antennas. It

changes from �d�g ðg ¼ 2Þ before the break point rB (where the coherent part of

total field is dominant) to �d�g ðg ¼ 2:5� 4Þ beyond the break point rB (where the

incoherent part of total field is dominant). Therefore, it is easier to obtain the

minimum cell size, Rcell, defined as the break point rB, in a variety of cities with

crossing-street grid plan. In fact, for urban areas with a rectangular grid plan of

straight crossing streets, when the multislit street waveguide model (described in

Chapter 5) is successfully used [20–22], the cell size can be described by the follow-

ing formula, where we eliminate the effects of diffraction from building corners,

as in Chapter 5:

Rcell 
 rB ¼ 4hThR

l

ð1þ wÞ
ð1� wÞ

b1þ hb=aþ hThR=a
2c

jRnj2
ð12:7Þ

where all parameters in (12.7) are described in Chapter 5. As follows from (12.7),

using information about street geometry, such as the street width a, the average

height of buildings hb, and the mean gaps between buildings lining the street, that

is, the parameter of brokenness w. As well as geometry about both antennas height,

2=γ

2>γ

2=γ

2>γ RSLRSL

Candidate cellServing cell

Cell 2Cell 1

FIGURE 12.10(a). LOS hand-off scenario.

DR

2=γ

2>γ

2=γ

2>γ RSLRSL

CoChannel cellServing cell

FIGURE 12.10(b). LOS co-channel interference.
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hT and hR, and the material of the building walls (which determines the absolute

value of reflection coefficient Rn), we can easily obtain the cell radius along the

crossing streets.

In the case of built-up areas with non regularly distributed buildings placed on

rough terrain, consisting of hills, buildings, and other obstructions located in

residential zones, the cell size can be obtained by using the probabilistic approach

presented in Chapter 5 according to the multiparametric stochastic model. As

follows from this approach, the average distance of the direct visibility �r between

two arbitrary points, the source and the observer, is described by the following

formula:

�r ¼ ðg0g12Þ�1 ½km� ð12:8Þ

where g12 is a dimensionless parameter describing effects of overlay the profile of

the buildings, 0 < g12 � 1 and g0 ¼ 2�Ln=p ðkm�1Þ is the 1D density of contours

of the buildings. For uniform distribution of buildings height, when g12 ¼ 1, (12.8)

can be simplified as

�r ¼ ðg0Þ�1 ¼ p

2�Ln
½km� ð12:9Þ

If now one obtains the information about the service area, that is about the overlay

profile of the buildings with parameters of building height pattern n and �h (as was

done for Lisbon, see Section 11.1.3) and about length of the average buildings �L, as

well as the density of the buildings per square kilometer. It is easy to estimate the cell

radius within the tested area by use of formulas (12.8) or (12.9).

So, by the use of formulas (12.7) to (12.9) for specific scenarios occurring in the

land communication environment, we can easily obtain the minimum cell radius for

different built-up areas with various situations of the terminal antennas, BS and MS

[23–26].

Definition of Cell Radius via the K-factor. Taking into account the fading phe-

nomena, we can also estimate the maximum cell radius based on the definition of

Ricean K-factor and the corresponding evaluation of this parameter presented in

Section 11.3. Thus, for the experiment carried out in a mixed residential area and

the results of the K-factor computation shown in Figure 11.23 for f ¼ 900MHz,

the criteria to use the maximum radius of cell can be determined by the maximal

value of K versus the distance. From the illustration in Figure 11.23 this radius

can be estimated as about 1–1.2 km. Whereas, for the same conditions, formula

(12.8) gives the minimum cell radius value of 570 m. The same computations

made for the urban area (‘‘market-site’’ of Ramat-Gan) according to illustration

presented in Figure 11.24 allow us to estimate the maximum cell radius of about

320–350 m. Whereas, for the same conditions using formula (12.9), the minimum

radius is an estimated value of 170–180 m. Real experiments carried out in both

areas showed that the stable communication between the BS and any user located
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in the area of service can be achieved for the mixed area up to 1 km and for the tested

urban area at about 400–450 m. We notice, according to the experiment described in

Section 11.4, that the tested area of Ramat-Gan is a high dense area with tall build-

ings. These estimations again show that using the proposed stochastic approach

with definitions of the minimum cell radius by (12.9) and of the maximum cell

radius by K-parameter from (11.45) to (11.46), we can predict a priori the cell

radius of the area where stable communication between users and BS antenna

can be achieved.

Definition of Cell Radius via Maximum Acceptable Path Loss. Another method

of cell radius estimation is to use information about the total link budget in the

channel accounting for both slow and fast fading. We discussed in Chapter

11 how to estimate this parameter. Now using formula (11.36) with (11.33) to

(11.35) for slow fading and formula (11.39) with (11.37) and (11.38), on the basis

of the results obtained from the stochastic model, we can estimate the maximum and

minimum cell radius. Let us again use data from experiment carried out in the

Ramat-Gan experimental site described in Chapter 11. Following the same approach

as was done for link budget design and K-factor estimation for this propagation sce-

nario, we have found the following results. The attenuation loss according to slow

fading is changed from 7.1 to 7.2 dB, which is approximately constant with the range

between the BS and MS antennas. At the same time the probability to obtain this loss

is changed from about 0.4 at 100 m from the BS station to about 0.9 at 500 m from

the base station.

The same computations for the attenuation loss due to fast fading give about

32 dB at the distance of 100 m from the BS antenna and about 42 dB at the 500 m

from the BS antenna with the corresponding probability of 0.7 and about 1. Then,

according to estimations made in Chapter 11 for link budget design in the

Ramat-Gan experimental area, the total loss is changed from about 105 dB at

the distance of 100 m to about 140 dB at the distance of 500 m. Taking into account

the acceptable path loss of the system, which was used in the corresponding

experiment is 138 dB, we have found that the maximum radius of the cell can not be

more that 420 m. Therefore, according to these estimations one can see that instead

of using the formulas for K-factor estimations presented in Section 11.3, which

give us the cell radius Rmin � 320m, we have Rmax � 420m accounting maximum

acceptable signal loss with the corresponding probability of fast and slow fading

phenomena. Of course, this radius is larger than the minimum one, but smaller

or about the same as that of about 400–450 m obtained experimentally in the

Ramat–Gan experimental area.

So, using information of the K-factor describing the fast fading phenomena, its

probability and the corresponding loss, or using the maximum accepted path loss,

accounting for both kinds of fading with their corresponding probabilities and

loss, one can estimate more precisely the cell radius instead of using the simple

formulas (12.8) or (12.9) following the stochastic model. Using the more precise

approach described above, we can increase the radius of a cell, which allows

designers of cellular maps to increase the areas of service for each individual base
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station, and finally the number of users located in such areas, that is increasing both

the quality and capacity of service.

Co-channel Interference Parameter Definition. The same detailed analysis

based on propagation phenomena in different built-up areas can be done to deter-

mine the co-channel interference parameter (C=I) defined above. According to

the propagation situation in the urban scene for cell sites located beyond the break

point range rB, as shown in Figure 12.10b, the Equation (12.4) can be modified

taking into account the multipath phenomena and obstructions that change the signal

decay law from D�2 to D�g, g ¼ 2þ�g, �g � 1. Hence, instead of (12.4) we

finally have

C

I
¼ 10 log

1

6

Dð2þ�gÞ

R2
cell

� � �
ð12:10Þ

According to the concepts of cellular map construction presented above, the signal

strength decay is weaker within each cell (with path-loss slope parameter g ¼ 2)

and corresponds to that in free space. At the same time, due to obstructions, the

signal strength decay is stronger in regions outside the servicing cell and within

the co-channel site (with path-loss slope parameter g ¼ 2þ�g,�g � 1). Therefore,

we can rewrite (12.10) in terms of the number of cells in cluster N, and of radius

of the individual cell Rcell, by the use of (12.3):

C

I
¼ 10 log

N

2
ð3NÞ

�g
2 R

�g
cell

 �
ð12:11Þ

Let us examine these equations for the two typical cases described above. In the

case of typical crossing straight wide avenues, for which according to multislit

street waveguide model �g ¼ 2 ðg ¼ 4Þ (see Chapter 5), we get

C

I
¼ 10 log

3

2
ðNÞ2R2

cell

 �
ð12:12Þ

For the case of narrow streets, which is more realistic in cases of the urban scene,

one can put in (12.11) �g ¼ 3� 7 ðg ¼ 5� 9Þ. This is close to the exponential

signal decay that follows from the street waveguide model [20–22].

For the case of propagation over irregular built-up terrain, following the

probabilistic approach presented in Chapter 5, �g ¼ 1 and the C=I-ratio prediction

equation

C

I
¼ 10 log

N

2
ð3NÞ1=2Rcell

 �
ð12:13Þ

From (12.11) to (12.13), the C=I-ratio strongly depends on conditions of wave

propagation within the urban communication channels (on path-loss slope parameter
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g ¼ 2þ�g;�g � 1) and on the cellular map splitting strategy (on parameters N and

Rcell). In fact, from the formulas presented above, the C=I performance is enhanced

if the cell radius Rcell is within the break point range and the reuse distance D is

beyond this range. At the same time, stated differently, for a given C=I-ratio, a
channel can be reused more often, enhancing the cellular system capacity. This is

a pure engineering subject as the same engineering questions of cellular system

performance, which lie outside the purpose and main goal of this book. The reader

can find all these questions described in detail in References [16–19].

12.2.3. Strategy of Non Uniform Cellular Maps Design

In the previous section, we considered the classical strategy of how to split the radio

map into regular cell lattice using hexagon-cell configuration with periodic constant

frequency reuse pattern, that is cluster layout concept by using the same frequencies

at those cells, the ranges of which between their BS equal the reused distance D.

This concept is good for uniform distribution of users/subscribers and calls, for

uniform traffic (see Section 12.1). However, due to the demand to keep on increas-

ing the network traffic capacity, designers of the most modern cellular networks

started looking for new strategies and some alternative concepts to deal with

inhomogeneous traffic. Moreover, in such modern approaches the base station

positioning within the cell pattern was stated to be nonuniform with relocation

in real time according to propagation conditions within the traffic hot spots, as

shown in Figure 12.11. The corresponding approaches and models are fully

discussed in References [27–36]. Below, we briefly will show how to introduce a

flexible concept of cell splitting and propagation effects in a new strategy of cellular

maps design. Then, we base on a specific experiment, described in Reference [28],

and use for comparison with theoretical predicting model proposed in References

[31–33]. We compare the obtained theoretical and experimental results with those

obtained by using the proposed stochastic approach of radio propagation in different

scenarios in the urban scene.

1

2 3

4

5

6

7

FIGURE 12.11. Non-homogeneous cellular pattern.
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A Heuristic Approach for Channel Assignment Performance. Let us briefly

introduce a modern heuristic algorithm developed in References [31–33] on how

to obtain C=I-ratio based on mathematical models proposed in References

[27–30,34–36] by accounting for the Walfisch–Ikegami model (WIM) of signal

power decay in the urban environment [37].

The frequency assignment problem, was represented in References [31–33] in

the form of the heuristic algorithm developed on the basis of cell configuration,

which does not follow the classical hexagonal-cell homogeneous concept with a

periodic frequency reuse pattern. This algorithm is based on the binary constraints

between a pair of the transmitters presented in References [31–33] that appear in the

following form:

jfi � fjj > k; k � 0 ð12:14Þ

where fi and fj are the frequencies assigned to transmitters i and j. In References

[31–38], different configurations of the cellular pattern were analyzed for channel

(frequency) assignment with applications to real nonregular, nonuniform radio

networks, mobile and stationary, considering

– cellular maps with different dimensions of cells;

– cellular maps with irregular shapes of cells;

– cellular maps with certain level of intercell overlapping.

An example of nonuniform cell pattern distribution with different shapes and

sizes of cells is presented in Reference [38] for a city in Germany [34], where the

location of the BS, the cell-shape, and dimensions of each cell were taken to be

nonregular. It was then redesigned in References [31–33] by using the new heur-

istic approach. In its redesigned form, this nonregular cell pattern is shown in

Figure 12.12, according to References [31–33]. For such a configuration of cells we

need to use the following formula:

C

I

� �

i

¼ R�4
iP

j2Mi

d�4
ij

ð12:15Þ

Here, following Reference [38] we take a simple two-ray propagation model

with g ¼ 4 (see Chapter 5). Notice that all notations are changed here from those

used in References [32,34,38] to be unified with those used in this section. Here Ri

is a radius of cell i; Mi is the set of all the cells (excluding cell i) that uses the

same bandwidths (channels) as cell i; dij is the worst-case distance between inter-

fering cell j and cell i. The latter can be found as [38]

dij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xjÞ2 þ ðyi � yjÞ2

q
� Ri ð12:16Þ
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where ðxi; yiÞ and ðxj; yjÞ are the Cartesian coordinates of the base stations (BSs) of

cells i and j. Using the simplest propagation model, in Reference [38] the co-channel

interference constraint was obtained for C=I threshold a ¼ 1=b ¼ 18 dB

X

j2Mi

d�4
ij

R�4
i

� b ð12:17Þ
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FIGURE 12.12. Nonuniform cell pattern. (Source [31]: Reprinted with permission # 2004

IEEE)
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In Reference [32], sufficient improvements of the model [38] were obtained by

introducing adjacent channel interference adj factork ¼ �að1þ log2 kÞ: Where

k is the bandwidth separation (in number of channels) between the adjacent

channel frequency and central frequency of the corresponding filter (see the strict

explanations in Reference [32]). A typical value for a is 18 dB (as a ¼ 18 dB in

Reference [38]), and for k ¼ 1 an adjacent channel is attenuated by a factor equal

to 0.015 [32].

Channel Assignment Strategy Accounting for the Propagation Loss Law.
Using such definitions, the co-channel interference constraint (12.16), accounting

for the simple law of the received power attenuation PRi / PTid
�4, can be rewritten

as [32]

X

j2Mi

PTjd
�4
ij

PTiR
�4
i

þ
Xn

k¼1

adj factork
X

j2Mi

PTkd
�4
ik

PTiR
�4
i

� b ð12:18Þ

Using the two-ray model presentation (see Chapter 5), we can also express this

constraint as [32]

X

j2Mi

PTjLðdij; f Þ
PTiLðRi; f Þ

þ
Xn

k¼1

adj factork
X

j2Mi

PTkLðdik; f Þ
PTiLðRi; f Þ

� b ð12:19Þ

In Reference [32], the Walfisch–Ikegami propagation model (WIM) with a slope-

attenuation parameter of g ¼ 2:6 (i.e., PRi / PTid
�2:6), was also taken into consi-

deration. Let us now compare results obtained according to Reference [32], using a

simple two-ray model and the WIM model, with those obtained using the stochastic

approach with a slope-attenuation parameter of g ¼ 3:0 (i.e., PRi / PTid
�3:0). To

compare the effects of these three laws of propagation loss on the strategy of

frequency assignment, in computations, following References [31–33], we take

into account the interference effects of first (n ¼ 1) and second (n ¼ 2) adjacent

channels. During computations we considered only co-channel interference (n ¼ 0)

and also considered a practical example of a 21 cell network, by varying the radii of

the cells without changing the base station locations in order to produce three

different configurations:

a) nonoverlapping cells;

b) adjacent cells; and

c) overlapping cells.

Finally, the channel assignment, span and order, which guarantees a C/I of at least

18 dB in every point in an urban environment, was computed and presented in

Figures 12.13(a,b)–12.15(a,b) for span (a) and order (b) assignment. Here, three

kinds of laws of path loss according to two-ray ðd�4:0Þ, WIM ðd�2:6Þ and stochastic
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ðd�3:0Þ models for nonoverlapping (Fig. 12.13), adjacent (Fig. 12.14), and over-

lapping (Fig. 12.15) configurations of nonuniform cellular patterns are shown.

As it is clearly seen from the presented illustrations, the multiparametric

model and the Walfisch–Ikagami model (WIM) give higher channel (frequency)
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FIGURE 12.13. Frequency assignment for nonoverlapping cells.
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assignments for the worst situations with a configuration of cellular pattern planning,

such as overlapped and adjacent, where the two-ray model is a weaker predictor.

Consequently, for nonuniform and nonregular radio cellular networks it is more

realistic to use the stochastic model (which also predicts a distance dependence

of d�2:5 in the presence of the diffraction phenomena, that is close to that for
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WIM �d�2:6) compared with that predicted by the simple two-ray model usually

used by other authors [34,38]. So, we show again, as was done in above discussions

of how to predict the efficiency and increase performance of cellular networks, that

the strict description of propagation phenomena occurred in specific urban radio

communication channels allow designers to better and more precisely resolve both
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FIGURE 12.15. Frequency assignment for overlapping cells.

PROPAGATION ASPECTS OF CELL PLANNING 519



the base station location problem and the frequency assignment problem, which

must be considered simultaneously. We may conclude that the receipt based on the

heuristic model, which was discussed in References [31–33] is fully verified by

existing experimental data described in Reference [34], as well as by other

theoretical models [35–38]. It can be used for the purposes of nonuniform cellular

maps design and channel (frequency) assignment within different land radio links by

the use of the more realistic propagation models, the WIM (as the COST-231

standard) and the stochastic multiparametric model. The results shown in Figures

12.13–12.15 fully illustrate the actuality of these conclusions.

12.3. PREDICTION OF PARAMETERS OF INFORMATION
DATA STREAM

In the literature for wireless communications, the term ‘‘capacity’’ has different

meanings: determining the user capacity in cellular systems in users per channel,

information stream capacity inside the communication channel in bits per second, or

considering data in bits per second per hertz per base station dealing with the spectral

efficiency of the communication channel. Let us determine the main parameters of the

information data stream sent through any wireless communication link.

Channel Capacity and Spectral Efficiency

According to standards utilized in information science, a channel capacity, denoted

by C, is referred to the maximum data rate of information in a channel of a given

bandwidth, which is measured in bits per second (bps). Whereas the spectral

efficiency, denoted by eC ¼ C=Bw, is considered as a measure in bits per second per

hertz (bps/Hz). Both these terms are used in the well-known Shannon–Hartley

equation, which for one channel with the given signal-to-noise ratio (SNR) S=N0Bw,

where S is the signal power in W ¼ J=sec, Bw is the channel bandwidth (in Hertz)

and N0 is the noise power spectral density in W=Hz, can be written as [39]

C ¼ Bw log2 1þ S

N0Bw

� �
ð12:20Þ

If we denote eC as the spectral efficiency, as the ratio C
Bw
, we get instead of (12.20)

eC ¼ log2 1þ S

N0Bw

� �
ð12:21Þ

These two formulas for the capacity and spectral efficiency estimation are valid

only for the channels with additive white Gaussian noise (AWGN-channels), which

is also called additive noise (see definitions in Chapter 1). In this case the power of

the additive noise equals Nadd ¼ N0Bw, which is simply defined in the literature as

the signal-to-noise ratio (SNR). Usually, AWGN channels are called the ideal
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channels and all practical radio channels are compared to the ideal channel by

selecting detection error probability of 10�6 and finding SNR necessary to achieve it.

Effects of interference can be regarded as another source of effective noise, which

raises the noise level for calculating the error rate. In this case, we must also

introduce in (12.20) and (12.21) together with Nadd the noise caused by interference

Nint

eC ¼ log2 1þ S

N0Bw þ Nint

� �
ð12:22Þ

Above, we discussed the channels in which only white or Gaussian noise was taken

into account. What will happen if there is additional noise called multiplicative (see

definitions in Chapter 1), which usually occurs in the wireless communication

channel, land, atmospheric, and ionospheric due to multipath fading phenomena?

In this case, on the basis of a unified algorithm of how to estimate fading effects,

described in Chapter 11, we can account for all kinds of noise in the Shannon–

Hartley formula (12.20). To do that, we propose now a simple approach, which can

be used only if LOS component is predominant with respect to the NLOS

component, that is, when the Ricean parameter K > 1 [40]. Taking into account

the fading phenomena, described by the Ricean distribution with parameter K > 1

(see Chapters 1, 5, and 11), we can estimate the multiplicative noise by introducing

its spectral density, Nmult, with its own frequency band, BO, into (12.20) or (12.21)

eC ¼ log2 1þ S

N0Bw þ NmultBO

 �
ð12:23Þ

This formula can be rewritten as

eC ¼ log2 1þ S

Nadd þ Nmul

� �
¼ log2 1þ Nadd

S
þ Nmul

S

� ��1
 !

ð12:24Þ

where, according to our definitions introduced in Chapters 5 and 11 following

the proposed stochastic approach, S
Nmult

¼ hIcoi
hIinci. Using now the definition of K,

introduced in these chapters, we get

S

Nmult

¼ hIcoi
hIinci

¼ K ð12:25Þ

Combining together all these notations, we finally get the capacity as a function

of the Recean K-factor

C ¼ Bw log2 1þ Nadd

S
þ K�1

� ��1
 !

¼ Bw log2 1þ K � SNRadd

K þ SNRadd

� �
ð12:26Þ

where we denoted signal-to-additive-noise ratio as SNRadd ¼ S
Nadd

.
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This approximate formula can be used to estimate the capacity of the wireless

communication channel with fading, additive, and multiplicative phenomena, only

when the coherent component of the total signal power will exceed the incoherent

component and a direct visibility for each subscriber take place. As follows from

(12.26), a decrease of the K-factor in one order leads to a decrease of the capacity

maximum twice. To compensate for this decrease caused by fading, array antennas

can be used in a MIMO communication link consisting of an M-element (or

M-beam) antenna at one end and an N-element (or N-beam) antenna at the other.

Thus, for the MIMO communication links consisting of the M-element (or

M-beams) antenna at the one end and N-element (or N-beam) antenna at the other

end, the link capacity and spectral efficiency depend on the degree of correlation

between channels corresponding to each element or beam. Thus, if the channels

are uncorrelated, their capacity and spectral efficiency may be added. For M > N

the following expression can be used in pure AGWN channel without multipli-

cative noise [39,45,46]

eCuncor ¼ N log2 1þ M � S
N � BW � N0

� �
ð12:27Þ

We can interpret this formula as follows: the output signal power is divided equally

between N channels, as they have the same gain as M. As the capacities of the

channels are the same, we get a factor N outside the logarithm. In the case of

correlated antennas within the array, we have only one channel with gain MN

[39,45,46] and:

eCcorr ¼ log2 1þ MN S

BW N0

� �
ð12:28Þ

In the case of uncorrelated element antenna array, the channel capacity or spectral

efficiency increases linearly with the increase of the number of channels N. While

for correlated antenna elements, this increase is lesser according to logarithmic

law. Nevertheless, in both cases, an adaptive array can significantly increase the data

rate between the mobile and a base station in multiple spatial channels, as was

shown in Reference [47]. For example, in an IS-136 system, an omni-antenna

gives 48.6 kilobit per second (kbps) in a single 30 kHz channel, whereas the M

spatially separated channels corresponded to the M antenna elements at the base

station can yield data rates of � M � 30 kHz [47]. Use of the additional techniques

for space-time coding or space-time processing offer the potential to make practical

spectral efficiency of many bits per second per hertz to each mobile users (in the

above example of hundreds of kilobits per second in a 30 kHz channel).

Now, comparing (12.26) with (12.27) or (12.28), we can obtain the compen-

sation of fading effects for link capacity in linear order of N for the adaptive antenna

array with uncorrelated elements or in logarithmical order of NM for adaptive

antenna array with the correlated elements.

522 CELLULAR COMMUNICATION NETWORKS DESIGN



Bit Error Rate. The bit error rate (BER) is another main parameter that determines

the quality of the communication channel, that is, the relative quantity of the

received data versus the sent data. BER is measured in the percentage of bits that

have an error relative to the total bits received in a transmission. To estimate this

parameter, the following formula is usually used [48]

BER ¼ 1

2

ð1

0

pðxÞerfc SNR

2
ffiffiffi
2

p x

� �
dx ð12:29Þ

Here pðxÞ is the probability density function and erfcð�Þ is the well-known error

function [47]. Now using the BER definition (12.29), where pðxÞ is Ricean PDF with

the standard deviation s (see definitions in Chapter 1) and taking into account

multiplicative noise, we finally get for BER the following general equations:

BERðK; SNR; sÞ ¼ 1

2

ð1

0

x

s2
e
� x2

2s2e�KI0
x

s

ffiffiffiffiffiffi
2K

p� �
erfc

KSNRadd

2
ffiffiffi
2

p
ðK þ SNRaddÞ

x

 !
dx

ð12:30Þ

Relations Between Main Parameters

To understand a problem on how noise characteristics caused by fading phenomena

affect situations with information data rate and capacity within various land radio

communication links, we must obtain the convenient formulas describing relations

with the main parameters of data stream. Therefore, in order to derive BER versus

capacity or spectral efficiency, we express K-factor as a function of C or eC using

(12.26)

K ¼
SNRadd 2

C
Bw � 1

� �

SNRadd � 2
C
Bw � 1

� � ¼ SNRaddð2~C � 1Þ
SNRadd � ð2~C � 1Þ

ð12:31Þ

Then using (12.29) and (12.31), we get the BER as a function of eC:

BERðeCÞ¼1

2

ð1

0

x

s2
e
� x2

2s2e
�W1ð~CÞ

W2ð~CÞI0
x

s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
W1ðeCÞ
W2ðeCÞ

s !
erfc

W1ðeCÞ
W2ðeCÞ

SNRadd

2
ffiffiffi
2

p W1ðeCÞ
W2ðeCÞ

þSNRadd

 !x

0
BBBB@

1
CCCCA
dx

ð12:32Þ

where W1ðeCÞ ¼ SNRaddð2~C � 1Þ and W2ðeCÞ ¼ SNRadd � ð2~C � 1Þ.
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This is a very important formula, which gives the relation between the spectral

efficiency of the multipath communication channel, caused by fading phenomena,

and the probability of BER of the information data stream inside such a channel.

To show the reader how to minimize the BER and maximize the capacity or

the spectral efficiency for different wireless networks (with the corresponding

bandwidth of each channel), we created a special program based on the above

formulas. First, we have analyzed the changes of the capacity as a function of K,

that is, as a function of different conditions of the channel allocation, using

Equations (12.23) to (12.26). Results are shown in Figure 12.16. Here, we have

examined the spectral efficiency for three different typical values of SNRadd, which

are shown in Figure 12.16. It is obvious, that with the increase in SNR (from 1 dB

to 10 dB) the spectral efficiency is increased by more than three times; this effect is

more significant for the worst case of multipath fading channels (for K < 5).

Then, we made computations to estimate the capacity that can be used by various

wireless networks with a given S
Nadd

ratio of 5 dB, using in (12.26) different bandwidths,

corresponding to several well used networks; such as the CDMA-system with the

bandwidth Bw ¼ 25MHz, the TDMA-system (Bw ¼ 40MHz), the TDMA1-system

(15MHz), the TDMA2-system (5MHz), and the GSM, as a combination of the

TDMA and FDMA (Bw ¼ 12:5MHz). As is seen from Figure 12.17, where the

capacity in bits per second is shown versus the K-factor, the fading effect is dominant

for K < 5, when the multipath component may play some significant role. This effect

depends on parameter K, which characterized fading effects within the wireless
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FIGURE 12.16. Spectral efficiency as a function of K-factor.
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channel. Furthermore, a network that uses larger bandwidths gives better throughput

of data streams. Usually the TDMA systems have bandwidths containing not more

than 20MHz, therefore, their capacity is larger than that for CDMA systems.

As is known from References [49–52], the TDMA and CDMA systems result in

an increase in channel capacity over the standard FDMA system, allowing different

time slots and different codes, to be assigned to different users. Each increase is in

the order of five to ten [53–56].

Finally, we ran two simulations, the first one was BER as a function of K using

Equation (12.30), and the second was BER as a function of spectral efficiency, using

Equation (12.32). The parameters we used for the computations are the follow-

ing:s ¼ 2 and SNRadd ¼ S
Nadd

¼ 1 dB. The results of the computation are shown

in Figure 12.18 and Figure 12.19, respectively. As seen from Figures 12.18 and

12.19, with an increase of K-factor, that is when LOS component becomes predomi-

nant compared to NLOS multipath component of signal total intensity, the BER
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parameter is decreased, from 10�2 for K � 5 to 10�6 for K � 20 (corresponding to

communication channels with high BS antenna and quasi-LOS for any user located

in the area of service). At the same time, as expected, the spectral efficiency is also

increased (see Fig. 12.19). Hence, with the increase of the spectral efficiency of the

data stream a simultaneous sharp decrease of BER is also observed.
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CHAPTER THIRTEEN

Prediction of Operational
Characteristics of Adaptive
Antennas

In adaptive antenna performance, as was mentioned in Chapters 9 and 10, it is very

important to predict any desired subscriber position in the tested area. To obtain inform-

ation about the direction to the subscriber as well as about the range to the subscriber,

designers of the wireless networks need to carry out some special experiments. The

direction of the subscriber is determined by the distribution of the recording signal

in the azimuth and elevation domains. The range to the subscriber is determined by

the time delay distribution of the arriving signal. Furthermore, when the adaptive

antenna ‘‘searches’’ the moving subscriber (MS), it is very important to obtain inform-

ation about its velocity based on signal distribution in the Doppler shift domain. In

Chapter 10, we showed that this can be done theoretically using the proposed unified

stochastic multiparametric approach. In the following section, we will verify the

theoretical results described in the Chapter 10 by using more precisely arranged

experiments carried out in different urban sites that focused our attention on adaptive

antenna operational characteristics in the space, angle, time, and frequency domains.

13.1. EXPERIMENTAL VERIFICATION OF SIGNAL DISTRIBUTION
IN AZIMUTH, TIME DELAY, AND DOPPLER SHIFT DOMAINS

Signal Azimuth Distribution. First, we verify results of theoretical prediction

described in Chapter 10 via special experiments carried out in microcell urban

Radio Propagation and Adaptive Antennas for Wireless Communication Links: Terrestrial, Atmospheric

and Ionospheric, by Nathan Blaunstein and Christos Christodoulou
Copyright # 2007 John Wiley & Sons, Inc.
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environments that are fully described in References [1,2]. In these experiments, the

pulse signals were sent by using directive rotating antennas arranged at terminals—

the transmitter and the receiver—at radio paths up to 1.5–2 km. The width of the

loops of both antennas was 3� (at the half power points); measurements are based

on the same method described in References [1,2].

The height of the BS transmitter antenna was changed from z2 ¼ 6m to z2 ¼
12m, and therefore the MS receiver antenna became z1 ¼ 2m. During its move-

ment, the MS passed streets with different orientations with respect to the BS

antenna, with various density and overlay profiles of the buildings. The receiving

antenna with mechanical rotations on the vehicle had registered Nmultipath compo-

nents of the wideband signal, each of which corresponded to one of the possible

angular positions on the axis of the MS directive antenna. Because the antenna loop

width was initially smaller than the integral scale width ey of the energetic spectrum
eWðjÞ described in Chapter 10, we can discuss the registration of realizations, having
delta-function kind of shape on the angle energetic spectrum eWðjÞ. The schematic

geometry of the experiment is shown in Figure 13.1, where jT is the angle between

the transmitter antenna axis and the direction to the receiver, ji
R is the current angle

of observation of the vehicle receiving antenna, i¼ 1, 2, . . . , 360�. According to the
conditions of the experiments, ji

R ¼ �jði� 1Þ, �j ¼ 1�.

v v

v

MV 

BS

T
ϕ

i

R
ϕ

FIGURE 13.1. Geometry of the experimental site and the experiment.
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In Figure 13.2, results of measurements of the normalized signal power spec-

trum, ew ¼ WðjÞ=WðjTÞ, where WðjTÞ ¼ Wmax, are presented for the case where

the height of the BS antenna is lower than the level of the average rooftop �h

(i.e., z2 ¼ 6m < �h ¼ 8m), for the following distances from BS: (a) d ¼ 0:5 km,

(b) d ¼ 1:0 km, and (c) d ¼ 1:5 km. All data are presented for the case when the BS

antenna axis is directed to the MS receiver antenna, that is, jT 
 0�. As follows

from these measurements, when the two terminal antennas are lower than the

rooftop, the maximal level of signal power at small ranges from the source

w
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j
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j
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(b)

w

–
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2
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~
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FIGURE 13.2. The results of measurements of the normalized signal power spectrum,

~w ¼ WðjÞ=WðjTÞ for various ranges between the terminal antennas: d ¼ 0:5 km (a),

d ¼ 1:0 km (b), d ¼ 1:5 km (c).
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is concentrated in the direction of the source. Simultaneously, some multipath signal

components with a power of the same order are registered from angles close to back

scattering and reflection (see Fig. 13.2a, ji
R 2 ð�p;� p

2
Þ [ ðp

2
; pÞÞ.

This effect is increased with an increase of range between the two terminal

antennas. At far zones from the BS, multiray effects are observed, with quasi-

uniform distribution of signal spectrum within the range of ½0; 2p� angles to the BS

antenna, and with minimum energy from the direction to the MS (see Figs. 13.2b and

13.2c). Quite a different picture is observed for the case of the base station antenna

higher than the overlay profile of the building, for example, �h ¼ 8m< z2 ¼ 12m. In

this case, as follows from Figures 13.3(a)–(c) measured for the same conditions

and ranges between both antennas, despite the fact that far from the BS, due to an

increase in the number of obstructions, the multipath components of the total

signal are also presented with approximately the same power, the maximum of the

power spectrum is concentrated near the direction to the BS. All these features are

clearly understood by using the theoretical results that follow from the proposed

multiparametric stochastic model described in Chapter 10 (see full description in

References [1–3]).

In fact, as obtained in Chapter 10 with an increase of the BS antenna height

and for the low elevated MS antenna, the area, where all obstructions are located

around the MS, becomes smaller, that is fewer obstructions are involved in the

multiple scattering and reflection process. It means that for a high BS antenna the

multiray phenomena become weaker.
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FIGURE 13.3. The same as in Fig. 13.2, but for the base station antenna higher than

building rooftops.
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These results can be clearly seen from a comparison between the measure-

ments presented in Figures 13.2(a)–(c) and in Figures 13.3(a)–(c). To obtain

enough statistical data for theoretical prediction and better verification, averaged

results of the pulse signal power spectrum distribution measurements were

obtained in References [1,2] by using approximately ten local positions of the

MS.

The normalized signal power ewðjÞ ¼ WðjÞ=Wmax (in decibel) is obtained after

the averaging procedure is presented by a continuous curve in Figure 13.4 for

z2 ¼ 5m (top figure) and for z2 ¼ 12m (bottom figure), respectively. Here, the

results of the calculations according to the proposed combined 3D multiparametric

model, which takes into account the effects of diffraction, street orientations, and

buildings overlay profile of the building (see Chapter 1, 2, and 10), are presented

in both figures by a dotted curve. Whereas the same calculations according to

the regular 2D stochastic model obtained in Reference [3] without accounting for

all these propagation phenomena are presented by dashed curves.

All parameters of the calculations are mentioned above and also follow

from the topographical map and the geometry of the experiments of the tested

area described in Reference [1]. As follows from the presented illustrations, the
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FIGURE 13.4. ewðjÞ ¼ WðjÞ=Wmax vs: j for z2 ¼ 5m (top) and z2 ¼ 12m (bottom).
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proposed model can, with a great accuracy, predict the asymmetric shape of the

signal PAS’ distribution obtained experimentally, because of diffraction phe-

nomenon and nonuniform height distribution of the building, the effects that

cannot be explained by using the simple statistical models developed in

References [3–7].

Signal Distribution in Time Delay Domain. The same dependence on the

antenna height, predicted theoretically in Chapter 10, was obtained during experi-

mental investigations of the signal power spectrum in the time delay domain. The

method of experimental investigation of the time delay spectrum distribution is

based on recording the wideband channel response at the same ten points of the

MS schematically presented in Figure 13.1 by recording the unit pulse responses

of the channel. The transmitter pulse duration was 60 ns at the level of �3 dB

from the maximum signal amplitude. The same geometry of the experiment, the

same parameters of both the antennas (MS and BS) and of the built-up terrain

were used [1]. The results of measurements using two low terminal antennas of

5 m and 2 m (see above) are shown in Figure 13.5 for the range between both termi-

nals: (a) d ¼ 1:0 km, and (b) d ¼ 1:5 km.

As follows from the given illustration in the, multipath pulse propagation—the

number of incoming pulses exceeds 10–15 at all ranges from the base station—

because of the effects of multiple scattering and reflection from the obstructions

w, dB 
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FIGURE 13.5. The results of measurements of time delay distribution for the range between

both terminals: (a) d ¼ 1:0 km and (b) d ¼ 1:5 km.
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surrounding the moving vehicle are observed. The impulse (wideband) signal

power distribution over the time delay is quasi-homogeneous and unified. A

different picture is observed for the high BS antenna (�12 m) with respect to

building roofs. In fact, as follows from the results of the normalized power

spectrum distribution measurements in the time delay domain (presented in

Figures 13.6a,b), for this case the shape of the spectrum has an obvious maximum

0
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τ , µs

τ , µs

FIGURE 13.6. Comparison between measurements (continuous curves) and theoreti-

cal prediction (dashed curves) for time delay distributions for three position of vehicle

antenna denoted by 1, 2 and 3, which correspond the antenna height of 2, 5 and 12 m,

respectively.
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that corresponds to the direct pulse arriving from the BS at the moving vehicle

receiving antenna. Only a few arriving pulses as multipath components due to

multiple reflection and scattering are distributed close to the initial pulse and their

power is less than that of the main pulse. Here, three different positions of

antennas, denoted by 1, 2, 3 near each curve, are presented. We also present by

dashed curves in Figures 13.6a,b the results of calculations according to theoretical

results for different situations of the experiment (denoted by 1 in 13.6a and 2, 3 in

Fig. 13.6b, respectively).

Again, as seen for the spectrum distribution in the azimuth domain, the theore-

tical predictions are in agreement with the experimental data.

Signal Distribution in Doppler Domain. To verify the theoretical signal

power spectrum distribution in the Doppler shift domain, a special experiment

was carried at f ¼ 920MHz using the same experimental site described in Refer-

ences [1,2]. This tested site contains mostly three-five-floor buildings, which are

homogeneously distributed around both terminal antennas. The range between

mobile antenna and the fixed BS antenna varied from 200 m to 2 km. The transmitter

antenna was assembled at the top of the mobile vehicle at the height of 2 m; the

receiver antenna was assembled on the roof of the building, the first time at the

height of 30 m, and then at the height of 3 m. The mobile vehicle speed varied

from 10 km/h to 40 km/h.

In Figure 13.7 the signal power spectrum distribution relative to that for

j0 ¼ 0� is presented for the mobile trajectory orientated to the radio path between

antennas upon the angle j0 ¼ 60� and for mobile speed of 32 km/h, from which

we get that fd ¼ v
l
cosj0 � 15Hz in the case where both antennas are below the

rooftop.

Figures 13.7a and 13.7b correspond to opposite directions of the same mobile

vehicle along the experimental path. Both the spectra illustrated in Figure 13.7(a)

and Figure 13.7(b) are the mirror transformation of each other. This is because of

the opposite direction of the movement of the vehicle antenna. The same picture

follows from an experiment when the receiver antenna was above the rooftop

(z2 ¼ 30m) for opposite directions of movements of the vehicle antenna. It is shown

in Figures 13.8(a) and (b).

In this case the mobile vehicle path was oriented upon the angle j0 ¼ 65�

to the radio path between terminals. Again, asymmetry of the spectrum shape

corresponds to the direction of the moving vehicle. Moreover, because of the

existence of the LOS component of the total signal (BS antenna is higher than

the building roof), the sharp component is clearly seen in the signal spectrum

at the frequency, which corresponds to source movement in free space

fd0 ¼ v
l
cosj0 � 7Hz. In both cases presented in Figures 13.7 and Figure 13.8,

the power spectrum is limited by the maximum Doppler frequency, which is

around 	ð15–17ÞHz.
Comparisons between experimentally obtained signal spectrum distribution

in the Doppler spread domain and the Doppler power spectrum distribution

EXPERIMENTAL VERIFICATION OF SIGNAL DISTRIBUTION IN AZIMUTH 537



1510 50–5–10–15 f, Hz

W

 0.4 

 0.6 

 0.8 

1

(a) (b)

j
0

= 60
0

151050–5–10–15 f, Hz

W

 0.4 

 0.6 

 0.8 

1

j
0

= 60
0

~~
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obtained from theoretical analysis presented in Chapter 10, allow us to con-

clude that the data obtained experimentally fully confirm results of theoretical

prediction.

Finally, we must conclude that the 3D stochastic model of wave scattering and

diffraction from randomly distributed buildings placed on rough terrain leads to a

more accurate description of the signal loss effects. This makes the model extremely

useful for fixed wireless access applications, where the subscriber antenna deploy-

ment can be made on rooftops. At the same time, taking into account effects of

shadowing and multipath fading, the algorithm of how to evaluate these effects for

concrete situation in the urban scene is described in Chapter 11. We can improve

accuracy of the proposed stochastic approach even though some of the subscribers

will be located in the shadow zones behind buildings. It means that, for a uniform

angle-of-arrival distribution of signal, an additional slow- or long-term fading in

link budget due to shadowing can be estimated according to methods described

in Reference [1] (see also Chapter 11).

We obtained from the proposed stochastic model a general description of the

signal power distributions in the angle-of-arrival (PAS) and time delay (PDS)

domains for various BS antenna elevations with the continuous transition to both

limiting cases of multipath phenomena. Either the diffraction or the multiple scat-

tering component of the total field is predominant, and the PAS and PDS distri-

butions are closer to the classical Laplacian theory or to the Gaussian theory,

respectively. This fact was obtained experimentally and theoretically in References

[1–7] and briefly described in Chapter 10. The proposed stochastic model predicts

with great accuracy the nonuniform and nonregular distribution of the narrowband

(CW) and wideband (pulse) signal power spectra in the azimuth, elevation, time

delay, and Doppler shift domains for the cases where the base station and moving

vehicle antennas are lower than the rooftops [16–20]. By increasing the base station

antenna height compared to the rooftops of the building, the power spectra shape in

the angle, time, and frequency domains tend to approach the regular and uniform

distribution. Using the unified statistical multiparametric model, we obtain clear

relations between the parameters of the built-up terrain, the conditions of propa-

gation, and the multipath signal characteristics, investigated in Chapters 5 and 10.

These characteristics of radio channel cannot be obtained from the simple empirical,

semiempirical, and the so-called ray tracing models proposed by References [8–10],

as well as from those that are ever based on the statistical description of propagation

effects [11–15].

13.2. PREDICTION OF ADAPTIVE ANTENNA CHARACTERISTICS
BASED ON UNIFIED STOCHASTIC APPROACH

In Section 10.2, we showed results of numerical simulation of the proposed unified

stochastic approach [1–3, 16–20] through comparisons with real experiments carried

out in downtown Helsinki [13–15]. An agreement between theoretical prediction

and measured data for different built-up areas allows us to create a virtual numerical
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experiment with the specific antennas assembled at the base station. In our virtual

numerical experiment we will use, for example, the experimental site RX1, shown

by Figure 10.11, in which we will change the BS antenna directivity k, azimuth j,

and tilt b and will analyze how the changes to these parameters change the signal

power redistribution in such an urban area.

13.2.1. Tilt-Dependence of the Base Station Antenna

In this case we will take into account four different tilts of the RX antenna b ¼
�20�;�10�; 10�; 20�. Here again, the condition of b > 0 corresponds to the tilt

up and b < 0 is to the tilt down from the horizon. Figures 13.9a to 13.9b show these

variants in the 2D- and 3D-planes, respectively.

FIGURE 13.9. (a) The relative power, eWðy;jÞ, b ¼ �20� : 2D and 3D plane. (b) The

relative power, eWðy;jÞ, b ¼ �10�: 2D and 3D plane. (c) The relative power,
eWðy;jÞ, b ¼ 10�: 2D and 3D plane. (d) The relative power, eWðy;jÞ, b ¼ 20�: 2D and

3D plane.
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From changes to the antenna tilt from a negative to a positive direction in the

vertical (elevation) plane, it is clearly seen that when the tilt is directed up from

the horizon (b > 0), most of the energy arrives from the areas located far from the

RX antenna. This is caused by multipath components of the total signal because of

the propagation along the two streets. At the same time, when the tilt is directed

down from horizon (b < 0) most of the energy arriving at the receiving (RX)

antenna is located in the direction of the receiver (i.e., around the pseudo-LOS

direction).

13.2.2. Azimuth-Dependence of the Base Station Antenna Maximum Loop

Now we will turn the array of the antenna to the maximum azimuth direction angle

of j0 ¼ 5� and 50� from the north direction. These simulated variants are shown

in Figures 13.10a,b by the 2D and 3D radio maps for j0 ¼ 5� and j0 ¼ 50�,
respectively.

FIGURE 13.9. (Continued)
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Figure 13.10a shows the situation when the RX antenna is turned left from the

original direction and most of the energy is received from the azimuth direction of

j0 ¼ 5�; more energy comes from street #1 and less energy is arriving from the street

#2 (see Fig. 13.11). This result differs from that obtained in the real situation shown by

Figures 10.11 and 10.12. In the situation described by Figure 13.10b, the energy,

arriving from the azimuth direction ofj0 ¼ 50�, is about 0.8–0.9 (compared toWmax),

that is, at the same order with the rays energy arriving from the street #1. In this

situation, as shown by Figure 13.12, a significant part of the total energy comes from

directions far from street #1 and street #2. The ‘‘side’’ effect, when the antenna is

oriented as shown in Figure 13.12, gives the same strong influence on signal energy

azimuth redistribution as in the cases described by Figures 10.11 and 10.12.

13.2.3. Directivity-Dependence of the Base Station Antenna

Now, we will analyze the normalized signal power spectrum eWðy;jÞ for different
values of the directivity of the antenna k ¼ 10; 20; 30. Figures 13.13a–13.13c show

FIGURE 13.10. (a) The normalized power, eWðt;jÞ, j0 ¼ 5�: 2D and 3D plane. (b) The

normalized power, eWðt;jÞ, j0 ¼ 50�: 2D and 3D plane.
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these cases. From this virtual numerical experiment, we can understand how the

increment of directivity of the RX antenna affects the decrease of the arriving power

of the multipath components in the total signal power received by the base station

antenna. It is clearly seen that with an increase in the directivity of the antenna k in

FIGURE 13.12. Detailed map for the situation where the azimuth direction is

j ¼ 50�.

FIGURE 13.11. Detailed map for the situation where the azimuth direction is

j ¼ 5�.
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FIGURE 13.13. (a) The normalized signal power, eWðy;jÞ, k ¼ 10. (b) The same, as in

Fig. 13.13a, but for k ¼ 20. (c) The same, as in Fig. 13.13a, but for k ¼ 30.
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the vertical (elevation) plane, most of the energy arrives at the base station antenna

from the direction closest to the zero degree elevation angle, working as a spatial

filter to eliminate multipath components arriving from other direction in the EOA

plane.
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CHAPTER FOURTEEN

Land–Satellite Communication
Links

14.1. OBJECTIVE

The Space Age was started on October 4, 1957, when the first artificial satellite,

Sputnik 1, was placed in orbit by the Soviet Union. Before October 1957, the term

satellite referred to essentially a small body that revolved around a larger

astronomical object. Thus, all the moons circling the planets of the solar system

were called satellites. Today these bodies are specifically called natural satellites,

and any artificial object that revolves around a larger astronomical object is called an

artificial satellite.

The main task of the artificial satellite is to allow stable wireless communication

among users located on the Earth using physical device, simply called satellite

located in the upper atmosphere, on the basis of mechanism of radio propagation

[1,2]. During the last four decades, the satellites have been used for wireless

communication, weather study, navigation, military observation, and other purposes.

In this book, as was mentioned in the Chapter 1, we deal only with the aspects of

radio communication between various terminals, personal, stationary or moving,

portable telephone or ground-based facilities, which will secure a satisfactory

quality of service for each subscriber located within such a channel (see Fig. 14.1).

More than forty years ago, J. R. Pierce and R. Kompfner (see [1,2]) discussed a

number of alternatives, problems, and potential solutions for transoceanic commu-

nication by means of satellites, addressing the following subjects:

� alternative satellite repeater schemes; orbits, mutual visibility, and distances;

� number of satellites;
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� path-loss calculations;

� modulation systems;

� unknowns in satellite communications.

Surprisingly, after 40 years the fundamental ideas have not changed much.

Generally, there are differentiations between satellite orbits. They called ‘‘far’’

geosynchronous orbit (GEO) and ‘‘near’’ low earth orbit (LEO); between these two

orbits, there is medium altitude earth orbit (MEO). In terms of transponders, or

repeaters, Pierce and Kompfner mentioned active and passive.

Signal propagation in land–satellite communication (LSC) systems for the last

several decades has become an essential consideration, especially when high-rate

data services are involved [1–19]. Path conditions may yield harmful impairments,

severely degrading the system performance and availability. As far as urban or

suburban built-up areas are concerned, the extent of the influence is mainly restricted

to the roadside obstacles, because the satellite is positioned at relatively high

elevation angles in most practical situations. The advantages of satellite communica-

tion compared to local land are [1–4]:

(1) large capacity; the total transmission capacity can exceed 1 Gbit per second;

(2) distance insensitive cost;

(3) wideband service that allows transmission of high bit rate multimedia

information: video, audio, voice, digital, and so on;

(4) broadcast transmission capability that allows distribution of any information

from one point to multipoint users located on the Earth.

The GEO is a circular orbit in the equatorial plan. The angular velocity of the

satellite is the same as that of the Earth. Therefore, the satellite seems to

FIGURE 14.1. Satellite–Land service terminals.
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remain stationary in the sky. The LEO and MEO orbits are lower altitude orbits.

They are particularly suitable for the personal communications systems satellite

because of their low path loss, fading effects, and low propagation delays. A

comparative analysis of the main parameters of the LEO, MEO, and GEO orbits is

shown in Table 14.1 after analysis of several tables presented in [3].

Let us briefly consider advantages and disadvantages of each kind of satellite

following Reference [1–4].

(a) GEO satellites

Advantages:

1. The satellite appears to be fixed (immovable) when viewed from the

Earth, which means no tracking is required for each Earth station

antenna;

2. About 40% of the Earth’s surface is in view from the satellite.

Disadvantages:

1. High power loss of about 200 dB over the radio path.

2. Large signal delay of 238–284 ms.

3. Polar region of the Earth with latitudes more than 81� are not covered by

GEO satellite.

(b) LEO and MEO satellites

Advantages:

1. Much smaller path loss compared to GEO satellites.

2. Lower signal delay (about 10 ms).

3. The reduction in range provides a large decrease in path loss resulting in

much smaller receiving antennas.

4. The reduction in range provides a significant reduction in propagation

delay, making voice conversation more pleasing to the user and increas-

ing most data communication protocols.

TABLE 14.1. A Comparison of the LEO, MEO, and GEO Orbits [3]

LEO MEO GEO

Altitude 700–1,000 km 10,354 km 35,786

Orbital period 100 minutes 6 hours Stationary

Number of satellite for

global coverage 48–66 10–12 3

Space segment cost Highest Lowest Medium

Satellite lifetime (Years) Imperceptible Imperceptible Long

Propagation delay call

handover Frequent Infrequent None
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Disadvantages:

(1) Short period of satellite observation both visual and radio.

(2) Doppler effects are significant because of the high speed of the satellite.

(3) Many satellites are required to establish continuous transmission and

full radio coverage for subscribers.

The notion of ‘‘free space’’ has long passed for satellite communications. For

minimizing satellite-to-satellite interference and sharing the limited frequency

spectrum among the ever-increasing number of operational or proposed satellites,

regulations become a main part of channel design. The coordination of frequency

and orbit is necessary to ensure a noninterfering satellite operation.

In the same manner, as was defined for land communication links (see Chapters 1

and 5), one can define the transmitted path from an Earth’s terminal antenna to the

satellite as uplink and the transmitted path from the satellite to an Earth’s station as

downlink. Table 14.2 presents the ‘‘working frequencies’’ that are commonly used

both in uplink and downlink land–satellite communications.

Land–satellite communication (LSC) systems enable users of handle wireless

phones, portable computers, or mobile phones to communicate with one another

from any two points worldwide. Signal propagation for such systems has become an

essential consideration. Path conditions may indeed cause harmful impairments that

severely corrupt the system availability and performance. Hence, propagation

considerations are very important for successful operation. Most satellites employ

fixed not mobile terminals as in LSC systems. Whereas terrestrial land mobile

systems are often able to exploit relatively strong multipath, it will be power limited

and dependent on the line-of-sight (LOS) component. Such reliability of the mobile

systems will largely be determined by propagation-induced fading (see definitions in

Chapter 1). Satellite-mobile links operate with low signal margins, and obstructions

due to overpasses and vegetation will cause outages and reduce communication

quality.

Therefore, to design successful wireless LSC links, stationary or mobile, it is very

important to predict all propagation phenomena occurring in such links, to give a

satisfactory physical explanation of main parameters of the channel, such as path

loss and slow and fast fading, and finally, to develop a link budget compared to total

noise at the outputs of the terminals of the channel (called signal noise figures or

TABLE 14.2. Frequency Allocations for Satellite Communications [4]

Band Uplink (GHz) Downlink (GHz)

C 6 4

X 8.2 7.5

Ku 14 12

Ka 30 20

S 40 20

Q 44 21

L (mobile) 1.525 to 1.559 1.626 to 1.660
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maximum acceptable path loss, see Chapters 1 and 5). Moreover, in land satellite

communications, we must divide the channel into three parts. The upper channel

covers the ionospheric radio propagation, as was shown in Chapter 7, for frequency

bands useful for satellite communications (see Table 14.2). Fading phenomena is not

so significant if we deal with the regular ionosphere without any fluctuations caused,

namely by magnetic storms, disturbances on the Sun, cosmic rays, and so on. Taking

into account such effects, for the frequency band (see Table 14.2), as was obtained

from computations made in Chapter 7, we can say that the fast fading phenomena

effects change the link budget only on several decibels. The same situation is

observed in the turbulent troposphere (see Chapter 6), as the middle part of the land–

satellite channel, at frequencies in C/Q band (see Table 14.2), taken into account the

effects of hydrometeors (rain, snow, smoke etc.). Here, all features together give a

cumulative effect in fast fading of about a few decibels in the total path loss (see

estimations in tables of Chapter 6). The main effect in link budget and the total path

loss come from the bottom part of the land–satellite channel, where effects of the

terrain profile, which cause shadowing (or slow fading), become more appropriate.

In the land subchannel, local shadowing effects, caused by multiple diffraction from

numerous wedges and corners of obstructions, become predominant and can

significantly corrupt information sent from the ground-based terminal to the satellite

and conversely. Furthermore, in the LSC typical land built-up scenarios, the line-of-

sight (LOS) path between the satellite and the land terminal (stationary or mobile)

can be affected by multipath mechanisms arising from reflection on rough ground

surfaces and wall surfaces, multiple scattering from trees and obstacles. As was

mentioned by Saunders [2], in such very complicated environments, accounting high

speed satellite movements, it is very complicated to differentiate slow fading and

fast fading effects, as was done for land communication links (see Chapter 5); they

must be accounted for together.

Therefore, below we will try to show the reader how to take into account effects

of the terrain built-up profile and multiple diffraction and scattering effects for

fading description and for link budget design within the LSC channel. All these

elements will allow us to obtain the radio coverage of the areas of service. Finally,

we will present a complete algorithm for the mega-cell radio map construction for

different areas of the Earth, depending on the propagation situation within each LSC

channel, position of each subscriber and elevation of the satellite above the horizon

with respect to position and location of the desired subscriber.

In this chapter, we will analyze two main concepts on how to account for the

terrain effects on land–satellite communications. The first is based on the statistical

models, whereas another is based on the physical-statistical models. To unify these

models and to use them together in our analysis, we assume that the radio signal is

moving within a channel only between two states: good and bad, as is shown in

Figure 14.2.

The good state occurs when the LOS component is predominant, whereas the bad

state occurs when the LOS component is absent and only the NLOS component is

present because of shadowing and/or multipath phenomena. This scheme is called

the Markov’s chain [5,19]. Then, the statistical models, which we will present here,
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are based on the transfer from bad to good states and vice versa. At the same time,

the physical-statistical models are based on the classical aspects of radio propagation

over the terrain and on the statistical description of obstructions placed randomly on

the rough terrain. As will be shown below, such models can also be adapted to use

the Markov’s chain, as a basic aspect of pure statistical models. So, despite the fact

that some researchers separate statistical and physical-statistical models and show

them separately, we will show how to unify these approaches. Both statistical

parameters of Markov’s stochastic process, statistical distributions of the built-up

terrain features and propagation phenomena can be used to predict the radio

coverage of the Earth’s surface and satellite constellation for the mega-cell maps

design.

14.2. TYPE OF SIGNALS IN LAND–SATELLITE COMMUNICATION
LINKS

Propagation between a satellite and a mobile receiver can be classified as either

nonshadowed, when the mobile or stationary subscriber has an unobstructed LOS

path to the satellite, or shadowed, when the LOS path to the satellite is obstructed by

either feature placed at the terrain, natural or man-made.

The nonshadowed signal received at the mobile receiver is composed of three

signal components: direct, specular, and diffuse (see Fig. 14.3). Propagation

measurements indicate that a significant fraction of the total energy arrives at the

receiver by way of a direct path.

The remaining power is received by the specular ground reflected path and the

many random scattering paths that form the diffuse signal component.

The shadowed signal occurs when the signal fade is caused primarily by

scattering and absorption from both branches and foliage where the attenuation path

length is the interval within the first few Fresnel zones intersected by the canopies or

building roofs.

Measured results indicate that shadowing is the most dominating factor

determining slow signal fading. Its effect depends on the signal path length through

the obstruction, type of obstruction, elevation angle, direction of traveler, and carrier

frequency. The shadowing is more severe at low elevation angles where the

projected shadow of the obstacle is high. The effect of shadowing due to diffraction

from buildings can be clearly understood on the basis of the results discussed in

Bad Good

FIGURE 14.2. Markov’s chain.
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Chapter 5. The effect of shadowing induced by vegetation is more complicated and

depends on how frequently trees intercept, the path length through the trees, and the

density of branches and foliage. Some typical scenarios, in which shadowing occurs

due to tree canopies, is depicted in Figure 14.4. At frequencies lower than 1 GHz,

trees are virtually transparent to the signal. For higher frequencies, trees are regarded

as ideal edge refractors in order to estimate the amount of signal attenuation. The

shadowed signal received at the mobile receiver is composed of two components: a

shadowed direct component and a diffuse component.

The shadowed direct component is generated when the LOS signal from the

satellite passes through roadside vegetation and is attenuated and scattered by the

leaves, branches, and limbs of the vegetation. The attenuation of the direct

component depends on the path length through the vegetation. Scattering by the

vegetation generates a random forward scattered field that interferes with the direct

component causing it to fade and lose its phase coherency. Thus, the shadowed direct

FIGURE 14.3. LOS propagation in land-satellite communications.

FIGURE 14.4. Shadowing caused by trees are more serious at low satellite elevation angles.
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component can be modeled as the sum of an attenuation LOS signal and a random

forward scattered field [6]:

Pshadowed ¼ aatt Pdirect þ Pscattered ð14:1Þ

Here, aatt represents the attenuation factor of the direct component of the signal

power, and Pscattered is the scattered signal power from the vegetation. A typical

shadowing attenuation from a building, bridge, or trees is on the order of 8–20 dB

relative to the signal mean value.

The diffuse component results from various reflections from the surrounding

terrain. This component varies randomly in amplitude and phase. Multipath

propagation does not cause significant losses for land mobiles.

The shadowed diffuse component from vegetation is identical in form to

the diffuse component for nonshadowed propagation. The diffuse component is

assumed to be received randomly from all angular directions.

Hence, the total shadowed signal is the sum of the shadowed direct component

and the diffuse component [6]:

Pshadowed ¼ aatt Pdirect þ Pscattered þ Pdiffuse ð14:2Þ

We can use this formula to calculate the total path loss within the LSC link. For this

purpose we need to use the corresponding models, pure statistical or physical-

statistical, based on some special experiments and numerous measurements.

14.3. STATISTICAL MODELS

Models of these types correspond to the cases for which multipath fading alone or

with line-of-sight are simultaneously presented.

14.3.1. Loo’s Model

Loo’s model [7,9] is a statistical model for a land mobile-satellite link with

applications to rural environments. The model assumes that the amplitude of the

LOS component under foliage attenuation is distributed according to lognormal PDF

and the received multipath component is described by a Rayleigh PDF. The model is

statistically described in terms of its PDF or CDF functions, which were obtained

under the hypothesis that foliage not only attenuates but also scatters radio waves. In

such assumptions, the total complex fading signal is the sum of a lognormally

distributed random signal and a Rayleigh signal [7,9]:

r expðjyÞ ¼ z � expðjf0Þ þ w � expðjfÞ; z;w > 0 ð14:3Þ

where the phase f0 and f are uniformly distributed between 0 and 2p, z is

lognormal distributed amplitude, and w is a Rayleigh distributed amplitude. If z is
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temporally kept constant, it can be assumed that PDF p(z) is lognormal. Signal

random envelope r is lognormal distributed for large values and Rayleigh distributed

for small values [7,9]:

pðrÞ �

1

r
ffiffiffiffiffiffiffiffiffiffi
2pd0

p exp �ðln r � mÞ2
2d0

" #
for r �

ffiffiffi
b

p
0

r

b0
exp � r2

2b0
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for r �

ffiffiffi
b

p
0

8
>>>>><
>>>>>:

ð14:4Þ

In this equation
ffiffiffiffiffi
b0

p
and m are the standard deviation and mean, respectively.

The parameter b0 represents the average scattered power caused by multipath

effects.

Many calculations with different values for b0 , d0, and m were carried out by Loo

with the objective of fitting results from the model to those derived from

measurements made on simulated satellite paths. The measurement site was a rural

area with about 35% tree coverage. The model parameters were obtained by trial and

error to fit measured values. The parameters in decibels [dB] are shown in Table 14.3.

As results of computations, according to Loo’s model, the signal envelope was

compared to measurements obtained in References [7,9] and presented in Figure 14.5.

As was mentioned in Chapter 1, the signal envelope PDF of the model facilitates

the calculation of fade margins in the design of communication systems. As for the

signal envelope phase distribution, Figure 14.6 shows a comparison of the

complementary cumulative distribution function (CCDF) for the received signal

phase calculated using the well-known equation (see Chapter 1):

CCDFðrÞ 
 pðr > RÞ ¼ 1� CCDðrÞ ¼ 1�
ðR

0

pðrÞdr ð14:5Þ

where R is either the maximum accepted path loss or the noise floor figure of the

system. We must note that for the case of infrequent light shadowing, the model

shows the best fit around the median region and some deviation near the tails of the

distribution (see Fig. 14.5). The results of the model showed a slightly higher

shadowing effect than those from measured data. For the combined results (see both

Figs. 14.5 and 14.6), the fit was poor about the median but reasonably good in the

TABLE 14.3. Statistical Model Parameters

Conditions Standard deviation Mean Multipath power

Infrequent: Light shadowing 0.5 0.5 �8

Frequent: Heavy shadowing 3.5 �14 �12

Overall results 1.0 �3 �6
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weak signal range, which is most important for fade margin calculations. The model

parameters were obtained by trial and error to fit the measured values.

The results indicate that the model shows a correlation between the rate of change

of the envelope due to multipath and foliage attenuation both for heavy shadowing

and for light shadowing. The disadvantage of this model is that the measurements

were made up to 30�, model parameters for higher elevation angles are not available.

14.3.2. Extended Suzuki Model

In literature, the product of a Rayleigh process combined with a lognormal process is

defined as the Suzuki process [10]. It is well known that such a process is a suitable

and widely accepted statistical model for the random variations of the envelope of

the received signal of frequency nonselective macrocell land mobile terrestrial

channel.

The Suzuki process is an adequate statistical model [10], which is usually used in

land mobile communication channels, where often it is assumed that a direct line-of-

sight component is absent. For mobile-satellite communication channels, where for

most of the time a direct line-of-sight component is present, an extension of the

Suzuki process was proposed as combination of Rician and lognormal processes.

The extended Suzuki process Z tð Þ will be introduced here as a product process of the
Rician process x tð Þ (see definitions in Chapter 1) with cross-correlated components

and the lognormal process � tð Þ, that is,

ZðtÞ ¼ xðtÞ � �ðtÞ ð14:6Þ

Then the PDF of the extended Suzuki process, ZðtÞ, pZðzÞ, is [10]

pZðzÞ ¼
ð1

�1

1

jyj px�
z

y
; y

� �
dy ð14:7Þ

where px�ðx; yÞ denotes the joint PDF of the processes xðtÞ and �ðtÞ at the same time

t, y is the variable of integration, and x ¼ z=y. The Rician process, x, and the

lognormal process, y, are statistically independent, that is,

px�ðx; yÞ ¼ pxðxÞ � p�ðyÞ ð14:8Þ

Thus, (14.7) can be written using the PDF of the Rician process and the PDF of the

lognormal process:

pZðzÞ ¼
zffiffiffiffiffiffi

2p
p

c0s

ð1

0

1

y3
e�f½ðz=yÞ2þp2�=ð2c0ÞgI0

zp

yc0

� �
e�½ðln y�mÞ2=ð2s2Þ�dy; z � 0

ð14:9Þ
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Here, c0 is a mean of the Rician random variable x, p is a LOS component, m and s

are the mean and standard deviation of random variable y.

To test the accuracy of this model, a special experiment was carried out where

the transmitter with a radiated frequency of 870 MHz was assembled on a

helicopter at a fixed elevation angle of 15� with respect to the receiver. As the test

route, a rural area was chosen with about 35% tree coverage, and the rest was

cleared land. A test was performed for two different situations. In one, the test

route was lightly shadowed and in the other it was heavily shadowed by a dense

tree cover.

It was shown that, using the extended Suzuki model, the cumulative

distribution function ePZðx=yÞ is in agreement with the measurements [10]. For

both situations, light and heavy shadowing, the simulation results of the

cumulative distribution function ePZðx=yÞ of the simulation system are in an

extremely good agreement with the analytical results. As was mentioned in

Reference [10], an extended Suzuki process is proposed for modeling frequency

of nonselective fading mobile-satellite radio channels. Such an extended Suzuki

process is a product of a Rician process and a lognormal process, where the in-

phase and quadrature components describing the Rician process are mutually

correlated. In addition, the model can also take into consideration a Doppler shift

of the direct line-of-sight component.

14.3.3. Corazza–Vatalaro Model

This model may be considered as an extension of the Loo’s model for the case,

where the direct and the multipath (diffuse) components of the shadowed signal are

lognormally distributed [11]. In particular, the model is applied to nongeostationary

satellite channels, such as low-Earth orbit (LEO) and medium-Earth orbit (MEO)

channels, in which for a given user located in a generic site the elevation angle

changes continuously.

Again, it combines a Rician and lognormal statistics, with shadowing affecting

both direct and diffuse components. Therefore, it is suitable for all types of

environment (rural, suburban, urban) simply by tuning the model parameters. The

PDF of the received signal envelope, r, can be presented as [11]:

prðrÞ ¼
ð1

0

pðr j SÞpSðsÞds ð14:10Þ

where pðr j SÞ is a Rician PDF conditioned on shadowing, S. It can be rewritten as

[11]:

pðr j SÞ ¼ 2ðK þ 1Þ r

S2
exp �ðK þ 1Þ r

2

S2
� K

 �
� I0
�
2
r

S

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KðK þ 1Þ

p �
; r � 0

ð14:11Þ
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where I0ð�Þ is the zero order modified Bessel function and K is the Rician factor

defined earlier in Chapter 1. The shadowing amplitude, S, is lognormal with PDF:

pSðSÞ ¼
1ffiffiffiffiffiffi

2p
p

hsS
exp � 1

2

�
ln S� m

hs

�2
( )

ðS � 0Þ ð14:12Þ

where h ¼ ðln 10Þ=20 is the mean, m and ðhsÞ2 is the variance of the associated

normal variance.

When K ¼ 0 (14.10)–(14.12) provide the Suzuki PDF. In the limit of s ! 0,

pSðSÞ tends to a Dirac pulse located at the mean value of the distribution. Therefore

prðrÞ finally limits to pðr j emÞ, and the channel is Rician.

The signal envelope, which is described by the channel model defined by

(14.10)–(14.12), can be interpreted as the product of two independent processes

r ¼ RS, where R is a Rician process, and S is a lognormal process. Due to the

independence between R and S, we have:

prðrÞ ¼
ð1

0

1

S
pS

r

S

� �
pSðSÞds ¼

ð1

0

1

R
pS

r

S

� �
pRðRÞdR ð14:13Þ

The CDF of the signal envelope is [11]
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ð14:14Þ

The fitting of the data was conditioned on the following intuitive indications: the

greater is a, the larger isK, and the smaller is s. The resulting empirical formulas allow

interpolation for any a at the range with a satellite angle elevation 20� < a < 80�:

KðaÞ ¼ K0 þ K1aþ K2a
2

mðaÞ ¼ m0 þ m1aþ m2a
2 þ m3a

3

sðaÞ ¼ s0 þ s1a

ð14:15Þ

This model allows us to estimate the information data stream error sent over such

LSC channels. Thus, the symbol error probability for transmission changing affected

by frequency nonselective fading is [11]

Pe ¼
ð1

0

Pðe j rÞprðrÞdr ð14:16Þ
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where Pðe j rÞ is the symbol error probability conditioned on a certain value of r, and

prðrÞ is given by (14.13). The average error probability in the presence of Rician

fading is now represented by

ERfPðe jRSÞg ¼
ð1

0

Pðe jRSÞpRðRÞdR ¼ f ðSÞ ð14:17Þ

Then, the total probability of the error is

Pe ¼ Esff ðSÞg ¼ ESfER½Pðe j rÞ�g ð14:18aÞ

In the case of nongeostationary orbit systems, the probability Pe must be

additionally averaged with respect to the angle PDF:

Pe ¼ EafPeg ð14:18bÞ

The advantage of this model is that it is suitable for different propagation

environments and a wide range of elevation angles. Therefore, the model is proposed

for the statistical characterization of LEO and MEO satellite communications. The

model allows for predictions of communication performance under different access.

14.3.4. The Xie-Fang Model

This is a general statistical model for mobile communication systems based on the

propagation scattering theory [12]. With the first launches of the ‘‘Iridium’’

spacecraft in 1997 and 1998, a significant new architecture was introduced into the

field of satellite communications (see next Section). These systems were based upon

the use of LEO and MEO systems. The experimental test of this approach for Ka-

band propagation using special measurements was presented in Reference [13],

where only some empirical data have been formulated without entering into model

discussions.

The use of the small antennas as well as the motion of the transmitter and the

receiver introduces the possibility of multipath and path blockage into the link

budget of these satellite systems. Because of the movement of receivers or

transmitters, the received signals may fluctuate very rapidly from time to time. This

fluctuation results from the combining effects of random multipath signals and

obstruction of the line-of-sight path, which induces various fading phenomena. We

must quantitatively know the propagation characteristics such as

(1) Signal fading due to reflection; shadowing from trees, buildings, utility

poles, and terrain

(2) Doppler effects due to movement of mobile terminals, satellites, or the

communication effects

(3) Other effects such as the rainfall and hydrometeors in the troposphere

(Chapter 6).
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The lognormal distribution is the optimum model for the long-term fading, whereas

the Rician distribution is only good for some fading environments. This general

statistical model for mobile-satellite communication systems is based on the

propagation scattering theory, which describes the received signal as product of two

independent processes: large- and small-scale fading. In this model the lognormal

distribution is used to describe the large-scale fading. As for the small-scale fading,

the model uses a more general distribution than Rician distribution.

The model concentrates on the evaluation of small-scale fading phenomena. In

many mobile communication systems, as was mentioned in Chapter 1, the small-scale

fading is caused by multiple reflections from different paths. In particular, when the

elevation angle is low for land mobile-satellite communications systems, many land

obstructions cross the radio path. Any transmitted signals will experience signal

fluctuations. In general, the fluctuations are caused by the combination of multipath

received signals that have different amplitudes and phases. In Reference [12], the

received electrical field was presented as the sum of such multipath signals

E ¼ re jc ¼
Xn

i¼1

Aie
jfi ð14:19Þ

where n is the number of multipath signals, Ai is the amplitude, and fi is the phase of

the ith-path component. In many situations, a different path signal will experience

different attenuation and different phase shift. The asymmetrical Doppler spectrum

observation showed the correlated characteristics of Ai and fi.

ReðEÞ ¼ x ¼ r cosðcÞ ¼
Xn

i¼1

Ai cosðfiÞ

ImðEÞ ¼ y ¼ r sinðcÞ ¼
Xn

i¼1

Ai sinðfiÞ
ð14:20Þ

from which follows:

a ¼ hxi ¼
Xn

i¼1

ð1

�1

ð1

0

wiðA;fÞA cosðfÞdA df

b ¼ hyi ¼
Xn

i¼1

ð1

�1

ð1

0

wiðA;fÞA sinðfÞdA df

S1 ¼ Dfxg ¼ hx2i � a2 ¼
Xn

i¼1

ð1

�1

ð1

0

wiðA;fÞA2 cos2ðfÞdA df� a2

S2 ¼ Dfyg ¼ hy2i � b2 ¼
Xn

i¼1

ð1

�1

ð1

0

wiðA;fÞA2 sin2ðfÞdA df� b2

ð14:21Þ
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where brackets denote the expectation, wiðA;fÞ is the fade factor for each ith-path
component, and Df�g denotes the variance. The received signal envelope is given
by

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
ð14:22Þ

It is well known [20] that for infinite n the signal components, x and y, are distributed

according to Gaussian law with means a and b and with variances S1 and S2,

respectively. Thus, the PDF of signal envelope r will equal

prðrÞ ¼
rffiffiffiffiffiffiffiffiffi
S1S2

p exp � S1r
2 þ S2a

2 þ S1b
2

2S1S2

 �

� 1

2p

ð2p

0

exp
2S2ar cos yþ 2S1br sin yþ ðS1 � S2Þr2 cos2 y

2S1S2

� �
dy

ð14:23Þ

The conclusion is that the received signal from a satellite can be treated as a product

of two independent processes:

RðtÞ ¼ LðtÞ � SðtÞ ð14:24Þ

where RðtÞ is the received signal, LðtÞ is the large-scale fading that characterizes

the signal attenuation over large transmitter–receiver separation distance, and SðtÞ
is the small-scale fading that characterizes the rapid fluctuations of the received

signal over short time duration. Large-scale fading is lognormal distributed with

PDF:

plðlÞ ¼
1ffiffiffiffiffiffi
2p

p
sl

exp � 1

2

ln l� m

s

� �2
" #

ð14:25Þ

where m and s2 are the mean and variance of the associated Gaussian variable. The

general PDF of a received signal envelope in the mobile-satellite communication

systems:

pðrÞ ¼
ð1

0

1

l
pr

r

l

� �
plðlÞdl ð14:26Þ

In the same manner we can derive the probability density function of received signal

power (w ¼ r2). Here, the small-scale PDF for the received signal power is ppðwÞ
and large-scale fading is lognormal distributed with PDF pl0ðl0Þ. The PDF of the
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received power pðwÞ [12] is

ppðwÞ ¼
1

2
ffiffiffiffiffiffiffiffiffi
S1S2

p exp

 
� S2wþ S2a

2 þ S1b
2

2S1S2

!

� 1

2p

ð2p

0

exp

 
2S2a

ffiffiffiffi
w

p
cos yþ 2S1b

ffiffiffiffi
w

p
sin yþ ðS1 � S2Þw cos2 y

2S1S2

!
dy

ð14:27Þ

So, we finally get

pl0ðl0Þ ¼
1ffiffiffiffiffiffi
2p

p
sl0

exp � 1

2

ln l0 � m

s

� �2
" #

and

pðwÞ ¼
ð1

0

1

l0
pp

w

l0

� �
pl0ðl0Þdl0

ð14:28Þ

The proposed model is more general because it contains all one-state statistical

model modes described above: Rician and Rayleigh, Suzuki, Corazza–Vatalaro, and

lognormal distributions.

14.3.5. Three-State Propagation Channel

This model focuses on the analysis of availability improvement by means of satellite

diversity in land mobile satellite system (LMSS) with a LEO or MEO constellation.

The model first presents an LMSS propagation model suitable for assessing the

diversity effect in various propagation environments [15,19]. The classification of

general fading conditions by use of three states was done for LMSS:

(State A) the line-of-sight (LOS),

(State B) slightly blocked by trees or small obstructions, and

(State C) fully shadowed by obstructions.

By taking into account the occurrence probability of each state, a new fading

channel model was developed. The validity of the model was identified by

comparing its predicted values in terms of the CDF with measured data obtained in

experiments using an ‘‘Inmarsat’’ satellite at 1.5 GHz (see the next Section) and

other available data. Then, on the basis of this model, the satellite diversity effect

was computed while assuming that the area is illuminated simultaneously by at least

two satellites moving in LEO over urban and suburban environments. In addition,
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state transition characteristics based on a Markov model were obtained by this

approach.

States A, B, and C represent the LOS condition, slight shadowing by trees and/or

small obstacles such as utility poles, and full shadowing by large obstacles such as

buildings as is shown in Figure 14.7 prepared according to Reference [19].

A fading channel model is discussed in Reference [19] for the quantitative

assessment of signal degradation due to shadowing and multipath propagation in

various fading environments. On the basis of previously developed channel models

and taking the three states into account, we will present an improved channel model.

Each state consists of various propagation elements. In Figure 14.8(a), notation a1

represents a case of the direct wave component, without shadowing, a2 denotes the

slight shadowing, and a3 denotes perfect shadowing. Similarly, b represents the

multipath wave component caused by the ground (b1) and scattered waves from land

obstructions (b2). Notice that both kinds of waves, b1 and b2, contain a coherently

reflected component and an incoherently scattered component, which were defined

in Chapter 5.

Now, we consider statistical signal level characteristics in terms of the PDF. A

few useful PDF models have been developed for LMSS. State A can be expressed by

the Nakagami–Rician fading model (also called the Rician model). As for Loo’s

model, it presents the PDF of the direct wave component following a lognormal

distribution and PDF of the reflected wave component following the Rayleigh

distribution. Loo’s model can be a good representation of State B. Moreover, we can

assign a Rayleigh fading model for the PDF of State C. As the model we present is

characterized by a three states, it can be expected to have a more flexible expression

State A

State B
State C

Signal level

Utility pole
Trees

Sate
lite

State C

FIGURE 14.7. An LMSS propagation environment and classification of propagation states

[19].
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for LMSS propagation environments composed to States A, B, and C. So, the

resultant channel model proposed in Reference [19] can be written as shown in

Figure 14.8(b) with the state occurrence probability functions, pA, pB, pC, where

pA þ pB þ pC ¼ 1. The calculations of A, B, and C are following:

pA ¼ 1� ð90� yÞ2=a; ð14:29aÞ

pC ¼
pC=4; for urban areas

4pC; for suburban areas

(
ð14:29bÞ

where y is the elevation angle of the satellite, 10� � y � 90�, and

a ¼ 7:0� 103; for urban areas

1:66� 104; for suburban areas

�
ð14:30Þ

In order to understand the state duration statistics, such as the mean duration of State

A during which high quality communication is maintained, a model capable of

State A

State B

State C

line-of-sight

path

slightly

shadowed

path

blocked path

scattered &

reflected paths

a1

a2

a3

b2

b1

AP

B
P

C
P

r ,C[P

State A

State B
r ,Bm, ,Pσ

State C

r ,A
P

[

[     ]

[            ]

(a)

(b)

FIGURE 14.8. A three-state propagation channel model according to [19]: (a) Propagation

impairment factor. (b) Statistical channel model. (Reprinted with permission # 1997 IEEE)
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expressing time-variant characteristics is necessary. A Markov model is useful for

this purpose. Since the model we are proposing is a three-state model, the Markov

model can also be expressed as a three-state model as shown in Figure 14.9

according to Reference [19].

According to our definitions of fading (see Chapter 1), there are two types of

signal level variations: short-term variations in terms of instantaneous fluctuations

followed by the given PDF in each state and long-term variations represented by

state transitions. For the purpose of satellite diversity assessment, understanding of

the long-term variations is adequate at the first stage of assessment as mentioned

before. Therefore, we formulate a Markov model for simulating the long-term

variations (namely, state-to-state variations).

Figure 14.10(a)–(c) shows examples of satellite constellations where at least one,

two, and three satellites simultaneously cover every point on the Earth’s surface

State A

State B State C

AAp

ACp

CApABp

BCp

CBp

BAp

BBp CCp

FIGURE 14.9. The three-state Markov model.
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3minN =

(a)
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FIGURE 14.10. Foot print patterns on the ground where at least (a) one, (b) two, and (c)

three satellite zones overlap according to [19].

STATISTICAL MODELS 567



(Nmin ¼ 1, 2, and 3). At the beam edge regions where the propagation condition

seems the worst in single coverage operation, larger number of satellites can be used

for the diversity. In the case of y ¼ 30� with H ¼ 1000 km, for example, 200

satellites are necessary for achieving Nmin ¼ 1. To improve the service quality by

means of the satellite diversity in this case, more than 400 satellites (corresponding

to Nmin > 2) are desirable. This value is not unrealistic, a system having 840

satellites has already been proposed.

Considering the effective use of a limited number of satellites, a beam footprint

pattern is more or less uniquely determined. However, there are several choices

concerning the direction of the orbit. For example Orbit a and Orbit b, as indicated

by each arrow in the Figure 14.10. The scheme of ‘‘Orbit a’’ involves many satellites

in the same orbit; the ‘‘Orbit b’’ scheme has fewer satellites in the same orbit, but the

distance between the adjacent orbits is small.

14.3.6. Lutz Statistical Model

In this model, the simple statistics of LOS and NLOS are modeled by two distinct

states, good and bad as shown by Figure 14.2; appropriate for the description of

propagation situation in urban and suburban areas where there is a large difference

between the shadowed and nonshadowed statistics. The parameters associated with

each state and the transition probabilities for evolution between states are

empirically derived. The line-of-sight condition is represented by a good state,

and the non-line-of-sight condition by a bad state. In the good state, the signal is

assumed to be Rician distributed with K-factor, which depends on the satellite

elevation angle and the carrier frequency, so that the PDF of the signal amplitude is

given by Pgood ¼ PRice. In the bad state, the fading statistics of the signal amplitude

are assumed to be Rayleigh, with a mean power S0 ¼ s2, which varies with time. So

the PDF of amplitude is specified as the conditional distribution pRaylðS j S0Þ, where
S0 varies slowly with a lognormal distribution pLNðS0Þ, representing the varying

effects of shadowing with the NLOS component. For detailed formulas, we refer the

reader to the original [16].

Transitions between states are described by a first-order Markov chain. This is a

state transition system in which the transition from one state to another depends only

on the current state rather than on any more distant history of the system. The

transition probabilities, which summarize all mentioned models based on Markov

chain, are (see Fig. 14.11 according to References [2,14–16]):

probability of transition from good state to good state Pgg;

probability of transition from good state to bad state Pgb;

probability of transition from bad state to bad state Pbb;

probability of transition from bad state to good state Pbg.

For a digital communication system, each state transition is taken to represent the

transition of one symbol. The transition probabilities can then be found in terms of

the mean number of symbol duration spent in each state [2,14–16]:
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Pgb ¼
1

Dg

whereDg is the mean number of symbol duration in the good state;

Pbg ¼
1

Db

whereDb is the mean number of symbol duration in the bad state:

The sum of the probabilities leading from any state must be equal to the sum of the

unit, so

Pgg ¼ 1� Pgb and Pbb ¼ 1� Pbg ð14:31Þ

The time share of shadowing (the proportion of a symbol in the bad state) is

A ¼ Db

Dg þ Db

ð14:32Þ

Below we will use this formula to find the parameter A, denoted as the time share of

shadowing, during comparison with physical-statistical approach, where this

parameter is derived in other manner. In this comparison we will use the Lutz

model as a classical statistical approach.

14.3.7. Abdi’s Model

This model deals with a new shadowed Rician distribution for land mobile satellite

channels [13]. In this model, the amplitude of the line-of-sight (LOS) component of

the total signal envelope is characterized by the Nakagami distribution:

pZðzÞ ¼
2mm

GðmÞ � Om z2m�1 exp �mz2

O

 �
; z � 0 ð14:33Þ

where the multipath component (due to scattering effects) of the total signal

envelope is characterized by the Rayleigh distribution:

pAðaÞ ¼
a

b0
exp � a2

2b0

 �
; a � 0 ð14:34Þ

Good Bad

Pgb

P
b
b

P
g
g

Pbg

FIGURE 14.11. Markov’s model of channel state.
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Here, a is the amplitude of the LOS, and z is the multipath components of the total

signal; 2b0 ¼ E½A2� is the average power of the multipath component; O ¼ E½Z2� is
the average power of the LOS component. The Nakagami parametermwith variance

Var½Z2� can be presented as

m ¼ ðE½Z2�Þ2

Var½Z2�
ð14:35Þ

and GðmÞ is the gamma function. The major advantage of this model is that it leads

to a closed-form and mathematically tractable expressions for the fundamental

channel statistics such as the envelope probability density function, moment

generating function of the instantaneous power (the so-called first-order

statistics), the level crossing rate (LCR), and the average fade duration (ADF)

(the so-called second-order statistics) [13]. Below, we will discuss the first-order

statistics only, on the basis of derivation of the PDF of the signal envelope in LSC

channel.

The model is very convenient for analytical and numerical performance

predictions of complicated narrowband and wideband land mobile satellite

systems, with different types of decoded/encoded modulations, with or without

diversity. Comparisons of the first- and second-order statistics of the proposed

model with different sets of published statistics demonstrate the flexibility of the

new model in characterizing a variety of channel conditions and propagation

mechanisms over satellite links. At the same time, the proposed model provides a

similar fit to the experimental data as the well-accepted Loo’s model, which is

characterized by significantly less computational operations. The model mainly

focuses on narrowband models, which are the basic building blocks of wideband

models.

The available statistical models for narrowband LMS channels can be placed

into two categories: single and mixture models. In a single model, the channel is

characterized by a single statistical distribution, whereas a mixture model refers

to a combination (weighted summation) of several statistical distributions. Single

models are valid for stationary conditions, where the channel statistics remain

approximately constant over the time period of interest in a small area. On the

contrary, the mixture models are developed for nonstationary channels, where the

signal statistics vary significantly over the observation interval in large areas.

The random fluctuations of the signal envelope in a narrowband LMS channel can

be attributed to two types of fading: multipath (fast) fading and shadow (slow)

fading. LOS shadow fading (called flat, see Chapter 1) comes from the complete

or partial blockage of the LOS by buildings, trees, hills, mountains, and so forth,

which in turn makes the amplitude of the LOS component a random variable. In

comparison, multiplicative fading (see definition in Chapter 1) refers to the

random variations of the total power of the multipath components, both the LOS

and scatter components.
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As for the first-order statistic of the model, the shadowed Abdi’s PDF for the

signal envelope in an LMS channel can be written as [13]

pRðrÞ ¼
2b0m

2b0mþ O

� �m
r

b0
exp � r2

2b0

� �
1F1 m; 1;

Or2

2b0ð2b0mþ OÞ

 �
; r � 0 ð14:36Þ

where 1F1ð�Þ is the confluent hypergeometric function.

As was shown in Reference [13], the Loo’s signal envelope distribution and the

above distribution (14.36) closely match each other. This is particularly useful when

we wish to apply the new model with unknown parameters to a set of data collected

previously, but the measured data is not available for parameter estimation, or we

may not want to go through the time-consuming procedures of parameter estimation.

Now we want to show the equivalency of the proposed pure stochastic models

based on the well-known statistical distributions and their combinations. Let us

compare the model proposed by Abdi [13] with that proposed by Loo [7,9]. In

Figure 14.12, we plotted the envelope complementary CDFðCCDF ¼ 1� CDFÞ for
Loo’s PDF and Abdi’s PDF, together with the measured data (points) according to

Reference [13].

FIGURE 14.12. CCDF of the signal envelope in a land mobile satellite channel in Canada,

under different shadowing conditions: measured data [13], Loo’s model [7–9], and the Abdi’s

model [13]. (Reprinted with permission # 2003 IEEE)
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From the presented illustration, it follows that the Loo’s curve and the Abdi’s

curve, both are close to the measured data for different cases and channel conditions

and cannot be distinguished. This is very important for link budget design. These

empirical results indicate the utility of an Abdi’s model [13] for LMS channels.

14.4. PHYSICAL–STATISTICAL MODELS

In pure statistical models, the input data and computational effort are quite simple, as

the model parameters are fitted to measured data. Because of the lack of physical

background, such models only apply to environments that are very close to the one

they have been inferred from. On the contrary, pure deterministic physical models

provide high accuracy, but they require actual analytical path profiles and time-

consuming computations.

A combination of both approaches has been developed by the authors. The

general method relates any channel simulation to the statistical distribution of

physical parameters, such as building height, width and spacing, street width or

elevation and azimuth angles of the satellite link. This approach is henceforth

referred to as the ‘‘Physical-Statistical’’ approach [2,14,15]. The main concept of

such an approach is sketched in Figure 14.13.

As for physical models, the input knowledge consists of electromagnetic

theory and a full physical understanding of the propagation processes. However,

this knowledge is then used to analyze a statistical input data set, yielding a

distribution of the output predictions. The output predictions are not linked to

specific locations. Physical-statistical models therefore require only simple input

data such as distribution parameters (e.g., mean building height and building

height variance, as was done in Chapter 5 for land communication links).

This modeling describes the geometry of mobile satellite propagation in built-up

areas and proposes statistical distributions of building heights, which are used in the

subsequent analysis. We will consider only two of them, which have been fully

proved by numerous experiments for land–land and land–satellite communication

links:

Electromagnetic  

theory Physical-Statistical

model

Prediction

Knowledge 

Data
Point-by-point

distibution
Statistical and propagation 

theory

FIGURE 14.13. Algorithm of the physical-statistical model.
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� a model of shadowing based on the two-state channel Lutz model;

� a multiparametric stochastic model.

14.4.1. The Model of Shadowing

The geometry of the situation, which was analyzed in References [2,14,15] by

Saunders and his colleagues, is illustrated in Figure 14.14. It describes a situation

where a mobile is situated on a long straight street with the direct ray from the

satellite impinging on the mobile from an arbitrary direction. The street is lined on

both sides with buildings whose height varies randomly. In the presented model, the

statistics of the building height in typical built-up areas will be used as input data. A

suitable form was sought by comparing it with geographical data for the cities of

Westminster and Guildford, UK [14,15]. The PDFs that were selected to fit the data

are the lognormal and Rayleigh distributions with unknown parameters of a mean

value, m, and standard deviation, sb. The PDF for the lognormal distribution is

[2,15]

pbðhbÞ ¼
1

hb
ffiffiffiffiffiffi
2p

p
sb

e
� ln2ðhb=mÞ

2s2
b ð14:37Þ

The PDF for the Rayleigh distribution is presented in Chapter 1. We will repeat it

using notations made in References [2,15]:

pbðhbÞ ¼
hb

s2b
e
�

h2
b

2s2
b ð14:38Þ

mobile
hm

W

dm

face

Building

bh
rh

θ

φ

FIGURE 14.14. Geometry for mobile-satellite communication in built-up areas.
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To find the appropriate parameters for these functions in order to fit the data

measurements as accurately as possible, the probability density function was found

by minimizing the maximum difference between the two cumulative distribution

functions. The parameters for each PDF are quoted in Table 14.4 from References

[14,15], where all parameters are in meters.

The direct ray is judged to be shadowed when the building height hb exceeds

some threshold height hT relative to the direct ray height hr (see Figure 14.14). The

shadowing probability, Ps, can then be expressed in terms of the probability density

function of the building height, pbðhbÞ as in References [2,15]:

Ps ¼ Prðhb > hTÞ ¼
ð1

hT

pbðhbÞdhb ð14:39Þ

The shadowed model estimates the probability of shadowing for Lutz two-state

model [16]. The same Markov chain (as shown in Fig. 11.11) is used, but parameters

A, Pbad, and Pgood are obtained from actual random distribution of the obstructions

above the terrain. Thus,

A ¼
ðz2

z1

PbðhÞdh ð14:40Þ

where h is different heights of obstacles, Z1 and Z2 are the minimum and maximum

height of the built-up layer;

Pb ¼ lognormalþ Ricean

lognormalþ Rayleigh:

�
ð14:41Þ

where lognormal PDF is pure NLOS shadowing, Rician’s PDF describes both the

LOS and the multipath component, and Rayleigh’s PDF describes the multipath

component of the total signal, when the LOS component is absent (see Chapter 1).

14.4.2. Multiparametric Stochastic Approach

As an example of the physical-statistical model, we present the same stochastic

approach that was used successfully for land communication channels, rural,

suburban, and urban (see Chapters 5 and 10).

TABLE 14.4. Best-fit Parameters for the Theoretical PDFs

Lognormal PDF Rayleigh PDF

City Mean (m) Standard deviation Standard deviation

Westminster 20.6 0.44 17.6

Guildford 7.1 0.27 6.4
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Overlay Profile of the Buildings. Taking into account the fact that real profiles of

urban environment are randomly distributed, the probability function PhðzÞ, which
describes the overlay profile of the buildings, can be presented in the following form

[20] (see also Chapter 5):

PbðzÞ ¼ Hðh1 � zÞ þ Hðz� h1Þ � Hðh2 � zÞ � ðh2 � zÞ
ðh2 � h1Þ

 �n
n > 0; 0 < z < h2

ð14:42Þ

where the function HðxÞ is the Heaviside step function, which is equal to 1, if x > 0,

and is equal to 0, if x < 0. The graph of this function versus height z of a built-up

overlay is presented in Figure 14.15, for h1 ¼ 10m and h2 ¼ 50m.

For n � 1PbðzÞ describes the case where buildings higher than h1 (minimum

level) very rarely exist. The case, where all buildings have heights close to h2
(maximum level of the built-up layer), is given by n � 1. For n close to zero, or n

approaching infinity, most buildings have approximately the same level that equals

h2 or h1, respectively. For n ¼ 1, we have the case of building height uniformly

distributed in the range of h1 to h2. The average height of the buildings h, can be

found as [20] (see also Chapter 5)

h ¼ h2 � n � ðh2 � h1Þ
nþ 1

ð14:43Þ

FIGURE 14.15. Buildings’ overlay profile PDF.
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Combination of Physical and Statistical Modes. Now, using theoretical

results obtained from the pure statistical Lutz model and the physical-statistical

Saunders model with two methods of overlay profile derivation of the buildings,

we can propose the unified model that is based on results discussed above. Thus,

taking into account the Markov’s chain (Fig. 14.11), we consider the bad status by

using the Rayleigh PDF and the good status by using the Rician PDF, as well as

shadowing by using the lognormal PDF. Combine all these PDFs in the Markov

chain, we finally can obtain the total PDF that describes effects of different kinds

of fading occurred within the land–satellite communication link, caused by terrain

obstructions, natural and man-made. As a result we get

pðSÞ ¼ ð1� AÞ � Pgood þ A � Pbad ¼ ð1� AÞ � PRiceðSÞ

þ A

ð1

0

pRayleighðS j S0Þ � plog normðS0ÞdS0
ð14:44Þ

Then, the corresponding complementary cumulative distribution function, CCDF,

which describes the signal stability, being the received signal with amplitude r

prevails upon the maximum accepted path loss, R, in the multipath channel, caused

by fading phenomena; it can be presented in the following form:

CCDF ¼ Prðr > RÞ ¼
ðR

0

pðSÞdS ð14:45Þ

All above formulas allow us to present the unified algorithm for fading phenomena

estimation in land–satellite communication links, stationary and mobile.

14.5. THE UNIFIED ALGORITHM FOR FADING PHENOMENA
PREDICTION

Now we will present the unified algorithm, which is created to estimate and examine

the different models for predicting fading in satellite communication links. The

unified algorithm is a dynamic model based on the combination of the physical-

statistical (Saunders) model and the pure statistical (Lutz) model of the mobile-

satellite communication channel; it is shown in Figure 14.16. This figure shows a

dynamic model for the land mobile satellite channel that reproduces the probability

density function of the received signal power as well as the dynamic behavior of the

fading and shadowing processes. The transmitted signal sðtÞ is corrupted by

multiplicative aðtÞ and additive (white) Gaussian noise nðtÞ with power spectral

density No (see all definitions in Chapter 1).
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This algorithm uses several probability density functions, which we will repeat

once again. The Rician PDF, which is given by

pgood ¼ pRiceðSÞ ¼
S

s2
exp

�ðS2 þ C2Þ
2s2

� �
I0

SC

s2

� �
; r > 0 ð14:46Þ

where s2 is the standard deviation and Io(*) is the modified Bessel function of order

zero. The Rayleigh PDF is given by

pRayleighðSÞ ¼
S

s2
exp � S2

2s2

� �
ð14:47Þ

and, the lognormal PDF is

pLNðSÞ ¼
1

Ss
ffiffiffiffiffiffi
2p

p exp �ðln S� mÞ2
2s2

( )
ð14:48Þ
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FIGURE 14.16. Dynamic model of the mobile-satellite communication channel.
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In the bad state, the fading statistics of the signal amplitude are assumed to be

Rayleigh but with a mean power S0 ¼ s2, which varies with time, so the PDF of

amplitude is specified as the Rayleigh conditional distribution pRayðS j S0Þ: The
parameter S0 varies slowly with a lognormal distribution pLNðS0Þ, representing the

varying effects of shadowing in a NLOS situation. The overall PDF in the bad state is

then found by integrating the Rayleigh distribution over all possible values of S0, so

that

pbadðSÞ ¼
ð1

0

pRayðS j S0Þ � pLNðS0ÞdS0 ð14:49Þ

The proportion of time, for which the channel is in the bad state, is called the time-

share of shadowing A. Finally, the overall probability density function pðsÞ is given
by

pðSÞ ¼ ð1� AÞpRiceðSÞ þ A �
ð1

0

pRayðS j S0Þ � pLNðS0ÞdS0 ð14:50Þ

where S is the received power amplitude.

Next, the model estimates the time-share of shadowing A and is expressed in

terms of the probability density function of the building height pbðhbÞ according to

PS ¼ Prðhb > hTÞ ¼
ð1

hT

pbðhbÞdhb ð14:51Þ

using the built-up profile distributions in (14.37), (14.38), and (14.42). The definition

of hT is obtained by considering shadowing to occur exactly when the direct ray is

geometrically blocked by the building face. Using a simple geometry, the following

expression is extracted for hT [2,14]:

hT ¼ hr ¼
hm þ dm tanf

sin y

hm þ ðw� dmÞ tanf
sin y

8
>><
>>:

9
>>=
>>;

for 0 < y < p

for � p < y < 0

ð14:52Þ

All notations and geometrical parameters in (14.52) are explained in Figure 14.14. In

our simulations we used the measured data from References [17,18], done in several

cities in Europe. These tests were narrowband measurements at a single frequency,

representing the channel within its coherence bandwidth. The test was transmitted

from the ESA ground station in Villafranca, Spain and relayed by the geostationary

satellite MARECS at L-band (1.54 GHz). The measurements were conducted in

areas with different satellite elevations (see Table 14.5).
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Using these measurements and using a Rayleigh PDF for building distribution

heights and Equation (14.52), we constructed a corresponding numerical code to see

if there is an agreement of the theoretical time share factor Awith the measured data.

We examined two main functions: PDF and CCDF. CCDF gives us the knowledge of

stability of a received signal with respect to noise caused by the fading phenomena.

The results of our simulation using the CCDF, given by the physical-statistical

Saunders model [2,14], is shown in Figures 14.17(a)–(e) for various elevations of the

satellite and different cities. We can see by this simulations that there is a good

agreement between the measured and physical-statistical model outputs.

The same was done using the multiparametric model in (14.51) and the

corresponding PDF in (14.42) for each city. The results of fading estimations were

also compared with the pure statistical Lutz model based on Markov’s chain, and

TABLE 14.5. Parameters of Channel Model Measured by [17,18]

Satellite elevation A 10 log(c) [dB] m [dB] s [dB]

13� Stockholm 0.24 10.2 �8.9 5.1

18� Copenhagen 0.8 6.4 �11.8 4.0

24� Munich 0.66 6.0 �10.8 2.8

34� Barcelona 0.58 6.0 �10.6 2.6

43� Cadiz 0.54 5.5 �13.6 3.8

FIGURE 14.17(a). PDF and CCDF of received signal for Stockholm at satellite elevation of

13�.
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FIGURE 14.17(b). PDF and CCDF of received signal for Copenhagen at satellite elevation

of 18�.

FIGURE 14.17(c). PDF and CCDF of received signal for Munich at satellite elevation of 24�.

580 LAND–SATELLITE COMMUNICATION LINKS



FIGURE 14.17(d). PDF and CCDF of received signal for Barcelona at satellite elevation of

34�.

FIGURE 14.17(e). PDF and CCDF of received signal for Cadiz at satellite elevation of 43�.
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with Saunders model described above. All three approaches were compared with

measured data obtained for various elevation angles and different urban environments.

To compare themeasured datawith the three differentmodels, the probabilitiesPgg and

Pbb were changed to best fit the measured data. Five tests were run:

Simulation 1: Pgg ¼ ð0:7, 0.92, 0.9, 0.9, 0.7) and
Pbb ¼ ð0:05, 0.1, 0.08, 0.2, 0.4).

Simulation 2: Pgg ¼ ð0:8, 0.95, 0.85, 0.83, 0.7) and
Pbb ¼ ð0:08, 0.15, 0.25, 0.22, 0.5)

Simulation 3: Pgg ¼ ð0:87, 0.85, 0.8, 0.75, 0.65) and
Pbb ¼ ð0:17, 0.22, 0.25, 0.3, 0.35)

Simulation 4: Pgg ¼ ð0:86, 0.82, 0.79, 0.75, 0.7) and
Pbb ¼ ð0:15, 0.2, 0.17, 0.2, 0.3)

Simulation 5: Pgg ¼ ð0:9, 0.89, 0.85, 0.8, 0.77) and
Pbb ¼ ð0:13, 0.2, 0.25, 0.3, 0.35)

The results of such comparisons, for five different cities and, therefore, for five

elevation angles are presented in Figures 14.18(a)–(e).

From the results of these simulations, we can conclude that the pure statistical

model does not match the measured data. A better fit can be found by using both the

Saunders model and the multiparametric model.

Let us now examine all three models with measurements to try and define which

one presented the best fit to the measured data and also the simplest one. In such a

FIGURE 14.18(a). CCDF of normalized signal for Stockholm at satellite elevation of 13�

for different bad and good states.
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comparison we use the Lutz statistical model simulation with Pgg ¼ ð0:8, 0.95,
0.85, 0.83, 0.7) and Pbb ¼ ð0:08, 0.15, 0.25, 0.22, 0.5). These results are shown in

Figures 14.19(a)–(e).

The standard deviation, s, was taken not more than 2.6 dB, obtained from our

estimations of each built-up profile. Nevertheless, in Reference [16] the authors took

s ¼ 3� 4 dB, which is not a realistic case when the NLOS regime is very small

compared with the LOS component of the total filed strength. We also checked this

FIGURE 14.18(b). CCDF of normalized signal for Copenhagen at satellite elevation angle

of 18� for different bad and good status.

FIGURE 14.18(c). CCDF of normalized signal for Munich at satellite elevation angle of 24�

for different bad and good states.
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situation in our numerical evaluations. Thus, in Figure 14.20, the CCDF of the

received signal for the city Stockholm [20], at a satellite elevation angle of 13�, for
all three different models is shown for s ¼ 4 dB. It is clearly seen that the results of

fading estimation obtained from the multiparametric model are closer to the

experimental data compared to the other two models, the statistical and physical-

statistical.

FIGURE 14.18(d). CCDF of normalized signal for Barcelona at satellite elevation of 34� for
different bad and good states.

FIGURE 14.18(e). CCDF of normalized signal for Cadiz at satellite elevation angle of 43�

for different bad and good states.
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14.6. MEGA-CELL CONCEPT FOR LAND SATELLITE COMMUNICATION
LINKS

To give full radio coverage of the Earth and the corresponding mega-cell map, a net

of satellites, assembled into global satellite networks with specific constellations,

was developed. Modern global satellite systems were built both for personal and

FIGURE 14.19(a). CCDF of normalized signal for Stockholm at satellite elevation angle of

13� for three different models.

FIGURE 14.19(b). CCDF of normalized signal for Copenhagen at satellite elevation angle

of 18� for three different models.
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mobile communications. Presently, a strong effort is being made toward the

assessment of main specifications for the IMT-2000 system for mobile and personal

multimedia communications worldwide, which in Europe is named UMTS

(Universal Mobile Telecommunication System). IMT-2000 is intended as a ‘family’

of interoperable systems capable of assisting the roaming/desired user in any mobile

network where it may be temporarily present. This system is called a third-

generation (3G) system, after the first-generation (1G) incompatible analog cellular

FIGURE 14.19(c). CCDF of normalized signal for Munich at satellite elevation angle of 24�

for three different models.

FIGURE 14.19(d). CCDF of normalized signal for Barcelona at satellite elevation angle of

34� for three different models.
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systems and the second-generation (2G) digital systems, the most successful one

being GSM (Global System for Mobile) communication [1–4].

14.6.1. Existing Land–Satellite Personal and Mobile Systems

In order to understand the operational characteristics of land–satellite mobile

communication system, we start, first of all, with existing systems [3]. Earlier mobile

FIGURE 14.19(e). CCDF of normalized signal for Cadiz at satellite elevation angle of 43�

for three different models.

FIGURE 14.20. CCDF of normalized signal for Stockholm at satellite elevation angle of 13�

for s ¼ 4 dB.
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satellite communications systems employed geostationary satellites with modest

effective isotropic radiated power (EIRP), which restricts their use to mobile

terminals with an antenna gain of approximately 8 dB (considerably more than can

be achieved with a handheld unit, which might be only on the order of 2 dB). These

terminals are most frequently mounted on vehicles, although fixed and transportable

versions can also be provided.

Inmarstat. The commercial use of satellites for mobile communications began with

the COMSAT/Marisat system in 1976 [21]. Satellites operating at UHF (�800MHz)

and at L band (�1,600 MHz) were launched on February 19 and June 9 of 1976 into

positions over the Atlantic and Pacific Oceans, respectively. The UHF capacity was

utilized by the U.S. Navy, whereas the L-band capacity was intended to inaugurate a

commercial service for mariners. Shipboard terminals typically consisted of an

above-deck 1-m-diameter specific antenna to remain locked on the satellite (see

Fig. 14.21, according to Reference [3]).

To increase the efficiency of this system, as well as to create more channels,

‘‘Inmarsat’’ introduced three new services [3,4]. In 1996, the first two of five

Inmarsat-3 satellites were launched. These satellites reuse the authorized

frequencies in up to five spot beams, which can be selected for their coverage

over land, as shown in Figure 14.22 according to Reference [3].

North American MSAT System. The most advanced satellite system providing

mobile satellite communications over the land is a system implemented by the Uni-

ted States and Canada that covers those two countries (including Alaska), Mexico,

and the Caribbean using two essentially identical satellites. Early designs focused on

a UHF system; however, an FCC proceeding concluded that any U.S. system should

operate at L band. Moreover, as the mobile terminals could not readily discriminate

between satellites placed in the longitude sector that covers North America, there

could only be a single system. The contenders to provide this service were thus

forced into a consortium, which became known as the American Mobile Satellite

Corporation (AMSC) [3,4].

FIGURE 14.21. Shipboard Inmarsat terminal radome-enclosed antenna. (Source [3]:

Reprinted with permission # 1998 IEEE)
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In Canada, Telesat Mobile (TMI) was licensed to provide service, and these two

companies, TMI and AMSC, agreed on a common set of specifications and an

arrangement for sharing the available bandwidth. The ground segment for the

AMSC/TMI system is depicted in Figure 14.23 according to Reference [3]. This

system differs from that employed in the ‘‘Inmarsat’’ system in that provision is

made for separate Earth’s stations providing public switched network services,

private network services, and data services, all under the command of a network

control center.

Australian Mobile Satellite System (OPTUS). Australia has implemented a

mobile satellite service using a L-band transponder carried on the Aussat-B series

spacecraft [22–23]. Because of Australia’s relatively high latitude, the elevation of

the satellite, as seen from the more populated parts of Australia, was over 40�, some-

what simplifying the design of the mobile antenna. The services offered by this sys-

tem include telephony using 4.8-kb/s voice encoding in 5-kHz channels (similar to

the ‘‘Inmarsat-M’’ system), as well as a data service at 2.4 kb/s and fax at 4.8 kb/s

[3,22,23]. Figure 14.24, according to Reference [22], presents the land coverage of

Aussat B-1 satellite by use of single spot beam.

Japanese N-Star Mobile Communications System. The Japanese NTT Mobile

Communications Network, (NTT DoCoMo), initiated mobile service in March

1996 using the N-Star satellites, offering both fixed and mobile services. These

satellites provide mobile services to the Japanese islands and surrounding waters

via four 1200-km-diameter spot beams, as illustrated in Figure 14.25 according to

Reference [24].

FIGURE 14.22. Mega-cell patterns of an Inmarsat-3 satellite system with five possible spot

beams, four of which can be activated to provide coverage of land areas. (Source [3]:

Reprinted with permission # 1998 IEEE)
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Three kinds of mobile terminals have been developed: portable, maritime, and car

mounted. The maritime terminals use this satellite exclusively, and the car-mounted

terminals provide access to both the terrestrial cellular network and the satellite

system. The portable units are available in this dual-mode version also, or in a

FIGURE 14.23. Arrangement of the ground segment for the AMSC/TMI system.

FIGURE 14.24. Coverage of Australia by the Aussat B-1 satellite, according to [3]. (Source

[3]: Reprinted with permission # 1998 IEEE)
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satellite-only version. The system provides voice service using a 5.6 kb/s codec,

which results in a transmission rate of 14 kb/s. Fax and data are sent at 4.8 kb/s rates.

Channel spacing is 12.5 kHz. Each of the two satellites is accessed by separate

base stations, each of which has dual redundant equipment for high reliability [3,24].

Other Mobile Satellite Systems. Mexico is in the process of implementing a

mobile satellite service employing L-band transponders on each of two Solidaridad

satellites launched in 1994 [25]. To take advantage of the work performed by

AMSC/TMI in developing their system and associated terminals, it is clear that

the Mexican system will provide the same service dealing with identical equipment.

India is planning a mobile satellite service using an S-band (2 GHz) transponder

placed on the INSAT 2 spacecraft [26]. This service will consist of voice, data, and

fax using essentially the same parameters as the Inmarsat-M service.

14.6.2. Global Land–Satellite Personal Communication Systems (PCS)

Proposed new global satellite PCS and their communication characteristics are

presented according to References [27–30] in Table 14.6a and Table 14.6b,

respectively. Let us briefly discuss these new PCS following References

[3,27–30].

FIGURE 14.25. Overview of the Japanese N-Star mobile communications system according

to [3]. (Reprinted with permission # 1998 IEEE)
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TABLE 14.6(a). New Satellites for New Satellite PCS (Source [3]: Reprinted with permission # 1998 IEEE)

Parameter Iridium Globalstar lCO-global Ellipso Aires (ECCO)

Company Motorola Loral Qualcomm ICO-Global Mobile Communication

Holdings. Inc.

Constellation

Communications,

Inc.

No. of active 66 48 10 17 46

satellites

Orbit planes 6 circular 6 circular 2 circular 2 elliptical 7 circular

polar (86.5�) inclined (52�) inclined (45�) inclined (116.6�) I
circular equatorial

inclined I circular

equatorial

Orbit altitude (km) 780 1,414 10,355 N.A.

8.060 equatorial

?

2,000 equatorial

Satellites per orbit

plane

11 8 5 5 in each elliptical orbit

7 in equatorial orbit

5 in each inclined orbit

11 in equatorial orbit

Beams per

satellite

48 16 163 61 1

Reported cost

($B)

4.7 2.5 4.6 0.56 1.15

5
9
2



TABLE 14.6(b). Communication Characteristics of the New Satellite PCS (Source [3]: Reprinted with permission # 1998 IEEE)

Parameter Iridium Globalstar ICO-global GEO regionals

Mobile User Link

Frequency, Up/Down

(GHz)

1.62135–1.6265 1.6100–1.62135/2.4835–2.49485 1.980–2.010/2.170–2.200 1.525–1.559/1.6265–1.6605

Bandwidih (MHz) 5.15 11.35 30 34

Spot beams per satellite 48 16 163 >240

Voice bit rate (coded)

(kb/s)

4.8 (6.25) 1–9 4.8 (6.0) 3.6 (5.2)

Feeder link

Frequency Up/Down

(GHz)

30/20 5.1/6.9 5.2/6.9 14/12

Gateway antenna G/T

(dB/K)

24.5 28.5 26.6 37.0

User terminal

Multiple access TDMA–FDMA CDMA–FDMA TDMA–FDMA TDMA–FDMA

Carrier bandwidth

(kHz)

TDD, 31.5 1250 25.2 27

Carrier bit rate (kb/s) 50 2.4 36 45

Mudulation DQPSK PN/QPSK QPSK QPSK

RF power (W) 0.45 0.5 0.625 0.5

G/T (dB/K) �23.0 �22.0 �23.8 �23.8

Nominal link margin

(dB)

16.5 11 10 10

Nominal capacity

per satellite (ckts)

1,100 2,400 4,500 16,000

5
9
3



Iridium. The design employs 66 satellites placed in circular polar orbits at 780 km

altitude [29,30]. The satellites are deployed into six orbital planes, with 11 satellites

equally separated around each orbit. Satellites in adjacent planes are staggered with

respect to each other to maximize their coverage at the equator, where a user may be

required to access a satellite that is as low as 10� above the horizon.

Users employ small handsets operating in frequency division-multiplexed/

time-division multiple access (FDM/TDMA) fashion to access the satellite at

L-band. Eight users share 45 ms transmit and 45 ms receive frames in channels

that have a bandwidth of 31.5 kHz and are spaced 41.67 kHz. That is, users are

synchronized so that they transmit and receive in the same time using time-

windows alternately. This approach is necessary because three phased-array

adaptive antennas are used for both transmitting and receiving information.

Figure 14.26 shows the 48 spot beams formed at L-band projected onto the earth

at the equator. The satellite cross-links operate at 23 GHz, whereas the links to the

gateway earth stations are at 20 GHz. The use of cross-links greatly complicates

the design of the system but allows global service to be provided with a small

number (11 are planned) of gateway earth stations. To properly route traffic, each

satellite must carry a set of stored routing tables from which new routing

instructions are called every 2.5 min.

The cross-links to the satellites in the adjacent orbital planes have constantly

changing time delays and antenna pointing requirements. To mitigate this problem, a

circular polar orbit (actually an inclination of 86:5�) was chosen. Even so, these

cross-links are dropped above 68� latitude as the angular rates for the tracking

antennas become high and little traffic is expected at these latitudes. Each satellite is

capable of handling as many as 1100 simultaneous calls.

Services to be provided include voice (at 2.4 kb/s and 4.8 kb/s encoding), data at

2.4 kb/s, and high-penetration paging, which affords 11 dB more power than the

FIGURE 14.26. Service (L-band) spot beams formed by an Iridium satellite. (Source [3]:

Reprinted with permission # 1998 IEEE)
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regular signal. The design, however, already provides a link margin (16 dB) that is

higher than any of the competing systems.

One of the complicating aspects of the Iridium system is the need to hand off a

subscriber from beam to beam as a satellite flies by. As a typical satellite pass takes

less than 9 min, and the average international call duration is about 7 min, there is

also a need to hand off some calls to the next satellite to appear above the horizon.

This will be in one of the adjacent orbits, and hence in a somewhat different

direction from the first, raising the possibility of the calls being dropped if buildings

block the view. Other systems, such as Globalstar, attempt to exploit dual-satellite

visibility as a means of mitigating shadowing effects and claim that this is preferable

to designing for high link margins.

Globalstar. The Globalstar system has 48 satellites organized in eight planes of six

satellites each (see Figure 14.27 [32]). The satellite orbits are circular, at 1414 km

and 52� inclination. The Globalstar satellite is simple. Each satellite consists of

an antenna, a trapezoidal structure, two solar arrays, and a magnetometer (see

Fig. 14.28). As was shown in References [3,32], the use of an inclined orbit concen-

trates the available satellite capacity at lower latitudes where the largest populations

exist; little or no coverage is provided beyond 70� latitude (see Fig. 14.29). Like the
Iridium satellites, the Globalstar spacecrafts are three-axis-stabilized, with a mission

life of 7.5 years (minimum). As the Globalstar system does not employ satellite

cross-links, a subscriber can gain access to the system only when a satellite in

view can also be seen by a gateway Earth station. Typically, this means that service

areas are within 1000 miles of each gateway Earth station. To achieve truly global

FIGURE 14.27. The Globalstar constellation according to [32].
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coverage would require the construction of more than 200 Earth stations, which

seems unlikely to happen.

In contrast to Iridium, each Globalstar satellite covers a comparable area of

the earth’s surface with only 16 spot beams. Thus, Globalstar is more likely to serve

national roamers than international business travelers. This, together with the

FIGURE 14.28. The Globalstar view according to [32].

FIGURE 14.29. Up-to-date coverage map of Globalstar (according to Globalstar website).
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sharing of the receive channels on board the satellite by many more users, reduces

the available link margins to about 3–6 dB, although for a small number of users,

this can be increased to 11 dB. Access to and from the satellite is at and band,

respectively, utilizing code-division multiple access (CDMA) in channels that are

1.25 MHz in bandwidth. Voice is encoded at rates of 1–9 kb/s, depending on speaker

activity. A problem for such satellite system is that while frequency reuse can be

employed at L and S band, the feeder links must occupy the full band of all of the

signals that can be transmitted through the satellite. Therefore, securing an adequate

feeder link allocation becomes almost as critical as an L- and S-band allocation.

ICO-Global. ICO-Global has chosen an intermediate circular orbit for its system

(10,355 km altitude), with 10 satellites arranged five in each of two inclined circular

orbits [35]. The inclination of the orbits is 45�, making it the lowest of the systems

described. This reduces the coverage at high latitudes but allows for the smallest

number of satellites. Actually, 12 satellites are to be launched in order to provide

a spare in each orbital plane.

To improve the link margins on the ICO satellites, Inmarsat chose a satellite

design that employs 163 spot beams (see Fig. 14.30, according to Reference [35]).

Therefore, to access a given spot beam, the gateway Earth station must transmit at a

particular frequency. Given that a large digital signal processor is required on board

the ICO satellites, it is expected to greatly simplify the checkout and calibration of

the adaptive antenna systems. In principle, this arrangement would also permit the

beams to be steered to increase the amount of time a given subscriber remains in a

given spot beam.

ICO differs from both Iridium and Globalstar in that a true TDMA scheme has

been adopted for the service links, with six subscribers multiplexed into channels

25.2 kHz in width at a bit rate of 36 kb/s. A disadvantage of this access scheme is

that a soft handoff (e.g., from beam to beam) is not automatic, and it is more difficult

to exploit dual-satellite visibility. One method being considered would be to send a

FIGURE 14.30. Coverage provided by the 163 spot beams of an ICO satellite over the

equator according to [3]. (Reprinted with permission # 1998 IEEE)
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burst via an alternate satellite (say) every fifth burst. By noting the strengths of the

regular and alternate bursts, the subscriber terminal could determine which satellite

presently affords the best path to the gateway Earth station and could adjust its own

burst time and frequency to select that satellite.

For more coverage on other existing land–satellite PCS, the reader is referred to

the original papers [34–36].

14.7. ‘‘MEGA-CELL’’ GLOBAL NETWORKS DESIGN

Prediction of radio and cellular maps for full coverage of the Earth’s surface,

using determined constellations of satellites, CEO, MEO, or LEO, is based on most

strict statistical and physical-statistical propagation models. The models take into

account the average path loss along all three ‘‘sub-links’’: land, atmospheric, and

ionospheric. These effects can be postulated as worst (or bad) or convenient (or good)

with intermediate variants ‘‘good-bad’’ and ‘‘bad-good,’’ obtained from numerous

measurements carried out in these three ‘‘sub-links.’’ In Chapters 6 and 7, we showed

how to take into account fading phenomena for a link budget design and how to predict

radio coverage for the atmospheric and ionospheric links. It was also shown that for the

frequencies of interest operated in land–satellite links, the effects of these two ‘‘sub-

channels’’ on total path loss and fading are not so significant. More essential fading

effects are observed in the land communication ‘‘sub-channel.’’

To show the reader how to predict the land-link total path loss and to obtain a

‘‘mega-cell’’ radio coverage using specific satellite constellations, we developed a

mathematical tool. This planning tool is based on results obtained in References

[29–33] and is able to show the efficiency of the general approach proposed in

previous sections to resolve the problem of link budget design and outage

probability of path loss prediction within any LSC link. Thus, in our calculations we

combine two models, Loo’s model and the three-state Markov model, that account

for the effects of overlay profile of the buildings. For this purpose, we introduced the

PDFs, PaðrÞ, PbðrÞ, and PcðrÞ, for LOS, multipath and shadow effects description,

respectively. Here, each status, a, b, and c, corresponds to a transaction from bad to

good situations within a wireless link, depending on environment phenomena. Then,

for each situation within the channel, we took the corresponding PDF, PðaÞ, PðbÞ,
and PðcÞ, (the lognormal, Rayleigh, and Rician, respectively). Next, the following

cumulative formula for determining the probability of fading phenomena within the

satellite link is found as

PtotalðrÞ ¼ PðaÞPaðrÞ þ PðbÞPbðrÞ þ PðcÞPcðrÞ ð14:53Þ

Below, we present the different coverage maps based on the planning tools

developed in References [29–33] in order to understand the differences between

satellite networks and their effect on the network’s foot print. Thus, in Figure 14.31,

the cellular map of ‘‘Iridium’’ network [29,30] with uniform radio coverage of the

Earth’s surface is presented.
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Figure 14.32 illustrates the cellular map for ‘‘GlobalStar’’ network [31,32]. The

corresponding constellation covers most of the populated area of the Earth. But the

polar areas of the Earth cannot be covered by this system.

It is seen that a medium orbit satellite (MEO) constellation covers the Earth with

only 12 satellites with great overlapping, which is caused by their relatively high

altitude.

FIGURE 14.31. Computed foot print patterns of the ‘‘Iridium’’ network. (Source [29]:

Reprinted with permission # 1991 IEEE)

FIGURE 14.32. Computed foot print patterns of the Globalstar network. (Reprinted with

permission from Globalstar)
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Now we present some outputs derived from our calculation of the general

physical-statistical model described by the cumulative formula (14.53) to

demonstrate the actions of our own simulation tool and its ability to be adapted

to different cellular network and various environments: urban, suburban, rural, and

open. The output parameters computed by the proposed tool are probability of

fading, path loss, link budget, radio and cell coverage, LCR, AFD, and BER. First,

we varied the satellite elevation angle; Figure 14.33(a)–(d) shows the increase of

the probability to obtain a smaller path loss with an increase in the number of

satellites or with a decrease in the elevation angle. Second, we investigated the

same probability versus the maximum accepted path loss for different satellite

networks. Results are presented in Figure 14.34(a)–(d), where one network is

virtually created by us. The difference between the networks is seen in the x-axis. It

is clear that the differences in results are due to the varying satellite altitudes and

the downlink operational frequency.

Finally, we showed how the terrain, as the land channel environment, affects the

probability to obtain a smaller acceptable path loss. Figure 14.35(a)–(d) shows a

difference between obtained results for different land environments. Results were

obtained for a low elevation satellite. As expected, the main difference is noticeable

in the urban environment, due to its special propagation features such as multiple

diffraction, scattering, and reflection.

FIGURE 14.33. Simulation output of probability to obtain a smaller acceptable path loss for

varying satellite elevation angles.
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FIGURE 14.34. Simulation output of probability to obtain a smaller acceptable path loss for

varying global networks.

FIGURE 14.35. Simulation output of probability to obtain smaller acceptable path loss for

varying land environments.
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SUMMARY

� From our simulation results, we can conclude that the statistical model is the

worst model with respect to physical-statistical models in predicting fading

phenomena and link budget in land–satellite communication links.

� Also, we must state that almost in all simulations the physical-statistical

model based on built-up profiles described by the corresponding PDFs (14.37)

and (14.38), as well as by (14.42), are the best fit to measurements with

respect to pure statistical models. Furthermore, the difference between two

physical-statistical approaches on how to describe the overlay profile of the

buildings is small, but the multiparametric model is much simpler to use and

implement. The reason for this is the fact that for physical-statistical model we

need exact knowledge of the distribution of the height of the buildings in each

city, information that is difficult to measure at every land site. On the contrary

for the multiparametric model we need to know only the heights of the smaller

and higher buildings in the city and also the average height of buildings in the

tested area. From these values we could easily find the ‘‘relief’’ parameter n,

using Equation (14.43).

� So, both the Saunders physical-statistical and multiparametric stochastic

approaches are more accurate models, which can be used in predicting fading

phenomena and link budget both for personal and mobile land satellite radio

communication links.

� A simulation tool, based on the combination of pure statistical and physical-

statistical models was developed for the link budget performance and for the

outage probability of path loss prediction for more applicable satellite networks

based on radio propagation characteristics within each communication channel.

� The simulation tool is designed to be used both by LMS designers and by

customers. The designers can determine, using the simulator, the best satellite

constellation and channel characteristics for each satellite system, in terms of

desired performance and cost. The customers of the LMS systems can use the

tool to determine which system is best suited for their needs, at their specific

location in the world.

We can outline some practical conclusions and remarks, which emphasize the

advantages in LMS systems. They are

– a high elevation angle between the satellite and the LMS customer increases

the link quality significantly. The main advantage in using the LMS system is

emphasized dramatically in urban environments, where one satellite in a high

elevation angle eliminates the use of dozens of base stations;

– LEO satellites provide better link quality than MEO satellites but demand

more satellites to fully cover the Earth’s surface. The main obstacle in

designing an LMS system is determining the best-suited satellite constellation

for the potential customers;
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– a system designed for personal stationary subscriber will be very much

different from a system designed for moving subscribers. The proposed tool

gives the designer the option to set its own user-defined system and check if it

suits its customer;

– all present LMS systems simulated can provide only voice, messages, and slow

data today. Our calculations showed that even in the best conditions, current

systems can deliver only basic services to global customers;

– in order to develop systems that can compete with third generation (3G) and

future fourth generation (4G) cellular systems, the LMS system should

overcome the obstacles of low SNR and of a large number of satellites to

cover highly populated areas. Simulations proved that systems using current

technology should deploy over 280 satellites in order to compete in the

market. Another way is to improve transceiver technology by use smart/

adaptive antennas and to develop wideband technology for LMS use.

BIBLIOGRAPHY

[1] Farserotu, J., and R. Prasad, IP/ATM Mobile Satellite Networks, Artech House, Boston-

London, 2002.

[2] Saunders, S. R., Antennas and Propagation for Wireless Communication Systems, John

Wiley & Sons, Chichester, England, 2001.

[3] Evans, J. V., ‘‘Satellite systems for personal communications,’’ Proc. IEEE, vol. 86, no. 7,

1998, pp. 1325–1341

[4] Wu, W. W., ‘‘Satellite communication,’’ Proc. IEEE, vol. 85, no. 6, 1997, pp. 998–1010.

[5] Fontan, F. P., J. P. Gonzalez, M. J. S. Ferreiro, et al., ‘‘Complex envelope three-state

Markov model based simulator for the narrow-band LMS channel,’’ Int. J. Satellite

Communications, vol. 15, no. 1, 1997, pp. 1–15.

[6] Barts, R. M., and W. L. Stutzman, ‘‘Modeling and simulation of mobile satellite

propagation,’’ IEEE Trans. Antennas Propagat., vol. 40, no. 4, 1992, pp. 375–382.

[7] Loo, C., and J. S. Butterworth, ‘‘Land mobile satellite channel measurements and

modeling,’’ Proc. IEEE, vol. 86, no. 7, July 1998, pp. 1442–1462.

[8] Vatalaro, F., and F. Mazzenga, ‘‘Statistical channel modeling and performance evaluation

in satellite personal communications,’’ Int. J. Satellite Communications, vol. 16, no. 2,

1998, pp. 249–255.

[9] Loo, C., ‘‘A statistical model for land mobile satellite link,’’ IEEE Trans. Veh. Technol.,

vol. VT-34, no. 3, 1985, pp. 122–127.

[10] Patzold, M., U. Killat, and F. Laue, ‘‘An extended Suzuki model for land mobile satellite

channels and its statistical properties,’’ IEEE Trans. Veh. Technol., vol. 47, no. 2, 1998,

pp. 617–630.

[11] Corazza, G. E., and F. Vatalaro, ‘‘A statistical model for land mobile satellite channels

and its application on nongeostationary orbit systems,’’ IEEE Trans. Veh. Technol., vol.

43, no. 3, 1994, pp. 738–741.

[12] Xie, Y., and Y. Fang, ‘‘A general statistical channel model for mobile satellite systems,’’

IEEE Trans. Veh. Technol., vol. 49, no. 3, 2000, pp. 744–752.

BIBLIOGRAPHY 603



[13] Abdi, A., W. C. Lau, M.-S. Alouini, et al., ‘‘A new simple model for land mobile satellite

channels: First- and second-order statistics,’’ IEEE Trans. Wireless Communications.,

vol. 2, no. 3, 2003, pp. 519–528.

[14] Saunders, S. R., and B. G. Evans, ‘‘A physical model of shadowing probability

for land mobile satellite propagation,’’ Electronics Letters, vol. 32, no. 17, 1996,

pp. 1548–1549.

[15] Tzaras, C., S. R. Saunders, and B. G. Evans, ‘‘A tap-gain process for wideband mobile

satellite PCN channels,’’ Proc. COST 252/259 Joint Workshop, Bradford, UK, April 21-

22, 1998, pp. 156–161.

[16] Lutz, E., D. Cygan, M. Dippold, et al., ‘‘The land mobile satellite communication

channel-recording, statistics and channel model,’’ IEEE Trans. Veh. Technol., vol. 40, no.

2, 1991, pp. 375–385.

[17] Butt, G., G. Evans, and M. Richharia, ‘‘Narrowband channel statistics from multiband

propagation measurements applicable to high elevation angle land-mobile satellite

systems,’’ IEEE Trans. Select. Areas Communic., vol. 10, no. 8, 1992, pp. 1219–1226.

[18] Parks, M. A. N., B. G. Evans, G. Butt, et al., ‘‘Simaltaneous wideband propagation

measurements for mobile satellite communication systems at L- and S-bands,’’ Proc. 16th

Int. Communic. Systems Conf., Washington, DC, 1996, pp. 929–936.

[19] Karasawa, Y., K. Kimura, and K. Minamisono, ‘‘Analysis of availability improvement in

LMSS by means of satellite diversity based on three-state propagation state model,’’

IEEE Trans. Veh. Technol., vol. 46, no. 4, 1997, pp. 1047–1056.

[20] Blaunstein, N., ‘‘Wireless Communication Systems,’’ in Handbook of Engineering

Electromagnetics, ed. R. Bansal, Chap. 12, Marcel Dekker, New York, 2004.

[21] Lipke, D. W., D. W. Swearingen, J. F. Parker, et al., ‘‘MARISTAT – A maritime satellite

communication system,’’ COMSAT Tech. Rev., vol. 7, 1977, pp. 351–391.

[22] Newland, W., ‘‘AUSSAT mobilesat system description,’’ Space Communications, vol. 8,

no. 1, 1990, pp. 37–52.

[23] Wagg, M., ‘‘MOBILESAT, Australia’s own,’’ Proc. Int. Mobile Satellite Conf., Ottawa,

Canada, June 1990, JPL Publication 90–97, pp. 3–7.

[24] Furukawa, K., Y. Nishi, M. Kondo, et al., ‘‘N-STAR mobile communications satellite

systems,’’ IEEE Global Telecommunications Conf. Rec., London, UK, November 1996,

pp. 390–395.

[25] Moncayo, J. M. R., ‘‘Mobile satellite communications in Mexico,’’ Int. Mobile Satellite

Conf., Paris, France, October 1993, pp. 559–563.

[26] Taylor, S. C., and A. R. Adiwoso, ‘‘The Asia cellular satellite system,’’ AIAA 16
th
Int.

Communications Satellite Systems Conf., Collection of Technical Papers, Washington,

DC, February 1996, pp. 1239–1249.

[27] Johannsen, K. G., ‘‘Mobile P-service satellite system comparison,’’ Int. J. Satellite

Communic., vol. 13, 1995, pp. 453–471.

[28] Comparetto, G. M., and N. D. Hulkower, ‘‘Global mobile satellite communications: A

review of three contenders,’’ AIAA 15th Int. Communications Satellite Systems Conf.,

Collection of Technical Papers, San Diego, California, February/March 1994, pp. 1507–

1515.

[29] Sterling, D. E., and J. E. Harlelid, ‘‘The IridiumTM System – A revolutionary satellite

communications system developed with innovative applications of technology,’’ Proc.

IEEE Military Satellite Communications Conf., McLean, Virginia, 1991, pp. 436–440.

604 LAND–SATELLITE COMMUNICATION LINKS



[30] Brunt, P., ‘‘IRIDIUM - Overview and status,’’ Space Communic., vol. 14, no. 1, 1996, pp.

61–68.

[31] Wiedeman, R. A., A. B. Salmasi, and D. Rouffet, ‘‘Globalstar: Mobile communications

wherever you are,’’ AIAA 14th Int. Communications Satellite Systems Conf., Collection of

Technical Papers, Washington, DC, 1992, pp. 123–129.

[32] Smith, D., ‘‘Operational innovations for the 48-satellite Globalstar constellation,’’ AIAA

15
th
Int. Communications Satellite Systems Conf., Collection of Technical Papers, San

Diego, California, February/March 1994, pp. 1107–1112.

[33] Singh, J., ‘‘Project 21/Inmarsat-P: Putting reality into the handheld satphone vision,’’ Int.

Mobile Satellite Conf., Paris, France, October 1993, pp. 834–839.

[34] Castiel, D., S. J. Brosius, and J. E. Draim, ‘‘Ellipso: The ELLIPSO mobile satellite

system,’’ AIAA 15th Int. Communications Satellite Systems Conf., Collection of Technical

Papers, San Diego, California, February/March 1994, pp. 1235–1241.

[35] Draim, J. E., D. Castiel, S. J. Brosius, et al., ‘‘ELLIPSOTM-An affordable global, mobile

personal communications system,’’ Proc. Int. Mobile Satellite Conf., Pasadena,

California, 1997, pp. 153–158.

[36] Summers, R. A., and R. J. Lepkowski, ‘‘ARIES: Global communication through a

constellation of low earth orbit satellites,’’ AIAA 14th Int. Communications Satellite

Systems Conf., Collection of Technical Papers, Washington, DC, 1992, pp. 628–638.

BIBLIOGRAPHY 605





INDEXIND

Index

1-D equation, 51

3D Stochastic Model, 166

Abdi’s model, 569

Absorption, 179, 187, 251

Acceptable path loss, 474, 601

Adaptive antennas, 19, 335

adaptive array, 337

adaptive beamforming, 352

Adaptive, 336, 357, 363, 366, 393

Additive noise, 3, 335

Aerosols, 176

Ambipolar field, 250

amplitude fluctuation, 269

Analog beamforming, 344

Andrews, 216

angle diversity, 362

Angle of arrival distribution, 402

Angle of arrival, 184, 336, 372, 373, 393

Angular spread, 373

Anisotropic medium, 76, 192

annual, 195

anomalous, 482

antenna pattern, 422

AOA distribution prediction, 404

Applebaum Widrow, 355

Applebaum, 352

Array factor, 338

Array response vector, 338

array snapshot, 348

Arrays, 336

Atmosphere, 175

Atmospheric turbulence, 178, 239

Atmospheric turbulences, 176

atmospheric window, 251

Attenuation, 179, 187

Average Field Intensity, 142, 148

axial ratio, 32

azimuth dependence, 542

Azimuth domain, 417, 530

azimuth-distance signal dependence, 431

back and forward scattering, 290

back lobes, 24

back scattering, 291

Bandpass, 11

base station, 504, 541

base station-to-mobile, 360

beam-space beamforming, 347

beam tracing, 308, 309

Beamforming matrix, 344

Beamforming, 335, 343

BER, 19, 336, 371, 380, 523

Bertoni’s model, 318

Bertoni’s physical model, 324

Radio Propagation and Adaptive Antennas for Wireless Communication Links: Terrestrial, Atmospheric

and Ionospheric, by Nathan Blaunstein and Christos Christodoulou
Copyright # 2007 John Wiley & Sons, Inc.

607



Bertoni, 314

Best, 197

beta distribution, 206

Booker, 272, 291

Born approximation, 55

Bourret’s approximation, 61

Bourret’s bilocal Approximation, 58

Bourret’s equation, 72

brokenness, 509

Building effect, 131

building profile, 414, 415

Built-up areas, 448

burst-like signals, 298

Butler matrix, 344, 346

capacity, 336, 520

Capon, 353

carrier to interference ratio, 507

CDMA, 336, 357, 376

Ceiling cloud model, 209

cell diameter, 198

Cell radius, 601

cell splitting, 504

cells, 195

cellular map, 508, 514

cellular, 441, 504

Channel assignment (performance), 514

Channel assignment (strategy), 516

Channel, 458

chaotic behavior, 211

chaotic, 210

circular array, 341

Circular polarization, 31

circularly polarized, 193

City Building Profile, 156

class, 408

cloud cover, 206

Clouds, 177

Cluster Expansion, 40

Cluster, 376, 506

Clutter, 336, 344, 372

co-channel interference parameter, 512

Co-channel interference, 335, 376, 379, 507

co-channel reuse, 378

Coherence bandwidth, 15

Coherence time, 16

coherent function, 269

complementary cumulative distribution

function, 471

Complex baseband, 11

Complex dielectric permittivity, 200

Complex Wiener measure, 68

Concrete wall attenuation factor, 321

Congestion probability, 498

Conventional beamforming, 346

Corazza-Vatalaro model, 559

Correlation function, 41

correlation, 198

Corridor, 311, 313

cosmic rays, 238, 241

coupling between wave modes, 76

Covariance function, 39

covariance matrix, 353

Covariance, 354

Crane’s models, 202

Crane, 197

critical boundary, 467

critical frequency, 251

critical or break point range, 130

cross-correlation function, 264

Cross-polar discrimination, 193

Cross-polar isolation, 193

crossing street grid, 509

Cumulative probability density function, 209

Cylindrical waves, 88

D-layer, 238, 246

Debye radius, 246

Defocusing effect, 222

defocusing, 262

degree of ionization, 243

delay spread, 335, 336, 373

Depolarization effect, 251

Depolarization, 192, 193

diffraction losses, 119

Diffraction, 304

Diffractive scattering, 222

Diffuse reflection, 442

diffusion, 243, 245

Digital beamforming, 344, 348

Dirac’s distribution, 68

Direction of arrival, 338

directivity dependence, 543

Directivity, 29

Dispersion equation, 73

dispersion, 253

dissipation range, 211

dissociative recombination, 245

608 INDEX



Distribution of Reflected Points, 162

diurnal, 195

diversity combining, 373

Doppler Effect, 8

Doppler shift domain, 530

Doppler shift effect, 5

Doppler shift, 434

Doppler Spread, 16, 335

downlink, 362, 551

drift, 243, 245

drop size distribution, 194

Dry effects, 219

Dual-slope model, 318

Dynamic Channel, 18

Dyson equation, 49

E-Layer, 238

Earth-flattening approximation, 184

earth-satellite communication link, 254

eddies, 210

eddy-cell size, 222

effective factor, 182

effective gradient, 183

effective path length, 199

Electronic steering, 338

element-space beamforming, 348, 349

Elevation domain, 417

Elevation of arrival, 393

Ellipsoid, 120, 191

Ellipsoidal cross section, 192

Elliptical polarization, 31

empirical formulas, 197

Empirical models, 131, 197, 318

energy cascade theory, 211

energy transfer, 79

Erlang, 378, 498

ESPRIT, 372

Euler constant, 265

exosphere, 239

Extinction cross section, 200

Extremely low Frequency (ELF), 2

E_-layer, 246

F-layer, 238, 246

F-region, 270

fade margin, 470

Fading, 4, 498

Far-field region, 26

Faraday Rotation, 251

fast fade margin, 472

Fast fading, 6, 7, 229, 304, 479

Dynamic multipath, 7

FDMA, 336, 357, 376

Field pattern, 23

first cloud cover model, 206

First Fresnel zone, 120

First-order statistics, 569

fixed acces unit, 456

Flat fast fading, 17

Flat roof, 135

Flat slow fading, 17

flat terrain model, 130

Flat terrain, 98, 119, 127

Floor attenuation Factor, 321

Fock’s Model, 117

Focusing effect, 222, 262

Fog, 177

Forest Terrain, 141

Forrested area, 140

Forward scattering, 291, 293, 294

Fraunhofer region, 27

Free-space propagation, 87

Frequency Bands, 2

Frequency correlation function, 16

Frequency diversity, 358, 362

frequency domain beamforming, 347

Frequency selective fast fading, 18

Frequency selective slow fading, 18

frequency selectivity, 232

Fresnel clearance, 121

Fresnel scale, 273

Fresnel zone, 92, 102, 191, 192, 255

Friis transmission formula, 34

Full shadowing, 565

Functional integral, 71

Gain, 29, 30

gaseous molecules, 187

Gaseous Structures, 185, 189

Gaussian distribution, 293

Gaussian probability, 183

Gaussian random function, 40, 52

GEO, 549, 550

Geomagnetic, 251

Geometrical optics, 222

GLOBALSTAR, 370, 595

GO, 310

GPS, 284

INDEX 609



Grade of service, 335, 497

Gram-Schmidt, 353

Green’s function, 45, 57, 89

group delay, 253

GSM, 376

GTD, 125, 314

guide effects, 414

HE-Scatter Signals, 294

half-power beamwidth, 24

Halls, 250

Hata, 458

Helmholtz equation, 184

Heuristic, 514

High Frequency (HF), 3

Hill spectrum, 213, 215

Hill’s numerical spectral model, 217

Hilly terrain, 131

Horizontal dipole, 110

Horizontal polarization, 116, 185

Horizontally polarized, 96

Howells-Applebaum, 352, 353

Hufnagle model, 219

Huygen’s principle, 90

Hybrid junctions, 344

hydro-frequency, 253

hydrodynamic velocity, 248

Hydrodynamics, 246

Hydrometeors, 176, 192, 193, 233, 552

ICO, 597

Impedance edge of a building, 134

impedance waveguide, 312

IMT-2000, 586

indoor communication, 367, 395

indoor radio propagation, 302

inertial range, 211, 212

Inhomogeneity strength, 220

INMARSAT, 371

Inmarsat, 564

Inmarstat, 586

inner scale, 211

input range, 211

Interference ratio, 336

ion-neutral collisions, 242

ionization-recombination balance, 245

ionization-recombination, 241

ionized gas, 238

ionized plasma, 238

ionosphere, 238, 239

Ionospheric altitudes, 246

Ionospheric irregularities, 246

Ionospheric models, 246

ionospheric plasma, 238, 240, 241

ionospheric scintillation, 254

Ionospheric, 237, 552

IRIDIUM, 370, 594

irradiance fluctuations, 226

Isothermical, 238

isotropic radiator, 28

K-factor, 484

Kirchhoff’s approximation, 111

Kirchhoff’s diffraction parameter, 120

Kirchoff’s diffraction formula, 268

knife edge diffraction, 119, 121

knife edge, 467

Kolmogorov spectrum, 213

Kolmogorov, 211, 212, 222

Kompfner, 548

Kraichnan’s random Coupling Method,

58, 62

land wireless link, 441

land-satellite communication link, 284

Land-satellite link, 553

large-scale inhomogeneities, 255

Large-scale, 5

Larmor radius, 246

Laws-Parsons, 197

Least squares, 354

Least-square curve fitting, 200

left-hand, 193

left-handed, 33

Lens scale, 273

LEO, 549, 550

Lin-Chen, 200, 202

linear array, 340

Linearly polarized, 31

Link Budget, 197, 232, 325, 326, 468, 473

Load balancing, 498

loading factor, 378

log-irradiance scintillation, 225

Lognormal shadowing, 326

Long wavelength Expansion, 71

long-term variations, 230

Longitudinal solutions, 73

Loo’s model, 555, 559

610 INDEX



LOS conditions, 106, 191

LOS, 125, 127, 303, 398, 484, 568

loss characteristics, 306, 442

Low Frequency (LF), 3

Lutz, 568

macrocell, 335

Magnetosphere-ionosphere coupling,

284

Main beam, 23

main lobe, 189

Markov chain, 553, 565, 568

Marshall-Palmer, 197

Mass operator, 49

Maximum likelihood, 353

Maxwell’s equations, 184, 247

Mayer diagram, 41

Mean double propagator, 48

mean excess delay, 15

Mean perturbed propagator, 46

Mechanical steering, 338

Mega cells, 237, 335

MEO, 549, 550

meteorological, 182

micro scale, 211

microcell, 335

microwave propagation, 212

Mie scattering, 190

MIMO, 358, 375, 393, 522

minor lobe, 24

Mises PDF, 423

Mixed Residential area, 146, 453, 499, 501

Mobile-satellite networks, 237

mobile-to-mobile, 360

moderate fluctuations, 225

Modified atmospheric spectrum, 213, 215

Moments of random functions, 39

Monte-Carlo simulation, 402

MSAT, 586

Multiparametric, 442, 534, 458, 574

multipath effects, 481

multipath phenomena, 305

Multipath Propagation, 7

Multipath, 229, 335, 371, 393, 415, 441, 498

multiple beamforming, 347

multiple beams, 363

Multiple scattering, 43, 140, 164

Multiplicative noise, 4

multirays effect, 255

MUSIC, 372

MVDR, 353

N-beam, 522

N-Star, 586

Nagagami-Rician fading, 565

Narrowband channel, 569

Narrowband Signals, 10

Near-field region, 26

Neumann’s boundary condition, 91

NLOS, 131, 303, 324, 336, 398, 568

Noise Figure, 4

noise floor figure, 470

nonelastic interaction, 242

nonpolar molecules, 187

Nonselective scattering, 190

nonzero inner scale model, 225

normal distribution, 183

Null-steering, 346

Nulling, 373

Oblique roof, 136

Okumura–Hata model, 169

OLOS, 398

optical limit, 195

optical paths, 309

OPTUS, 586

Orthogonal lattice filter, 353

outdoor communication, 366

outer scale, 211

outgoing channel usage efficiency, 378

parabolic equation, 191

parabolic equation method, 184

parameter of ionization, 243

partition losses, 306

Path Loss in free space, 97

Path Loss, 5, 6, 319, 325, 456

Along Straight Streets, 152

pattern multiplication, 342

Pederson, 250

Perfectly conducting building, 133

Perfectly conductive Surface, 98

perturbation expansion and convergence, 57

Perturbation method (approximations), 53

perturbation method, 43, 262

Perturbation technique, 107
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refractive index gradient, 184

Refractive index Structure parameter, 217

Refractive index, 180

Refractive lenses, 222

Refractive scattering, 222

Refractivity, 180, 182

Regularly Distributed Rows of Buildings,

150

relative humidity, 186

reuse frequencies, 506

reuse ratio, 507

RF beamformer, 344

Rician fading, 10, 565

Rician PDF distribution, 8

Rician, 484

right-hand, 33, 193

Ririhlet Boundary condition, 91

rms delay spread, 15

Roof Diffraction, 135

Rooftop, 408, 417

Rough Terrain, 106

rural, 449

Rytov method, 222

Rytov variance, 220

S-distribution, 209

Samelson, 229

Sample-matrix inversion, 353

Satellite, 548

satellite-terrestial communication, 255

Saunder’s model, 202

Saunders, 192, 196, 393, 552, 573

Scalar wave equation, 67

612 INDEX



Scattering, 179, 305

Scintillation Index, 220, 226, 271

Scintillation, 211, 212

SDMA, 336, 357

seasonal, 195

Second cloud cover model, 209

Second Fresnel zone, 120

Second-order statistics, 569

selection diversity, 362

Semi-empirical models, 200

Shadowing effect, 6, 552

Shannon’s formula, 336

Shannon–Hartley, 520

Shifrin, 197

Shkarofsky, 270

Short wavelength approximation, 71

Short-scale, 6

short-term variations, 230

side lobe canceller, 352

side lobes, 24

sidelobe level, 24

Signal azimuth distribution, 530

signal fading, 229

Signal Intensity Fluctuation, 277

Signal phase fluctuation, 278

Signal to noise ratio, 6

Significant areas of reflection, 98

sky cover, 206

slant path, 186

Sligh shadowing, 565

slow fade margin, 473

Slow fading, 5, 6, 7, 305

small random fluctuations, 84

small-scale inhomogeneities, 262, 272

small-scale variations, 210

Smart antennas, 335, 380

Smooth Curved terrain, 116

smooth screen model, 257

Snell’s law, 310

Snow, 177

SNR, 336

Soft partition, 321

solar wind, 238

Sommerville and Bean, 209

space beamforming, 350

Space vector, 338

Span and order, 516

Spatial Distribution, 160, 198

Spatial diversity, 358

spatial-temporal distribution, 255

Spectral density, 39

spectral efficiency, 520

Spectral index, 273, 282

Spectral measure, 39

spectrum efficiency, 380

Specular reflection, 103

Spherical waves, 88

Static Channel, 17

Stationary random Function, 40

Stationary, 39

Statistically inhomogeous media, 74

Steering process, 338

steradian, 28

stochastic multiparametric model, 410

Stochastic, 442, 453, 473, 481, 553, 574

Straight crossing-street grid, 414

Stratosphere, 175

Street Waveguide Model, 150

strong fluctuation, 225

suburban, 456

Suzuki model, 558

switched beam, 363

Tatarskii spectrum, 213, 215

TDMA, 336, 357, 376

tensor, 114, 248

Terrain characterization, 126

Terrain, 446, 448

Terrestial, 125

The Kirchhoff approximation, 107

The Rayleigh Approximation, 107, 115

Thermo-diffusion, 245, 246, 248

Thermosphere, 175

Thin screen approximation, 266

Third cloud cover model, 209

Three-state propagation channel, 564

tilt dependence, 541

Time–dispersion parameters, 14

Time delay domain, 417, 530

Time delay, 338

Time diversity, 358, 362

Time of arrival, 336, 393

Time slot, 357

TOA distribution prediction, 404

traffic, 501

Transition vector, 48

transport process, 245

Transverse oscillations, 73
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Troposphere, 176, 180

tropospheric communication links, 232

Tropospheric effects, 175

Tropospheric Radio phenomena, 178

Tropospheric refraction, 179, 180

Tropospheric scintillations, 219

tropospheric stratification, 184

tropospheric turbulence, 210

turbulence eddies, 212

Turbulence power spectrum, 212

Turbulent atmosphere, 220

turbulent flows, 210

Two-ray model, 128, 516

Ultra high Frequency (UHF), 3

UMTS, 586

unified algorithm, 576

unified stochastic approach, 540

uplink, 362, 551

Urban environment, 149

Urban Irregular Terrain, 154

urban, 420, 443, 456, 499, 502

UTD, 307, 310, 401

Vertical dipole, 108, 132

Vertical plane launch method, 401

Vertical polarization, 116

Vertically polarized, 96

Very High Frequency (VHF), 3

Very Low Frequency (VLF), 2

Von Karman Spectrum, 214, 215, 217

Walfisch–Ikegami, 516

Walfisch-Ikegami model, 170

water vapor, 186, 187

Wave attenuation, 185

Wave equations, 37, 72

wave number, 403

Waveguide, 311, 313

weak fluctuations, 224

Weak-fluctuation theory, 220

weakly magnetized, 253

weights, 353

Weissberger’s empirical model, 146

Wideband(Pulse) signals, 13

Wiener, 344

Wiener-Holf equation, 354

wireless channel, 501

WLAN, 303, 398

working frequencies, 251

Xie-Fang model, 561

zero-inner scale model, 224
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