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Preface
The term maritime observation has been deliberately chosen to encapsulate
both the concept of remote sensing of the sea surface and maritime surveil-
lance. The two scenarios are significantly different in terms of applications
related to them although they share a fundamental common ingredient, which
is the sea surface. The presence of the sea surface characterizes uniquely the
radar echoes and the way they must be processed either when some sea surface
parameters must be estimated or when targets must be detected or identified.
The use of radar for maritime observation finds its roots in the early days of
radar when radars were installed on ships as support for the navigation and
for maritime surveillance purposes. In fact, the ability of radar to operate in
all weather/all day conditions made it appealing to a number of applications,
from civil to military scenarios.

The interaction of radar microwave signals with the sea surface is very
complex and it requires a good understanding of basic physics of backscat-
tering phenomena to maximize the information that can be extracted. The-
oretical and empirical studies have been conducted for decades with the aim
to understand such physical phenomena and consequently improve detection,
estimation and classification algorithms. With the advent of high spatial res-
olution radar and subsequently synthetic aperture radar (SAR), radar images
became available that could be used also in the area of maritime observa-
tion. Nowadays, two-dimensional (2D) radar imaging is recognized as one
of the most important tools for monitoring the sea surface. As a matter of
fact, a large number of airborne and spaceborne platforms for Earth obser-
vation are equipped with radar imaging systems. Moreover, some coastal and
ship-borne radars have radar imaging capability to improve the maritime sit-
uational awareness.

Motivated by these facts and based on the experience of the Radar Lab-
oratory of the University of Pisa and of the Radar and Surveillance Sys-
tem (RaSS) national laboratory of the National Interuniversity Consortium
of Telecommunication (CNIT), we decided to propose this book with the aim
to present the most recent results in radar imaging for maritime observation.
This book is intended both for beginners and for experts in this field as it
treats the theoretical aspects as well as the applications.

The book is organized into two sections. The first section (SAR and ISAR
image processing) contains the conceptual and theoretical aspects of both
SAR and ISAR. More specifically, standard SAR/ISAR and novel imaging
techniques, including bistatic ISAR, passive ISAR (P-ISAR) and the 3D In-
terferometric ISAR (3D InISAR) are detailed. The second section (Applica-
tions) focuses on the use of such techniques for maritime observation. Results
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based on the use of real data and related to scenarios of interest are presented
throughout this section.

Section I is composed of six chapters. Chapter 1 introduces the principle
of radar imaging and specifically the concepts of high range and cross-range
resolutions, the relationship between SAR and ISAR and a generic received
signal model that will be used throughout the remainder of the book. Chapter
2 is focused on SAR. The SAR signal model is first defined and the main SAR
image formation techniques known in the literature are described. Chapter 3
refers to ISAR. The main steps of the ISAR image processing chain, namely
image formation, time windowing, motion compensation and image scaling
are detailed. A mention of ISAR parameter setting for ISAR system design is
also made. Chapter 4 introduces the new concept of bistatic ISAR (B-ISAR).
The bistatic geometry and modeling is introduced first, then bistatic image
formation is introduced by making use of the equivalent monostatic config-
uration. The distortions caused by the bistatic geometry are also analyzed
directly using a mathematically derived ISAR point spread function. The be-
havior of B-ISAR in the presence of synchronization errors is also dealt with.
Chapter 5 concerns the use of passive radar for target imaging. In particular,
the signal pre-processing chain for the formation of range Doppler maps is de-
scribed by making use of the batch algorithm. Passive ISAR (P-ISAR) theory
and signal modeling is then introduced. Reconstruction of P-ISAR images is
illustrated together with a performance analysis. Chapter 6 regards 3D inter-
ferometric ISAR (3D-InISAR), where the height of each single target scatterer
point is reconstructed in order to have a 3D plot of objects. A multi-channel
ISAR signal model is defined to derive the main InISAR signal processing.
The use of multiple interferometric radars also allows for the estimation of
the image plane orientation and the effective rotation vector for cross-range
scaling. Analysis of the performance is provided through the use of suitable
parameters.

Section II is organized in five chapters, each containing applications of
maritime observation by means of radar images. Chapter 7 is devoted to the
detection of ships from SAR images. Image cleaning, several detectors and
post-processing techniques are included. Three different case studies are shown
to demonstrate the validity of the proposed techniques. Chapter 8 refers to
the detection of oil spills with SAR images. Fractal modeling and analysis of
SAR images is used for oil spill detection and discrimination to other look-
alike dark areas. Results based on the use of real spaceborne SAR images are
presented to show the effectiveness of the approach. Chapter 9 concerns the
application of ISAR processing to refocus moving targets in SAR images. Real
cases related to maritime scenarios are shown to demonstrate the capability
of the proposed techniques. Chapter 10 is an interesting application of passive
ISAR for harbor surveillance and protection. Two case studies are proposed
to see how this processing can be applied to real scenarios. Chapter 11 deals
with the application of 3D InISAR from a radar network to reconstruct the 3D
shape and to extract features such as the size of a ship for traffic monitoring
and safe navigation in internal port waters or along the coastline.
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1 Principles of Radar
Imaging

F. Berizzi, M. Martorella, and E. Giusti
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Synthetic aperture radar (SAR) and inverse synthetic aperture radar (ISAR)
are referred to in literature as imaging radars because of their ability to re-
construct electro-magnetic (e.m.) images of natural and man-made objects by
coherently processing the echoes coming from the targets at different aspect
angles. The comparison between radar and photographic images is quite com-
mon in literature, since both systems perform a transformation that maps a
3D object to a 2D space. However, differences exist which concern the mapping
transformation and the image feature. While the latter is quite obvious since
different imaging systems use different illuminators thus producing images
representing different characteristics of the target, the former is of more dif-
ficult interpretation. Differently from electro-optic systems, where the image
projection plane (IPP), which is the 2D plane which a 3D target is projected
onto, coincides with the focal plane of the sensor, for an imaging radar, the
IPP depends on the relative motion between the radar and the target. There-
fore, the imaging radar IPP can be a 2D plane arbitrarily oriented in the 3D
space, which depends on the complexity of the target motions with respect to
the radar.

As well as other types of images, radar images are usually characterized by
some quality indexes, such as geometrical resolutions, radiometric resolution,
signal-to-noise ratio, etc. Among them, the geometrical resolution plays a key
role since the finer the spatial resolutions of the system, the more the target
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details that can be observed in the image. As a consequence, high resolution
radar images allow for a proper understanding of the observed target thus
opening the doors to automatic target classification (ATC) and automatic
target recognition (ATR).

Besides this brief introduction to radar imaging systems, the purpose of
this section is to introduce the fundamental concepts of radar imaging the-
ory, being the radar image spatial resolutions, as well as the key aspects that
differentiate SAR systems from ISAR systems. Specifically, these are the ob-
jectives of Section 1.1 and 1.2, respectively. Finally, a signal model and the
notation that will be used throughout the book will be introduced in Section
1.3.

It is worth mentioning that, for a better comprehension of the book content,
the reader should be familiar with the basic concept of pulse radars.

1.1 HIGH RESOLUTION RADARS
Spatial resolutions represent a key feature for a good understanding of the im-
aged target, thus allowing ATC and ATR techniques to be successfully applied.
Before going through the spatial resolution definition, we briefly recall the con-
cept of radar image. A radar image can be defined as the spatial distribution
of the e.m. reflectivity of an object mapped onto a two-dimensional plane.
The target reflectivity is a measure of the electric intensity field backscat-
tered by the target and collected by the radar. The backscattering effect is
caused by the e.m. field irradiated by the radar that induces electric surface
currents on the illuminated target, which in turn produce an e.m. field that
partially propagates back to the radar. Therefore, the imaging radar measures
the spatial distribution of the target reflectivity function projected onto a two-
dimensional plane. As mentioned before, the finer the spatial resolutions, the
more detailed the target radar image which means that different parts of the
target corresponding to different reflectivity features can be identified.

From a radar perspective, the IPP is identified by the radial or range di-
rection, which coincides with the antenna bore-sight, and by the cross-range
direction that lies in the plane orthogonal to the range direction and whose ori-
entation depends on the radar-target geometry and target motion. Therefore,
fine spatial resolutions are needed in both range and cross-range directions to
enable radar imaging capabilities in a radar system.

The resolution can be generally defined as the minimum distance between
two alike quantities such that a system is able to distinguish them as separated
from its measurements. This general definition may be applied to all sorts of
measurements and systems and can be measured in terms of meters for spatial
resolutions, Hz for frequency resolution, seconds for time resolution, and so
on.

By applying this definition to a radar system, the resolution is defined
as the minimum distance along a pre-defined direction between two point-like
scatterers with equal reflectivity such that they appear as separated objects in
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Figure 1.1 SAR/ISAR system

the radar image or, in other words, such that they can be distinguished by the
radar system.

The resolution depends on the system and, specifically, it is determined by
the system point spread function (PSF), which is interpreted as the impulse
response of the radar system, coinciding with reconstructed radar imaging
function of a unitary point scatterer. For SAR and ISAR systems, for example,
the impulse response is usually approximated by means of a two-dimensional
sinc-like function. By assuming the target composed of independent point-
like scatterers, the SAR/ISAR image can be interpreted as the convolution
between the 3D target’s reflectivity function projected onto the IPP and the
SAR/ISAR impulse response, as illustrated in Figure 1.1. Under the hypoth-
esis of independent point-like scatterers, the target reflectivity function can
be assumed to be a superposition of δ-like functions, then the SAR/ISAR im-
age will be the superposition of sinc-like functions centered at the scatterers
coordinates in the IPP plane.

It is clear that the sharper the main lobe of the sinc-function, the better
the capability of the system to separate the scatterers contributions.

By dealing with two-dimensional radar images, two types of resolutions
are defined, namely the range resolution and the cross-range resolution. As
obvious, the range resolution is the capability of the system to distinguish
two scatterers along the range direction, while the cross-range resolution is
the capability of the system to distinguish two scatterers along the cross-range
direction.

1.1.1 HIGH RANGE RESOLUTION

In narrow band pulse radars, the range resolution is usually linked to the
pulse duration, TI . In fact, an echo from a point-like scatterer persists for TI
seconds. As a consequence, the echo relative delay for a close range scatterer
must be at least TI to be distinguished.

This leads to the definition of the range resolution as follows:

δr =
cTI
2

(1.1)

where c is the light speed in a vacuum and approximately corresponds to the
e.m. wave propagation speed. From Equation (1.1), it is clear that to improve
the range resolution, the pulse duration should be reduced. This however
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implies a higher peak power to obtain unchanged performance in terms of
probability of detection and false alarm.

To avoid the trade-off between range resolution and transmitted power
peak, pulse compression theory was formulated [7, 10, 4, 1]. The pulse com-
pression permits transmitting a signal with pulse duration sufficiently long to
limit the transmitted peak power and, at the same time, to get finer range
resolutions.

The pulse compression is realized by means of the matched filter (MF).
The MF ensures the maximum signal-to-noise ratio (SNR), at its output

around the target delay. In fact, the compression ensures that the energy
of the transmitted pulse is more concentrated around the target delay, thus
leading to a higher SNR.

The MF calculates the cross-correlation function of the received signal with
the reverse conjugate of the transmitted signal as follows:

s(t) = sR(t)⊗ s∗T (−t) (1.2)

where sR(t) is the signal at the input of the filter and h(t) = s∗T (−t) is the
impulse response of the MF. As for radar applications, the received signal is
supposed to be a delayed replica of the transmitted signal, sT (t), then s(t)
is also proportional to the autocorrelation function CsT (t) of the transmitted
signal, apart from a time delay.

Therefore, the Fourier transform (FT) of the output is proportional to the
energy spectral density (ESD) of the transmitted signal, that is:

ESD(f) ∝ FT [sT (t)⊗ s∗T (−t)] = |ST (f)|2 (1.3)

where ST (f) = FT [sT (t)] with FT [·] the Fourier transform operator. By
exploiting the uncertainty relationship of a Fourier transform pair, it follows
that the wider the bandwidth of the transmitted bandwidth, the shorter the
time duration of s(t).

In other words, the so-called time-bandwidth product of the output signal
is constant. This property is summarized in Equation (1.4)

B · δτ = H (1.4)

where the value of H depends on the waveform of the transmitted signal, B
is the bandwidth of the transmitted signal and δτ is the pulse duration at the
output of the MF. For a linear frequency modulated (LFM) signal, H ' 1,
which is a quite high value with respect to other waveforms, and this makes
such modulated pulses very attractive for radar applications.

It is clear that two separate scatterers can be distinguished if their relative
echoes are separated at least by the pulse duration at the output of the MF,
that is δτ . By exploiting Equation (1.1), the range resolution can be found
equal to:
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δr =
cδτ
2

=
cH
2B

(1.5)

The joint use of wide-band transmitted signals and matched filter tech-
niques realizes the pulse compression. The term pulse compression derives
from the fact that the time duration of a pulse is shortened at the output
of the MF by a factor ρ = TI

δτ
, namely the compression factor . It is worth

remarking that wide bandwidth transmitted signal is a necessary condition
to have a compression gain, i.e., ρ > 1. Phase and/or frequency modulation
must be used to have effective compression.

Therefore, the pulse compression allows high range resolution to be
achieved by transmitting suitable wide bandwidth signals with unchanged
radar range coverage area.

1.1.2 HIGH CROSS-RANGE RESOLUTION

The ability to resolve two scatterers in the cross-range direction is related
to their angular separation in the plane (x1, x2), which identifies the IPP.
By referring to the monostatic radar geometry in Figure 1.2, the cross-range
direction x1 is orthogonal to the radial direction x2. Traditionally angular
resolution was achieved by using large antennas, as the antenna beam-width
is inversely related to the antenna size along x1. For example, the angular
resolution of a rectangular antenna can be approximately calculated as follows:

ϑcr '
λ

Lcr
(1.6)

where λ = c
f0

is the wavelength, Lcr is the antenna size along the cross-range

direction and ϑcr is the angular resolution in the the cross-range/range plane.
The same concept applies for the elevation direction.
The antenna beam-width, and therefore the angular resolution, is however

not sufficient to provide fine cross-range resolution, either because it refers to
the angular domain and not to the spatial domain (images should be scaled
from angular to spatial coordinates) or because the cross-range resolution is
also a function of the target range as shown in Equation (1.7)

δx1 ' R0ϑcr =
R0λ

Lcr
(1.7)

It is also evident that to get a fine cross-range resolution at long ranges,
wider antennas should be used. However, there is a practical limitation for
the antenna size.

Another solution is to use an antenna array, which may relax this problem.
However, even in the case of antenna array, a large number of antennas should
be used to form a long array.

SAR and ISAR technologies have been proposed in literature to overcome
such limitations [4, 8, 5, 1, 3, 6]. Both these techniques are based on the
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Figure 1.2 Geometry definition

synthesis of a long array by exploiting the relative motion between the radar
platform and the target. The relative motion causes a variation of the aspect
angle over time. The reason why an aspect angle variation over time leads to
a fine enough cross-range resolution is explained below.

Let us refer again to the geometry in Figure 1.2, where the radar illuminates
a target that rotates with a rotational velocity vector Ω orthogonal to the
(x1, x2) plane. Let us consider now a point on the target with cylindrical
coordinates p = (p, ϑ, 0). Because of the target motion this point has a radial
velocity with respect to the radar equal to vrP = vt · cos(ϑ), where vt is the
modulus of the tangential velocity of the point. The tangential velocity is
linked to the rotation vector by the following formula:

vt = Ω× p (1.8)

where × represents the cross-product operator. Equation (1.8) can be rewrit-
ten as follows:

vrP = Ω · p · cos(ϑ) = Ω · x1P (1.9)

where Ω = |Ω| and x1P = p · cos(ϑ) represents the cross-range coordinate of
the point in the Cartesian reference system TX(x1, x2, x3).

Assuming that the radar transmits a pure tone at frequency f0, i.e. sT (t) =
cos(2πf0t), the received signal can be written taking into account the round-
trip time delay, τP (t), that is

sR(t) = cos(2πf0(t− τP (t))) (1.10)

where τP (t) = 2RP (t)
c ' 2

c (R0 + vrP t). By substituting τP (t) into Equation
(1.10), we obtain:

sR(t) = cos(2π (f0 + νP ) t+ φ0) · rect
(

t

Tobs

)
(1.11)
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where φ0 = − 4πR0

λ , νP = − 2vrP
λ is the Doppler frequency of the point P ,

rect(x) = 1 when |x| < 0.5 and 0 otherwise, and Tobs refers to the observation
time.

Since the radial velocity vr,P is related to the point cross-range coordinate
x1P , it is obvious that the received signal contains information about the
cross-range resolution.

By inverse Fourier transforming the signal in Equation (1.11), the signal in
the Fourier domain is:

SR(ν) = Tobs · sinc (Tobs (ν − νP )) (1.12)

where ν is the Doppler frequency variable. Equation (1.12) shows that a sinc-
like function is obtained in the Doppler frequency coordinate centered at the
Doppler frequency of the scatterer (νP ). The Doppler resolution is given by
δν = 1

Tobs
and corresponds approximatively to the −3 dB width of the sinc

main lobe.
By exploiting the relationship between the radial velocity, vrP , and the

cross-range coordinate, Equation (1.12) can be rewritten as follows:

SR(x1) = Tobs · sinc
(
Tobs

2Ω

λ
(x1 − x1P )

)
(1.13)

It follows that the cross-range resolution is:

δx1 =
λ

2ΩTobs
(1.14)

For a uniform target rotation, ΩTobs ' ∆ϑ where ∆ϑ represents the total
target aspect angle variation experienced by the radar within the observation
time.

From Equation (1.14) it is clear that the higher Tobs, the larger ∆ϑ, the
finer the cross-range resolution, δx1

.
At the end, without any modification of the antenna element, a finer cross-

range resolution can be obtained by exploiting the relative motion between
the radar and the target.

1.2 ISAR VERSUS SAR
As mentioned in the previous section, real aperture antenna or real antenna
arrays do not provide a viable solution for a radar imaging system. To deal
with this issue, the SAR concept has been formulated at the beginning of the
50s by Carl Wiley [11, 2] and it is based on the use of an antenna that moves
along a given trajectory, therefore providing the means of forming a virtual
array in a given time interval. This concept is depicted in Figure 1.3, where
a synthetic aperture array formation is compared with a real array. As the
SAR image formation is not instantaneous, the equivalence between a real
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Figure 1.3 SAR system concept

antenna array and the synthetic one holds only if the illuminated area can be
considered static during the synthetic aperture formation.

At this point, it is worth pointing out that what is really important to
get a radar image of a target is the “relative”motion that exists between the
radar and the target itself, as such motion is not necessarily produced by the
platform that carries the radar.

This concept has opened the doors to ISAR systems in which the radar
is assumed to be stationary while the target is moving [9, 3, 6]. A pictorial
representation of an ISAR system is shown in Figure 1.4. As can be seen, as the
target moves the aspect angle ϑ changes thus permitting to achieve a desired
cross-range resolution. Since the cross-range profile of a target is a function
of the radial velocity of each scatterer with respect to the radar, it does not
matter what is moving, it could be either the radar, or the target, or even
both. Then, according to this point, the difference between a SAR system and
an ISAR system seems to be only in the definition of the reference system, and
specifically on the point on which the reference system is centered. In fact, by
placing the reference system on the target, the SAR geometry is enabled as
the target is assumed stationary, conversely by placing the reference system
on the radar the ISAR geometry is enabled as the radar is stationary.

Indeed, a subtle but significant difference between the two systems exists.
This difference relies on the constraint that must be met to obtain a high
resolution SAR or ISAR image. In fact, to get a radar image, the echoes re-
ceived by the radar at different aspect angles must be coherently processed



Principles of Radar Imaging 11

O
O

O
O

O

O

O

( )itϑ

1( )tϑ0 ( )iR t

10 ( )R t

Figure 1.4 ISAR system concept

and then the path differences between each antenna and the target must be
compensated. Because of the platform motion, in fact, the distance between
the antenna and the target may change over time, thus producing a received
signal phase term that changes over time and, in turn, prevents a coherent
pulse integration. With reference to Figure 1.3, for example, to coherently pro-
cess the echoes received by the radar at each time ti, and then emulate a real
antenna array, the phase difference between the signals received by antenna
1 and antenna i must be compensated. When the straight− iso− range ap-
proximation holds, which means that the wavefront of the incident e.m. field
can be considered planar, and by assuming a target at the antenna broad-side
direction, the phase difference between signals received by the antenna at time
ti and at time t1 depends on ∆Ri, as depicted in Figure 1.3.

The same concept applies to ISAR systems. From Figure 1.4 it is clear
that the radar-target distance at each time, R0(t), changes. To coherently
process the echoes received within the observation time, such changes must
be compensated.

To do that, the relative motion of the target with respect to the radar must
be a priori known. Then, the main difference between SAR and ISAR systems
follows. In SAR systems, the radar is mounted on a moving platform and
the motion of the radar with respect to the ground is known with adequate
precision. Conversely in ISAR systems, the target is usually non-cooperative
and the relative motion between the radar and the target is unknown and
it must be estimated. The target motion estimation is usually referred to in
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literature as the autofocusing algorithm [3], since it is performed by only using
the acquired data without any a priori information.

However, it must be said that both SAR and ISAR processing have draw-
backs. SAR processing compensates for the platform motion with respect to
a stationary and fixed point on the ground, which is called focusing point . As
a consequence, a SAR system is able to form a well-focused radar image of
all the objects that are static within the illuminated area nearby the focusing
point . Since SAR processing cannot account for moving targets in the scene,
these targets will appear defocused and displaced in the SAR image because
of their residual motion with respect to the focusing point .

Conversely, the autofocusing technique used in ISAR systems accounts for
both the radar motion and target motion, as it estimates the relative motion
between them. As a drawback, ISAR systems can only process a single target
at a time, since different targets have different motions with respect to the
radar.

To overcome these limitations, both SAR and ISAR techniques may be
jointly used. The idea is to exploit SAR systems to illuminate a large area
of interest in which stationary and moving targets may be present. After
the SAR image has been formed, ISAR techniques can be used to focus the
moving targets in the scene. At the end, well-formed radar images of both the
stationary background and the moving targets can be formed which can be
used for further applications, such as ATC and ATR.

1.3 RECEIVED SIGNAL MODEL
The objective of this section is to give a definition of the received signal model
that can be used for both SAR and ISAR mathematical formulation. For the
sake of simplicity, in this section only a monostatic geometry is considered.
However, as it will be shown in the following chapters, the same notation will
be used for bistatic and passive ISAR systems.

Let the SAR and ISAR geometry be defined in Figure 1.5 and Figure 1.6,
respectively.

For both the geometries three different Cartesian reference systems can be
identified, namely Tξ (ξ1, ξ2, ξ3), Tx (x1, x2, x3), and Ty (y1, y2, y3). These ref-
erence systems have been defined so they have the same definition in both the
ISAR and the SAR geometry. Tξ (ξ1, ξ2, ξ3) is the absolute reference system.
The origin of Tξ for SAR is on the ground whereas for ISAR it is on the tar-
get. Tx (x1, x2, x3) is instead a reference system embedded on the target and
whose origin is on the target, namely on the center of the SAR scene for SAR
and on a reference point O on the target for ISAR. In both cases, the origin
of the Tx reference system, namely the point O, is also called focusing point .
As the reference system is embedded on the target, in the SAR geometry, it is
stationary over time as the target is stationary, while for ISAR as the target
is moving the reference system Tx moves accordingly, so that each point on
the target is represented by stationary coordinates in Tx.
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Figure 1.5 SAR geometry and references systems

Figure 1.6 ISAR geometry and references systems
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In the SAR geometry, the radar moves along the u axis, which is parallel
to ξ1 at a height h from the ground. The reference system Tx is chosen so that
the x2 axis is aligned with radar range direction at the central time t = 0 of
the observation time, Tobs, x1 is parallel to ξ1 and x3 is perpendicular to the
plane (x1, x2).

For ISAR case, the x2 axis coincides with the radar radial direction at
t = 0, x3 is in the same direction of Ω (i.e., the so-called target effective
rotation vector which will be introduced and discussed in Chapter 3) and x1

is orthogonal to the plane (x2, x3).
Ty (y1, y2, y3) is instead a time varying reference system, in other words the

coordinates of the three unitary vectors defining the reference system, changes
over time with respect to the reference system Tx.

In the SAR case, y2 is aligned always with the radar radial direction at any
time t, y3 coincides with x3 and y1 is orthogonal to the plane (y2, y3). For the
ISAR case, the y2 axis is still coincident with the radar radial direction at any
time t, the y3 axis coincides with the x3 axis and y1 is perpendicular to the
plane (y2, y3).

In both the SAR and the ISAR case, the IPP coincides with the plane
(x1, x2), where the x2 axis represents the range (or slant-range for SAR) di-
rection, while the x1 axis represents the cross-range direction. In both cases,
therefore, both the x3 and the y3 axis are always perpendicular to the IPP.

The definition of the two reference systems, Tx and Ty, allows for a sim-
ple identification of the aspect angle variation, which is responsible for the
synthetic aperture formation. The aspect angle ϑ is then defined as the angle
between x1 and y1 or, equivalently, between x2 and y2 and it lies in the IPP.
R0 represents the distance between the radar and the focusing point 0 for

t = 0, while for a generic time instant the same distance is identified by R0(t).
Let sT (t) be a pulse of temporal duration TI , where usually TI � TR and

TR is the pulse repetition time (PRT). Let f ′(x) be the target reflectivity
function defined in the volume V .

Then, the signal received by the radar can be defined as follows:

sR(t) = C

∫
V

f ′ (x)sT (t− τ (x, t)) dx (1.15)

where C is a complex amplitude depending on the radar equation, V is the
volume in the 3D spatial domain where the target reflectivity function, f ′(x),
is defined, x is the vector that locates the position of an arbitrary point on
the target, τ (x, t) = 2R(x, t)/c is the round trip delay time of a point on the
target, R(x, t) is the distance between a point on the target and the radar
and c is the light speed in a vacuum.

It is worth pointing out that Equation (1.15) is however an approximation
of the received signal, which relies on the superposition principle and neglects
the interactions between scatterers.

In typical operating conditions (usually verified for pulse radars), the round
trip delay (the time for the e.m. wave to propagate from the radar to the
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illuminated area and back) is short enough to neglect the relative motion
between the radar and the target. This assumption is conventionally called
stop&go assumption, which implies that the transmission of sT (t) and the
reception of its echo occurs instantaneously. This assumption implies that
R(x, t) can be approximated as R(x, n), where n is the index that identifies
the nth transmitted pulse namely at t = nTR

In other words, if during the whole observation time Tobs the radar trans-
mits N pulses (that is, Tobs = NTR), the index n identifies the discrete “slow-
time”variable.

Then, the signal in a two-dimensional domain, namely the “fast-time”(t)
and the “slow-time”(n) domain can be defined as follows:

sR(t, n) = K · rect
( n
N

)∫
V

f ′ (x)sT (t− τ (x, n)) dx (1.16)

where

rect
( n
N

)
, u

(
n+

N

2

)
− u

(
n− N

2

)
=

{
1 −N2 ≤ n ≤

N
2 − 1

0 otherwise
(1.17)

and

u(n) =

{
1 n ≥ 0

0 otherwise
(1.18)

The signal at the output of the matched filter that operates over the fast-
time variable, t, can be written as follows:

s(t, n) = K · rect
( n
N

)∫
V

f ′ (x)CsT (t− τ (x, n)) dx (1.19)

where CsT (t) is the autocorrelation function of the transmitted signal sT (t).
Finally by Fourier transforming the signal s(t, n) with respect to the “fast-

time”variable, the signal in the frequency/slow-time domain is obtained as
follows:

S(f, n) = K · rect
( n
N

)
· |ST (f)|2

∫
V

f ′(x) · e−j2πfτ(x,n) dx (1.20)

The received signal formulation as defined in this chapter will be used in the
following chapters to go through the SAR and ISAR formulation. Moreover,
for the ISAR system both the case of passive radar and bistatic radar will be
addressed too.
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1.4 CONCLUSIONS
The main radar imaging principles have been introduced in this chapter. First,
a definition of the radar image was given. More specifically, a radar image has
been defined as an estimate of the spatial distribution of the target reflectivity
function mapped onto a 2D plane, arbitrarily oriented in the 3D space, namely
the IPP. As well as other type of images, radar images are usually character-
ized by some quality indexes, among which the geometrical resolutions play a
fundamental role, since the finer the spatial resolutions the more detailed the
target image. Because of that, a substantial part of the chapter concerns the
definition of the radar image spatial resolutions. The radar image spatial res-
olution depends on the system and, more specifically, it is determined by the
system PSF. As it will be shown in the following chapter, for SAR and ISAR
systems the PSF can be approximated as a two-dimensional sinc-like function
whose −3 dB width along range and cross-range directions corresponds to the
range and cross-range resolutions.

Finally, the SAR and ISAR concepts have been introduced and the main
differences among them highlighted. More specifically, both SAR and ISAR
techniques aim at reconstructing the two-dimensional target reflectivity func-
tion mapped onto the IPP by means of some inverse methods. Details of the
image reconstruction techniques will be given in Chapters 2 and 3.
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2.1 SAR IMAGING INTRODUCTION
This chapter aims at providing an overview of synthetic aperture radar (SAR)
principles and algorithms. The reader who is interested in having further de-
tails on SAR is invited to consult [18], [10], [11], [4], [5], [8], [6]. SAR is a signal
processing technique applied to coherent radars for remote sensing applica-
tions with the capability of effectively imaging areas in all-weather/all-day
conditions. In the last few decades, SAR systems have been widely employed
for different applications, such as 2D/3D mapping of the Earth’s surface,
climate change research, environmental monitoring and security-related ap-
plications [14, 9, 1].
SAR systems can be either spaceborne or airborne and for both cases the

typical side-looking geometry is depicted in Figure 2.1. As the platform moves
along its trajectory, the radar illuminates the scene and collects the backscat-
tered energy. The coherent processing of all the echoes from the illuminated
scene allows for the synthesis of a long array antenna which is longer than the
aperture of the real antenna mounted on the platform. The coherent process-
ing of the received echoes results in a high resolution image of the observed
scene. In particular, the SAR image is the 2D reconstruction of the scene
electromagnetic reflectivity. As for optical images, one of the main concerns

19
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Figure 2.1 SAR geometry

about radar images is to understand how high resolution images can be ob-
tained. In radar images, resolution is defined as the minimum spatial distance
for which two point scatterers can be distinguished by the radar along the
slant range, x2, and the azimuth, x1 with the origin of the system of reference
in the center of the scene. The slant range dimension coincides with the line
of sight (LoS) of the radar while the azimuth dimension is perpendicular to
the slant range dimension and parallel to the ground. The range resolution in
conventional imaging radar is inversely proportional to the bandwidth, B, of
the transmitted signal

δx2
=

c

2B
(2.1)

As a consequence, the wider the transmitted bandwidth, the finer the slant
range resolution. On the other hand, the resolution in the azimuth direction
(or cross-range direction) is inversely proportional to the variation of the as-
pect angle and, hence, to the synthetic array aperture. In fact, the idea behind
SAR is to synthesize the effect of a large physical aperture antenna, the re-
alization of which is impractical because of the size that should have to get
a fine enough cross-range resolution, by exploiting the platform motion. In
this way, the effects of a long physical antenna are synthetically created in
post-processing by coherently processing the echoes received during the syn-
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Figure 2.2 SAR stripmap acquisition mode

thetic aperture. The cross-range resolution is inversely related to the synthetic
antenna size or array size along the same dimension, L,

δx1
∝ 1

L
(2.2)

L = vTobs is the synthetic aperture and coincides with the platform flight
path during the observation time, where v is the platform velocity and Tobs the
observation time. According to the way the scene is illuminated, a SAR system
can be classified as stripmap, spotlight or scansar. As the name suggests,
in stripmap SAR the radar illuminates a different spot of the surface being
imaged at each instant of time, so that a continuous strip is imaged, as shown
in Figure 2.2. On the other hand, a spotlight SAR system illuminates a single
spot as the radar platform moves, by steering the antenna beam towards
the same area, as shown in Figure 2.3. As a consequence, the same area is
illuminated for a longer observation period resulting in a finer resolution. As
can be easily understood, the swath width depends on the antenna aperture
in azimuth and so it is inherently limited. By the way, in order to increase
the swath width, the scansar operational mode can be exploited [11]. In this
case, the antenna beam is steered to different elevation angles as the radar
platform moves along the flight path, i.e., the azimuth direction, as depicted
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Figure 2.3 SAR spotlight acquisition mode

in Figure 2.4. In this way, by properly setting the elevation offset as the radar
moves, a continuous strip can be imaged.

2.2 SAR SIGNAL MODELING
The objective of a SAR system is to form a high resolution image of the
illuminated area. In order to describe the various algorithms that can be used
to form a focused image from SAR data, let us refer to Figure 2.5 and start
from the output of the matched filter at the receiver chain (Equation (1.20))

S (f, n) =

∫
V

W (f, n) f ′ (x) e−j2πfτ(x,n)dx

=

∫∫
x1x2

W (f, n) f (x1, x2) e−j2πfτ(x1,x2,n)dx1x2

(2.3)

where τ (x1, x2, n) is the round-trip delay and f (x1, x2) =
∫
x3

f ′ (x) dx3 is

the projection of the 3D target reflectivity onto the azimuth/range domain.
W (f, n) is the signal support in the frequency/discrete slow time domain,
which can be generally rewritten for monostatic radars as
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Figure 2.4 SAR scansar acquisition mode
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W (f, n) = WF (f)WT (n) (2.4)

where WT (n) and WF (f) are the signal support in the slow time and fre-
quency domain, respectively. In particular, at the output of the matched filter
(MF) the signal support in the frequency domain is given by

WF (f) = |ST (f)|2 = rect

(
f − f0

B

)
(2.5)

where f0 is the carrier frequency and B is the signal bandwidth. The rect (·)
denotes the continuous rect function. On the other hand, the signal support in
the slow time domain depends on the SAR operational mode. In particular,
for the stripmap geometry, each scatterer, denoted by k, is illuminated for
the same time Tobs = NTR and the support in the slow time domain can be
written as

WT (n, x1) = rect

(
n− n0k

N

)
(2.6)

where n0k =
x1k

vTR
, N = Tobs

TR
denotes the number of sweeps, v is the radar

platform speed and x1k is the cross-range coordinate of the kth scatterer.
In this case, rect (·) denotes the discrete rect function, given by rect( nN ) =
u (n)−u (n−N), where u (·) is the unit step function. It is worth pointing out
that the time interval in which the scene is observed depends on the antenna
footprint size along the azimuth direction in stripmap systems, while in spot-
light systems the radar illuminates the same scene for the whole observation
time set during the design of the radar, so that n0k = 0 and

WT (n, x1) = WT (n) = rect
( n
N

)
(2.7)

From Figure 2.5, the distance between the radar and a generic point-like
scatterer, P , located in (x1k , x2k) at the generic time n can be calculated as

R (n) =

√
(R0 + x2k)

2
+ (vnTR − x1k)

2
(2.8)

which is equivalent to

R (n) =
√

[R0 (n) + y2k (n)]
2

+ y2
1k

(n) (2.9)

where y1k (n) and y2k (n) are the coordinates of the scatterer point along the
(y1, y2) reference system, in which y2 is directed along the slant range direction
of the origin O of the (x1, x2) reference system, whereas y1 is orthogonal to y2.

Under the straight iso-range approximation, i.e.,
y1k

(n)

R0(n) � 1, the radar-target

distance can be approximated as follows:
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Figure 2.5 SAR geometry in the slant range/azimuth plane

R (n) ' R0 (n) + y2k (n)

=

√
R2

0 + (vnTR)
2

+ y2k (n)

=

√
R2

0 + (vnTR)
2

+ x1k sinϑ (n) + x2k cosϑ (n)

(2.10)

where tan (ϑ (n)) = vnTR
R0

and ϑ (n) is the aspect angle.
By substituting Equation (2.10) into Equation (2.3) the signal at output of
the matched filter becomes

S (f, n) = WF (f) e−j
4πf
c R0(n)

·
∫∫
x1x2

WT (n, x1) f (x1, x2) e−j
4πf
c [x1 sin(ϑ(n))+x2 cos(ϑ(n))]dx1dx2

(2.11)

The phase term outside the integral is responsible for the range migration
and is due to the distance between the scene center, O, and the platform
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carrying the radar sensor. Such phase term must be properly compensated to
avoid any image blurring and artifacts. The compensation of this phase term
is usually denoted by motion compensation step.

At the output of the matched filter, the received signal after motion com-
pensation becomes

SC (f, n) = WF (f)

·
∫∫
x1x2

WT (n, x1) f (x1, x2) e−j
4πf
c [x1 sin(ϑ(n))+x2 cos(ϑ(n))]dx1dx2

(2.12)

2.3 SAR IMAGE FORMATION TECHNIQUES
The following sections are dedicated to the description of some of the most
used SAR image formation algorithms.

2.3.1 RANGE DOPPLER ALGORITHM

The signal at the output of the MF in Equation (2.12) can be rewritten as a
function of the spatial frequencies, (X1, X2), which are defined as follows:{

X1 (f, n) = 2f
c sin (ϑ (n))

X2 (f, n) = 2f
c cos (ϑ (n))

(2.13)

According to Equation (2.13), the signal support in the spatial frequency
domain is defined by a sector of annulus as represented in Figure 2.6.

When the aspect angle variation within the observation time, defined as
∆ϑ, is small, i.e., | ∆ϑ |� 1, then the following approximation holds:{

X1 (f, n) ' 2f
c (ϑ (n)) = 2f0vnTR

cR0

X2 (f, n) ' 2f
c

(2.14)

and the spatial frequency domain of the signal can be approximated to a
rectangular domain, as shown in Figure 2.7, since X1 (f, n) and X2 (f, n) are
two separable variables [20].

According to the approximation in Equation (2.14), Equation (2.12) can
be simplified as follows:

SC (f, n) = WF (f)

∫∫
x1x2

WT (n, x1) f (x1, x2) e
−j2π

[
2f0vnTR
R0c

x1+ 2f
c x2

]
dx1dx2

= WF (f)FW (f, n)

(2.15)
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Figure 2.6 Spatial frequency domain

where

FW (f, n) =

∫∫
x1x2

WT (n, x1) f (x1, x2) e
−j2π

[
2f0vnTR
R0c

x1+ 2f
c x2

]
dx1dx2 (2.16)

As can be easily noticed from Equation (2.15), the relationship between
the motion compensated signal, SC (f, n), and the target reflectivity function,
f (x1, x2) weighted for the signal support in the slow-time domain is given by
a 2D inverse Fourier transform (IFT)

IRD (τ, ν) = 2D-IFT [SC (f, n)]

= wF (τ)⊗τ fW (τ, ν)
(2.17)

where wF (τ) = IFT [WF (f)], ⊗τ denotes the convolution with respect to the
variable τ , fW (τ, ν) = IFT [FW (f, n)] and (τ, ν) represents the delay time
and the Doppler frequency pair. In particular,{

τ = 2x2

c

ν = 2f0vx1

cR0

(2.18)

Issues 

Issues 

Issues 

Issues 



28 Radar Imaging for Maritime Observation

Figure 2.7 Spatial frequency domain approximation for small aspect angle variation

(|∆ϑ| � 1)

so that

FW (f, n) =
c2R0

4f0v

∫∫
τν

WT (n, ν) f

(
cR0

2f0v
ν,
c

2
τ

)
e−j2π[τf+νnTR]dτdν (2.19)

Since Equation (2.16) represents a Fourier transform of a product between
WT (n, x1) and f (x1, x2), Equation (2.17) can be rewritten as

IRD (τ, ν) = wF (τ)wT (ν)⊗τ ⊗νf (τ, ν) (2.20)

where ⊗ν denotes the convolution operator with respect to ν and

wt (ν) = IFT [WT (n, x1)]∣∣∣ τ = 2x2

c

f (τ, ν) = f (x1, x2)∣∣∣∣∣∣ τ = 2x2

c

ν = 2f0vx1

cR0

(2.21)

It is worth pointing out that the product wF (τ)wT (ν) identifies the point
spread function (PSF) of the SAR system in the delay time/Doppler domain.
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According to Equation (2.6) and Equation (2.7), a distinction between the
stripmap case and the spotlight case can be performed. In particular, the
PSF for the spotlight case is given by

PSFspot (τ, ν) = TobsBsinc (Bτ) sinc (Tobsν) e−j2πτf0 (2.22)

where sinc (x) denotes the sin(πx)
πx function. For the stripmap case, the system

PSF is given by

PSFstrip (τ, ν) = TobsBsinc (Bτ) sinc (Tobsν) e−j2πτf0e−j2πνn0k (2.23)

As can be easily noticed, the only difference between the stripmap case
and the spotlight case is a phase term which in turn does not affect the image
of the target since it coincides with the modulus of the complex image given
by the PSF in the case of a single scatterer. For example, suppose the target
consists of K point-like scatterers, each one with its own reflectivity value, σk,
and coordinates (x1k , x2k). In this case, the 2D global reflectivity function1

can be written as follows:

f (x1, x2) =

K∑
k=1

σkδ (x1 − x1k , x2 − x2k) (2.24)

where δ (·, ·) denotes the 2D Dirac delta. Equation (2.24) can be rewritten in
the (τ, ν) domain by exploiting the relationships in Equation (2.18) as follows:

f (τ, ν) =
K∑
k=1

σkδ (τ − τk, ν − νk) (2.25)

The corresponding SAR image can be rewritten as

IRD (τ, ν) =

=
K∑
k=1

TobsBsinc (B (τ − τk)) sinc (Tobs (ν − νk))

· e−j2π(τ−τk)f0e−j2π(ν−νk)n0,k

(2.26)

Considering the relationships in Equation (2.18), a scaling operation can be
easily applied in order to obtain the complex SAR image in the range/azimuth
domain. In particular, the scaling relationships are given by

1Under the assumption that the interactions among the scatterers can be neglected.
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{
x2 = cτ

2

x1 = νcR0

2f0v

(2.27)

and the scaled signal is

IRD (x1, x2) =
K∑
k=1

TobsBsinc

(
2Tobsf0v

cR0
(x1 − x1k)

)
sinc

(
2B

c
(x2 − x2k)

)
· e−j2π

cR0
2f0v

(x1−x1k)n0k e−j2π
2B
c (x2−x2k)f0

(2.28)

A block diagram that summarizes the steps of the RD algorithm is in
Figure 2.8, where the two-dimensional fast Fourier transform (2D-FFT) can
be applied by taking into account that the signal SC (f, n) is also sampled in
the frequency domain.

Figure 2.8 Block diagram of the RD algorithm

The resolution in the range domain, δr, and in the azimuth domain, δcr, can
be easily found. They can be defined as the first null of the sinc (·) functions
[3] {

δr = δx1
= c

2B

δcr = δx2
= cR0

2f0Lcr

(2.29)

where Lcr = vTobs denotes the synthetic aperture.

2.3.2 POLAR-FORMAT

When the aspect angle variation, ∆ϑ, in the observation time is not small
enough to allow the approximation of the spatial frequency domain to a rect-
angular domain, a different image formation algorithm must be applied. Un-
der this assumption, the polar format (PF) algorithm can be applied in the
(X1, X2) domain [20]. In this case, the signal samples in the (X1, X2) domain
are located on a polar grid, as represented in Figure 2.9 in light grey solid line.
This means that the signal samples are not equally spaced, so that in order to
obtain the SAR image a discrete Fourier transform (DFT) should be applied.
By the way, on one hand the DFT can deal with not equally spaced samples
and on the other hand it requires high computational time. In order to reduce
the processing time, the DFT can be replaced by the FFT algorithm, but a
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2D interpolation (2D-INT) step is mandatory to map the signal samples in an
equally spaced rectangular grid, as shown in Figure 2.9 with black solid lines.

The block diagram of the PF process is in Figure 2.10, which shows the
algorithm when the 2D interpolation is applied.

Following the block diagram in Figure 2.10, the motion compensated signal
at the input of the 2D interpolation process is given by

SC (f, n) = WF (f)

∫∫
x1x2

WT (n, x1) f (x1, x2) e−j2π[X1x1+X2x2]dx1dx2 (2.30)

where (X1, X2) are the spatial frequencies defined in Equation (2.13). Let
S2D-INT (X1, X2) be the signal after the 2D interpolation step.

Figure 2.9 Polar grid (solid light gray line) and equally spaced rectangular grid

(dotted black line) after 2D interpolation step

Figure 2.10 Block diagram of the PF algorithm

At this stage, the SAR image can be obtained as

Safe: Helping Children Face Tough Issues Safe: Helping Children Face Tough Issues 
Safe: Helping Children Face Tough Issues 
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IPF (x1, x2) = 2D-FFT [S2D-INT (X1, X2)] (2.31)

It should be noted that the PF technique is specially suited for spotlight
SAR applications, in which the same scene is observed for a long observation
time, usually corresponding to a large variation of the aspect angle [15]. It is
worth remarking that the PF algorithm can be applied in SAR since ϑ (n) is
well known in the system geometry and the polar grid in the spatial frequency
domain can be exactly determined.

2.3.3 OMEGA-K

This SAR image formation algorithm is based on the processing of the signal
at the output of the matched filter before the motion compensation step.

According to the geometry in Figure 2.5, the signal at the output of the
matched filter (see Equation (2.3)) can be easily rewritten as

S (f, un) = WF (f)

∫∫
x1x2

WT (un) f (x1, x2) e−j
4πf
c

√
(R0+x2)2+(un−x1)2

dx1dx2

(2.32)
where un = vnTR, represents the platform cross-range coordinate.

The Fourier transform with respect to un can be performed by exploiting
the principle of stationary phase [19], so that

S (f, ku) =

= WF (f)

∫∫
x1x2

Wn (ku, x1, x2) f (x1, x2) e−j
√

4( 2πf
c )

2−k2
u·(x2+R0)−jkux1dx1dx2

(2.33)

where WF (f) is defined in Equation (2.5), ku is the transformed variable with
respect to un and WT (ku) denotes the signal support in the ku domain.

The motion compensation is performed via multiplication with S∗0 (f, ku),
where

S0 (f, ku) = e−j
√

4( 2πf
c )

2−k2
uR0WF (f)WT0 (ku) (2.34)

which corresponds to the signal return from a point-like scatterer located in
(x1k = 0, x2k = 0). In particular, WT0 (ku) = WT (ku, x1 = 0, x2 = 0) is the
signal support for such a scatterer.

The motion compensated signal can be rewritten as
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SC(f, ku) =

= |WF (f)|2WT (ku, x1, x2)WT0 (ku)

∫∫
x1x2

f(x1, x2) e−j
√

4(2πf
c )

2−k2
u·x2−jkux1dx1dx2

(2.35)

If the illuminated region is small with respect to the radar-ground distance,
i.e., |x1| � R0 and |x2| � R0, then the following approximation holds:

WT (ku, x1, x2)WT0 (ku) 'WT (ku, x1, x2) (2.36)

and the signal after motion compensation becomes

SC(f, ku) =

|WF (f)|2WT (ku, x1, x2)

∫∫
x1x2

f (x1, x2) e−j
√

4( 2πf
c )

2−k2
u·x2−jkux1dx1dx2

(2.37)

In order to understand the signal spectral occupancy in the ku domain, it
is useful to analyze the signal instantaneous frequency, Fku , which is defined
as

Fku =
∂

∂un

[
−2πf

c

(√
(R0 + x2)

2
+ (un − x1)

2

)]
= −2πf

c

un − x1√
(R0 + x2)

2
+ (un − x1)

2

= −2πf

c
sin (ϑ (un, x1, x2))

(2.38)

where ϑ (un, x1, x2) is the aspect angle of a scatterer located in (x1, x2).
By recalling that un = vnTR represents the radar platform position along

the trajectory at the time nTR, it is easy to see that un ranges from −L2
and +L

2 . When the antenna patch size is much smaller than the distance
R0, the aspect angle ϑ (un, x1, x2) can be approximated by ϑ (un, x1, x2) ≈
ϑ (un, 0, 0) = ϑ (un). In this case, the signal support in the Doppler angular
domain (ku) occupies a Doppler bandwidth defined by

Bku =

[
−2πf

c
sin

(
ϑ

(
L

2

))
,−2πf

c
sin

(
ϑ

(
−L

2

))]
(2.39)

As a consequence, the signal support in the angular Doppler domain can
be approximated as follows:
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WT (ku, x1, x2) '

{
1 ku ∈ Bku
0 elsewhere

(2.40)

A representation of the signal support in the (f, ku) domain is given in
Figure 2.11.

Figure 2.11 Signal support representation in the (f, ku) domain where fmin = f0−
B
2

and fmax = f0 + B
2

By defining the following spatial frequenciesX1 = ku

X2 =

√
4
(

2πf
c

)2

− k2
u

(2.41)

the support of the signal in Equation (2.37) can be rewritten in the spatial
frequency domain as

Wk (X1, X2) '

{
1 (X1, X2) ∈ Dk (X1, X2)

0 elsewhere
(2.42)

where the the dependency on k denotes that the signal support in the spatial
frequency domain depends on the scatterer location. Wk (X1, X2) is repre-
sented in Figure 2.12.

By exploiting the spatial frequency definition in Equation (2.41), the signal
at the output of the matched filter after motion compensation can be rewritten
as
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Figure 2.12 Signal support approximation in the (X1, X2) domain

SC (X1, X2) =

∫∫
x1,x2

Wk (X1, X2) f (x1, x2) e−j[x1X1+x2X2]dx1dx2 (2.43)

By referring to Equation (2.43), it is clear that in the case of a single
scatterer with reflectivity σk, the motion compensated signal is given by

SC (X1, X2) =

∫∫
x1,x2

Wk (X1, X2)σk (x1 − x1k , x2 − x2k) e−j[x1X1+x2X2]dx1dx2

(2.44)
The corresponding image, which defines the PSF of the system, is given by

the Fourier transform of the motion compensated signal

IOK (x1, x2) = FT [SC (X1, X2)]

= wk (x1 − x1k, x2 − x2k)
(2.45)

As can be easily noticed, the PSF is spatially variant, which means that
each scatterer is imaged with a different impulse response centered on the
scatterer location in the (x1, x2) domain.

In addition, it should be noted that the samples of the signal in Equation
(2.44) are defined in a not-uniform and not-rectangular grid in the (f, ku)
domain, as it can be easily noticed by Figure 2.11. Then, it is clear that a
DFT should be applied, which is highly time consuming. In order to reduce the
computational load of the algorithm, a 2D interpolation must be performed
in order to apply a conventional 2D-FFT. A block diagram of the Omega-K
image formation algorithm is shown in Figure 2.13.
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Figure 2.13 Block diagram of the Omega-K image formation algorithm

By observing the spatial frequency domain representation in Figure 2.12,
it is easy to understand that for small aspect angle variation, the domain can
be approximated with a rectangular domain, as shown in Figure 2.14 where
BX1 and BX2 denote the signal bandwidths along two orthogonal directions.
In detail, it can be easily demonstrated that{

BX2
' 4πB

c

BX1
' 2

(
2πf0

c

) [
ϑ
(
L
2

)
− ϑ

(
−L2
)]
≈ 4π

λ0

Rn
L cos(ϑ(0))

(2.46)

which lead to the range and cross-range resolution of the SAR image. In
particular, {

δx2
= 2π

BX2
= c

2B

δx1
= 2π

BX1
= λ0

2
L cos(ϑ(0))

Rn

(2.47)

Let S2D-INT (X1, X2) be the signal at the output of the 2D interpolation
step, so that the complex SAR image can be obtained by applying a 2D IFT
to the signal in Equation (2.44), through 2D-IFT algorithm

IOK (x1, x2) = 2D-IFT [SC (X1, X2)] (2.48)

In particular, in the case of a single scatterer target, located at (x1k , x2k),
the SAR image can be rewritten as

IOK (x1, x2) = w (x1, x2)⊗⊗ [σkδ (x1 − x1k , x2 − x2k)]

= w (x1 − x1k , x2 − x2k)
(2.49)

where w (x1 − x1k , x2 − x2k) represents the impulsive response of the SAR
system. It can be easily noticed that when the support bandwidth in the an-
gular Doppler domain is small enough to allow for the domain approximation
shown in Figure 2.14, the impulsive response does not depend on the scatterer
location, so that each scatterer is imaged with the same impulsive response.
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Figure 2.14 Signal support approximation in the (X1, X2) domain

2.3.4 BACK-PROJECTION

In this case, no approximation is assumed for the spatial frequency domain
and the SAR image is obtained considering the samples collected on the polar
grid as shown in Figure 2.9 [7, 16, 2, 20]. It is worth pointing out that the back-
projection (BP) algorithm is especially suited for spotlight SAR, in which the
signal after motion compensation can be written as

SC (f, n) = W (f, n)

∫∫
x1x2

f (x1, x2) e−j2π[x1 sinϑ(n)+x2 cosϑ(n)]Γdx1x2 (2.50)

where Γ = 2f
c and W (f, n) = WF (f)WT (n) with WT (n) defined in Equa-

tion (2.7). The inner integral in Equation (2.50) corresponds to the Fourier
transform of the projection of the target reflectivity function, f (x1, x2), at an
angle ϑ (n). At each aspect angle ϑ (n), with n = −N2 , · · · , 0, · · · ,

N
2 − 1, a

different target reflectivity function projection, pϑ(n) (γ), is defined as

pϑ(n) (γ) =

∫∫
x1x2

f (x1, x2) e−j2π[x1 sinϑ(n)+x2 cosϑ(n)]Γdx1x2 (2.51)
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In particular, considering the Fourier transform of the projection, Pϑ (Γ),
the following equivalence holds:

Pϑ(n) (Γ) =

∫
γ

pϑ(n) (γ) e−j2πΓγdγ

=

∫
γ

∫∫
x1x2

f (x1, x2) δ (x1 sinϑ (n) + x2 cosϑ (n)− γ) dx1dx2

×
e−j2πΓγdγ

=

∫∫
x1x2

f (x1, x2) e−j2πΓ(x1 sinϑ(n)+x2 cosϑ(n))dx1x2

(2.52)

Equation (2.52) represents the projection-slice theorem, for which the
Fourier transform of the projection of an object function at an angle ϑ (n)
corresponds to a slice of the Fourier transform of the object function at the
same angle.

By exploiting the definition of Γ and the spatial frequencies defined in
Equation (2.13), Equation (2.50) can be rewritten in the spatial frequency
domain as

SC (X1, X2) = W (X1, X2) Θ (X1, X2) (2.53)

where W (X1, X2) is the signal support function in the spatial frequency do-
main (X1, X2) defined in Equation(2.13) and where

Θ (X1, X2) =

∫∫
x1x2

f (x1, x2) e−j2πΓ(x1 sinϑ(n)+x2 cosϑ(n))dx1x2 (2.54)

A comparison between Equation (2.54) and Equation (2.52) shows that the
motion compensated signal in the (X1, X2) is related to the Fourier transform
of the projection of the target reflectivity function. In particular,

Pϑ(n) (Γ) = Θ (X1, X2)|∣∣∣∣∣∣ X1 = Γ sinϑ (n)
X2 = Γ cosϑ (n)

(2.55)

For this reason, the complex SAR image can be obtained as

IBP (x1, x2) = 2D-IFT {SC (X1, X2)}

=

∫∫
X1X2

W (X1, X2) Θ (X1, X2) e−j2π[x1X1+x2X2]dX1dX2
(2.56)
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Since the samples are acquired on a polar grid domain, it is useful to use
the polar representation so that the following transformation is applied to
Equation (2.56): {

Γ =
√
X2

1 +X2
2

Φ = arctan X1

X2

(2.57)

The complex SAR image is obtained in a polar domain (γ, φ)

IBP (γ, φ) =

+π
2 ∞∫∫

Φ=−π2 Γ=0

W (Γ,Φ) |Γ|Θ (Γ,Φ) ej2πγ cos(Φ−φ)dΓdΦ

=

+π
2 ∞∫∫

Φ=−π2 Γ=0

W (Γ,Φ) |Γ| {Pϑ(n) (Γ)}ϑ(n)=Φe
j2πγ cos(Φ−φ)dΓdΦ

=

+π
2 ∞∫∫

Φ=−π2 Γ=0

WBP (Γ,Φ) Θ (Γ,Φ) ej2πγ cos(Φ−φ)dΓdΦ

=

+π
2∫

Φ=−π2

qϑ(n)=Φ (x1 sin (Φ) + x2 cos (Φ)) dΦ

(2.58)

where WBP (Γ) = W (Γ,Φ) |Γ|.
The second line in Equation (2.58) corresponds to the IFT of the product

WBP (Γ,Φ) Θ (Γ,Φ) evaluated for ϑ (n) = Φ, and it is usually referred to as
the filtered projection. WBP (Γ,Φ) is the signal support filtered with a ramp

filter given by |Γ| =
∣∣∣ 2fc ∣∣∣. In order to find the SAR image in the (x1, x2)

domain, a transformation from the polar domain, (γ, φ), to the rectangular
domain, (x1, x2) is needed. It is worth pointing out that since in practical
cases ϑ (n) is a discrete variable, the SAR image is estimated as follows:

IBP (x1, x2) '
+N

2 −1∑
n=−N2

qϑ(n) (x1 sin (ϑ (n)) + x2 cos (ϑ (n))) (2.59)

In this case, it is obvious that an interpolation step is required to map the
data in a discrete grid.

A block diagram showing the steps of the BP algorithm is in Figure 2.15.
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Figure 2.15 Back projection block diagram

2.3.5 CHIRP SCALING

In the previous sections it has been shown that in order to compensate the
range cell migration, conventional SAR image formation algorithms exploit a
space-variant interpolation, which involves significant computational time and
leads to a loss of image quality [12, 17, 13]. The chirp scaling (CS) algorithm,
also known as differential range deramp (DRD), performs range cell migration
correction (RCMC) avoiding the interpolation step, yet leading to an image
quality which is equal to or better than range-Doppler-based algorithms.

Figure 2.16 Chirp scaling block diagram
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The basic idea of the CS algorithm consists of performing an equalization of
the range cell migration with respect to a reference cell in the range/Doppler
domain, followed by range and pulse compression. Once back in the range-
Doppler domain, a residual phase correction is performed. In order to describe
the CS algorithm, let us consider the received signal in the fast time/slow time
domain, given by

sR (t, n;x2k) = C

∫∫
x1x2

f (x1, x2) sT (t− τ (x1, x2;x2k)) dx1dx2 (2.60)

where x2k denotes the range coordinate of the target scatterer at the radar-
target closest approach and τ (x1, x2;x2k) denotes the range delay term with
respect to the scatterer range at the closest approach to the radar. Assume
that the transmitted signal is a chirp of chirp rate µ,

sT (t, n) = ej2π(f0tµt
2)wP (t)wT (n) (2.61)

where wP (t) = rect
(
t
TI

)
is the transmitted signal support in the fast time

domain and wn (n) is the slow time window determined by the observation
time.

The contribution received by the radar from the kth scatterer located at
(x1k , x2k) is a delayed and scaled replica of the transmitted signal,

sR (t, n;x2k) = σksT

(
t− 2Rk(n)

c
, n

)
(2.62)

where Rk(n) denotes the radar scatterer distance. After demodulation, the
received signal is given by Equation (2.63)

sR (t, n;x2k) = σke
−j 4π

λ Rk(n)e
jπµ

(
t− 2Rk(n)

c

)2

wP

(
t− 2Rk(n)

c

)
wn (n)

(2.63)

where Rk (n) =

√
(R0 + x2k)

2
+ (vnTR − x1k)

2
is the distance of the kth scat-

terer from the radar. The CS algorithm consists of a number of steps which are
described in the following paragraphs and represented in Figure 2.16, where
for the sake of simplicity, the dependency of the signals from x2k has been
removed.

Step 1: Azimuth Fourier Transform
The first step of the CS algorithm is the RCMC, performed in the fast
time/Doppler domain via multiplication of the received signal with a quadratic
phase function. Therefore, the first processing step consists of an FT along the
slow time domain towards the Doppler frequency domain, which is performed
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by exploiting the principle of stationary phase [19]. The received signal after
azimuth FT can be rewritten as

SR (t, ν;x2k) =

σkwP

(
t− 2Rk (ν)

c

)
e
−jπµD(ν,x2k)

(
t− 2Rk(ν)

c

)2

e−j
4π
λ x2k

B(ν)WT (ν)
(2.64)

where WT (ν) = FT [wT (n)] and

Rk (ν) =
x2k√

1−
(
λν
2v

)2 = x2k [1 + CF (ν)] (2.65)

CF (ν) =
1

B (ν)
− 1 (2.66)

B (ν) =

√
1−

(
λν

2v

)2

(2.67)

1

µD (ν, x2k)
=

1

µ
+ x2kA (ν) (2.68)

A (ν) =
2λ
(
B2 (ν)− 1

)
c2B3 (ν)

(2.69)

As can be easily noticed, the first exponential term in Equation (2.64) de-
notes a new frequency modulation of the transmitted chirp, which depends
on the range of the kth scatterer (x2k). When this dependency is neglected,
then the algorithm leads to defocused images for high squint angles. This
frequency modulation is associated with the Doppler chirp rate, µD (ν, x2k),
which is related to the chirp rate of the transmitted signal, µ, as shown in
Equation (2.68). The term Rk (ν) in Equation (2.65) denotes the range mi-
gration of the kth scatterer while the curvature factor, CF (ν), represents the
dependence of the scatterer trajectory from the Doppler frequency. Equation
(2.69) shows the range distortion factor, which contributes to the secondary
range compression (SRC).

Step 2: Chirp Scaling
From Equation (2.65), the range migration in the range/Doppler domain
changes according to the range of each target scatterer, x2k , as represented in
Figure 2.17.

In order to perform a range cell migration equalization, i.e., to equalize
the range curvature of each range profile in the range/Doppler domain, the
received signal is multiplied by a phase signal denoted by

H1 (t, ν) = e
−jπµD

(
ν,x2(REF )

)
CF (ν)

(
t− 2RREF (ν)

2

)2

(2.70)
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Figure 2.17 Point-like scatterer trajectories representing the behavior of the RCM

with respect to the range

where RREF (ν) = Rk (ν)
∣∣∣x2k

=x2REF
= x2REF [1 + CF (ν)] is a reference

range used for range cell migration equalization.
The signal after multiplication with the chirp scaling, H1 (t, ν), is given by

SR1 (t, ν;x2k) = σkwP

(
t− 2Rk (ν)

c

)
e−jπµD(ν,x2REF )(t− 2

c (x2k
+CF (ν)x2REF ))

2

· e−jπµD(ν,x2REF )CF (ν)( 2
c (x2k

−x2REF ))
2

e−j
4π
λ x2k

B(ν)WT (ν)

(2.71)

The equalized range cell migration for the generic kth scatterer, given by
Rk,EQ (ν) = RREF (ν) − x2REF + x2k , is represented in Figure 2.18 by black
solid lines.
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Figure 2.18 Equalized range curvature after chirp scaling operation

Step 3: Range Fourier Transform
At this point, a range FT is performed which highlights the effects of the chirp
scaling. The signal after range FT is

SR2 (f, ν;x2k) = σkWP

(
− f

µ′D (ν, x2REF )

)
· e
[
−j 4π

λ x2k
B(ν)−jπµ′D(ν,x2REF )CF (ν)[ 2

c (x2k
−x2REF )]

2
]

· e

[
j πf2

µ′
D(ν,x2REF )

]
e[−j

4πf
c [x2k

+CF (ν)x2REF ]]WT (ν)

(2.72)

where µ′D (ν, x2REF ) = µD (ν, x2REF ) [1 + CF (ν)] and WP (f) = FT [wP (t)]
where t represents the fast-time variable.
The phase terms in Equation (2.72) can be explained as follows:

The first one represents an azimuth modulation, constant with respect
to the range
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The second phase term is a quadratic function of the range frequency,
which represents the effective chirp modulation with a modified chirp
rate given by µ′D (ν, x2REF ) and is associated to a secondary range
migration
The third phase function is linearly dependent on the range frequency
and carries information about the correct range position of the scat-
terer and its range curvature.

Step 4: Range Cell Migration Correction and Range Focus
A range correction term is applied in order to remove the secondary range
migration and the range curvature, which is evident in the second and third
phase terms of Equation (2.72). The range correction term is given by

H2 (f, ν) = e

[
−j πf2

µ′
D(ν,x2REF )

]
e

[
j

4πx2REF
c CF (ν)f

]
(2.73)

where the first phase term achieves range focus and Secondary Range Com-
pression (SRC) while the second term performs the RCMC. The signal after
range correction is given by

SR3 (f, ν;x2k) = σkWP

(
− f

µ′D (ν, x2REF )

)
e

[
−j

4πx2k
f

c

]

· e
[
−j 4π

λ x2k
B(ν)−jπµ′D(ν,x2REF )CF (ν)(x2k

−x2REF )
2
]
WT (ν)

(2.74)

Step 5: Range Inverse Fourier Transform
At this point, a range IFT is performed to focus the signal in the range domain.
The signal after range IFT can be rewritten as

SR4 (t, ν;x2k) ∝σksinc

[
B

(
t− 2x2k

c

)]
· e
[
−j 4π

λ x2k
B(ν)−jπµ′D(ν,x2REF )CF (ν)(x2k

−x2REF )
2
]
WT (ν)

(2.75)

where B = µTI
2π is the transmitted signal bandwidth and ∝ denotes propor-

tionality since most of the constant terms have been omitted for the sake of
simplicity.

As can be easily noted from Equation (2.75), a residual phase term, which
results from the chirp scaling operation, is present in the signal. In order
to obtain the focused signal, a further phase correction is required, which is
performed in the next step.
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Step 6: Residual Range Correction and Azimuth Focus
The residual phase term can be removed by multiplying the signal in Equation
(2.75) by the following compensation term:

H3 (ν) = e

[
j 4π
λ x2k

B(ν)+jπµ′D(ν,x2REF )CF (ν)( 2
c (x2k

−x2REF ))
2
]

(2.76)

After residual phase compensation, the signal can be rewritten as

SR5 (t, ν;x2k) = CCSWT (ν) sinc

(
B

(
t− 2x2k

c

))
(2.77)

where CCS contains all the constant factors resulting from the transformation.

Step 7: Azimuth Inverse Fourier Transform
At this stage, the signal in the fast time/slow time domain can be found by
easily applying an azimuth IFT to the signal in Equation (2.77), which leads
to

sR6 (t, n;x2k) ∝ wT (n) sinc

(
B

(
t− 2x2k

c

))
(2.78)

Step 8: Range and Azimuth Scaling
The last step to be performed is a range/azimuth scaling, which can be done
by exploiting the following relationships:{

t = 2x2

c

nTR = x1

v

(2.79)

At this point, the SAR image is given by the modulus of the signal in
Equation (2.78)

ICS (x1, x2) = |sR6 (t, n;x2k)|∣∣∣∣∣∣ t = 2x2

c
nTR = x1

v

(2.80)

It is worth noting that the image of a given scatterer is always a 2D sinc-like
function as in Equation (2.28).
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2.4 CONCLUSIONS
This chapter dealt with the SAR imaging topic. SAR is a widely used tech-
nique in Earth’s observation and remote sensing applications. A number of
methods for the image formation process can be found in literature and the
most widely used have been recalled in this chapter. An overall view of the
SAR system was given first, in which the differences among the SAR acquisi-
tion modes were explained. A SAR signal model was introduced and the most
widely used image formation techniques described.
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This chapter focuses on ISAR signal processing techniques. As already stated
in Chapter 1, ISAR is another way to face the problem of forming high reso-
lution radar images of targets. Differently from SAR, ISAR techniques exploit
the target motion to form e.m. images of the illuminated targets. Since the
targets are typically non-cooperative, their motions are unknown. Then, to
coherently process the targets echoes, the relative motion between the radar
and the target must be estimated first by means of autofocusing techniques.
This is the key point that differentiates SAR from ISAR.

The reminder of the chapter is organized as follows. Section 3.1 describes
the ISAR signal model. The ISAR image formation chain is instead the objec-
tive of Section 3.2. Section 3.3 suggests how to deal with the ISAR parameters
setting in a real application. Finally, the main points of this chapter are sum-
marized in Section 3.4.

3.1 ISAR SIGNAL MODEL
In this section the ISAR signal model for a monostatic configuration will be
presented.

49



50 Radar Imaging for Maritime Observation

Figure 3.1 ISAR geometry

Consider the typical ISAR geometry shown in Figure 3.1 in which the
transmitter and the receiver are colocated in the origin of the Cartesian refer-
ence system Tξ. As stated in Chapter 1, the signal in the frequency/slow time
domain at the output of the matched filter can be expressed as

S(f, n) = C · rect
( n
N

)
|ST (f, n)|2

∫
V

f ′(x)e−j2πfτ(x,n) dx (3.1)

where in conventional active radar |ST (f)|2 ' rect
(
f−f0

B

)
and rect

(
n
N

)
=

u
(
n+ N

2

)
− u

(
n− N

2 − 1
)

defines the signal support in the frequency/slow
time domain. The function u(·) yields 1 when (·) > 0. τ (x, n) is the delay
time of a scatterer placed in x = (x1, x2, x3)T with respect to the reference
system Tx and is expressed as follows:

τ (x, n) =
2R (x, n)

c
(3.2)

where R (x, n) is the distance between the radar and the scatterer placed in x
in the nth sweep, c is the speed of light in a vacuum and ΩT (n) and Ω(n) are,
respectively, the total target rotation vector and the effective target rotation
vector, which is obtained as the projection of ΩT (n) onto the plane orthogonal
to the radar line of sight (LoS).

By assuming that the radar target distance is much greater than the size
of the target (straight iso-range approximation), the term R (x, n) can be
approximated as follows:
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Figure 3.2 Rotation along the LoS

R (x, n) ' R0 (n) + xT · iLoS (n) (3.3)

where R0 (n) is the distance between the radar and a reference point on the
target at the time instant nTR, x is the column vector that identifies a scatterer
on the target and iLoS is the column unit vector that identifies the radar LoS.

It is worth pointing out that Equation (3.3) holds true only when consid-
ering the target as a rigid body. In this case, its motion with respect to the
radar can be considered as the superimposition of the translational motion of
a reference point and a rotation vector applied to this reference point. The
rotation vector takes into account both the rotation due to the translation
and the proper target rotation. It is worth pointing out that, since the radar
can measure only the distance variation along the LoS, any rotation around
the y2 axis does not produce any effect. Then, the only component to be con-
sidered is Ω(n), as it contributes to the synthetic aperture formation. This
result is evident by observing Figure 3.2 in which the case in which the tar-
get undergoes a rotation around the LoS is represented. In such a case, the
distance between the radar and each scatterer on the target does not change,
R (x, t1) = R (x, t2). Then, such a rotation does not produce any effect from
the radar point of view.

Let us assume that the effective rotation vector is constant during the
overall observation time, i.e., Ω (n) ≈ Ω for |nTR| < Tobs, and consider the

Issues 

Issues 

Issues 

Issues 
Issues 

Issues 



52 Radar Imaging for Maritime Observation

geometry depicted in Figure 3.1 in which the axis x3 is oriented along Ω. Under
this assumption, the inner product y2 (x, n) = x · iLoS (n) can be expressed in
a closed form by solving the differential equation system expressed as follows:

ẏ(n) = ΩT × y(n) (3.4)

with the initial condition y(0) = x.
The resulting closed form solution is

y(n) = a + b cos (ΩTnTR) +
c

ΩT
sin (ΩTnTR) (3.5)

where
a = ΩT·x

Ω2
T

ΩT

b = x− ΩT·x
Ω2
T

ΩT

c = ΩT × x and ΩT = |ΩT |
ΩT= |ΩT |

with the above-mentioned choice of the reference system, ΩT = (0,ΩT2 ,Ω)
(with respect to Ty) where the component ΩT2 does not produce any effect as
stated above.

Equation (3.5) can be reasonably approximated by its first order Taylor
series around t = 0 as follows:

y(n) ≈ a + b + c (nTR) = x + c (nTR) (3.6)

resulting in:

y2 (x, n) = x2 + ΩnTRx1 (3.7)

where Ω = |Ω|.
By substituting Equation(3.6) in Equation (3.1) and by defining W (f, n) =

C · rect
(
f−f0

B

)
rect(n/N) (as defined in Equation (1.17)), the received signal

can be rewritten as

S(f, n) = W (f, n)

∫
V

f ′(x)e−j4π
f
c (R0(n)+x2+Ωx1nTR) dx (3.8)

The same result can be obtained in a different way considering that the
LoS unit vector in the nth sweep in the Tx reference system is given by

iLoS(n) =

 sin (ΩnTR)
cos (ΩnTR)

0

 (3.9)

As a consequence, the inner product in Equation (3.3) results in

y2

(
xT , n

)
= x · iLoS(n) = x2 cos (ΩnTR) + x1 sin (ΩnTR) (3.10)
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Figure 3.3 ISAR processing chain

Equation (3.1) can therefore be written as

S(f, n) = W (f, n)

∫∫
x1,x2

f (x1, x2) e−j
4πf
c [R0(n)+x2 cos(ΩnTR)+x1 sin(ΩnTR)]dx1dx2

(3.11)
where f (x1, x2) =

∫
x3
f ′ (x) dx3 is the projection of the target’s reflectivity

function onto the image projection plane (IPP).
By assuming the total aspect angle variation is small during the observation

time, i.e., ∆ϑ = ΩTobs � 1 , Equation (3.11) becomes Equation (3.8).

3.2 ISAR IMAGE FORMATION CHAIN
The steps to be performed to obtain an ISAR image are summarized in the
functional block diagram shown in Figure 3.3. A time interval of the overall
observation within which the effective rotation vector can be assumed con-
stant time is selected first by means of the time windowing selection. This
operation is important because when the radar observes the target for long
time intervals, this assumption does not hold true and the model in Equation
(3.8) cannot be applied. Through the time windowing process, a subset of data
for which the effective rotation vector is constant is properly selected to form
the ISAR image. After that, the motion compensation operation is performed.
This operation aims at removing the phase term R0(n) that accounts for the
target radial motion. After motion compensation, the image formation step is
performed via a range-Doppler (RD) approach. This operation provides the
ISAR image in the delay time/Doppler coordinates (τ, ν). Finally, in order
to better asses the target size, a scaling operation to spatial coordinates is
needed.

All these processing steps will be extensively described in the following
sections.

3.2.1 IMAGE FORMATION

The ISAR image is formed via the RD approach. Consider the received sig-
nal expressed in Equation (3.11). Assuming that the phase term due to the
translational motion R0(n) is perfectly compensated during the ISAR image
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Figure 3.4 Spatial frequency domain

formation processing, the motion compensated signal is expressed as follows:

SC (X1, X2) = W (X1, X2)

∫∫
x1,x2

f (x1, x2) e−j2π(x1X1+x2X2)dx1dx2 (3.12)

where (X1, X2) are the spatial frequencies defined as{
X1(f, n) = 2f

c sin (ΩnTR)

X2(f, n) = 2f
c cos (ΩnTR)

(3.13)

From Equation (3.13) it is obvious that the motion compensated signal
corresponds to the windowed Fourier transform (FT) of the projected target’s
reflectivity function. The term W (X1, X2) defines the region (a sector of an-
nulus) in the spatial frequencies domain in which the signal is defined, see
Figure 3.4.

As stated above, by assuming that the total aspect angle variation is small,
i.e., ∆ϑ = ΩTobs � 1 , the spatial frequencies can be approximated as follows:{

X1(n) = 2f0

c (ΩnTR)

X2(f) = 2f
c

(3.14)

It is worth noting that for X1 the frequency f has been substituted by
the central frequency f0, being the result of the approximation of the polar
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Figure 3.5 Spatial frequency domain with small aspect angle variation

domain in Figure 3.4 with a rectangular window that intersects the angular
sector at the coordinates X2 = 2f0

c . It should be noted that this approximation
is the one that leads to the minimum error as it can be inferred by examining
Figure 3.5 where both the polar and the rectangular domains are represented.

By assuming that the target is composed by K point-like scatterers and
neglecting all the interactions among the scatterers, the target reflectivity
function can be expressed as follows:

f (x1, x2) =
K∑
k=1

σkδ (x1 − x1k , x2 − x2k) (3.15)

where x1k , x2k and σk are the cross-range coordinate, the range coordinate
and the reflectivity value of the k(th) scatterer, respectively.

By substituting Equation (3.15) in Equation (3.12) the received signal after
motion compensation results

SC (X1, X2) = W (X1, X2)
K∑
k=1

σke
−j2π(X1x1k

+X2x2k) (3.16)
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The ISAR image can be obtained by applying a 2D-FT to Equation (3.16)
and can be expressed as

I(x1, x2) = w(x1, x2)⊗⊗f(x1, x2) =
K∑
k=1

σkw (x1 − x1k , x2 − x2k) (3.17)

By substituting Equation (3.14) in Equation (3.16), the received signal after
motion compensation becomes:

SC (f, n) = W (f, n)
K∑
k=1

σke
−j2π(fτk+nTRνk) (3.18)

where the delay-time and the Doppler coordinates are defined as:

τ = 2x2

c

ν = 2f0Ωx1

c

(3.19)

The ISAR image in the delay time/Doppler domain, I (τ, ν) can then be
obtained via a two-dimensional Fourier transform of Equation (3.18) as fol-
lows:

I (τ, ν) = w (τ, ν)⊗⊗
K∑
k=1

σkδ (τ − τk, ν − νk) =

K∑
k=1

σkw (τ − τk, ν − νk)

(3.20)
where

w (τ, ν) = 2D-FT [W (f, t)] = BTobssinc (τB) sinc (νTobs) e
−j2πf0τ (3.21)

and 2D-FT[·] is the two-dimensional Fourier transform operator, sinc(x) =
sin(πx)
πx and ν ∈

[
−PRF2 , PRF2

]
. w (τ, ν) defines the system point spread func-

tion (PSF) and can be used to find the resolution in the delay time/Doppler
dimensions, i.e., δτ and δν , defined as the first null of the two sinc functions
in both directions

δτ = 1
B

δν = 1
Tobs

(3.22)

It is worth pointing out that Equation (3.20) represents the ISAR image
in the delay time/Doppler domain. To obtain the target ISAR image in the
spatial coordinates (range/cross-range) a scaling operation is needed. This
scaling operation can be performed by exploiting Equation (3.19) as follows:{

x1 = c
2f0Ων

x2 = c
2τ

(3.23)
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and, as a consequence, the spatial resolutions can be expressed as:{
δx1

= c
2f0ΩTobs

δx2
= c

2B

(3.24)

Equation (3.23) shows that the scaling operation from the delay time to
the range coordinate is straightforward while this is not true for the scaling
operation from the Doppler frequency to the cross-range coordinates. In fact,
this coordinates conversion involves the knowledge of the modulus of the effec-
tive rotation vector, Ω, which depends on the motion of the non-cooperative
moving target and, as a consequence, cannot be assumed known in the ISAR
scenario.

As can be noted from Equation (3.24), the resolution becomes finer as the
aspect angle variation increases. This is in contrast with the small aspect angle
variation assumption which is mandatory for the applicability of the range
Doppler image formation algorithm. This hypothesis determines an upper
bound in the cross-range resolution that can be achieved with this algorithm.

Another important consideration concerns the definition of the IPP where
the target is represented. As stated above, the reference system Tx has been
chosen so that the x2 axis is oriented along the LoS for t = 0 and the x3 axis
is parallel to the vector Ω that produces the aspect angle variation. Since any
rotation around the LoS does not produce any variation in the aspect angle,
it is quite obvious that Ω is the projection onto the plane orthogonal to the
LoS of the total rotation vector ΩT and can be expressed as follows:

Ω(n) = iLoS × [ΩT (n)× iLoS ] (3.25)

Therefore, the cross-range axis x1 is defined as:

x1 = Ω× iLoS (3.26)

where the dependency on n is dropped out because the IPP can be defined only
if Ω is constant during the observation time. It is evident that, as it happens for
the cross-range scaling operation, the IPP depends on the unknown quantity
Ω so that the IPP cannot be a priori predicted leading to some difficulties in
the ISAR image interpretation.

It is worth pointing out that the above-mentioned RD technique is based
on the assumption that the Doppler frequency of each scatterer, relative to
the focusing point, is constant during the CPI (coherent processing interval).
This hypothesis usually holds true for low spatial resolution (of the order of
meter) and in the case in which the target does not undergo fast maneuvers
and/or is affected by significant oscillation such as roll, pitch and yaw. In the
case in which very high resolutions are required, longer CPIs are needed and
the Doppler frequency becomes time-varying. This can happen also when the
target undergoes angular motions, as in the case of ships. In this case the first
order Taylor approximation in Equation (3.6) and (3.7) is not valid. To solve
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this problem, the time frequency transforms (TFTs) is used instead of the RD
approach to form ISAR images. TFTs are, in fact, suitable for the analysis of
non-stationary signals. An example of a TFT- based technique is the range
instantaneous Doppler (RID) approach described in [2].

3.2.2 TIME WINDOW SELECTION

As stated before, the applicability of the RD technique relies on the assump-
tion that the effective rotation vector is constant during the observation time,
i.e., Ω(n) ≈ Ω. However, the target’s own motion may induce a non-uniform
target rotation vector. In particular, maritime targets can undergo very com-
plex motions (roll, pitch and yaw) induced by the sea surface. In order to
minimize the target’s rotation variations, the CPI can be controlled via a
time-windowing approach.

Typically, a fixed window length can be set and a sliding window processing
along the whole observation time is applied to obtain a sequence of ISAR
images of the targets. Among the obtained frames, the more suitable for target
classification and recognition is selected.

It is worth pointing out that, in order to obtain good classification and
recognition performances, the most important requirement is a good level
of focus, as the target details would then appear sharper than in defocused
images. As stated above, the image cross-range resolution is inversely propor-
tional to the total aspect angle variation and, as a consequence, to the con-
sidered CPI so that longer CPI involves a finer resolution in the cross-range
dimension. On the other hand, longer CPIs increase the chance that the tar-
get rotation vector may not be considered constant and therefore producing
a defocused image. It is quite obvious that a trade-off must be identified to
obtain a well focused and a high resolved image at the same time.

An automatic time windowing technique is proposed in [9] and will be here
recalled for the sake of clarity. Specifically, the position of the window along
the whole observation time and its length are automatically selected in order
to obtain the image with the highest focus. The concept can be explained
referring to Figure 3.6, in which the data is refereed to be distributed along
the time axis n (n denotes the sweep index at time t = nTR). The considered
temporal window is defined by two parameters, namely nw that identifies the
window’s position and Nw that denotes the window’s length in number of
sweeps, so that the temporal length of the windows is Tw = NwTR.

The measure of the image focus is made through the image contrast (IC)
which is assumed to be maximum when the window position (nw) and the
window length (Nw) identify a subset of data where the conditions of constant
rotation vector and resolution are optimal in terms of image focus.

In particular, the optimal time window is obtained by maximizing the IC
with respect to the pair (nw, Nw). This problem can be mathematically for-
mulated as follows:
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Figure 3.6 Time windowing concept

Figure 3.7 Optimal time window estimator

(nw,opt, Nw,opt) = arg max
(nw,Nw)

(IC (nw, Nw)) (3.27)

It should be noted that the variables (nw, Nw) are both discrete so that the
problem in Equation (3.27) is a discrete optimization problem. Specifically,
such a problem can be classified as a non-linear Knapsack Problem [11]. The
solution proposed in [9] is based on a double linear search, which can be briefly
described by the following steps:

1. Contrast maximization with respect to nw for a given guess Nw,in.
Let nw,opt be the solution of such maximization;

2. Optimization with respect to Nw with nw = nw,opt.

The procedure is depicted in Figure 3.7 for the sake of clarity. The justi-
fication of this procedure is heuristic. It can be observed both in simulated
and real ISAR data of several types of targets that the position of the optimal
time-window is almost independent on the window length and, as a conse-
quence, the IC peak position along the slow-time axis, n, does not change by
changing Nw. This can be physically explained by considering that the target
own motion is characterized by regular motions at given times and less regular
motion at other times. For example, a ship usually undergoes regular pitch
and roll motions due to the sea surface state. This regular motion may be
disturbed by an incoming wave that generates complex motions which cause
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the rotation vector to change rapidly. For this reason, the estimation of nw,opt
and Nw,opt can be performed separately.

3.2.3 MOTION COMPENSATION

As stated in Section 3.2.1, the radial motion compensation is a fundamental
step in forming well-focused ISAR images. This step is typically termed image
autofocus and consists of removing the phase term − 4πf

c R0(n) in Equation
(3.8). This term depends on the radial motion of the reference point. When no
external data are available, this operation must be performed only by using the
radar received signal and, for this specific reason, the image focusing process
is called ISAR autofocus.

Several techniques have been developed by the ISAR research community,
each of them showing pros and cons. Such techniques can be classified as para-
metric and non-parametric methods [1]. Parametric methods need a paramet-
ric model of the radar received signal while non-parametric techniques do not
make any assumption. Some autofocus techniques are detailed in the next
subsections.

3.2.3.1 Image Contrast Based Autofocus
The image contrast based autofocus (ICBA) is a parametric technique that
is based on the obvious concept that a higher value of IC corresponds to a
more focused image [10]. This autofocus technique aims at removing the term
R0(n) via an iterative estimation of the motion parameters. For a relatively
small observation time, Tobs = NTR, and relatively smooth target motions, the
radar-target residual distance can be expressed by exploiting a Lth polynomial
model as follows:

R0(n) =
L∑
l=0

1

l!
αl(nTR)l (3.28)

in which αl are the above-mentioned focusing parameters which can be
grouped in a vectorial form as α = [α0, α1, · · · , αL−1]

T
.

The estimation of R0(n) results in the estimation of the target motion
parameters via the maximization of the IC with respect to α as:

α̂ = arg max
α

[IC (α)] (3.29)

where the IC is defined as follows:

IC (α) =

√
Av

[
[I (τ, ν,α)−Av [I (τ, ν,α)]]

2
]

Av [I (τ, ν,α)]
(3.30)

and where Av [·] denotes the average operation over the variables τ and ν,
I (τ, ν,α) is the ISAR image magnitude or intensity (power) after motion
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compensating the target’s translational motion by using α as focusing pa-
rameters and is expressed as follows:

I (τ, ν,α) =
∣∣∣2D-FT

[
S (f, n) ej

4πf
c R0(α,n)

]∣∣∣p (3.31)

Referring to Equation (3.31), p = 1 in the case of image amplitude and
p = 2 in the case of image intensity. R0 (α, n) is the radial motion model
evaluated with the α motion parameters.

3.2.3.2 Image Entropy Based Autofocus
A similar approach to the one proposed in Section 3.2.3.1 can be devised by
substituting the IC with the image entropy (IE) expressed as follows:

IE (α) = −
∫∫

ln
(
Ī (τ, ν,α)

)
Ī (τ, ν,α) dτdν (3.32)

where Ī (τ, ν,α) = I(τ,ν,α)
Av [I(τ,ν,α)] .

As for the IC, the IE is a good indicator of the image focus. Unlike the IC,
the smaller IE value the better the image focus.

3.2.3.3 Dominant Scatterer Autofocus
The dominant scatterer autofocus (DSA), also known as the hot spot (HS),
is a non-parametric two stages technique. The first stage consists of a rough
alignment before applying the phase compensation as a second step. This
technique is derived from the studies in two different areas of research, namely
the time delay estimation [3] and the adaptive beamforming [12]. A complete
description of this algorithm can be found in [4] while a brief overview is
reported here.

After measuring and storing the complex envelopes of the echo samples,
high resolution range profiles in the nth sweep, S (τ, n), can be obtained via
Fourier transforming Equation (3.1) along the frequency dimension. A cross-
correlation shift operation can be performed between successive range profiles
in order to obtain a rough range profile alignment. Let Sa (τ, n) be the roughly
aligned profiles expressed as follows:

Sa (τ, n) = A (τ, n) ejφ(τ,n) (3.33)

where τ denotes a range cell (delay time) and n is the pulse number and
A (τ, n) ∝ |Sa (τ, n) |ejφA , where ejφA(τ) is a phase term independent on the
slow-time variable, n.

Then, a search along the range coordinate is performed in order to find a
dominant and stable scatterer. The range cell where such scatterer is located
is the reference range denoted by τ0 and the corresponding range profile is
given by
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Sa (τ0, n) = S0 (n) = A (τ0, n) ejφ0(n) (3.34)

The τ0 value is found by measuring the normalized echo variance in each
range cell and is determined to be the range for which the variance value is
minimum. This approach relies on the assumption that a dominant scatterer
with a large radar cross-section exists and, therefore, the measured phase can
be attributed to the phase generated by one point scatterer. The next step
performs a phase compensation by using the phase history of S0(n). For the
range cell data corresponding to τ0 the result is expressed as follows:

S0,c(n) = A (τ0, n) ≈ A (3.35)

Applying the same operation to the other range cells, motion compensation
is achieved and the result is expressed as

SC (τ, n) = A(τ, n)ej[φ(τ,n)−φ0(n)] (3.36)

This algorithm is also known as minimum variance algorithm (MVA) due
to the criterion used to choose the reference range cell.

A more robust version of this algorithm, which combines the echoes from
several range cells has been proposed in [4] and it is named multiple scatterer
algorithm (MSA). It is based on an average operation performed on the phase
differences of Mc reference scatterer (after phase unwrapping) in order to
provide the phase correction. Typically, three reference range bins (Mc = 3)
are sufficient to produce a focused image. Mathematical details are given
below. Let the mth reference cell be expressed as:

Sm (n) = A (τm, n) ejφm(n) (3.37)

and let Mc be the number of selected range cells. The estimation of the phase
history to be compensated, φ0(n), is

φ0(n) =
1

Mc

Mc∑
m=1

φm(n) (3.38)

Phase compensation is then performed as expressed in Equation (3.35) and
(3.36). The DSA algorithm is summarized in the functional block depicted
in Figure 3.8.

3.2.3.4 Phase Gradient Autofocus
The Phase Gradient Autofocus (PGA) can be seen as an extension of the
DSA algorithm proposed in [4]. It also exploits the information that remains
in those range cells discarded by the minimum variance (MV) range selection.
The PGA algorithm replaces the phase compensation approach used in DSA
with a solution based on the maximum likelihood (ML) estimator. The ML
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Figure 3.8 DSA algorithm functional block diagram

Figure 3.9 PGA functional block diagram

estimator theoretically uses the information contained in all the range cells.
However, only the range cells in which the SNR is high enough are considered
to improve the PGA performance.

The functional block diagram that summarizes the PGA algorithm is de-
picted in Figure 3.9.

A range Doppler image is formed and a rough range alignment is performed.
Then, the peak value in each range cell, which is supposed to be the return
from the dominant scatterer, is found along the Doppler dimension and center-
shifted and filtered in the Doppler domain (low-pass filter). Each range cell is
then transformed back in the pulse domain via an inverse Fourier transform
(IFT) to obtain the phase shifted and filtered time histories.

This operation corresponds to isolating the strongest scatterer contribution
for each range cell and forcing it to zero-Doppler, which can be interpreted as
a way to remove the scatterer radial motion.

Then the phase gradient is estimated by using the ML approach as de-
scribed as follows.

Let the arbitrary mth range cell time history be represented as follows,
where two consecutive samples are considered:

Sa (τm, n− 1) = A(τm)ejφ(n−1) + Sn(τm, n− 1)
Sa (τm, n) = A(τm)ejφ(n) + Sn(τm, n)

(3.39)
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where τm denotes the mth range cell, A(τm) = |Sa (τm, n− 1) | ' |Sa (τm, n) |
denotes the amplitude, which is assumed to be constant for two consecutive
samples, φ(n) is the phase at time n and Sn(τ, n) is an additive white Gaussian
noise sample.

The phase gradient between two consecutive samples can be defined as

∆φ = φ(n)− φ(n− 1) (3.40)

The derivation of the ML estimator of the phase gradient is given in [5].
The solution is expressed as follows

∆φ̂(n) = ∠

(
Mc∑
m=1

Sa(τm, n)S∗a(τm, n− 1)

)
(3.41)

where Mc is the number of range cells used in the estimation process and
where the symbol ∠ (·) indicates the phase of a complex number.

The phase correction term is then obtained by integrating the estimated
phase gradient, as follows:

φ̂(n) =
∑n
l=1

ˆ∆φ(l)

φ̂(0) = 0
(3.42)

Finally, the phase correction term is used to compensate the phase error
and obtain the compensated signal.

3.2.4 IMAGE SCALING

The ISAR processing generates a two-dimensional high-resolution image of a
target in the delay-time/Doppler domain. In order to determine the size of the
target it is, however, required to have a fully scaled image in the range/cross-
range domain. The scaling along the range dimension can be performed by
using the well-known relationship x2 = cτ

2 , where x2 is the slant-range coordi-
nate and τ is the delay-time. On the other hand, cross-range scaling requires
the estimation of the modulus of the target’s effective rotation vector, Ω,
since the cross-range scaling is performed as x1 = c

2f0Ων. In this section an
algorithm to obtain a fully scaled ISAR image is described.

Under the assumption that the target rotation vector is constant within the
CPI, the chirp rate (which corresponds to the variation rate of the Doppler
frequency of a scatterer) produced by the scattering centers is related to the
modulus of the target rotation vector. Therefore, each scattering center carries
information about the modulus of the target rotation vector through its chirp
rate. To demonstrate this we will consider the radial motion compensated
signal expressed in Equation (3.11).

The phase term in the integral can be approximated with a second order
Taylor polynomial expansion, as follows:
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φ (f, n;x1, x2) = −j 4πf

c

(
x2 + x1ΩnTR −

1

2
· x2Ω2(nTR)2

)
(3.43)

so that the echo of an ideal scatterer located at (x1k , x2k), with finite reflec-
tivity function f (x1, x2) = σkδ (x1 − x1k , x2 − x2k), can be written as follows:

Sc(f, n;x1k , x2k) = W (f, n)σke
(−j 4πf

c (x2k
+x1k

ΩnTR− 1
2 ·x2k

Ω2(nTR)2)) (3.44)

After applying an FT to the signal in Equation (3.44) along the frequency
domain, the range compressed signal is obtained, as shown in Equation (3.45):

Sc(τ, n;x1k , x2k) = Bσksinc
(
B
(
τ − 2

cx2k

))
rect

(
n
N

)
e−j

4πf0
c (x2k

+x1k
ΩnTR− 1

2x2k
Ω2(nTR)2) (3.45)

It should be noted that the phase term in Equation (3.45) represents the phase
of a chirp signal, where µk = 2f0

c x2kΩ2 is usually referred to as chirp rate.
If a method for perfectly estimating the chirp rate of a given scatterer was
available, the following equation could be exploited to estimate the modulus
of the effective target rotation vector:

µ =
2f0

c
x2Ω2 (3.46)

In fact, as the scatterer range coordinate x2 can be readily obtained by
measuring the delay-time τ , the effective rotation vector can be obtained by
inverting Equation (3.46), as follows:

Ω =

√
c

2f0x2
µ (3.47)

In practice, a scatterer chirp rate, as well as its range, must be estimated
from the received data. Therefore, the estimation of the effective rotation vec-
tor magnitude would, in general, be affected by an error. Different techniques
for estimating target scattering center chirp rates making use of atomic de-
composition [15], CLEAN technique [13, 8] or based on the IC method have
been proposed in [7].

Specifically, the method proposed in [7] is considered here, as it has been
proven to be the most effective. According to such a method, the signal com-
ponents of the scattering centers are processed by means of a polynomial
Fourier transform (PFT) in order to estimate the chirp rate. The use of such
a method, namely local polynomial Fourier transform (LPFT), requires the
solution of an optimization problem [14]. It has been largely proven in lit-
erature that the image contrast (IC) and the image entropy (IE) are good
indexes to assess the quality of an image. Therefore, the proposed algorithm
estimates the scatterers chirp rate that maximize the IC.
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To make the estimation more accurate and robust, the chirp rates of a
number of target scatterers can be measured together with their ranges. The
problem of estimating the effective rotation vector magnitude is then trans-
formed into a problem of estimating the slope of a straight line that fits the
scatterplot generated by the set of range and chirp rate estimates. One way
of solving this problem is to apply a least square error (LSE) approach [6].
The mathematical problem can be set as follows:

µ̂k = ax2k + b+ εk (3.48)

where a = 2f0

c Ω2, b is the µ-intercept of the line and µ̂k, x2k and εk are the
chirp rate estimate, the range estimate and the estimation error for the kth

scatterer, respectively. Both a and b are unknown values. The LSE problem
and its solution for the estimation of a are given in Equation (3.49) and
Equation (3.50).

(â, b̂) = arg min
a,b

K∑
k=1

ε2k (3.49)

â =
K
∑K
k=1 µ̂kx2k −

∑K
k=1 µ̂k

∑K
k=1 x2k

K
∑K
k=1 (x2k)

2 −
(∑K

k=1 x2k

)2 (3.50)

For the sake of clarity, the algorithm steps can be summarized as follows:

1. Image segmentation
2. Chirp rate estimation via LPFT
3. Effective rotation vector estimation

In detail, after motion compensation, an ISAR image obtained by means
of the RD technique can be modeled as the composition of several sinc-like
functions centered at each scatterer location in the IPP, as shown in Equation
(3.51).

I (τ, ν) = C
K∑
k=1

σksinc

[
B

(
τ − 2x2k

c

)]
sinc

[
Tobs

(
ν − 2f0Ωx1k

c

)]
(3.51)

where K is the number of the scattering centers. After taking the absolute
value of the ISAR image, a threshold is applied in order to extract the scatter-
ing centers. A number of connected groups of pixels are then found by means
of a clustering procedure (segmentation task). In this way the backscattered
signal coming from a specific scatterer can be selected. Its expression can be
written as follows:

Sc(τk, n) = σke
−j 4πf0

c x2k e

[
−j 4πf0

c

(
x1k

ΩnTR−
x2k

2 Ω2(nTR)2
)]

(3.52)
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By applying a second order LPFT [14] a complex three variables ISAR
image can be obtained in the delay time/Doppler/chirp rate domain as follows:

Sc(τk, ν, µ) = σke
−j 4πf0

c x2k

∑
n

e[−jπ((ν+
2f0
c x1k

Ω)nTR+ 1
2 (µ− 2f0

c x2k
Ω2)(nTR)2)]

(3.53)
From Equation (3.53) it is possible to estimate the Doppler frequency, νk,

and the chirp rate, µk, by maximizing the IC of Sc(τk, ν, µ) with respect to ν
and µ.

From the estimated value of µk and the scatterer location τk the modulus of
the effective rotation vector can be estimated via the LSE approach described
in Equation (3.50).

3.3 ISAR PARAMETERS SETTING
In a realistic scenario, the signal to work with is fully digital so all the variables
introduced in the signal modeling are discrete and can be expressed as:

f = f0 +mf∆f mf = 0, ...,Mf − 1
τ = m∆τ m = 0, ...,M − 1
ν = nν∆ν nν = 0, ..., Nν − 1

(3.54)

Since the relationship between (f, n) and (τ, ν) is given by a Fourier trans-
formation, the sampling intervals in the image domain depend on the ISAR
signal spectral occupancy, as follows:

δτ = 1
M∆f = 1

B

δν = 1
NTR

= 1
Tobs

(3.55)

where M = Mf and N = Nν . As a consequence, the sampling interval along
the range and cross-range axes can be derived as in Equation (3.56)

δr = c
2B

δcr = c
2f0ΩTobs

(3.56)

Moreover, the above-mentioned sampling operation in the ISAR signal do-
main leads to an ambiguity in the ISAR image domain that must be taken
into account in the radar design. Specifically, the non-ambiguity region in
the cross-range and range dimension, i.e., ∆x1 and ∆x2 , can be expressed by
considering the discrete spatial frequency domain shown in Figure 3.10, as
follows:

∆x1
= c

2f0ΩTR

∆x2
= c

2∆f

(3.57)

In order to avoid ambiguity, the relations in Equation (3.57) define the
maximum sizes of the target. Any target bigger than the non-ambiguity re-
gion will be seen as folded within the image making target recognition more
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Figure 3.10 Non-ambiguity regions

difficult. It is worth pointing out that ∆x1
depends also on the modulus of

the effective rotation vector, Ω, which, as stated above, cannot be a priori
predicted leading to a more difficult design of an ISAR system.

Moreover, considering Equation (3.24) some remarks about spatial resolu-
tions can be made. Specifically, the range resolution depends on the trans-
mitted signal bandwidth and can be directly controlled in the radar design
process, since it can be considered as a known parameter. On the other hand,
it is evident that the spatial resolution in the cross-range dimension depends
on the total aspect angle variation, ∆ϑ = ΩTobs. This results in a parame-
ter that is not controllable and cannot be selected during the radar design
process, unless making some hypothesis about the target motion

3.4 CONCLUSIONS
The main concepts and theory behind ISAR imaging have been treated in
this chapter. More specifically, the ISAR geometry and the received signal
model have been defined. Then, mathematical details have been introduced
in this chapter to support the main concepts behind ISAR technique and
to provide the basis for implementing basic ISAR imaging algorithms. The
concepts presented in this chapter mainly apply to monostatic active radar
system. Nevertheless, the ISAR signal model formulation presented in this
chapter is independent of the transmitted waveform; therefore, as it will be
clarified in the following chapters, the same concepts apply to active and
passive bistatic radar systems.
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Bistatic inverse synthetic aperture radar (B-ISAR) has progressed in the last
decades pushed by technological advancements and by the need to overcome
some limitations imposed by the monostatic radar geometry, as well as the
need to image stealthy targets. Moreover, recent advances in bistatic radar
imaging theory have paved the basis for the theoretical formulation of the
multistatic ISAR imaging as well as passive radar imaging.

In order to obtain ISAR images with a fine Doppler resolution, the target
is required to change its aspect angle with respect to the radar during the
coherent processing interval (CPI). There are, however, cases in which, even
if the target is moving with respect to the radar, an ISAR image cannot be
obtained since the relative motion does not produce any change in the target
aspect angle. As an example, when the target moves along the radar’s line of
sight (LoS), the target aspect angle does not change in time, and hence an
ISAR image cannot be produced. Such a problem can be partially overcome
by using a bistatic configuration. In fact, since the receiver position cannot be
detected, a target cannot intentionally move along the bistatic LoS, namely
the bisector of the bistatic angle (as it will be clarified later). Furthermore,
in the event that multiple receivers are employed (multibistatic or multistatic
systems), this problem can be fully overcome.

Radar imaging of stealthy targets can be enabled by using a bistatic con-
figuration. In fact, stealthy targets are constructed to minimize the energy
back-scattered toward the radar in order to make them almost invisible to the
radar’s eyes. This means that stealthiness usually refers only to monostatic
radars, and hence the use of a bistatic radar may enable the target detection
and enhance the radar image quality.

On the other hand, bistatic radar systems may suffer from distortions, due
to the variation of the bistatic geometry during the CPI [15, 13, 14], and syn-
chronization errors since transmitter and receiver are not usually co-located
[11]. All these issues make the problem of forming bistatic ISAR images quite
complex. In order to simplify the problem, the concept of bistatically equiv-
alent monostatic (BEM) configuration has been recently introduced in lit-
erature, which allows for the bistatic geometry to be approximated with a
monostatic one [13]. This greatly simplifies not only the geometrical under-
standing, but it also allows for monostatic ISAR processors to be used to
form bistatic ISAR images. Such an approximation, however, is valid under
some assumptions. The theoretical analysis of such constraints as well as the
distortion effects due to changes in the bistatic angle during the observation
time and synchronization errors can be found in [11, 15] and are reformulated
in this chapter for the purpose of clarity and completeness.

The remainder of this chapter is organized as follows. section 4.1 presents
the bistatic geometry and the signal modeling. The BEM concept is intro-
duced in section 4.2. The B-ISAR image formation algorithm is detailed in
section 4.3, where also the system point spread function (PSF) is derived.
Furthermore, the bistatic geometry effects on the ISAR image formation are
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Figure 4.1 Bistatic geometry

analyzed. Further theoretical considerations, i.e., the analytical calculation of
the effective rotation vector when considering a BEM configuration, and the
distortions caused by the bistatic geometry are tackled in section 4.4. The
synchronization error effects are finally addressed in section 4.5.

4.1 BISTATIC GEOMETRY AND SIGNAL MODELING
Referring to the mathematical notation introduced in chapter 1 and the geom-
etry illustrated in figure 4.1, the received signal at the output of the matched
filter, for a generic bistatic radar configuration, can be written in the fre-
quency/slow time domain as follows:

S(f, n) = W (f, n)

∫
V

f ′B(x)e−j2πfτ(x,n)dx (4.1)

W (f, n) = K· rect
( n
N

)
|ST (f)|2 = K· rect

( n
N

)
rect

(
f − f0

B

)
(4.2)

where f ′B(x) is the bistatic target reflectivity function defined in the volume
V occupied by the target, f0 and B are the central carrier frequency and the
transmitted signal bandwidth, respectively, and τ(x, n) is the delay time of a
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scatterer placed in x = (x1, x2, x3)T , which is defined as follows:

τ(x, n) =
RTx(x, n) +RRx(x, n)

c
(4.3)

where RTx(x, n) and RRx(x, n) are the distances between the scatterer and
the transmitter and receiver, respectively, at the nth sweep.

As shown in figure 4.1, Tx is a Cartesian reference system embedded on the
target and arbitrarily oriented. By assuming the radar target distances much
greater than the size of the target (straight iso-range approximation), as in
the monostatic case, the terms RTx(x, n) and RRx(x, n) can be approximated
as follows:

RTx(x, n) ' RTx,0(n) + xT · iLoS,T (n) (4.4)

RRx(x, n) ' RRx,0(n) + xT · iLoS,R(n) (4.5)

where RTx,0(n) and RRx,0(n) are the distances between a reference point on
the target and the transmitter and receiver, respectively, at the time instant
nTR, iLoS,T (n) and iLoS,R(n) are the column unit vectors that identify the
LoS of the transmitter and receiver, respectively.

Then, by using Equation (4.4) and Equation (4.5), the delay time of a
scatterer placed in x can be written as follows:

τ(x, n) =
2

c

(
RTx,0(n) +RRx,0(n)

2
+ xT · iLoS,T (n) + iLoS,R(n)

2

)
(4.6)

=
2

c

(
RB,0(n) +K(n) xT · iLoS,B(n)

)
where

RB,0(n) =
RTx,0(n) +RRx,0(n)

2
(4.7)

iLoS,B(n) =
iLoS,T (n) + iLoS,R(n)

|iLoS,T (n) + iLoS,R(n)|
(4.8)

K(n) =

∣∣∣∣ iLoS,T (n) + iLoS,R(n)

2

∣∣∣∣ (4.9)

= cos

(
arccos

(
iTLoS,T (n) · iLoS,R(n)

)
2

)

= cos

(
β(n)

2

)
In Equation (4.6) the term RB,0(n), which equals the mean value between

the transmitter-target and the receiver-target distances, can be interpreted
as a “bistatically equivalent monostatic radar-target distance”, and the unit
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vector iLoS,B(n) can be interpreted as a “bistatically equivalent monostatic
LoS”.

In chapter 3, the delay time in the monostatic case has been written as
follows:

τmono(x, n) =
2

c

(
R0(n) + xT · iLoS(n)

)
(4.10)

Therefore, by comparing Equation (4.10) and Equation (4.6), it can be
noted that the received signal model in the bistatic case is almost identical to
the signal model in the monostatic case with the following differences:

• The function fB(x) in Equation (4.1) represents a bistatic reflectivity
function which is different from the monostatic one f(x);

• The bistatically equivalent monostatic distance RB,0(n);

• The bistatically equivalent monostatic LoS iLoS,B(n);

• The presence of the distortion term K(n), which depends on the
bistatic angle β.

The presence of a bistatic reflectivity function instead of a monostatic one
does not affect the image formation process, but only the final image interpre-
tation. As for the monostatic case, the term RB,0(n) is responsible for range
migration and defocusing effects and then must be suitably removed through a
radial motion compensation step. However, fB(x) and RB,0(n) do not involve
any substantial change in terms of ISAR image formation, as is demonstrated
in the following sections.

Conversely, both iLoS,B(n) and K(n) deserve particular attention because
they affect both the geometrical interpretation of the B-ISAR image and its
quality.

4.2 BISTATICALLY EQUIVALENT MONOSTATIC APPROXIMATION
As shown in the previous section, the BEM approximation consists of reinter-
preting the B-ISAR geometry in a convenient way by defining a BEM element
as a monostatic antenna element, which acts as a virtual transceiver.

In particular, the BEM element is defined as a virtual transceiver located at
a distance from the target equal to the mean value between the transmitter-
target and the receiver-target distances along the direction of the bistatic
angle bisector (see figure 4.1).

The distance between the BEM element and the target is RB,0(n) and the
LoS unit vector is iLoS,B(n).

Therefore, the main differences between a signal received by a monostatic
radar located in the BEM element position and a signal received by the re-
ceiver of the bistatic pair are the reflectivity function f(x) and the distortion
term K(n).
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However, the term K(n) does not affect the radial motion compensation.
In the absence of synchronization errors, any parametric or non-parametric
technique used with the monostatic ISAR can be applied to compensate the
target radial motion with the desired accuracy [2]. More details about radial
motion compensation and the image autofocus are given in section 4.5 where
synchronization errors are also introduced.

4.3 BISTATIC ISAR IMAGE FORMATION AND POINT SPREAD
FUNCTION

The term K(n) carries information about the change in time of the bistatic
geometry. This change during the CPI may significantly affect the final B-
ISAR image. In this section, the B-ISAR image is analytically derived and
the distortion introduced by the bistatic geometry is related to the bistatic
angle variation. Two assumptions will be made that will allow for the use of
the range-Doppler technique to reconstruct the ISAR image, namely:

1. Far field condition;
2. Relatively short integration time.

The second assumption means that the target rotation vector can be ap-
proximated as constant during the CPI and, moreover, that the Fourier do-
main of the received signal can be approximated as rectangular, thus avoiding
the need for the use of polar reformatting. These assumptions are generally
satisfied in typical ISAR scenarios where the resolutions required are not too
fine.

When the target rotation vector can be considered constant, the received
signal backscattered by a single ideal scatterer located at a generic point xk =
(x1k , x2k , x3k) may be rewritten after motion compensation in the following
way:

SC(f, n) = W (f, n)σke
−j2πfτ(xk,n) (4.11)

where σk is the reflectivity value of the ideal kth scatterer (see Equation
3.15). Let us assume now that the Cartesian reference system embedded on
the target Tx is chosen so that x2 coincides with the range direction, namely
iLoS,B at the central time instant and x3 coincides with the target effective
rotation vector, Ω, namely:

ix2
≡ iLoS,B(0) (4.12)

ix3
≡ iΩ (4.13)

ix1
= ix2

× ix3
(4.14)

where ix1 , ix2 and ix3 are the unit vectors which define the x1, x2 and x3 axis,
whereas iΩ is the effective rotation unit vector. Thus, the (x1, x2) 2D plane
identifies the ISAR image projection plane (IPP) and the delay time can be



Bistatic ISAR 77

written as follows:

τ(xk, n) =
2

c
K(n) xT · iLoS,B(n)

=
2

c
K(n) (x1k sin(Ωtn) + x2k cos(Ωtn)) (4.15)

where
tn = nTR (4.16)

and (x1k , x2k , x3k) are the coordinates of the considered generic scatterer on
the target.

In Equation (4.15), Ω is the norm of the effective rotation vector Ω. In
the monostatic case the effective rotation vector can be obtained from the
target’s rotation velocity vector ΩT by simply projecting it onto the 2D plane
orthogonal to the LoS unit vector. In the bistatic case it is not so simple, but,
as it will be clarified later, when the bistatic angle can be considered constant
during the CPI, Ω can be derived in the same way as in the monostatic
case by considering the BEM approximation and the iLoS,B unit vector. The
calculation of the bistatic effective rotation vector is treated in section 4.4.

Under the previously mentioned assumptions, namely far field condition
and short integration time, the bistatic angle changes are relatively small
even when a target covers relatively large distances within the integration
time. In this case, the bistatic angle can be well approximated with a first
order Taylor-Maclaurin polynomial as follows:

β(n) ' β(0) + β̇(0)tn (4.17)

where −Tobs/2 ≤ tn ≤ Tobs/2 and β̇ = dβ/dt.
As a result, the term K(n) can also be approximated with its first or-

der Taylor-Maclaurin polynomial, and by using Equation (4.9) the following
equation may be obtained:

K(n) ' K(0) + K̇(0)tn (4.18)

= cos

(
β(0)

2

)
− β̇(0)

2
sin

(
β(0)

2

)
tn = K0 +K1 tn

where the definition of K0 and K1 are intrinsically defined in Equation (4.18).
Therefore, Equation (4.15) becomes:

τ(xk, n) ' 2

c
(K0 +K1 tn) (x1k sin(Ωtn) + x2k cos(Ωtn)) (4.19)

A short integration time means, however, small target aspect angle changes
(θ � 1), then even the cos(Ωtn) and sin(Ωtn) functions can be approximated
by means of their first order Taylor-Maclaurin polynomial. As a consequence,
Equation (4.19) can be written as follows:

τ(xk, n) ' 2

c
(K0 +K1 tn) (x1kΩtn + x2k) (4.20)
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Consequently, the received signal after motion compensation in Equation
(4.11) can be written as follows:

SC(f, n) = W (f, n)·σk· e−j
4πf
c (K0+K1 tn)(x1k

Ωtn+x2k) (4.21)

As in the monostatic case, the B-ISAR image formation is then achieved
by means of the range-Doppler technique, which consists of a Fourier trans-
form along both the frequency (range compression ) and time (Doppler image
formation) coordinates. Actually, the used signal model (see Equation (4.1))
is nothing else but the two-dimensional (2D) Fourier transform of the bistatic
reflectivity function fB(x). Thus, the B-ISAR image formation consists of a
2D inverse Fourier transform (2D-IFT).

In the bistatic case, K(n) carries information about the bistatic geometry
changes over time. However, as it will be clearer later, what significantly affects
the PSF of B-ISAR images is the term K1. In the following subsections the
B-ISAR PSF is analytically derived.

4.3.1 RANGE COMPRESSION

The range compression is obtained by transforming the signal in Equation
(4.21) with respect to the frequency coordinate as follows:

SCR(τ, n) = FT−1
f {SC(f, n)}

=

∫ ∞
−∞

(
W (f, n)·σk· e−j2πf(

2
c (K0+K1 tn)(x1k

Ωtn+x2k))
)
ej2πfτdf

= σk· δ
(
τ − 2

c
(K0 +K1 tn) (x1kΩtn + x2k)

)
⊗τ w̃(τ, n)

= σk·B· rect
( n
N

)
sinc

{
B

(
τ − 2

c
(K0x2k + rm(n))

)}
ej2πf0τ

· exp

{
−j 4πf0

c
(K0 +K1 tn) (x1kΩtn + x2k)

}
(4.22)

where ⊗τ is the convolution operator over the variable τ and

w̃(τ, n) = FT−1
f {W (f, n)} =· rect

( n
N

)
Bsinc(Bτ) ej2πf0τ (4.23)

By observing Equation (4.22) it can be noted that two effects are induced
by the bistatic geometry:

1. The range position x2k is scaled by a factor K0, so the ideal scatterer
is imaged in a new position x′2k = K0x2k ;

2. A range migration induced by the bistatic angle variation during the
CPI, which can be quantified with the term rm(n), namely

rm(n) = K0x1,kΩtn +K1x2ktn +K1x1kΩt2n (4.24)
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The first effect can be corrected by rescaling the range coordinate, but the
second effect could be significantly detrimental. If range migration occurs, the
position of one scatterer can be moved from one range cell to another during
the integration time, thereby resulting in a distortion of the final image. To
avoid range migration, the following inequality must be satisfied:

|rm(n)| =
∣∣K0x1kΩtn +K1x2ktn +K1x1kΩt2n

∣∣ < δr
2

=
c

4B
(4.25)

where δr is the radar range resolution.
It is worth pointing out that in the monostatic case K0 = 1 and K1 = 0

and the range migration term is equal to |rm(n)| = |x1kΩtn|. Since in a
bistatic configuration K0 < 1, the bistatic geometry may produce a higher
range migration effect only when there is a significant bistatic angle variation
component, i.e., large values of K1. Consequently, since |tn| < Tobs/2, it is
important to satisfy the following constraint:

|K1|Tobsx2M < δr (4.26)

where x2M is the scatterer with maximum distance from the target focusing
center.

By substituting the expression of K1 in Equation (4.26) and by express-
ing the limitation with respect to the bistatic angle variation, the following
relationship is obtained:∣∣∣β̇(0)

∣∣∣ < 2δr

Tobsx2M

∣∣∣sin(β(0)
2

)∣∣∣ (4.27)

In order to better understand the constraints of Equation (4.27), an exam-
ple is considered. In figure 4.2, the curves (hyperbolas) of the bistatic angle
variation (β̇(0)) have been plotted against the bistatic angle (β(0)) for the
parameters: Tobs = 1s, x2M = 50 m and for δr = [0.1 , 0.4 , 0.7 , 1] m. From
this figure it can be noticed that the tolerance about the bistatic angle change
rate decreases in two cases: when the bistatic angle increases, and the range
resolution decreases.
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Figure 4.2 Bistatic deviation

When the constraint of Equation (4.27) is satisfied, rm(n) can be neglected
and Equation (4.22) can be rewritten as follows:

SCR(τ, n) ' σk·B· rect
( n
N

)
sinc

{
B

(
τ − 2

c
K0x2k

)}
ej2πf0τ

· exp

{
−j 4πf0

c
(K0 +K1 tn) (x1kΩtn + x2k)

}
= σk·B· rect

( n
N

)
sinc

{
B

(
τ − 2

c
K0x2k

)}
ej2πf0(τ− 2

cK0x2k)

· exp

{
−j2πf0

2

c

(
(K0x1kΩ +K1x2k) tn +K1x1kΩt2n

)}
= σk· δ

(
τ − 2

c
K0x2k

)
⊗τ w̃ (τ, tn)

· exp

{
−j 4πf0

c

(
(K0x1kΩ +K1x2k) tn +K1x1kΩt2n

)}
(4.28)

4.3.2 DOPPLER IMAGE FORMATION

Doppler image formation is achieved by applying an IFT to the range-
compressed signal in Equation (4.28) along the slow-time variable. For the
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sake of convenience the discrete slow time variable tn is considered as a con-
tinuous variable. The result is a complex image in the time-delay (range) and
Doppler domain. Therefore, the final ISAR image can be calculated as follows
[15, 14]:

I(τ, ν, x1k , x2k)= (4.29)

= σk·B· sinc

{
B

(
τ− 2

c
K0x2k

)}
ej2πf0(τ− 2

cK0x2k) ·∫ ∞
−∞

rect

(
tn
Tobs

)
e{−j2π

2f0
c ((K0x1k

Ω+K1x2k)tn+K1x1k
Ωt2n)}ej2πtnνdtn

= σk· δ
(
τ− 2

c
K0x2k

)
δ

(
ν− 2f0

c
K0x1kΩ−crs

)
⊗τ⊗νw(τ, ν)⊗ν D(ν)

where ⊗ν is the convolution operator over ν and

crs =
2f0

c
K1x2k (4.30)

D(ν) = FT−1
tn

{
exp

{
−j2π

(
2f0

c
K1x1kΩ

)
t2n

}}
(4.31)

In particular, in Equation (4.29) crs is the shift term along the Doppler
coordinate introduced by the bistatic angle change rate K1, whereas D(ν) is a
chirp-like distortion term. Moreover, the term 2

cK0x2k indicates that because
of the bistatic geometry, the cross-range position x1k is scaled by a factor K0.

Therefore, the imaging PSF of the focusing point is represented by w(τ, ν):

w(τ, ν) = FT−1
tn {w̃(τ, tn)}

= B sinc(Bτ) ej2πf0τFT−1
tn

{
rect

(
tn
Tobs

)}
= B·Tobs sinc(Bτ) sinc(Tobsν) ej2πf0τ (4.32)

As can be seen from Equation (4.31), the chirp rate depends on the position
of the scatterer along the cross-range direction (x1k). The defocusing effect
of a chirp signal has been largely studied in [1], where a new technique was
proposed that eliminated such effects. By following [1] as a rule of thumb,
when the chirp rate (see Equation (4.31)) satisfies the relationship in Equation
(4.33) the defocusing effect can be neglected.∣∣∣∣2f0

c
K1x1kΩ

∣∣∣∣ < 1

T 2
obs

(4.33)

By substituting the term K1 as defined in Equation (4.18), into Equation
(4.33), the following formula can be obtained which represents a rule for de-
termining the maximum allowed bistatic angle variation to avoid defocusing
effects:
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∣∣∣β̇(0)
∣∣∣ <

∣∣∣∣∣∣ c

f0T 2
obsΩx1M sin

(
β(0)

2

)
∣∣∣∣∣∣ (4.34)

Under the assumption of a constant target’s rotation vector and bistatic
angle, β, crs and D(ν) can be considered negligible. Thus, the PSF of the
B-ISAR image in Equation (4.32) is space invariant and I(τ, ν, x1k , x2k) can
be approximated as follows:

I(τ, ν, x1k , x2k) ' σk· δ
(
τ − 2

c
K0x2k

)
δ

(
ν − 2f0Ω

c
K0x1k

)
⊗τ ⊗νw(τ, ν)

(4.35)
As evident from Equation (4.35) and as mentioned before the B-ISAR

image is a scaled version (by a factor K0, see (Equation (4.35)) of the projected
and filtered reflectivity function.

The space-invariant characteristic of the PSF guarantees a non-distorted
B-ISAR image of the target, which is a desirable characteristic when target
geometrical features are extracted for the purposes of classification and recog-
nition.

In the next subsection, as an example, the maximum allowed target velocity
to avoid distortions is derived in the worst operative scenario.

4.3.3 BISTATIC DISTORTION: WORST CASE

As it can be seen in Equation (4.30) and Equation (4.31), the bistatic distor-
tion terms crs and D(ν) depend on the parameter K1 ∝ β̇(0) (see Equation
(4.18)), i.e., the bistatic angle’s variation speed. The worst operative scenario
occurs when the target motion causes the greater bistatic angle variation
within the observation time. The maximum bistatic angle variation occurs
when the target is moving along the direction orthogonal to the baseline and
crosses it at its center, as shown in figure 4.3.

By considering the velocity v positive when a target moves away from the
radar baseline (BL), the bistatic angle variation is equal to

β̇(t) =
BLv[

(R+ vt)
2

+
(
BL
2

)2] (4.36)

Therefore, by applying Equation (4.34) and after some manipulation, the
following inequality is obtained:

|v| <

∣∣∣∣ c

f0T 2
obsΩx1M

sin( β(0)
2 )

∣∣∣∣
BL

(
R2 +

(
BL
2

)2
)

(4.37)

where BL is the baseline and R is the distance between the target and the
baseline center. Figure 4.4 shows the curves of the maximum velocity against
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Figure 4.3 Bistatic distortion worst case geometry

the target distance R, for different values of the effective rotation vector’s
modulus Ω. Results in figure 4.4 have been obtained by using the following
parameters: f0 = 10 GHz, Tobs = 1 s, x1M = 50 m, BL = 5 km, R ∈ [5÷20] km
and Ω ∈ [0.01÷ 0.1] rad/s.

4.4 BISTATIC IMAGE PROJECTION PLANE AND EFFECTIVE
ROTATION VECTOR

The effective rotation vector and the B-ISAR image projection plane, when
considering a BEM configuration, are derived mathematically in this section.

As it will be clearer later, the variation of the bistatic angle during the CPI
may determine a variation of the angle between the range and cross-range
unit vectors. As a result, such unit vectors may be not orthogonal to each
other. In order to study this effect, let’s now refer to the monostatic signal
model after motion compensation, defined in Equation (3.1):

SC(f, n) = W (f, n)

∫
V

f(x)e−jϕ(x,f,n)dx (4.38)

where

ϕ(x, f, n) =
4πf

c
xT · iLoS(n) (4.39)

Let us now calculate the Doppler frequency term, which is obtained as the
time derivative of the phase term in Equation (4.39). For the sake of simplicity,
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Figure 4.4 Maximum target speed in the worst case scenario

in the following the discrete “slow-time” variable n will be considered as a
continuous variable, namely t. Therefore:

fd(t) =
1

2π

d

dt
ϕ(x, f, t) =

2f

c

d

dt

[
xT · iLoS(t)

]
(4.40)

Referring to [10], fd(t) can be also expressed as follows:

fd(t) =
2f

c
[Ω× x]

T · iLoS(t) =
2f

c

[
ΩT
TL(t)x

]
=

2f

c

[(
LT (t)ΩT

)T
x
]

(4.41)

where ΩT is the total target rotation (column) vector, Ω = iLoS×(ΩT × iLoS)
is the effective rotation vector and L(t) is the following matrix:

L(t) =

 0 sin(θe(t)) − sin(θa(t)) cos(θe(t))
− sin(θe(t)) 0 cos(θa(t)) cos(θe(t))

sin(θa(t)) cos(θe(t)) − cos(θa(t)) cos(θe(t)) 0


(4.42)

In particular, in Equation (4.42) θa(t) and θe(t) are the azimuth and ele-
vation angles which identify the LoS direction with respect to the reference
system embedded on the target. Both Ω and ΩT are assumed to be constant
during the CPI.
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It can be demonstrated that LT (t)ΩT = iLoS(t) × ΩT . Then Equation
(4.41) can be written as follows:

fd(t) =
2f

c

[
(iLoS(t)×ΩT )

T · x
]

(4.43)

Therefore, by combining Equation (4.40) and Equation (4.43), the following
result can be obtained:

d

dt

[
xT · iLoS(t)

]
= (iLoS(t)×ΩT )

T · x (4.44)

Equation (4.44) will be used for the computation of the bistatic effective
rotation vector ΩB .

4.4.1 BISTATIC EFFECTIVE ROTATION VECTOR

To derive the bistatic effective rotation vector ΩB , the first step consists
of calculating the Doppler frequency through the derivative function of the
phase term in Equation (4.6) without the term RB,0(n). Also in this case the
continuous time variable t is considered instead of the discrete one, n. In this
case, the Doppler frequency can be written as:

fd(t) =
1

2π

d

dt
ϕ(t) =

2f

c

d

dt

[
xT · iLoS,T (t) + xT · iLoS,R(t)

2

]
=

2f

c

d

dt

[
K(t) xT · iLoS,B(t)

]
(4.45)

Then, the following equation holds:

1

2

d

dt

[
xT · iLoS,T (t) + xT · iLoS,R(t)

]
=

d

dt

[
K(t) xT · iLoS,B(t)

]
(4.46)

Then, by using the results in Equation (4.44), Equation (4.47) can be de-
rived:

1

2

[
(iLoS,T (t)×ΩTx)

T · x + (iLoS,R(t)×ΩRx)
T · x

]
=

K̇(t) xT · iLoS,B(t) +K(t) (iLoS,B(t)×ΩBT )
T · x

(4.47)

where ΩTx, ΩRx and ΩBT are the total rotation column vectors with respect

to the transmitter, the receiver and the BEM, respectively, and K̇(t) = dK(t)

dt
.

After some mathematical manipulation, Equation (4.48) can be derived:

1

2
(iLoS,T (t)×ΩTx + iLoS,R(t)×ΩRx) =

K̇(t) iLoS,B(t) +K(t) (iLoS,B(t)×ΩBT )
(4.48)
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By knowing that the effective rotation vector can be found as Ω =
(iLoS ×ΩT )× iLoS and that the radar LoS, iLoS , the effective rotation vector,
Ω and the cross-range unit vector iCR form a right-handed coordinate system,
the vector ĩCR can be defined as follows:

ĩCR(t) = iLoS,B(t)×ΩBT (4.49)

=
(iLoS,T (t)×ΩTx) + (iLoS,R(t)×ΩRx)−

(
2K̇(t) iLoS,B(t)

)
2K(t)

However, it is important to note that ĩCR(t) is not a unit vector, but instead
it can be rewritten as

ĩCR(t) = |̃iCR(t)|̂iCR (4.50)

The bistatic effective rotation vector ΩB can be calculated as follows:

ΩB = ĩCR(t)×iLoS,B(t) (4.51)

=
(iLoS,T (t)×ΩTx)+(iLoS,R(t)×ΩRx)−

(
2K̇(t)iLoS,B(t)

)
2K(t)

×iLoS,B(t)

=
(iLoS,T (t)×ΩTx)+(iLoS,R(t)×ΩRx)

2K(t)
×iLoS,B(t)

It is worth pointing out that as the baseline decreases to zero, the bistatic
configuration approaches to the monostatic one. As a consequence,

lim
BL→0

ΩB = (iLoS(t)×ΩT )× iLoS(t) (4.52)

In other words, the monostatic configuration can be seen as a particular case
of the bistatic one, in which:

iLoS,T (t) = iLoS,R(t) = iLoS,B(t) = iLoS(t) (4.53)

ΩTx = ΩRx = ΩT (4.54)

and K(t) = 1. Finally, it is worth saying that the bistatic image projection
plane (B-IPP) is defined as the plane orthogonal to ΩB .

4.4.2 CROSS-RANGE UNIT VECTOR: FURTHER ANALYSIS

A deeper analysis of the cross-range unit vector in the bistatic case is addressed
in this subsection.

As is well known, in the monostatic case the Doppler frequency term is
linked to the cross-range unit vector as follows:

fd(t) =
2f

c
ΩiTCR · x (4.55)
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where iCR is the cross-range unit vector and Ω = |Ω|. However, the Doppler
frequency can be also written by means of Equation (4.41) as follows:

fd(t) =
2f

c
[Ω× x]

T · iLoS(t) =
2f

c
[iLoS(t)×ΩT ]

T ·x =
2f

c
[iLoS(t)×Ω]

T ·x
(4.56)

In the bistatic case, the Doppler frequency can be obtained by means of
Equations (4.44) and (4.45):

fd(t) =
2f

c

(iLoS,T (t)×ΩTx)
T

+ (iLoS,R(t)×ΩRx)
T

2
· x (4.57)

Therefore, by comparing Equation (4.57) with Equation (4.55), the cross-
range unit vector for a bistatic radar system can be written as follows:

iCR,B(t)
.
=

(iLoS,T (t)×ΩTx) + (iLoS,R(t)×ΩRx)

|(iLoS,T (t)×ΩTx) + (iLoS,R(t)×ΩRx)|
(4.58)

The vector in Equation (4.49), namely ĩCR(t), has been obtained so as to
be orthogonal to both iLoS,B and ΩBT , then it is alway orthogonal to the
BEM LoS:

ĩCR(t) ⊥ iLoS,B(t) (4.59)

Therefore, by manipulating Equation (4.49) and by using Equation (4.58),
ĩCR(t) can be rewritten as a function of iCR,B(t):

ĩCR(t) =
(iLoS,T (t)×ΩTx) + (iLoS,R(t)×ΩRx)

2K(t)
− K̇(t)

K(t)
iLoS,B(t) (4.60)

=
|(iLoS,T (t)×ΩTx) + (iLoS,R(t)×ΩRx)|

2K(t)
iCR,B(t)− K̇(t)

K(t)
iLoS,B(t)

= [α1 iCR,B(t) + α2 iLoS,B(t)] ⊥ iLoS,B(t)

where α1 and α2 are scalar quantities. This result means that iCR,B(t) and
iLoS,B(t) are not orthogonal.

Then, ĩCR(t) can be seen as an “orthogonalized” non-unit cross-range vec-
tor. In the case of small bistatic angle variations, the K(t) term can be ap-
proximated as follows:

K(t) ' K0 ; K̇(t) ' K1 (4.61)

Then, Equation (4.60) can be rewritten as follows:

ĩCR(t) ' |(iLoS,T (t)×ΩTx) + (iLoS,R(t)×ΩRx)|
2K0

iCR,B(t)− K1

K0
iLoS,B(t)

(4.62)
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and the bistatic cross-range unit vector becomes:

iCR,B(t) ' 2K0

|(iLoS,T (t)×ΩTx) + (iLoS,R(t)×ΩRx)|
ĩCR(t) (4.63)

+
2K1

|(iLoS,T (t)×ΩTx) + (iLoS,R(t)×ΩRx)|
iLoS,B(t)

Equation (4.63) shows that the bistatic cross-range unit vector is com-
posed of two components: the former, orthogonal to the LoS unit vector and
proportional to K0, the latter, parallel to iLoS,B(t) and proportional to K1.

However, since both ĩCR(t) and iLoS,B(t) are orthogonal to the bistatic
effective rotation vector ΩB (see Equation (4.51)), even if the parameter K1

makes the range and cross-range unit vectors not orthogonal, it does not affect
the B-IPP. Thus, the image projection plane does not depend on the bistatic
angle variation.

4.4.3 BISTATIC LINEAR DISTORTION: FURTHER ANALYSIS

In the previous subsection the non-orthogonality between the range and cross-
range unit vector in a bistatic radar system has been demonstrated and ana-
lyzed. This means that when the target’s bistatic three-dimensional reflectivity
function fB(x) is projected onto the B-IPP, the non-orthogonality between
the cross-range and range unit vectors determines a further scaling effect along
the cross-range direction. The scaling factor is equal to the cosine of the angle
between ĩCR(t) and iCR,B(t).

Moreover, by comparing Equation (4.58) with Equation (4.63), the follow-
ing equation can be written:

(iLoS,T (t)×ΩTx) + (iLoS,R(t)×ΩRx)

2
= K0 ĩCR(t) +K1 iLoS,B(t) (4.64)

Therefore, by merging Equations (4.44), (4.45) and (4.64) we obtain:

fd(t) =
2f

c

d

dt

[
xT · iLoS,T (t) + xT · iLoS,R(t)

2

]
=

2f

c

[
(iLoS,T (t)×ΩTx)

T
+ (iLoS,R(t)×ΩRx)

T

2
· x

]

=
2f

c

[
K0(̃iTCR(t) · x) +K1(iLoS,B(t)T · x)

]
=

2f

c

[
K0

∣∣∣̃iCR(t)
∣∣∣ (̂iTCR(t) · x) +K1(iTLoS,B(t)·x)

]
(4.65)

where îCR(t) is the “orthogonalized” cross-range unit vector:

îCR(t)
.
=

ĩCR(t)∣∣∣̃iCR(t)
∣∣∣ (4.66)
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Since ΩB = ĩCR(t)× iLoS,B(t) and ĩCR(t) and iLoS,B(t) are perpendicular
to each other, the following equation holds:

|ΩB | =
∣∣∣̃iCR(t)× iLoS,B(t)

∣∣∣ =
∣∣∣̃iCR(t)

∣∣∣ · |iLoS,B(t)| =
∣∣∣̃iCR(t)

∣∣∣
Thus the Doppler frequency:

fd(t) =
2f

c

[
K0ΩB (̂iTCR(t) · x) +K1(iTLoS,B(t) · x)

]
= f̃d(t) + ∆fd(t) (4.67)

where
ΩB

.
= |ΩB | (4.68)

f̃d(t)
.
=

2f

c
ΩBK0(̂iTCR(t) · x) (4.69)

∆fd(t)
.
=

2f

c
K1(iTLoS,B(t) · x) (4.70)

The result in Equation (4.67) means that the Doppler frequency generated
by a scatterer located in x depends on the position along both the range
and the “orthogonalized” cross-range directions. Therefore, since the reference
system Tx has been chosen to have

ix3
≡ iΩ

.
=

ΩB

ΩB
(4.71)

(see Equation (4.13)) and

xT · iLoS,B(t) = [x1 sin(ΩBt) + x2 cos(ΩBt)] (4.72)

the Doppler shift ∆fd(t) can be written as follows:

∆fd(t) =
2f

c
K1 [x1 sin(ΩBt) + x2 cos(ΩBt)] (4.73)

' 2f

c
K1x1ΩBt+

2f

c
K1x2

It is possible to note that the Doppler shift consists of two Doppler terms.
Specifically,

∆fd,2(t)
.
=

2f

c
K1x2 (4.74)

which coincides with the shift term crs defined in Equation (4.30) and

∆fd,1(t)
.
=

2f

c
K1x1ΩBt (4.75)

which contributes to a chirp-like distortion term (already introduced in Equa-
tion (4.31)) which is defined as follows:

D(ν) = FTt

{
e−j2π∆fd,1(t)t

}
(4.76)
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Furthermore, by comparing Equation (4.55) with Equation (4.69) it appears
that the bistatic geometry introduces a scaling effect equivalent to K0 along
the cross-range direction, as also demonstrated in section 4.3.2 by other means.

In summary, the bistatically equivalent monostatic approximation can be
used if the bistatic angle does not vary too fast, i.e., when K1 is negligible.
In this case, the final ISAR image will be the same as that obtained with a
monostatic radar (considering the effective rotation vector ΩB in Equation
(4.51)), with only a scaling effect equivalent to K0 (in both range and cross-
range directions).

In order to have negligible linear distortion effects, the maximum value of
|∆fd(t)| must be smaller than the Doppler resolution:

|∆fd(t)| <
1

Tobs
(4.77)

Equation (4.77) can be rewritten as a function of the K1 term as follows:

|K1| <
c

2fTobsx2M

(4.78)

where x2M is the distance along the range direction between the target focus-
ing center and the furthest scatterer, or equivalently the maximum value of
|iLoS,B(t)·x|.

4.5 B-ISAR IN THE PRESENCE OF PHASE SYNCHRONIZATION
ERRORS

In the previous sections, the B-ISAR has been investigated paying attention
to the effects of the bistatic geometry on the system PSF. Thus, the distor-
tion induced by the bistatic geometry has been analyzed with respect to the
monostatic case.

Bistatic radar systems, however, suffer also from synchronization errors
since the transmitter and receiver are not colocated. More specifically, syn-
chronization errors can be classified depending on their nature: spatial, tem-
poral, and phase [11].

With spatial synchronization, we refer to the synchronization of the trans-
mitting and receiving antenna beams, which should be directed toward the
same physical location [18]. Spatial synchronization is needed because anten-
nas with high gain have a narrow beam pattern, which results in a relatively
small illuminated area. In a bistatic system, therefore, the transmitting and
the receiving antenna beams must be directed toward the same area to max-
imize the received signal-to-noise ratio (SNR) and consequently the SNR in
the formed ISAR image.

Temporal synchronization allows for correct target ranging and time gat-
ing for the selected data subset to be processed in order to form an ISAR
image and requires a common time reference that must be used for measur-
ing delays. In software-defined radar systems, a finer time synchronization is
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also needed because the same time reference is used to synchronize analog-
to-digital converters (ADC) and field programmable gate arrays (FPGAs) for
signal processing, including signal down-conversion, demodulation and filter-
ing.

Phase synchronization requires coherency between the two local radio fre-
quency (RF) oscillators that operate in the transmitter and receiver [17] for
signal down-conversion in standard radar RF front ends. In a monostatic sys-
tem, synchronization is automatically obtained because a single antenna is
used for both transmitting and receiving, a single clock is used as time refer-
ence, and a single local oscillator is used for generating, modulating, and de-
modulating the transmitted and received signals. On the contrary, in bistatic
systems two separate oscillators are used to up-convert (transmitting station)
and down-convert (receiving station) the RF signal and coherence must be
guaranteed by synchronizing the two oscillators. The problem of synchroniza-
tion has been addressed in the B-SAR literature [8, 9]. Nevertheless, given
the differences that exist between SAR and ISAR, a detailed analysis is also
required for the ISAR case. This latter issue is in fact dominant in radar
systems that require a high level of coherency.

In this section, the robustness of standard radial motion compensation
techniques and an RD-based monostatic ISAR processor are analyzed when
applied to bistatic geometries in the presence of such phase synchronization
errors. In particular, the B-ISAR point spread function (PSF) is analytically
obtained. Parametric constraints that define the limits of the usability of a
monostatic RD processor are then derived.

4.5.1 SIGNAL MODELING IN THE PRESENCE OF SYNCHRONIZATION
ERRORS

The geometry of the problem is illustrated in figure 4.1, whereas the used
signal model has been defined in Equation (4.1):

S(f, t) = W (f, t)

∫
V

f ′B(x)e−jϕ(x,f,t)dx (4.79)

For convenience, in this case both frequency and time domains are assumed
continuous.

The phase term (ϕ(x, f, t) = 2πfτ(x, t)) in Equation (4.1) was considered
to be only dependent on the radar-target configuration. In this section, such
a result is extended to a more realistic scenario where phase synchronization
errors are present. In order to account for them, synchronization errors are
modeled as a frequency jitter (FJ):

∆f(t) = η0 + η1t+ δF (t) (4.80)

where η0 is a frequency offset, η1t is a linear frequency drift, which both
usually depend on the oscillator temperature, and δF (t) is a random FJ that
accounts for both the transmitter and receiver local oscillators (noise-like).
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Oscillator synchronization errors introduce an effect on the phase term in
the received signal. Such an effect can be analyzed separately by considering
the phase term associated with the target radial motion compensation and
the phase term associated with the target rotational motion.

Therefore, the phase terms relative to the bistatic configuration can be
written as follows (see Equations (4.3) and (4.6)):

ϕ(x, f, t) = 2π [f + ∆f(t)]
RTx(x, n) +RRx(x, n)

c
(4.81)

= 2π [f + ∆f(t)]
2
(
RB,0(t) +K(t) xT · iLoS,B(t)

)
c

= ϕ0(f, t) + ϕx(x, f, t)

where

ϕ0(f, t) = 2π [f + ∆f(t)]
2RB,0(t)

c
(4.82)

is the reference phase term associated with the spatial position of the target
focusing center and

ϕx(x, f, t) = 2π [f + ∆f(t)]
2K(t) xT · iLoS,B(t)

c
(4.83)

is the phase term from a scattering point positioned at x.

4.5.2 RADIAL MOTION COMPENSATION IN THE PRESENCE OF
SYNCHRONIZATION ERRORS

Often parametric ISAR image autofocusing algorithms are employed because
they provide more accurate solutions to the radial motion compensation prob-
lem [2]. The effects of bistatic synchronization errors are analyzed here for a
specific algorithm, namely the image contrast based autofocus (ICBA) [12], al-
though the conclusions can be extended to any parametric and non-parametric
autofocus technique. In order to use such parametric algorithms, a bistatically
equivalent radial motion phase term model must be derived. A quadratic poly-
nomial phase term is generally used as an approximation for the radial motion
in the monostatic case, as detailed in Equation (4.84):

RB,0(t) =
RTx,0(t) +RRx,0(t)

2
' α0 + α1t+ α2t

2 (4.84)

The validity of the monostatic approximation in the bistatic case can be
simply demonstrated. In fact, the bistatic phase history associated with an ar-
bitrary scatterer on the target can be seen as the semi-sum of two monostatic
phase histories. Therefore, if the monostatic phase histories can be approxi-
mated with nth order polynomials, then the semi-sum of them can be approxi-
mated with a polynomial of the same order. Therefore, by taking into account
the approximation in Equation (4.84), the phase relative to the target’s radial
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motion (to be compensated) can be obtained by substituting Equations (4.84)
and (4.80) into Equation (4.82):

ϕ0(f, t) =
4π [f + η0 + η1t+ δF (t)]

c

[
α0 + α1t+ α2t

2
]
'

4π

c

{
(f + η0)α0 + [(f + η0)α1 + η1α0] t+ [(f + η0)α2 + η1α1] t2 + η1α2t

3
}

(4.85)

It is worth noting that the term δF (t) is usually much smaller than the fre-
quency offset and linear drift and therefore it has been neglected in Equation
(4.85). It should also be pointed out that the resultant phase noise variance
in a B-ISAR system would be the sum of the transmitter and receiver oscil-
lator phase noise variances (independence of the oscillators), and therefore it
is usually slightly larger than in the monostatic case. Furthermore, ϕ0(f, t)
can be seen as a consequence of virtual radial motion, which differs from the
actual radial motion because of the presence of synchronization errors. It is
shown that the presence of a phase offset and a phase drift do not significantly
affect the estimation of the bistatically equivalent radial motion parameters.

A three-parameter estimation problem can be stated by rewriting Equation
(4.85) as follows:

ϕ0(f, t) =
4π

c

(
ξ0 + ξ1t+ ξ2t

2 + ξ3t
3
)

(4.86)

where
ξ0 = (f + η0)α0 (4.87)

ξ1 = (f + η0)α1 + η1α0 (4.88)

ξ2 = (f + η0)α2 + η1α1 (4.89)

ξ3 = η1α2 (4.90)

As demonstrated in chapter 3, the term ξ0 can be ignored when applying
parametric autofocusing techniques since it only induces a range shift in an
ISAR image. Equation (4.86) can be rewritten as follows, by neglecting ξ0:

ϕ0(f, t) =
4πf

c

(
ξ′1t+ ξ′2t

2 + ξ′3t
3
)

(4.91)

where

ξ′1 =

(
1 +

η0

f

)
α1 +

η1α0

f
(4.92)

ξ′2 =

(
1 +

η0

f

)
α2 +

η1α1

f
(4.93)

ξ′3 =
η1α2

f
(4.94)

The following considerations can be made:
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1. Since η0 � f , ξ′1 and ξ′2 can be reasonably approximated as follows:

ξ′1 ' α1 +
η1α0

f
(4.95)

ξ′2 ' α2 +
η1α1

f
(4.96)

2. It can be demonstrated that the second term in Equation (4.95) pro-
duces a shift along the Doppler coordinate. Therefore, Equation (4.95)
can be approximated as follows:

ξ′1 ' α1 (4.97)

3. When the following inequality is satisfied,∣∣∣∣4πc (η1α1T
2
obs + η1α2T

3
obs

)∣∣∣∣ < π

4
(4.98)

the focusing parameters ξ′2 in Equation (4.96) and ξ′3 in Equation
(4.94) can be approximated as follows:

ξ′2 ' α2 (4.99)

ξ′3 ' 0 (4.100)

In order to ensure that the inequality in Equation (4.98) is satisfied, the
following more restrictive constraints are applied:

|η1| <
c

32 |α1|T 2
obs

(4.101)

|η1| <
c

32 |α2|T 3
obs

(4.102)

Depending on the type of oscillators used, the frequency drift may vary
from 1 part per million (10−6) to 1 part per trillion (10−12) or better within
a temperature range of 50-100◦. Low cost quartz oscillators with no temper-
ature control have frequency drifts of 10−6 over a range of 50-100◦, whereas
temperature-controlled quartz oscillators can reduce the drift to 10−7 over
the same temperature range. Oven-controlled quartz oscillators may improve
to 10−8 and expensive rubidium or caesium oscillators may reach frequency
drifts of 10−12 or better. Moreover, in typical ISAR applications, the coherent
processing interval (CPI or Tobs) are quite long, of the order of 1 sec. Then, in-
equalities (4.101) and (4.102) are usually satisfied. The straightforward result
is that, in practice, the parametric autofocusing techniques proposed in the lit-
erature for monostatic ISAR can be applied to B-ISAR in order to remove the
bistatically equivalent radial motion, provided that the constraints in (4.101)
and (4.102) are satisfied. Moreover, non-parametric autofocusing techniques,
such as prominent point processing (PPP) [6] and phase gradient autofocus
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[7, 5], as described in chapter 3, would not be affected at all by oscillator fre-
quency offsets and drifts since they would treat the phase to be compensated
as a random process. The consequent result is that non-parametric autofocus-
ing techniques proposed for the monostatic case are applicable to the bistatic
case.

4.5.3 B-ISAR IMAGE FORMATION IN THE PRESENCE OF
SYNCHRONIZATION ERRORS

In this section the effects of synchronization errors on the B-ISAR image
formation are analyzed. The received signal reflected by a single ideal scatterer
located at a xk can be written, after motion compensation and under far-field
and short integration time condition, as in Equation (4.21).

Here, the synchronization errors effect is considered, then Equation (4.21)
is rewritten as follows:

SC(f, t) = W (f, n)·σk· e−jϕx(x1k
,x2k

,f,t) (4.103)

where

ϕx(x1k , x2k , f, t) =
4π

c
{[f + η0 + η1t+ δF (t)] (4.104)

· [K0 +K1 t] · [x1k sin (ΩBt) + x2k cos (ΩBt)]}

When the target undergoes small rotations and by neglecting the random
phase term δF (t), Equation (4.104) can be approximated by

ϕx(x1k , x2k , f, t) '
4π

c
{[f + η0 + η1t] · [K0 +K1 t] · [x1kΩBt+ x2k ]} (4.105)
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4.5.3.1 Range Compression
The range compressed signal is obtained by calculating the IFT with respect
to the variable f , as follows:

SCR(τ, t) = FT−1
f {SC(f, t)} = (4.106)

= σk

∫
W(f,t)exp

{
−j4π

c
(f+η0+η1t) (K0+K1 t) (x1kΩBt+x2k)

}
ej2πfτdf =

= σk exp

{
−j 4π (η0+η1t)

c
(K0+K1 t) (x1kΩBt+x2k)

}
∫ ∞
−∞

W (f, t)exp

{
−j2πf

(
2

c
(K0+K1 t)(x1kΩBt+x2k)

)}
ej2πfτdf =

= σk exp

{
−j 4π (η0 + η1t)

c
(K0 +K1 t) (x1kΩBt+ x2k)

}
δ

(
τ− 2

c
(K0+K1 t)(x1kΩBt+x2k)

)
⊗τ w̃(τ, t)=

= σk·B ·rect

(
t

Tobs

)
sinc

{
B

(
τ− 2

c
(K0x2k+rm(t))

)}
ej2πf0τ

·exp

{
−j4π (f0 + η0 + η1t)

c
(K0 +K1 t) (x1kΩBt+x2k)

}
where w̃(τ, t) is defined in Equation (4.23) and rm(t) in Equation (4.24). It
must be pointed out that both the range compression and migration compo-
nents are (1) dependent on bistatic angle and (2) independent on synchro-
nization errors. Therefore, the same constraint as in Equation (4.25) should
be applied to avoid range migration.

When the constraint in Equation (4.25) is satisfied, the range-compressed
signal in Equation (4.106) can be approximated as follows:

SCR(τ, t) ' σk·B · rect

(
t

Tobs

)
sinc

{
B

(
τ − 2

c
K0x2k

)}
(4.107)

ej2πf0τ · exp

{
−j 4π (f0 + η0 + η1t)

c
(K0 +K1 t) (x1kΩBt+ x2k)

}
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4.5.3.2 Cross-Range Compression
As shown in section 4.3.2, the cross-range compression is obtained by calcu-
lating the IFT with respect to the variable t (slow-time), as follows:

I(τ, ν, x1k , x2k) = FT−1
t {SCR(τ, t)} = (4.108)

= σk ·B ·sinc

{
B

(
τ− 2

c
K0x2k

)}
ej2πf0τ

·
∫ ∞
−∞

rect

(
t

Tobs

)
exp

{
−j4π (f0+η0+η1t)

c
(K0+K1 t)(x1kΩBt+x2k)

}
ej2πνtdt

= σk ·B ·sinc

{
B

(
τ− 2

c
K0x2k

)}
ej2πf0(τ− 2

cK0x2k)

·
∫ ∞
−∞

rect

(
t

Tobs

)
exp

{
−j4π (η0+η1t)

c
(K0+K1 t)(x1kΩBt+x2k)

}
exp

{
−j2π

(
2f0

c

(
(K0x1kΩB+K1x2k) t+K1x1kΩBt

2
))}

ej2πνtdt

= δ

(
τ− 2

c
K0x2k

)
δ

(
ν− 2f0ΩB

c
K0x1k

)
⊗τ⊗νw(τ, ν)⊗νD(ν)

where w(τ, ν) is defined in Equation (4.32) and

D(ν) =

∫ ∞
−∞

exp

{
−j 4π

c

(
γ0 + γ1t+ γ2t

2 + γ3t
3
)}

ej2πνtdt (4.109)

γ0 = η0K0x2k (4.110)

γ1 = η0K0ΩBx1k + (η1K0 + η0K1)x2k + f0K1x2k (4.111)

γ2 = f0K1ΩBx1k + η0K1ΩBx1k + η1 (K0ΩBx1k +K1x2k) (4.112)

γ3 = η1K1ΩBx1k (4.113)

summarizes the effects of crs defined in Equation (4.30), the chirp-like distor-
tion term defined in Equation (4.31) and the distortions caused by the syn-
chronization errors (η0 and η1). In particular, the term f0K1x2k in Equation
(4.111) corresponds to the crs defined in Equation (4.30), whereas f0K1ΩBx1k

in Equation (4.112) is the chirp-like distortion term defined in Equation (4.31).
Therefore, the distortion term in Equation (4.109) can be written in terms of
a linear phase term and a quadratic/cubic phase term as follows:

D(ν) = D1(ν)⊗ν D2(ν)· ejθ0 (4.114)
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where

D1(ν) =

∫ ∞
−∞

exp

{
−j 4π

c
γ1t

}
ej2πνtdt = δ

(
ν − 2

c
γ1

)
(4.115)

D2(ν) =

∫ ∞
−∞

exp

{
−j 4π

c

(
γ2t

2 + γ3t
3
)}

ej2πνtdt (4.116)

θ0 = −4π

c
η0K0x2k (4.117)

D1(ν) in Equation (4.115) is the linear phase term, whereas D2(ν) in Equa-
tion (4.116) is the quadratic/cubic one. The term γ0 does not produce any
distortions or shift since the phase term, −4πγ0/c, is constant.

4.5.3.3 Comments on the Bistatic PSF in the Presence of Synchronization
Errors

It should be noted that the position of the scattering center in the Doppler-
delay time domain, represented by the two delta functions in Equation (4.108),
is scaled with respect to the monostatic case by the bistatic factor K0. Some
more remarks follow:

1. The PSF of the range-Doppler B-ISAR image, in the presence of
synchronization errors, can be interpreted as a distorted version of
the monostatic PSF.

2. A linear space-variant distortion term, D1(ν), causes scattering center
shifts along the Doppler coordinate that depend on their spatial po-
sition (both range and cross-range coordinates). Although this term
looks like a shift term, it leads to an image distortion because it in-
troduces a spatial-dependent scatterer’s displacement.

3. A non-linear space-variant distortion term, D2(ν), causes chirp-like
and third-order distortions that result in PSF smearing (typical de-
focusing effect).

4.5.4 DISTORTION ANALYSIS

A detailed distortion analysis that aims at quantifying the effects of D1(ν)
and D2(ν) follows. This analysis provides a quantitative analysis of the dis-
tortions introduced by the joint action of bistatic angle changes and phase
synchronization errors.

4.5.4.1 Linear Distortions Analysis
The linear distortion term can be quantified in terms of relative Doppler shift
and can be compared with the Doppler resolution for assessing its impact on
the B-ISAR image. Specifically, the Doppler-induced shift caused by the linear
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distortion term can be expressed as in Equation (4.118).

∆1 =
2

c
{η0K0ΩBx1k + [η1K0 + (f0 + η0)K1]x2k} (4.118)

' 2

c
{η0K0ΩBx1k + [η1K0 + f0K1]x2k}

where the approximation is accurate since η0 � f0.
As pointed out above, the Doppler shift (cross-range shift) depends on both

the scatterer spatial coordinates in the projected image plane. Nevertheless, it
can be argued that the linear distortion in Equation (4.118) can be neglected
when its absolute value is smaller than that of the Doppler resolution cell:

|∆1| <
1

Tobs
(4.119)

By applying Equation (4.119) and after simple manipulations, Equation
(4.118) can be written as follows:

|η0K0ΩBx1k + [η1K0+f0K1]x2k | <

|η0K0ΩBx1k |+ |η1K0x2k |+ |f0K1x2k | <
c

2Tobs

(4.120)

It can be noted that, in the worst bistatic scenario (K0 = 1, which repre-
sents the monostatic case), and even considering poor performance oscillators,
the following two components can be disregarded:

|η0x1k | <
c

2ΩBTobs
(4.121)

|η1x2k | <
c

2Tobs
(4.122)

Therefore, the remaining constraint can be expressed as follows:

|K1x2k | <
c

2f0Tobs
(4.123)

which is purely a geometrical constraint. In other words, synchronization er-
rors, even when coupled with bistatic angle changes, do not cause significant
linear distortions. It is also important to note that the Doppler displacement
caused by the dominant component Equation (4.123) is linearly dependent on
the range coordinate (x2k) and on the bistatic angle change rate (K1).

∆1 '
2

c
f0K1x2k (4.124)

By comparing Equation (4.124) with Equation (4.30) and Equation (4.74) it
can be noted that, given a bistatic angle change rate, the Doppler displacement
becomes proportional to the range coordinate. This is an important result as
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the linear distortion given by the term in Equation (4.124) only causes a
linear range-dependent Doppler shift. The visible effect for small values of the
Doppler shift in Equation (4.124) is an apparent target rotation in the B-ISAR
image domain, although it is not a physical rotation. Given that the linear
distortion only produces such an effect, the condition in Equation (4.123) can
be relaxed.

4.5.4.2 Quadratic Distortions Analysis
The quadratic term causes chirp-like distortions in the B-ISAR image. To
limit the distortions to an acceptable level, the following constraint must be
taken into account:

|∆2| <
1

T 2
obs

(4.125)

where

∆2
.
=

2

c
γ2 =

2

c
[(f0 + η0)K1ΩBx1k + η1 (K0ΩBx1k +K1x2k)] (4.126)

By approximating (f0 + η0) ' f0 and by considering the worst bistatic
scenario (K0 = 1), the following more restrictive constraint can be formulated:∣∣∣∣2c f0K1ΩBx1k

∣∣∣∣+

∣∣∣∣2c η1ΩBx1k

∣∣∣∣+

∣∣∣∣2c η1K1x2k

∣∣∣∣ < 1

T 2
obs

(4.127)

which can be split into three separate constraints by constraining each term
to be less than a third of 1/T 2

obs, as follows:

|K1x1k | <
c

6f0ΩBT 2
obs

(4.128)

|η1x1k | <
c

6ΩBT 2
obs

(4.129)

|η1K1x2k | <
c

6T 2
obs

(4.130)

The following must be pointed out.

1. The constraint in Equation (4.128) is a geometrical-only constraint,
since it only depends on the bistatic angle (compare with Equation
(4.33));

2. The constraint in Equation (4.129) only depends on synchronization
errors;

3. The constraint in Equation (4.130) depends on both the bistatic angle
and synchronization errors.

It is important to note that the inequalities in Equations (4.128)-(4.130)
can be neglected unless very rapid bistatic angle changes and very large syn-
chronization errors occur.
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4.5.4.3 Cubic Distortions Analysis
In order to limit cubic distortions, the following constraint applies:

|∆3| <
1

T 3
obs

(4.131)

where

∆3
.
=

2

c
γ3 =

2

c
η1K1ΩBx1k (4.132)

Also the quantity |∆3| can be neglected unless very rapid bistatic angle
changes occur in conjunction with very large synchronization errors. The
inequality in Equation (4.131) is rewritten in Equation (4.133) in order to
highlight the joint dependence on synchronization errors and bistatic angle
changes.

|η1K1x1k | <
c

2ΩBT 3
obs

(4.133)

Although the joint action of bistatic geometry changes and phase synchro-
nization errors cause distortions, for these to be noticeable in the B-ISAR
image, particular scenarios with strong bistatic angle changes and large syn-
chronization errors must be considered.

In the rare event of significant quadratic distortions, the quadratic dis-
tortion term can be nullified by using time-frequency distributions (TFD)
instead of the FT to form the image along the Doppler coordinate, as has
been formally demonstrated in a number of papers [16, 4, 3].

A few examples that aim at verifying the effectiveness of monostatic ISAR
autofocusing techniques when used for bistatic ISAR and analyzing the distor-
tion effects caused by both bistatic angle changes and synchronization errors
when using a monostatic ISAR processor can be found in [11].

4.6 CONCLUSIONS
In this chapter the bistatic ISAR problem has been investigated and the re-
ceived signal model defined. A bistatic ISAR image reconstruction algorithm
has been defined which makes use of the monostatic ISAR processing and the
definition of the bistatically equivalent monostatic (BEM) radar. Moreover,
the main differences between the monostatic and bistatic cases have been in-
vestigated, among them the distortions introduced by the bistatic geometry.
More specifically, two sources of problems affecting the bistatic ISAR images,
namely bistatic angle changes and synchronization errors, have been deeply
investigated. The main results of this chapter are

• The applicability of the monostatic ISAR processor to the bistatic
geometry in most cases.

• A methodology to assess the applicability of monostatic ISAR proces-
sor to arbitrary bistatic ISAR scenario.
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• An analysis of the distortions caused by the bistatic geometry and syn-
chronization errors allowing for the correct interpretation of bistatic
ISAR images.
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Passive radars (PRs) have drawn the attention of the scientific community
for many decades, as they offer a number of advantages over conventional
active radar systems [14, 9, 6, 10, 8, 16, 2, 7]. A passive radar is intrinsically
a bistatic radar, since the transmitter and the receiver are not co-located.
Differently from the bistatic radar, PRs exploit illuminators of opportunity
(IOs) as electromagnetic sources to illuminate targets of interest. The use
of non-cooperative IOs imposes the need to use two receiving channels so
as to perform the matched filter at the receiver. One channel gathers the
reference signal, namely the transmitted signal, so as to have a copy of the
transmitted signal at the receiver, while the other channel gathers the echoes
from all the targets in the surveillance area, namely the received signal. A
pictorial representation of how a PR works is depicted in Figure 5.1, where
at the receiver location two antennas define both the reference channel and
the surveillance channel. The bistatic geometry offers an enhanced resilience
against electronic counter measure (ECM) with respect to active radars and
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Ground IO

Direct path signal

Target echo signal
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Figure 5.1 Passive radar principle with two different IOs, a ground-based broadcast

station and a spaceborne IO

a solution against stealth technology, which is designed primarily to defeat
monostatic radars.

Moreover, dealing with passive radar systems, the use of IOs reduces the
overall cost of the system. Typically IOs are classified as either external ded-
icated radar systems or other types of illuminators, such as broadcast trans-
mitters. The latter are of great interest as they allow large areas to be covered,
a wide range of frequencies to be used, which are not normally available for
active radar systems, and signals to be acquired continuously.

Nonetheless, some drawbacks are also worth mentioning, and especially
that the location of the transmitter and the waveform are not under the
control of the radar designer.

As research in this field progresses, more radar techniques are added to PRs
to make them able to handle several tasks and to be applied in different sce-
narios. One such task is the radar imaging of non-cooperative targets through
inverse synthetic aperture radar (ISAR) imaging, which in turn may open the
doors to non-cooperative target recognition (NCTR) capabilities [17, 11].

The purpose of this chapter is to pave the theoretical foundation of the the-
ory behind the passive ISAR imaging technique. However, to reach this goal,
the passive radar theory must be introduced first as well as the mathematical
formulation of the passive radar ambiguity function.
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The reminder of the chapter is organized as follows. Section 5.1 introduces
the concept of PR. Section 5.2 deals with the range Doppler map formation
process. Section 5.3 details the passive ISAR algorithm whereas Section 5.4
provides an analysis of different IOs in terms of ISAR image performances.
Conclusions are finally drawn in Section 5.5.

5.1 PASSIVE RADAR SIGNAL PROCESSING CHAIN
PR systems exploit reflection from IOs in order to detect and track objects.
The PR performance in terms of both target detection and imaging are strictly
dependent on the IO properties, and specifically on the emitted power density,
which impact on the receiver range coverage and on the SNR at the receiver,
and the transmitted waveform characteristics.

As already said in the introduction, a problem of PR systems with re-
spect to monostatic radar systems, concerns the fact that there is no copy of
the transmitted signal at the receiver. This problem is important for every
bistatic configuration, but it becomes relevant for passive configurations be-
cause the transmitter is non-cooperative. Therefore, a PR receiver requires at
least two channels to perform the matched filtering operation: the reference
channel which receives a copy of the transmitted signal at the receiver, and
the surveillance channel which receives echoes from targets within the surveil-
lance area. Therefore, the most simple PR system is composed of two highly
directive dedicated antennas used for the acquisition of the surveillance and
the reference signals, as shown in Figure 5.1. Matched filtering is achieved
by correlating the surveillance signal sR(t) with Doppler-shifted versions of
the reference signal sref (t) to form a range-Doppler map. The range-Doppler
map is also called the cross ambiguity function (CAF), namely the cross-
correlation between the reference and the surveillance signals. The ambiguity
function (AF) is instead the auto-correlation function of the reference signal.
The matched filter stage is needed for two important purposes: obtaining a
sufficient signal processing gain to allow the targets to be detected above the
noise floor and estimating the bistatic range and bistatic Doppler shift of the
target echoes. This solution based on the matched filter is the optimum re-
ceiver in the presence of additive white noise, but a typical PR scenario is
more complex and this simple structure presents several drawbacks. An ad-
vanced signal processing architecture is usually adopted in order to mitigate
and ideally suppress the several interference signals received on the surveil-
lance channel to a level under the noise floor. A general block scheme of a
PR processing chain is sketched in Figure 5.2 and it consists of the following
processing steps:

1. Reference signal pre-processing block. This block aims at improv-
ing the quality of the AF and then of the CAF. More specifically
this block is devoted to removing spurious peaks in the ambiguity
function caused by deterministic and pseudo-random pilot tones and
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reduce the multipath effects in the reference signal. Pilot tones may
be present in both analog (analog TV, for example) and digital wave-
forms (DVB-T, DVB-S, DVB-SH, etc.) and are typically used for
synchronization purposes. For what concerns the PR system and its
ambiguity function, such pilot tones determine spurious peaks which
if present in the RD map may affect the detection performance. Mul-
tipath is instead due to the fact that the reference signal acquired by
means of the reference channel does not necessarily come from the
main path, namely the direct path, but conversely, it may be the su-
perposition of two or more paths generated by reflection from ground
or other structures. Multipath in the reference signal may affect the
detection performance as shown in [22]. An effective way to mitigate
multipath effects consist in demodulating the reference signal, re-
covering the transmitted QAM (quadrature amplitude modulation)
symbols and then remodulating such symbols so as to reproduce a
reference signal free of multipath.

2. Interference suppression. This block is used to filter out the direct
path interference, its multipath and the ground clutter, which are
all characterized by a zero Doppler spectrum in the range-Doppler
domain. A wide variety of temporal adaptive processing techniques
have been developed for the removal of the interferences such as that
in [19].

3. Matched filter. It is used to generate the range Doppler maps to
determine target bistatic range and Doppler. This block represents
the key processing step in a passive radar [23].

4. Detector and tracker. Such block is devoted to detect and track tar-
gets in the range-Doppler domain. The target tracking in spatial co-
ordinates can be defined by exploiting measurements of the bistatic
range, the bistatic velocity and the direction of arrival of a target
[20].

5.2 RANGE DOPPLER MAP FORMATION
In a passive radar system, the optimum way to process the received signal is
given by the theoretical CAF calculation [27], defined as

χ(τ, ν) =

Tint∫
0

sR(t)sref
∗(t− τ)e−j2πνtdt (5.1)

where χ(τ, ν) represents the range-Doppler cross-correlation function between
the reference signal sref (t) and the surveillance signal sR(t), the variable τ
denotes the delay-time, ν corresponds to the frequency Doppler shift, Tint de-
notes the integration time or the so-called coherent processing interval (CPI).
In order to avoid integration losses, the integration time is typically chosen
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Figure 5.2 Signal processing chain for PBR

equal to Tint = Tobs + τmax, where Tobs is the time interval for which the ref-
erence signal has been acquired and τmax is the maximum delay time which
corresponds to the maximum non-ambiguous bistatic range. The most obvious
way to carry out the cross-correlation is to calculate the Fourier transform of
sR(t)sref

∗(t− τ), known in literature as the mixing product, for each bistatic
time delay. Another way is to calculate the cross-correlation between sR(t)
and sref (t− τ) for each Doppler shift. These two approaches are known in
literature as the Fourier transform based method and cross-correlation based
method, respectively [3]. The computation of the CAF (or the RD map)
through Equation (5.1) is however very computational. To save computational
efforts, sub-optimum implementations of Equation (5.1) so as to achieve real
time processing capabilities have been proposed in the past by several authors
[26, 9, 18, 3]. Among all these sub-optimum approaches, the one proposed in
[24, 15] deserves to be mentioned because it represents an excellent trade-off
between computational effort and sub-optimality. Such algorithm focuses on
the so-called like-FMCW algorithm or batch algorithm. Specifically, in [24, 15]
a new revised formulation of the optimum CAF has been proposed followed by
a new generalized and detailed mathematical formulation of the sub-optimum
batch algorithm.
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5.2.1 OPTIMUM CAF CALCULATION VIA THE BATCH ALGORITHM

The reference signal sref (t), in Equation (5.1), can be seen as the sum of nB
contiguous batches of length TB and it can be written as

sref (t) =

nB−1∑
n=0

srefb (t− nTB , n) (5.2)

where nB is the number of batches obtained as

nB =

⌊
Tobs
TB

⌋
(5.3)

where b.c indicates the maximum integer value that is smaller than the ar-
gument. It should be noted that Tobs is the temporal length of the reference
signal. The signal in each block is defined as

srefb (t, n) = sref (t+ nTB) q (t) (5.4)

where q (t) is

q (t) =

{
1 t ∈ [0, TB ]
0 otherwise

(5.5)

By substituting Equation (5.2) into Equation (5.1), the optimum CAF can be
written as

χ(τ, ν) =

nB−1∑
n=0

Tint∫
0

sR(t)s∗refb(t− τ − nTB , n)e−j2πνtdt (5.6)

According to the definition of srefb(t, n) in Equation (5.4), the integral in
Equation (5.6) can be modified as follows:

χ(τ, ν) =

nB−1∑
n=0

nTB+τ+TB∫
nTB+τ

sR(t)s∗refb(t− τ − nTB , n)e−j2πνtdt (5.7)

considering that s∗refb(t− τ − nTB , n) 6= 0 ∀ t ∈ [nTB + τ, nTB + τ + TB ].
Setting α = t−nTB and considering that the target distance is not a priori

known, τ ∈ [0, τmax], Equation (5.6) can be reformulated as

χ(τ, ν) =

nB−1∑
n=0

e−j2πνnTB

TB+τmax∫
0

sRb(α, n)s∗refb(α− τ, n)e−j2πναdα (5.8)

where sRb(t, n) is the nth block of the surveillance signal sR (t), which is
defined as

sRb(t, n) = sR (t+ nTB) r (t) (5.9)
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Figure 5.3 Graphical representation of reference and surveillance signal segmenta-

tion

where r (t) is

r (t) =

{
1 t ∈ [0, TB + τmax]
0 otherwise

(5.10)

In order to guarantee the maximum integration gain at the output of each
cross-correlation, the signal sR(t) is divided into partially overlapped batches.
For the sake of clarity, the way in which both sref (t) and sR(t) are split into
batches of shorter lengths is graphically represented in Figure 5.3.

By considering the signals sRb(t, n) and srefb(t, n), the CAF relative to the
signals in the nth batch, χn(τ, ν), can be defined as

χn(τ, ν) =

+∞∫
−∞

sRb (t, n) s∗refb (t− τ, n) e−j2πνtdt (5.11)

Then, by substituting Equation (5.11) into Equation (5.8) yields

χopt(τ, ν) =
nB−1∑
n=0

e−j2πνnTBχn(τ, ν)

0 ≤ τ ≤ τmax

−νmax ≤ ν ≤ νmax

(5.12)

Therefore, the optimum cross-ambiguity function χopt(τ, ν) , between sR (t)
and sref (t), can be seen as a weighed sum of the cross-ambiguity functions,
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χn(τ, ν), evaluated within each batch. Up to this stage, only a new formulation
of the optimum CAF has been suggested without gaining with respect to the
computational load and time processing.

5.2.2 BATCH ALGORITHM IMPLEMENTATION

A mathematical definition of the sub-optimum batches algorithm is derived
by considering a specific approximation in the Doppler domain. Specifically,
in Equation (5.11), when the product between TB and the maximum target
Doppler νmax is small compared to the unity, the phase rotation can be ap-
proximated as a constant value within each block. Specifically, the value of
such a phase rotation is closer to the central time of the batch interval (TB/2)

2πνt ≈ 2πν
TB
2
∀t ∈ [0, TB ] , ν ∈ [−νmax, νmax] (5.13)

and Equation (5.12) can be simplified as

χb(τ, ν) = e−jπνTB
nB−1∑
n=0

e−j2πνnTB

TB+τmax∫
0

sRb(α, n)s∗refb(α− τ, n)dα

(5.14)
It should be noted that the target Doppler shift is estimated based on the

increasing phase shift between consecutive batches. Due to the sampling the-
orem, this yields the relation νmax ≤ 1/2TB . By defining the cross-correlation
within the nth block as

χcc(τ, n) =

TB+τmax∫
0

sRb(α, n)s∗refb(α− τ, n)dα (5.15)

Equation (5.14) can be written as

χb(τ, ν) = e−j2πνTB
nB−1∑
n=0

e−j2πνnTBχcc(τ, n) (5.16)

or alternatively

χb(τ, ν) = e−j2πνTB
nB−1∑
n=0

e−j2πνnTBχn(τ, 0) (5.17)

The Doppler frequency compensation is neglected inside each block while
it is considered with respect to consecutive blocks. The cross-correlation term,
χcc(τ, n), in Equation (5.16) implements the matched filter or the pulse com-
pression. It is therefore straightforward to conclude that it represents the
range profiles relative to the nth block.
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It is important to point out how the batch algorithm presents analogies
with the classical pulse-Doppler processing used in active coherent radars.
Pulse-Doppler processing provides a significant reduction in computational
cost while suffering only a modest loss in processing gain. The received signal
is first pulse-compressed by correlating the fast-time signals with the zero-
Doppler matched filter. The range-Doppler map is then formed by taking the
Fourier transform along the slow time domain. This processing is optimum
under the assumption that the received waveform is an amplitude-scaled and
time-delayed version of the transmitted waveform. The Doppler shift of the
received waveform represents an unintentional mismatch between the received
signal and the matched filter. The response of a waveform in the presence of
an uncompensated Doppler is known in literature as Doppler tolerance. In an
active radar system, the Doppler shift and its impact on the matched filter
output signal may be approached in several ways. The first way is to select
a waveform and its modulation parameters in order to achieve a Doppler-
tolerant waveform. The main difference is that, in the active radar case, the
transmitted waveform properties can be selected in order to obtain a Doppler
tolerant waveform, while in a passive radar scenario only an appropriate batch
length can be selected to reduce these losses.

5.2.3 PERFORMANCE ANALYSIS

The losses of the batch algorithm with respect to the optimum algorithm are
evaluated by means of the improvement factor (IF) defined as follows:

IF (τ, ν) = 20log10

(∣∣∣∣ SNRb(τ, ν)

SNRopt(τ, ν)

∣∣∣∣) (5.18)

where SNRb(τ, ν) and SNRopt(τ, ν) represent the SNR obtained, respectively,
by using the batch algorithm and the optimum one, respectively. Let the SNR
be the ratio of the signal power to the mean noise power:

SNR(τ, ν) =

∣∣χ(s)(τ, ν)
∣∣2

E
{∣∣χ(w)(τ, ν)

∣∣2} (5.19)

where χ(s)(τ, ν) and χ(w)(τ, ν) are the target and noise components obtained
at the output of the CAF processing, respectively, and E {.} represents the
statistical expectation operator.

Let χ
(s)
b (τ, ν) and χ

(s)
opt(τ, ν) be the target components of RD map obtained

at the output of the batch algorithm and the optimum algorithm, respectively.
In order to derive a closed form solution of IF (τ, ν), both SNRb(τ, ν) and

SNRopt(τ, ν) should be computed first.
For the sake of simplicity, let us assume the target composed of a single

slowly fluctuating point scatterer. The received echo of such a target on the
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surveillance channel, after demodulation and baseband conversion, can be
approximated as follows:

sR(t) = σk · sref (t− τk)ej2πνkt (5.20)

where τk and νk are the delay time and Doppler shift of the single point target
and σk is a complex amplitude which is a function of the target reflectivity,
propagation effects and antenna gain.

By segmenting the surveillance signal as done in Equation (5.2) and as
graphically represented in Figure 5.3, the surveillance received signal in a
batch can be expressed as follows:

sRb(t, n) = σk · ej2πνk(t+nTB)
n−1∑
m1=1

srefb(t− τk +m1TB , n−m1)+

σk · ej2πνk(t+nTB)sref (t− τk, n)+

σk · ej2πνk(t+nTB)
nB∑

m2=n+1

srefb(t− τk −m2TB , n+m2)

(5.21)

As can be noted, sRb(t, n) is composed of two main components. The one
is srefb(t−τk,n)e

j2πνk(t+nTB) which is the desired signal, namely, the reference

signal in the nth batch delayed by the target delay-time. The other term,
namely

sCTRb (t, n) = σke
j2πνk(t+nTB)

n−1∑
m1=1

srefb(t− τk +m1TB , n−m1)+

σke
j2πνk(t+nTB)

nB∑
m2=n+1

srefb(t− τk −m2TB , n+m2)

(5.22)

is instead due to the reference signal in the adjacent batches.
By substituting sRb(t, n) in Equation (5.11), the signal component of

χn(τ, ν) can be derived as follows:

χ(s)
n (τ, ν) = ej2πνT (t+nTB)

∫ ∞
−∞

sRb(α, n)s∗refb(α− τ, n)e−j2πνtdt

= Mn(τ, ν) +MCT
n (τ, ν)

(5.23)

where

Mn(τ, ν) = σke
j2πνknTB

∫ ∞
−∞

srefb(t− τk, n) · s∗refb(t− τ, n)e−j2π(ν−νk)tdt

(5.24)
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and

MCT
n (τ, ν) =

∫ ∞
−∞

sCTRb (t, n) · s∗refb(t− τ, n)e−j2πνtdt (5.25)

The contribution of Mn(τ, ν) is larger than MCT
n (τ, ν) since the signals in

different batches are typically uncorrelated. In any case, even when a small
correlation exists, MCT

n (τ, ν) can be neglected as its average is much smaller
than the average of Mn(τ, ν).

Therefore, MCT
n (τ, ν) can be neglected as shown in Equation (5.26):

χ(s)
n (τ, ν) = σke

j2πνknTB

∫ ∞
−∞

srefb(t−τk, n)s∗refb(t−τ, n)e−j2π(ν−νk)t (5.26)

by setting α = t− τk, the following equations can be derived:

χ(s)
n (τ, ν) = σej2πνknTB

∫ ∞
−∞

srefb(α, n)s∗refb(α+τk−τ, n)e−j2π(ν−νk)(α+τk) dα

(5.27)
Then, simple mathematical manipulation leads to the following equation:

χ(s)
n (τ, ν) = σke

−j2πνknTBej2π(ν−νk)τkAn(τ − τk, ν − νk) (5.28)

where

An(τ, ν) =

∫ ∞
−∞

srefb(α, n)s∗refb(α− τ, n)e−j2πνα dα (5.29)

Finally, by using Equation (5.12), the signal component of the optimum
cross-ambiguity function can be derived as follows:

χ
(s)
opt = σke

−j2π(ν−νk)τk

nB−1∑
n=0

e−j2π(ν−νk)nTBAn(τ − τk, ν − νk) (5.30)

Similar steps can be performed to obtain the signal component of cross-
ambiguity function at the output of the batch algorithm. Specifically, starting
from Equation (5.11) and by neglecting the cross terms, namely, MCT

n (τ, ν),
χsn(τ, 0) can be derived as follows:

χ(s)
n (τ, 0) = σke

j2πνknTB

∫ ∞
−∞

srefb(t− τk, n)s∗refb(t− τ, n)ej2πνkt dt (5.31)

Then, by using Equation (5.29), χsn(τ, 0) can be rewritten as follows:

χ(s)
n (τ, 0) = σke

j2πνknTBej2πνkτkAn(τ − τk,−νk) (5.32)
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Finally, by using Equation (5.17), χsb(τ, ν) can be derived as follows:

χ
(s)
b (τ, ν) = σke

−j2πνTBej2πνkτk
nB−1∑
n=0

e−j2π(ν−νk)nTBAn(τ − τk,−νk) (5.33)

The noise components, χ
(w)
b (τ, ν) and χ

(w)
opt (τ, ν), are computed by substi-

tuting the noise signal in the nth batch, w(t, n), in Equation (5.11) and (5.15),
respectively.

Let us consider w(t, n) a stochastic process, then, by applying Equation

(5.11), χ
(w)
opt (τ, ν) can be computed as follows:

χ
(w)
opt (τ, ν) =

nB−1∑
n=0

e−j2πνnTBχ(w)
n (τ, ν) (5.34)

The mean power of χ
(w)
opt (τ, ν) can be computed as in Equation (5.35)

E
{
|χ(w)
opt (τ, ν)|2

}
=
∑
n

∑
l

e−j2π(n−l)νTBE
{
χ(w)
n (τ, ν) ·

(
χ

(w)
l (τ, ν)

)∗}
(5.35)

where (·)∗ denotes the complex conjugate operator. By assuming that the noise

in different batches is uncorrelated, that is E
{
χ

(w)
n (τ, ν) ·

(
χ

(w)
l (τ, ν)

)∗}
= 0

when n 6= l, Equation (5.35) can be rewritten as follows:

E
{
|χ(w)
opt (τ, ν)|2

}
=
∑
n

E
{
|χ(w)
n (τ, ν)|2

}
(5.36)

By looking at Equation (5.11), the integral can be interpreted as the output
of a filter whose impulse response is

hFAopt(t, n) = srefb(t, n)e−j2πνt (5.37)

Under the assumption of wide-sense stationary random process, the ESD
of the noise signal at the output of the filter is as follows:

Pnopt(f, n) = Pw(f, n) ·
∣∣HFAopt(f, n)

∣∣2 (5.38)

where Pw(f, n) is the ESD of w(t, n), HFAopt(f, n) is the Fourier transform
with respect to the variable t of hFAopt(t, n) and is defined as follows:

HFAopt(f, n) = Srefb(f − ν, n) (5.39)

Then, the mean power of χ
(w)
n (τ, ν) can be obtained as in Equation (5.40).

E
{
|χ(w)
n (τ, ν)|2

}
=

∫
Pw(f, n) · |Srefb(f − ν, n)|2 df (5.40)
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If we consider Equation (5.15) and we look at the definition of χcc(τ, n),
similar considerations can be drawn, but in this case the filter can be defined
as follows:

hFAb(t, n) = srefb(t, n) (5.41)

and

Pnb(f, n) = Pw(f, n) · |Srefb(f, n)|2 (5.42)

Then, the mean power of χ
(w)
b (τ, ν) can be derived as follows:

E
{
|χ(w)
b (τ, ν)|2

}
=
∑
n

E
{
|χ(w)
cc (τ, n)|2

}
(5.43)

where

E
{
|χ(w)
cc (τ, n)|2

}
=

∫
Pw(f, n) · |Srefb(f, n)|2 df (5.44)

Under the assumption of Gaussian and white noise, the noise at the output
of both the batch algorithm and the optimum algorithm have the same mean
power level,

E
{
|χ(w)
n (τ, ν)|2

}
= E

{
|χ(w)
cc (τ, n)|2

}
(5.45)

then,

E
{
|χ(w)
opt (τ, ν)|2

}
= E

{
|χ(w)
b (τ, ν)|2

}
(5.46)

Even in the hypothesis of colored noise, but still uncorrelated noise real-
izations among the batches, Equation (5.46) holds true when the maximum
Doppler frequency of the target νmax is much smaller than the bandwidth of
the reference signal, which is usually the case.

By using Equation (5.33) and Equation (5.30) under the hypothesis of a
single slowly fluctuating point target, the IF (τ, ν) can be approximated as
follows:

IF (τ, ν) = 20log10

(
|
∑nB−1
n=0 e−j2π(ν−νk)nTBAn(τ − τk,−νk)|

|
∑nB−1
n=0 e−j2π(ν−νk)nTBAn(τ − τk, ν − νk)|

)
(5.47)

where τk and νk are the delay-time and Doppler shift of a single slowly fluctu-
ating point target. Equation (5.47) shows how the losses only depend on the
target Doppler frequency and on the shape of the ambiguity function An (0, ν),
evaluated within each batch, along the Doppler coordinate. Specifically, if the
small Doppler approximation can be accepted, the losses can be considered
negligible. Moreover, the small Doppler approximation is acceptable if the
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product νmaxTB is small and for this reason, the batch length can be short-
ened as required in order to obtain reduced losses. It should be mentioned that
the performance will depend on the type of waveform, as some waveforms are
intrinsically less influenced by the Doppler effect than others. The computa-
tional load of the batch algorithm increases when the number of batches, nB ,
and the number of range bins in the CAF increase. In other words, if the batch
length TB decreases, the number of batches nB increases and consequently the
computational effort results are more expensive due to the higher number of
cross-correlation functions to be computed. In conclusion, the batch length
can be set in order to obtain a good compromise between the SNR losses and
the computational cost.

5.3 PASSIVE ISAR THEORY
Before introducing the passive ISAR concept, we should discuss its feasibility,
that is, whether a PR system meets the requirements needed to obtain effective
ISAR images. These requirements are

• Phase coherence that should be kept high during the coherent pro-
cessing interval (CPI).

• High enough pulse repetition frequency (PRF) to avoid image aliasing.
• Fine range and cross-range resolutions.

Phase coherence is ensured by the cross-correlation between the direct and
the surveillance signals.

Since IOs transmit continuously, the required PRF to avoid image aliasing
can be set according to the scenario characteristic. In a passive radar, in fact,
the PRF coincides with the batch length, namely TB . Then, it is possible to
set it to avoid image aliasing and at the same time to minimize SNR losses,
as already said. Differently from an active radar system which transmits the
same waveform every PRI, in a passive radar system, the transmitted signal
may change among different batches.

Finally, concerning the spatial resolutions, it must be pointed out that the
signal waveform, and specifically the central frequency and the transmitted
instantaneous bandwidth, as well as the bistatic geometry strongly affect the
range and cross-range resolutions. Although these factors are not under the
control of the radar system designer, the available waveform parameters can
be properly managed to obtain fine enough spatial resolutions, as it will be
shown in the following sections.

5.3.1 PASSIVE ISAR SIGNAL PROCESSING CHAIN

The passive ISAR algorithm takes as input the RD map which may contain
more than one target. However, the ISAR image processing can process a
single target at time, therefore, the signal scattered by the target of interest
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must be extracted before. This operation cannot be performed in the data
domain as the received signal is the sum of the echoes from all the targets
in the scene. It is carried out in the range-Doppler domain (τ, ν), where the
moving targets, even if unfocused, appear as separated objects.

Once target detection has been performed, a sub-image of the target of in-
terest is extracted by selecting a rectangular window in the RD map, χi(τ, ν),
which contains only the target echo plus a small amount of clutter and noise.
The target sub-image selection acts as a two-dimensional filter and is essential
because of the following reasons:

• More than one target may be present in the RD map, but only a target
at a time can be processed by the ISAR processing.

• Noise and clutter are strongly attenuated as only the resolution cells
occupied by the target are retained whereas the rest is filtered out.

The sub-image of the target of interest is then passed to the ISAR
imaging algorithm. ISAR processors are typically designed to work in the
frequency/slow-time domain, as shown in Figure 5.4, where the variable f
represents the frequency while the discrete variable n represents the slow-
time. Therefore, the target sub-image should be suitably transformed into
the above-mentioned domain. This operation is carried out by means of a
two-dimensional Fourier transform. Once the signal scattered by the target
of interest in the data domain has been obtained it can be processed by the
ISAR algorithm which consists of both autofocus and image formation.

The mathematical details of both the target extraction steps and the ISAR
image formation steps will be given in the next subsections.

5.3.2 P-ISAR SIGNAL MODELING

Let the geometry be represented by Figure 5.5, where Tx (x1, x2, x3) is a Carte-
sian reference system embedded on the target so that x2 is aligned with the
bistatic LoS, iLoS,B at the central time of the observation time interval, x3

is aligned with the bistatic target effective rotation vector, ΩB (the projec-
tion of the target bistatic total rotation vector ΩBT onto the plane perpen-
dicular to iLoS,B) and x1 is chosen so as to be perpendicular to the plane
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(x2, x3). Tξ (ξ1, ξ2, ξ3) is a Cartesian reference system centered on the trans-
mitter and RTxTg , RTxRx and RRxTg are the transmitter-target, transmitter-
receiver and the receiver-target distances. The receiver is composed of two
antennas, namely, the reference antenna,Aref , which points towards the trans-
mitter to acquire the reference signal, sref (t), and the surveillance antenna,
AR, which points towards the target to acquire the surveillance signal, sR(t).

As already said, a passive radar is intrinsically bistatic, since the transmit-
ter and the receiver are typically not co-located. As shown in [13] a bistatic
configuration can be approximated with an equivalent monostatic configura-
tion with a virtual sensor located along the bisector of the bistatic angle β and
at a distance R = (RTxTg +RRxTg) /2, which is the semi-sum of the distances
RRxTg and RTxTg. Therefore, a bistatic equivalent monostatic (BEM) radar
can be defined as shown in Figure 5.5, and the bistatic ISAR theory can be
applied in this framework.

The target angular motion with respect to the BEM radar can be described
by means of the total target angular rotation vector ΩBT . The effective ro-
tation vector ΩB is the rotation vector component that contributes to the
synthetic aperture formation. This latter can be obtained from the total tar-
get rotation vector as follows:

ΩB = iLoS,B × [ΩBT × iLoS,B ] (5.48)

where iLoS,B is the unit vector which identifies the BEM radar line of sight
and × represents the cross-product operator.

As shown in the previous section, the cross-ambiguity function between the
surveillance signal, sR(t), and the reference signal, sref (t), can be seen as a
weighted sum of the ambiguity functions calculated within each batch. Specif-
ically, Equation (5.16) highlights that the cross-ambiguity function, χb(τ, ν),
is the Fourier transform of the sequence χcc (τ, ν). Moreover, as previously
stated, since the ISAR processing can process a single target at a time, a
sub-image of the ith target, χi(τ, ν), is cropped out from the RD map prior
to the application of the ISAR algorithm [12].

Therefore, by inverse Fourier transforming χi (τ, ν) with respect to the
variable ν, the range profile history, χcc,i (τ, n) of the ith target is derived:

χcc,i (τ, n) = FT−1 [χi (τ, ν)] (5.49)

Let us now see how χcc,i(τ, n) is related with the signal scattered by the ith

target. For the sake of simplicity, in the following equations the index i has
been eliminated. The signal scattered by the target can be written as follows:

sR(t) =

∫
V

f ′(x)sref (t− τ (t; x)) dx (5.50)

where, τ (t; x) = R(x,t)
c , R (x, t) =

RTxTg(x,t)+RRxTg(x,t)
2 is the bistatic distance

between an arbitrary point on the target, the receiver and the transmitter, x
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is the vector locating the point of the target in the coordinates system Tx, c
is the light speed in a vacuum and V is the spatial domain where the target
reflectivity function, f ′ (x), is defined.

By assuming the target stationary during the batch interval, TB , the delay-
time can be approximated as τ (x, t) ' τ (x, n). Therefore, by using Equation
(5.2), Equation (5.50) can be reformulated as follows:

sR(t) =

nB−1∑
n=0

∫
V

f ′(x)srefb (t− τ (x, n)− nTB , n) dx (5.51)

As mentioned above, in order to have the same integration gain at each
batch, the surveillance signal is divided into segments of length TB + τmax.
According to that, the received signal, sR(t) in the nth segment can be written
as in the following formula:

sRb(t, n) =

∫
V

f ′(x) [srefb (t− τ(x, n)− nTB , n) + sA(t, n; x) + sB(t, n; x)]

(5.52)
where srefb(t−τ(x, n)−nTb, n) represents the desired received signal, whereas
sA(t, n; x) and sB(t, n; x) are portions of the reference signal in the signal
segments adjacent to the nth one, as graphically shown in Figure 5.3, namely:
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sA (t, n; x) =

sref (t− τ(x, n)− (n− 1)TB , n− 1) · rect

(
t− τ(x, n)/2

τ(x, n)

)
(5.53)

sB (t, n; x) =

sref (t− τ(x, n)− (n+ 1)TB , n+ 1) · rect

 t−
(
Tb + τmax+τ(x,n)

2

)
τmax − τ(x, n)


(5.54)

By using Equation (5.52), the cross-ambiguity function in a segment is:

χcc(τ, n) = χ(s)
cc (τ, n) + χA(τ, n) + χB(τ, n) (5.55)

where

χA(τ, n) =

∫
V

f ′(x)

∫ ∞
t=−∞

sA(t, n; x)s∗refb(t− τ, n) dt dx (5.56)

χB(τ, n) =

∫
V

f ′(x)

∫ ∞
t=−∞

sB(t, n; x)s∗refb(t− τ, n) dt dx (5.57)

χscc(τ, n) =

∫
V

f ′(x)

∫ ∞
t=−∞

srefb(t− τ(x, n), n)s∗refb(t− τ, n) dt dx (5.58)

Equation (5.55) can be approximated as follows:

χcc(τ, n) ' χ(s)
cc (τ, n) (5.59)

In fact, the term χ
(s)
cc (τ, n) is larger than χA(τ, n) and χB(τ, n), since the

signals in different batches are typically uncorrelated. In any case, even when
a small correlation exists, both χA(τ, n) and χB(τ, n) can be neglected as their

averages are statistically much smaller than the average of χ
(s)
cc (τ, n).

Equation (5.58) through Equation (5.59) express the relationship between
the target received signal and the related cross-ambiguity function. Let us
now project χcc(τ, ν) into the frequency/slow-time domain.

By Fourier transforming χcc(τ, n) with respect to the variable τ , the signal
S(f, n) in the frequency/slow-time domain is obtained as follows:
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S(f, n) = FT [χcc(τ, n)]

=

∫
V

f ′(x)

∫
t

srefb(t− τ(x, n), n)

∫
τ

s∗refb(t− τ, n)e−j2πfτ dτ dt dx

=

∫
V

f ′(x)

∫
t

srefb(t− τ(x, n), n)S∗refb(f, n)e−j2πft dt dx

=

∫
V

f ′(x)Srefb(f, n)S∗refb(f, n)e−j2πfτ(x,n) dx

= |Srefb(f, n)|2
∫
V

f ′(x)e−j2πfτ(x,n) dx

(5.60)

where Srefb(f, n) is the Fourier transform of srefb(τ, n).
The delay-time relative to an arbitrary scatterer can be written as follows:

τ(x, n) =
RTxTg(x, n) +RRxTg(x, n)

c
(5.61)

where RTxTg(x, n) and RRxTg(x, n) are the distances between an arbitrary
scatterer and the transmitter and the receiver, respectively. When the target
size is much smaller than both the target-transmitter and the target-receiver
distances, the straight-iso-range approximation can be applied, therefore both
RTxTg(x, n) and RRxTg(x, n) can be approximated as:

RTxTg(x, n) = RTxTg(n) + x · iLoS,T (n)

RRxTg(x, n) = RRxTg(n) + x · iLoS,R(n)
(5.62)

where RTxTg(n) and RRxTg(n) are the distances between the focusing point
O and the transmitter and receiver, respectively, and iLoS,T and iLoS,R are
the unit vectors which identify the LoS of the transmitter and the receiver,
respectively (see Figure 5.5).

Therefore, by using Equation (5.62), Equation (5.61) can be reformulated
as follows:

τ(x, n) =
2

c
[R(n) +K(n)x · iLoS,B(n)] (5.63)

where:

R(n) =
RTxTg(n) +RRxTg(n)

2

K(n) =

∣∣∣∣ iLoS,T (n) + iLoS,R(n)

2

∣∣∣∣ = cos

(
β(n)

2

)
iLoS,B(n) =

iLoS,T (n) + iLoS,R(n)

|iLoS,T (n) + iLoS,R(n)|

(5.64)
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Figure 5.6 Pictorial representation of the aspect angle ϑ(n). The aspect angle is

defined as the angle between the radar LoS, in this case iLoS,B and x2

where β(n) represents the value of the bistatic angle at time n (see Figure 5.5
for the geometrical interpretation of β).

Then, Equation (5.60) can be rewritten as follows:

S(f, n) = |Srefn(f, n)|2e−j4π
f
cR(n)

∫
V

f ′(x)e−j4π
f
cK(n)x·iLoS,B(n) dx (5.65)

S(f, n) in Equation (5.65) represents the signal model in the frequency/slow-
time domain to which the imaging algorithm is applied.

5.3.3 P-ISAR IMAGING

The P-ISAR imaging algorithm proposed in this book is based on the image
contrast based autofocus (ICBA) algorithm and the range-Doppler technique.
The ICBA is a parametric technique and is based on the image contrast (IC)
maximization. Details can be found in Chapter 3.

The range-Doppler technique is based on the assumption that the Doppler
frequency of each scatterer, relative to a reference point taken on the target,
is constant within the observation time. This assumption is usually verified
when the effective rotation vector ΩB(t) can be assumed constant within the
observation time. Let ϑ(n) be the target aspect angle at the slow-time instant
n with respect to the LoS of the BEM radar, as shown in Figure 5.6. The
scalar product x · iLoS,B(n) can be reformulated as in Equation (5.66):

x · iLoS,B(n) = x1sin(ϑ(n)) + x2cos(ϑ(n)) (5.66)

where x1 and x2 are the scatterer coordinates in the image projection plane
(IPP), which is the plane orthogonal to ΩB . For notation simplicity, and as
it can be noted in Figure 5.5, the reference system embedded on the target,
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Tx, has been chosen so that the two-dimensional plane (x1, x2) coincides with
the ISAR image projection plane. Then, S(f, n) can be rewritten as:

S(f, n) = |Srefb(f, n)|2e−j4π
f
cR(n)

∫
V

f ′(x)e−j2π[x1X1(f,n)+x2X2(f,n)] dx

(5.67)
where

X1(f, n) =
2fK(n)sin(ϑ(n))

c

X2(f, n) =
2fK(n)cos(ϑ(n))

c

(5.68)

are the spatial frequencies.
The variation of the distance between the target and the BEM, namely

R(n), over the slow-time domain, causes a range migration that must be ac-
counted for. In order to compensate the target radial motion, the phase term

e−j4π
f
cR(n) in Equation (5.68) must be estimated and removed. In ISAR sce-

narios, where the target is usually non-cooperative, this operation is performed

by means of autofocusing algorithms. The estimation of e−j4π
f
cR(n) results in

the estimation of R(n) and therefore of the target motion parameters.
After target motion compensation and some mathematical manipulations,

the signal in Equation (5.67) can be expressed as in Equation (5.69)

SC(f, n) = W (f, n)

∫
x1

∫
x2

f(x1, x2)e−j2π[x1X1(f,n)+x2X2(f,n)] dx1 dx2

= W (f, n) ·G (X1, X2)

(5.69)

where the dependency from (f, t) has been omitted in X1 and X2 and
W (f, n) represents the signal support of S(f, n), which is the region in the
frequency/slow-time domain where the signal S(f, n) exists, and is expressed
as follows:

W (f, n) = |Srefb(f, n)|2WT (n) (5.70)

where WT (n) = rect
(
n
N

)
, N = dTintTB

e, f(x1, x2) =
∫
x3
f ′(x) dx3, is the pro-

jection of the target reflectivity function onto the IPP, and F (X1, X2) =
2D-FT [f(x1, x2)], is the two-dimensional Fourier transform of f(x1, x2). As
can be noted by observing Equation (5.69), an estimate of f ′(x1, x2) can be
obtained by inverse Fourier transforming SC(f, n).

However, to effectively apply the range-Doppler algorithm, the signal sup-
port band, W (f, n) shall be rectangular, otherwise an interpolation algorithm
should be used before the ISAR image reconstruction.
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Then, under the hypothesis that the aspect angle variation within the in-
tegration time is small enough |∆ϑ| � 1, and that the bistatic angle changes
are relatively small, β(n) ' β(0) = β0, both the spatial frequencies can be
approximated as follows:

X2(f, n) ' X2(f) =
2fK0

c

X1(f, n) ' X1(n) =
2f0K0ϑ(n)

c
=

2f0K0ΩBnTB
c

(5.71)

where K0 = cos(β(0))
2 .

By substituting both X1(f, n) and X2(f, n) in Equation (5.69), the motion
compensated signal becomes:

SC(f, n) = W (f, n)

∫
x1

∫
x2

f(x1, x2)e
−j2π

[
x1

2fK0
c +x2

2f0K0ΩBnTB
c

]
dx1 dx2

(5.72)
By substituting the variables (x1, x2) with the variables (τ, ν) as defined in

Equation (5.73)

ν =
2f0K0ΩBx1

c

τ =
2x2K0

c

(5.73)

Equation (5.72) can be rewritten as follows:

SC(f, n) = C ·W (f, n)

∫
τ

∫
ν

f(τ, ν)e−j2π[τf+νnTB ] dτ dν (5.74)

where C = c2

f0K2
0ΩB

.

By observing Equation (5.74), it can be noted that both range and Doppler
resolutions are degraded by a factor K0 with respect to those achievable with
a monostatic radar.

By applying the RD technique to the signal in Equation (5.74), the ISAR
image of the target is obtained:

I(τ, ν) = Cw(τ, ν)⊗⊗f(τ, ν) (5.75)

where w(τ, ν) represents the point spread function (PSF) of the ISAR sys-
tem in the delay-time/Doppler domain, which depends on both the spectral
content of the reference signal and on the integration time. The symbol ⊗⊗
indicates double convolution.
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It is important to remark that the results obtained in this section are
independent of the illuminator of opportunity and therefore independent of
the reference signal waveform.

In the following section, the ISAR system performance in terms of spatial
resolutions will be analyzed.

5.3.4 PERFORMANCES ANALYSIS

ISAR system performances are usually evaluated in terms of spatial resolu-
tions, which can be calculated through the analysis of the system PSF. The
purpose of this section is to find a closed form solution of the system PSF.

In passive radars, the reference signal in a batch, srefb(t, n), can be modeled
as a random signal, where the index n indicates a realization of the stochastic
process. Differently from active radars, in passive radars, the signal content
usually changes over time. Then, differently from active radars in which the
transmitted waveform is unchanged over the slow-time, in the passive radar
case, the reference signal changes over the slow-time variable. Because of that,
only the statistical average of the spatial resolutions can be computed.

As shown in Equation (5.74), the signal support W (f, n) is proportional
to |Srefb(f, n)|2, which is the ESD of srefb(t, n) which is a realization of a
random signal. The ESD can be computed then as the statistical average of
|Srefb(f, n)|2:

P̂Sref (f) =
E
[
|Srefb(f, n)|2

]
TB

(5.76)

Equation (5.76) is however an approximation of PSref (f), being PSref =

limTB→∞
E[|Srefb(f,n)|2]

TB
.

However, P̂Sref (f) is typically a consistent estimator of PSref (f).

Then, the signal support band can be written as a function of P̂Sref (f):

W (f, n) = P̂Sref (f) ·WT (n) (5.77)

By Fourier transforming Equation (5.77), the statistical average of the PSF
can be derived:

w(τ, ν) = p̂ref (τ) · wT (ν) (5.78)

where wT (ν) is the Fourier series of WT (n):

wT (ν) = ejπ(N−2)νTB
sin(nBTBπν)

sin(πνTB)
(5.79)

It is worth pointing out that the result in Equation (5.78) is a direct conse-
quence of the application of a two-dimensional Fourier transform to a function
which is the product of separate functions of different variables.
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Moreover, it should be pointed out that the amplitude of wT (ν) approaches
that of the function N · sinc(νnBTB). By observing Equation (5.79) the shape
of the PSF along the Doppler coordinate is independent of the reference signal
content, and, therefore, the Doppler resolution is determined by the integra-
tion time Tobs = nBTB only. Instead, the characteristics of p̂ref (τ) affect the
PSF along the time-delay coordinate.

5.4 ILLUMINATORS OF OPPORTUNITY ANALYSIS
The illuminators of opportunity can be divided into two main classes: ana-
logue emitters like frequency modulation (FM) radio [9], analogue television,
or digital transmitter as digital audio broadcasting (DAB) [8] and digital video
broadcasting-terrestrial (DVB-T) [5, 4], global system for mobile communi-
cations (GSM), universal mobile telecommunications systems (UTMS) [21],
WiFi and worldwide interoperability for microwave access (WiMAX). The
parameters that need to be taken into account in assessing their usefulness
are: their power density at the target, their coverage (both spatial and tem-
poral) and the signal characteristics. In general, digital waveforms have to
be preferred to analog ones, since the ambiguity function is independent on
the signal content. Passive radars based on analogue signals show detection
performance strongly dependent on the signal content. In contrast, digital
waveforms, thanks to specific signal coding, have spectral properties which
are nearly independent of the signal content. Such waveforms exhibit an am-
biguity function with a thumb-tack shape and a bandwidth that is constant
in time. In Table 5.1, the main parameters of different types of waveforms are
reported.

Table 5.1
Summary of typical parameters of PBR IOs

IOs Frequency

[MHz]

EIRP [KW] Istantaneous

Bandwidth
[MHz]

Monostatic

Range Resolu-
tion [m]

FM 87.5-108 0.01-0.1 0.16 937

UMTS 2210-2170 0.001-0.1 3.84 39

DAB 174-240 0.8-1.6 1.536 100

DVB-T 164-800 0.1-10 7.61 19.7

WiFi

802.11

2400 0.0001 5 30

Wi-MAX 2400 0.02 20 15

Among digital waveforms, DVB-T, DAB, GSM and recently UMTS are
the most exploited as illuminator of opportunity. Specifically, both UMTS
and DVB-T signals have a wide bandwidth that allows achieving good spa-
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tial resolution. Among digital waveform the best compromise between range
resolution and EIRP value can be achieved by using DVB-T signals.

5.4.1 DVB-T CASE STUDY

In this section we derive the statistical average of the PSF when a DVB-T
transmitter is used as an illuminator of opportunity. Among all digital IOs, a
DVB-T signal exhibits a content-independent spectrum and a relatively wide
bandwidth. The DVB-T signal is organized in COFDM frames. Each frame
consists of 68 OFDM symbols. Each symbol is formed by a set of data sub-
carriers, pilot sub-carriers and transport parameter signaling (TPS). The pilot
and TPS sub-carriers are used for receiver synchronization and transmission
parameter estimation, respectively. In the Italian DVB-T standard, 6817 sub-
carriers, among the available 7168, are used to transmit. This means that
the signal bandwidth is BS = 7.61MHz while the canalization is equal to
BC = 8MHz. Because of that, adjacent DVB-T channels are separated by
gaps where no signal is transmitted. Such gaps are useful in order to reduce
the cross-interference between adjacent channels. Each sub-carrier is 64 QAM
modulated with baseband data.

As already said, the reference signal affects only the PSF along the delay-
time domain, whereas the PSF along the Doppler domain is determined only
by the integration time and is given in Equation (5.79).

The delay-time component of the PSF evaluated at zero-Doppler (ν = 0)
is obtained here by using real data. The P̂Sref (f) is first obtained by applying
Equation (5.76) to the acquired data, then the delay-time component of the
PSF at zero-Doppler is calculated by applying a Fourier transform to P̂Sref (f).

It should be noted that for the case at hand, the delay-time component
of the PSF remains the same for all Doppler frequency except for an ampli-
tude value (wT (ν)). Specifically, the case of both single DVB-T channel and
multiple adjacent DVB-T channels will be considered hereinafter with the
aim of analyzing the system PSF. Experimental data was acquired by using a
software defined radio acquisition board. The equipment used to acquire the
DVB-T signal is fully described in [21, 1].

A single channel DVB-T signal was acquired for an observation time equal
to 0.15 s by pointing the antenna towards the illuminator of opportunity. In
order to compute P̂Sref (f) the signal has been divided into nB batches of
shorter length. By considering the nB signals as random realizations of a
stochastic process, Equation (5.76) can be applied. In Figure 5.7 the PSD of
a single batch signal and the average PSD, namely P̂Sref (f), are represented.

By looking at Figure 5.7 a suitable model that approximates P̂Sref (f) is as
follows:

P̂Sref (f) ' PSref (f) = rect

(
f

BS

)
(5.80)
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Figure 5.7 (a) PSD of a single batch signal and (b) average PSD, P̂Sref (f) obtained

with nB = 700
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Therefore, a model for the delay time component of the PSF can be ob-
tained by Fourier transforming Equation (5.80) as follows:

pref (τ) = BS · sinc(τBS) (5.81)

pref (τ), p̂ref (τ) and pref (τ, n) are represented in Figure 5.8, where
pref (τ, n) and p̂ref (τ) have been obtained by applying the Fourier transform
to the spectrum in Figure 5.7 (a) and (b), respectively. As it can be observed,
p̂ref (τ) ' pref (τ).

As recently demonstrated in [4, 5], a wideband signal of opportunity can
be obtained by coherently adjoining NC adjacent DVB-T channels, which
produces a range resolution improvement by a factor of NC .

The use of multiple adjacent DVB-T channels leads to a fine range resolu-
tion without drastically affecting the image quality. Some artifacts, however,
occur as the gaps between adjacent channels generate grating lobes in the im-
age domain. Some algorithms can be found in literature to solve this problem
[17, 25].

A DVB-T signal composed of three adjacent channels was acquired for an
observation time equal to 0.15 s, by pointing the antenna directly towards
the illuminator of opportunity. As it has been done previously, in order to
compute P̂Sref (f), the signal is broken down into nB batches of shorter length

and P̂Sref (f) is obtained by using Equation (5.76).

As can be noted by observing Figure 5.9, P̂Sref (f) approximates a model
PSref (f) which is defined as follows:

P̂NCref (f) ' Pref (f) = rect

(
f

NC ·BC

)
·
∞∑

k=−∞

rect

(
f − kBC
BS

)
(5.82)

where NC is the number of adjacent DVB-T channels. Therefore, a model for
the PSF in the delay-time domain can be derived by Fourier transforming
PNCref (f), as follows:

pNCref (τ) = NC ·
∑
p

sinc

(
p ·BS
BC

)
· sinc

(
NCBC

(
τ − p

BC

))
(5.83)

pref (τ), p̂ref (τ) and pref (τ, n) are represented in Figure 5.10, where p̂ref (τ)
and pref (τ, n) are obtained by applying the Fourier transform to the spectrum
in Figure 5.9 (a) and (b), respectively. As can be noted, p̂ref (τ) approximates
quite well the PSF model.

Finally, for the sake of comparison, p̂ref (τ) obtained both for the single

DVB-T channel and three DVB-T channels signal, namely p̂ref (τ) and p̂NCref (τ)
with NC = 3, are compared in Figure 5.11, where the resolution enhancement
is clearly visible.
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(a)

(b)

Figure 5.8 (a) pref (τ), p̂ref (τ) and pref (τ, n) and (b) zoom
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(a)

(b)

Figure 5.9 (a) PSD of a single batch signal and (b) average PSD, P̂Sref (f) obtained

with nB = 700
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(a)

(b)

Figure 5.10 (a) pref (τ), p̂ref (τ) and pref (τ, n) and (b) zoom
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Figure 5.11 Comparison between p̂ref (τ) and p̂NCref (τ)

5.5 CONCLUSIONS
The CAF batch algorithm and the theoretical formulation of P-ISAR imag-
ing, have been provided in this chapter. Moreover, a means to measure the
performance of both these algorithms has been provided. Particularly, the per-
formance of the CAF batch algorithm are measured in terms of the improve-
ment factor (IF), that is the ratio of SNR obtained by using the CAF batch
algorithm and the SNR obtained by using the conventional CAF method.

The performance of the P-ISAR algorithm are, instead, measured in terms
of range and cross-range resolutions. This is because for effective ISAR imag-
ing a mandatory requirement is the achievement of fine range resolution. Dif-
ferently from active radars, where the transmitted waveforms are properly
designed to get the desired spatial resolutions, in a P-ISAR system the spa-
tial resolutions are dependent on the used IO. Specifically, the range resolution
is affected by the transmitted instantaneous bandwidth while the cross-range
resolution is affected by the operating frequency. The higher the operating
frequency, the finer the cross-range resolution.

Even if a particular case study, namely the DVB-T, is handled in this
chapter, it should be mentioned that the theoretical results are applicable to
all possible IOs, as they are independent of the used waveform.

Finally, it must be pointed out that even if the spatial resolutions in a
P-ISAR system are limited by the bandwidth and the operative frequencies,
which are typically lower than those of dedicated active radar systems, the
joint use of PR systems and P-ISAR processing leads to the formation of
bistatic ISAR images of targets at those frequencies where it is usually for-
bidden to transmit, such as VHF and UHF.

Helping Children Face Tough Issues Helping Children Face Tough Issues 
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Therefore, P-ISAR may be a useful tool for measuring bistatic RCS of
targets of interest, including monostatically stealthy targets.
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Inverse synthetic aperture radar (ISAR) has been studied for more than three
decades and several demonstrations have proven its effectiveness in forming
electromagnetic images of non-cooperative targets [1] [20]. In its most simple
form, ISAR systems produce 2D images of targets. A 2D-ISAR image can be
interpreted as a filtered projection of a 3D target’s reflectivity function onto
the image plane. Given the dependence of the image plane orientation on the
radar-target geometry and dynamics (which are typically unknown), such pro-
jection cannot be predicted. This often results in a difficult interpretation of
an ISAR image. The lack of knowledge of the projection of the target onto the
image plane necessarily causes difficulties in the classification or recognition
of targets by using ISAR images. Although there have been some attempts

139
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to estimate the orientation of the image projection plane [15], which directly
relates to the estimation of the effective rotation vector, the applicability and
the effectiveness of such techniques are yet to be proven. A radical solution
to this problem is to form 3D ISAR images, which completely eliminates the
problem of dealing with an unknown projection. Previous attempts to form
3D ISAR images can be found in the literature. One of such approaches aims
at forming 3D ISAR images by exploiting single sensor ISAR image sequences
[6] [17]. 3D target motions, in fact, produce a set of view angles that allow
for the estimation of the 3D position of each target scattering center. This
approach has the advantage of requiring a single sensor, although it relies
on long target observation time intervals and on the a priori knowledge of
the target’s motions [14]. Another approach is based on interferometric prin-
ciples and makes use of multiple sensors [19] [2] [8] [21]. Such an approach
has the advantage of not requiring long observation time intervals nor the
a priori knowledge of the target motions. Classic interferometric techniques
uses range profiles and are based on the assumption that a single scatterer is
present in a resolution cell. Therefore, the probability of distinguishing more
than one scatterer in a range resolution cell is much lower than in the case
of a 2D (range and Doppler) resolution cell, obtained when using 2D ISAR
imaging. The layover effects are then minimized due to the higher probability
of discriminating more than one scatterer in a single range resolution cell. As
a consequence, the estimation of a scatterer’s position along the cross-range
might be improved.

The problem of 3D target reconstruction is addressed and solved in this
chapter by exploiting the estimation of the target’s effective rotation vector
(modulus and phase), which allows the ISAR image plane to be estimated. A
partial theoretical foundation of this approach has been introduced in [19] [2].
Nevertheless, some critical aspects still remain either unchallenged or not well
defined, such as the scattering center extraction and the 3D reconstruction
alignment. Paying particular attention to such problems, a solid theoretical
foundation for 3D-interferometric ISAR imaging is provided in this chapter.
The scattering center extraction is a fundamental step as it allows the com-
putational burden to be greatly reduced. In fact, by extracting a number of
bright scatterers from an ISAR image, the target information can be signifi-
cantly compressed. As a consequence, the 3D reconstruction reduces into the
localization of bright scattering points in a 3D space via the estimation of each
scatterer height. The scattering center extraction is carried out in this work by
applying an extended version of the CLEAN technique [18], namely the multi-
channel CLEAN technique (MC-CLEAN). Once the target 3D reconstruction
is accomplished, it is important to align the 3D cloud of points with respect
to a preset reference system. This operation is fundamental as it allows re-
constructed targets to be compared directly with the target’s models. In this
chapter, a 3D target alignment process that is based on the estimation of the
effective rotation vector is detailed. Simulated data are finally used to show
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some results. The simulated data are obtained by generating the backscat-
tered signal from two point-like scatterer models: an airplane and a boat. By
varying the target’s motion and the system geometry, several scenarios can be
produced. In order to take into account real scenarios, the cases of squinted
target and non-orthogonal baselines are introduced.

The organization of this chapter is as follows: the received signal model
is discussed in Section 6.1. The steps to be performed in order to obtain a
3D image of the object are detailed in Section 6.2. This includes the multi-
channel autofocus technique, the multi-channel CLEAN technique and the 3D
reconstruction algorithm. Section 6.3 and Section 6.4 describe the performance
analysis and simulation results, respectively.

6.1 MULTI-CHANNEL ISAR SIGNAL MODEL
This section is devoted to presenting the geometry of an interferometric ISAR
system and to introducing the multi-channel signal model.

6.1.1 SYSTEM GEOMETRY

0 ( )R t

2'ξ 2 2(0)y x≡

(0)LoSi0

'Vξ

'Cξ

'Hξ

Ω
TΩ

3ξ

1'ξ

3'ξ

1 1(0)y x≡

33 (0)y x≡

1ξ

φ

Figure 6.1 ISAR system geometry

The system described in Figure 6.1 consists of three antennas arranged in
an L-shape configuration with vertical baseline dV and horizontal baseline dH .
Having to deal with three reference systems, we will denote points in the 3D
space by using a subscript according to the specific reference system coordi-
nates, e.g., Cξ and Cy denote the same point expressed with the reference
system coordinates Tξ and Ty, respectively. The point Cξ′ corresponds to the
origin of the reference system T ′ξ, which is the antenna array phase center.
The antennas located at points Vξ′ and Hξ′ lie on the ξ′3 and ξ′1 axis, respec-
tively. As described in Chapter 2, the reference system T ′ξ is embedded on
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the radar system while Ty is the time-varying reference system embedded on
the target and Tx is coincident with Ty at time t = 0. The reference system
Tξ corresponds to T ′ξ, but it is centered on the target. For simplicity of rep-
resentation, let us consider the three antennas to be both transmitting and
receiving. Such a configuration would require the use of orthogonal waveforms
in order to separate the three channels. However, equal effectiveness could be
achieved by considering the use of one transmitter and a certain number of
co-located receivers.

Finally, the target is described as a rigid body fixed with respect to Tx,
composed of K point-like scatterers with complex amplitude σk and with
position x = [x1k , x2k , x3k ] at time t = 0 for the generic kth scatterer.

6.1.2 RECEIVED SIGNAL MODELING

As described in Chapter 3, the signal received by the ith channel, in the
frequency/slow time domain at the output of the matched filter after the
application of the straight iso − range approximation, can be expressed as

S(i)(f, n) = C ·W (f ,n)

∫
V

f ′ (x) exp

{
−j 4πf

c

[
R

(i)
0 (n) +

(
x · i(i)LOSx (n)

)]}
dx

(6.1)
where

W (f ,n) = rect
[ n
N

]
rect

[
f − f0

B

]
(6.2)

defines the domain where the two-dimensional Fourier transform (2D-FT) of
the reflectivity function f ′ (x)is defined, C is the complex amplitude, f0 is the
carrier frequency, B is the transmitted signal bandwidth, N is the number of

pulses transmitted by the radar, R
(i)
0 (n) is the modulus of vector R

(i)
0 (n)

which locates the position of the focusing point O, i
(i)
LOSx

(n) is the LoS unit
vector of R0(n) expressed with respect to Tx and i ∈ {V,C,H}. The function
rect(x) is equal to 1 for |x| < 0.5, 0 otherwise.

For an ideal point scatterer, Equation (6.1) is modified as follows:

S(i)(f, n) = σ
(i)
k exp

{
−j 4πf

c
R

(i)
0 (n)

}
exp

{
−j 4πf

c

[
x · i(i)LOSx (n)

]}
W (f ,n)

(6.3)
When the baselines are short compared to the radar-target distance, the re-

flectivity functions σ
(i)
k can be considered the same for all the channels, i.e.,

σ
(i)
k = σk.

Since the scalar product y(n) · i(i)LOSy(n) is invariant with respect to the cho-

sen reference system, the scalar product in Equation (6.3) can be rewritten in
the Ty reference system. Then, the received signal after motion compensation
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can be written as follows:

S
(i)
C (f, n) = σk exp

{
−j 4πf

c

[
y(n) · i(i)LOSy(n)

]}
W (f ,n) (6.4)

where y(n) is the position of an arbitrary target’s point scatterer and i
(i)
LOSy

(n)
is the LoS unit vector expressed with respect to Ty. The distance between the
focusing point O and the projection of the scatterer onto the LoS is mathe-

matically expressed by the scalar product y(n) · i(i)LOSy(n).
Under the assumption of a small observation time, the total rotation vector

can be considered as constant and the image plane fixed with respect to Tξ:

ΩT (n) ∼= ΩT , 0 ≤ nTR ≤ Tobs. (6.5)

In this case, the position of the target’s point scatterer y(n) can be calculated
by solving the following differential equation system:{

ẏ(n) = ΩT × y(n)
y(0) = x

(6.6)

It is worth noting that the position of the scatterer in Equation (6.6) is referred
to as the Ty reference system.

The resulting closed form solution is as follows [3, 16, 2]:

y(n) = a + b cos(ΩTnTR) +
c

ΩT
sin(ΩnTR) (6.7)

where a = (ΩT ·x)
Ω2 ΩT , b = x − (ΩT ·x)

Ω2 ΩT , c = ΩT × x and ΩT = |ΩT | and
ΩT = (0,ΩT2

,Ω) in the chosen reference systems. Since ΩT2
is aligned along

the radar LoS, it does not produce any aspect angle variation and therefore
does not contribute to the ISAR image formation. Under the usually verified
hypothesis of short observation time and small aspect angle variation, ΩT2

is usually much smaller than Ω and as a consequence Equation (6.7) can be
rewritten as follows:

y(n) = a + b cos(ΩnTR) +
c

Ω
sin(ΩnTR) (6.8)

The assumption of a small Tobs allows also to approximate the term y(n)
in Equation (6.7) by its first-order Taylor series around t = 0. The result is
expressed in Equation (6.9):

y(n) ∼= a + b + cnTR = x + cnTR (6.9)

Under this approximation the ISAR image can be successfully reconstructed
by the range-Doppler (RD) technique [20] [11] [4] because the Doppler fre-
quency of each scatterer is considered constant. When the effective rotation
vector is sufficiently constant and when the total aspect angle variation is
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sufficiently small, the RD technique provides focused images. Consequently, a
2D-FT can be used to form the ISAR image. The matrix Mξy in Equation
(6.10) describes the rotation of the reference system Ty of an angle φ with
respect to Tξ:

Mξy =

 cosφ 0 sinφ
0 1 0

− sinφ 0 cosφ

 (6.10)

By means of the rotation matrix Mξy, the LoS unit vectors i
(i)
LOSy

(n) can be
written as the normalized difference between the positions of each sensor and
the origin of Tx:

iVLOSy(n) ,
y(n)−Vy(n)

|y(n)−Vy(n)|
=
[
−dV sinφ√
R0(n)2+d2

V

R0(n)√
R0(n)2+d2

V

−dV cosφ√
R0(n)2+d2

V

]
iCLOSy(n) ,

y(n)−Cy(n)

|y(n)−Cy(n)|
=
[

0 1 0
]

(6.11)

iHLOSy(n) ,
y(n)−Hy(n)

|y(n)−Hy(n)|
=
[

−dH cosφ√
R0(n)2+d2

H

R0(n)√
R0(n)2+d2

H

dH sinφ√
R0(n)2+d2

H

]
where Vy(n), Cy(n) and Hy(n) are the positions of the antennas with respect
to Ty and dV and dH represent the vertical and horizontal baseline lengths,
respectively. Therefore, the scalar product in Equation (6.4) can be written
as [4]:

y(n) · iVLOSy(n) ∼= (x + cnTR) · iVLOSy(n) =

= (x1 + c1nTR)

(
−dV sinφ√
R0(n)2+d2

V

)
+ (x2 + c2t)

(
R0(n)√

R0(n)2+d2
V

)
+

(x3 + c3nTR)

(
−dV cosφ√
R0(n)2+d2

V

)
∼=

∼= x2 + c2nTR − dV
R0

[(x1 + c1nTR) sinφ+ (x3 + c3nTR) cosφ] =

KV
0 +KV

1 nTR

(6.12)

where

KV
0 , x2 −

dV
R0

(x1 sinφ+ x3 cosφ) (6.13)

KV
1 , c2 −

dV
R0

(c1 sinφ+ c3 cosφ) (6.14)

The term R0(t) can be reasonably approximated with R0(0) = R0

when considering a small observation time. Equivalently, the denominators√
R0(n)2 + d2

V and
√
R0(n)2 + d2

H are approximated as R0. The terms c1, c2
and c3 are the three components of the vector c introduced in Equation (6.7).
The scalar products for the other two elements can be similarly computed as
follows:

y(n) · iCLOSy(n) ∼= KC
0 +KC

1 nTR (6.15)

y(n) · iHLOSy(n) ∼= KH
0 +KH

1 nTR (6.16)
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where

KC
0 , x2 (6.17)

KC
1 , c2 (6.18)

KH
0 , x2 +

dH
R0

(x3 sinφ− x1 cosφ) (6.19)

KH
1 , c2 +

dH
R0

(c3 sinφ− c1 cosφ) (6.20)

By substituting the scalar products of Equations (6.12), (6.15) and (6.16) into
Equation (6.4), the received signal model can be written as follows:

S
(i)
C (f, n) = σk exp

{
−j 4πf

c

[
K

(i)
0 +K

(i)
1 nTR

]}
W (f ,n) =

= σk exp

{
−j 4πfK

(i)
1

c nTR

}
rect

(
n
N

)
exp

{
−j 4πK

(i)
0

c f

}
rect

(
f−f0

B

) (6.21)

In the case of small aspect angle variations, the standard procedure for ob-
taining ISAR images is the range-Doppler technique. A 2D-FT is applied and
the analytical form of the complex ISAR image in the delay-time (τ) and
Doppler (ν) domain is obtained. The result is shown in Equation (6.22).

I(i)(τ, ν) = RDf→τ
n→ν

{
S

(i)
C (f, n)

}
= BNTRσke

j2πf0

(
τ− 2

cK
(i)
0

)
sinc

[
Tobs

(
ν + 2f0

c K
(i)
1

)]
sinc

[
B
(
τ − 2

cK
(i)
0

)] (6.22)

where sinc(x) , sin(πx)
πx and RDf→τ

n→ν
{·} indicates the operation of image for-

mation by means of the range-Doppler approach.

6.2 3D INISAR IMAGE FORMATION CHAIN
The block diagram given in Figure 6.2 shows the block diagram of the 3D
reconstruction processing when using the interferometric method. The signal
received from the three antennas is compensated by using the multi-channel
image contrast based algorithm (M-ICBA). The scattering centers are then
extracted from the ISAR images by means of the multi-channel CLEAN (MC-
CLEAN) technique. The interferometric phases measured from the two or-
thogonal baselines are used to jointly estimate the magnitude of the target’s
effective rotation vector and the heights of the scattering centers with re-
spect to the image plane. Finally, a 3D image of the moving target is recon-
structed from the 3D spatial coordinates of the scattering centers. All the
above-mentioned steps will be described in detail in the following sections.

6.2.1 MULTI-CHANNEL AUTOFOCUSING TECHNIQUE

To form effective ISAR images of a moving target, autofocusing techniques
must be applied first. The autofocusing algorithm consists of removing a phase
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Figure 6.2 Overall flowchart of 3D InISAR reconstruction processing

term from the received signal produced by the target radial motion. Such a
phase term is responsible for range migration and Doppler spread, which cause
distortions and prevent a proper interpretation of the ISAR image. After
motion compensation, the ISAR image of each receiving channel is formed
by means of the range-Doppler (RD) algorithm. To effectively apply the 3D
reconstruction algorithm, a multistatic autofocus algorithm should be used,
which implies that the ISAR images from different spatial channels are all
focused with respect to the same focusing point on the target.

Under usually verified hypotheses (target distance much greater than the
baselines and receiving antennas lying on a plane orthogonal to the LoS) the
phase term responsible for the image distortions can, however, be considered
the same for each receiving channel. In these conditions, standard motion
compensation algorithms can be applied to an ISAR image [10] and then the
estimated phase term used to form the ISAR images relative to the other
receiving antennas.

Otherwise, other multistatic autofocusing algorithms, like that described
in [5], must be applied.

The autofocus technique adopted here is the image contrast based auto-
focus (ICBA) algorithm. Such a technique is implemented in two steps: (i)
preliminary estimation of the focusing parameters, which are provided by an
initialization technique that makes use of the Radon transform (RT) and of a
semi-exhaustive search; and (ii) fine estimation, which is obtained by solving
an optimization problem where the function to be maximized is the image
contrast (IC).
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The IC is defined for the receiver in Cξ′ as follows:

IC(vr, ar)=

√
Av

{
[IC(τ, ν; vr, ar)−Av{IC(τ, ν; vr, ar)}]2

}
Av {IC(τ, ν; vr, ar)}

(6.23)

where IC is the intensity of the ISAR image at the receiver located in Cξ′

after the RD gating over the time delay (τ) and Doppler (ν) coordinates,
the operator Av [·] is the average operator, vr and ar represent the focusing
parameters corresponding to the radial speed and acceleration.

The function IC represents the normalized effective power of the image
intensity and gives a measure of the image focusing. In fact, when the image
is focused correctly, it is composed of several pronounced peaks (one for each
scatterer), which enhance the contrast. When the image is defocused, the
image intensity levels are concentrated around the mean value and the contrast
is low.

Therefore, the following optimization problem must be solved:

(v̂r, âr) = arg

(
max
vr,ar

[IC(vr, ar)]

)
(6.24)

The same focusing parameters can be applied to the other ISAR images
formed from the receivers located Vξ′ and Hξ′ receivers. This is because
the estimates of the motion parameters can be assumed the same for all the
receivers.

Further details about ICBA technique can be found in Section 3.2.3.1.

6.2.1.1 Phase Compensation for Squinted Geometry
The 3D reconstruction of a target in a squinted configuration can be derived
by processing the received signal in order to lead it back to the non-squinted
configuration.

The target is in a squinted configuration when the line between the origin
of the radar reference system and the target is not orthogonal to the plane
containing the antennas as shown in Figure 6.3.

If the geometry of the system as well as the position of the target are
completely known, we can deduce the equation of the plane perpendicular
to the LoS of the center channel. The equation of that plane is described as
follows:

P1ξ
′

1 + P2ξ
′

2 + P3ξ
′

3 = 0 (6.25)

where P1, P2 and P3 are the coordinates of the target defined on the reference
system Tξ′ = [ξ

′

1, ξ
′

2, ξ
′

3].
Consequently, the position of the generic receiving channel can be projected

along the respective LoS and the intersection with the plane can be found.
Those intersections represent the positions of the equivalent receivers.
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Figure 6.3 Acquisition geometry: squinted and non-squinted configuration

It is worth pointing out that if the target is squinted only on a plane
(horizontal or vertical), the equivalent channel defines an effective baseline
that is still orthogonal with respect to the other baseline. However, this is no
longer true when the target is squinted on both planes as shown in Figure 6.4.

Figure 6.4 Effective receivers geometry

Let the straight line going through the points P = [P1, P2, P3] and H =
[dH , 0, 0] be be written in Cartesian form as follows:{

P2ξ
′

1 − (P1 − dH)ξ
′

2 − P2dH = 0

−P3ξ
′

2 + P2ξ
′

3 = 0
(6.26)
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Then, the position of the horizontal equivalent channel Heq can be found
by solving the intersection between the plane in Equation (6.25) and the line
in Equation (6.27) as follows:P2 −P1 + dH 0

0 −P3 P2

P1 P2 P3

 ·
ξ
′

1

ξ
′

2

ξ
′

3

 =

P2dH

0

0

 (6.27)

The result can be expressed as:

ξ
′

1 =
dH(P 2

2 +P 2
3 )

P 2
1 +P 2

2 +P 2
3−dHP1

ξ
′

2 = − dHP1P2

P 2
1 +P 2

2 +P 2
3−dHP1

ξ
′

3 = − dHP1P3

P 2
1 +P 2

2 +P 2
3−dHP1

(6.28)

Let a new reference system Tε = [ε1, ε2, ε3] be defined as Tξ′ after a rotation

so that the LoS is coincident to the axis ξ
′

2. The matrix describing this rotation
can be expressed as composition of the rotation matrices along ξ

′

1 and ξ
′

3 as
described in Equation (6.29):

MV H = MV ·MH =

 cosα − sinα 0
cosβ sinα cosβ cosα sinβ
− sinα sinβ − cosα sinβ cosβ

 (6.29)

where

MV =

 1 0 0
0 cosβ sinβ
0 − sinβ cosβ

 (6.30)

MH =

 cosα − sinα 0
sinα cosα 0

0 0 1

 (6.31)

where α and β are the horizontal and vertical squint angles as shown in Figure
6.3. Let Hε be defined as the horizontal equivalent channel Heq expressed with
respect to the new reference system Tε. In order to express the coordinates of
Hε, the elements of the rotation matrix MV H must be written with respect
to Tξ′ as follows:

cosα = P2√
P 2

1 +P 2
2

sinα = P1√
P 2

1 +P 2
2

cosβ =

√
P 2

1 +P 2
2√

P 2
1 +P 2

2 +P 2
3

sinβ = P3√
P 2

1 +P 2
2 +P 2

3

(6.32)
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Thus, by substituting Equation (6.32) into Equation (6.29), the coordinates
of Hε can be derived as follows:

Hε = MV H ·Heq =


dHP2(P 2

1 +P 2
2 +P 2

3 )√
P 2

1 +P 2
2 (P 2

1−dHP1+P 2
2 +P 2

3 )

0

− dHP1P3

√
P 2

1 +P 2
2 +P 2

3√
P 2

1 +P 2
2 (P 2

1−dHP1+P 2
2 +P 2

3 )

 (6.33)

The same calculus can be carried out for the vertical channel, but the steps
are neglected here. The result is shown in Equation (6.34):

Vε = MV H · Veq =

 0
0

dV
√
P 2

1 +P 2
2

√
P 2

1 +P 2
2 +P 2

3

P 2
1 +P 2

2 +P 2
3−dV P3

 (6.34)

It is worth noting that the coordinates of the equivalent channels in Equa-
tions (6.33) and (6.34), in a squinted geometry, represent the position of the
receivers after their projection onto the plane which makes the geometry non-
squinted. Furthermore, the coordinates of the equivalent channels are not
orthogonal anymore.

Within the reference system Tε, the effective baselines can be calculated as
follows:

deffH = ‖Hε − Cε‖
deffV = ‖Vε − Cε‖ (6.35)

Assuming the geometry is completely known, the distance ∆(i)(n) between
the ith equivalent channel and its projection along its LoS onto the plane
(which makes the LoS orthogonal to the plane itself) can be easily computed.
Therefore, the following phase term can be obtained:

H(f, n) = e±j
2πf
c ·2∆(i)(n) (6.36)

where the sign is negative in the case that the effective channel is farthest
from the target than the actual one.

In order to compensate the phase term due to ∆(i)(n), the matrix H(f, n)
is multiplied by the received signal as follows:

S′C(f, n) = SC(f, n)H(f, n) (6.37)

Then, in case of a squinted geometry, the signal S′C(f, n) should be used in
place of SC(f, n).
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6.2.2 MULTI-CHANNEL CLEAN TECHNIQUE

The CLEAN technique can be used to extract the target features such as
position and complex amplitude of dominant scattering centers. Considering
that the system at hand is a multi-channel system, a modified version of the
single channel technique [18] is used here. The modification made stems from
a similar concept as discussed in [13], where the polarimetric CLEAN (Pol-
CLEAN) technique was presented. It is worth pointing out that the novelty
of the proposed MC-CLEAN technique lies in its extension to ISAR images
obtained from a spatial multi-channel radar configuration.

The overall flowchart is shown in Figure 6.5.

Figure 6.5 Overall flowchart of MC-CLEAN technique

6.2.2.1 Signal Separation
As described in the previous section, the range-Doppler technique is based on
an approximation that allows considerations of the support for the received
signal in the Fourier domain as a rectangular domain. By means of the RD
approximation, the received signal model in Equation (6.21) can be written
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as the product of two terms, one depending on the slow time index (n) and
one depending on the frequency (f), as follows:

S
(i)
C (f, n) ∼= S

(i)
1 (n)S

(i)
2 (f) = σk exp

{
−j 4πf0K

(i)
1

c nTR

}
rect

(
n
N

)
exp

{
−j 4πK

(i)
0

c f

}
rect

(
f−f0

B

) (6.38)

where rect
(
n
N

)
is defined as in Equation (1.17) in Chapter 1. The two compo-

nents S
(i)
1 (n) and S

(i)
2 (f) can be expressed according to the following model:

S
(i)
1 (n) = σ

(i)
1k

exp
(
j2π

(
η + fdnTR + µ

2 (nTR)2
))

rect
(
n
N

)
S

(i)
2 (f) = σ

(i)
2k

exp (j2πfτk) rect
(
f−f0

B

)
σ

(i)
k = σ

(i)
1k
σ

(i)
2k
∼= σk

(6.39)

where fd is the Doppler frequency, µ is the chirp rate, and τk is the time
delay associated with the scattering center and η is a constant term which
accounts for the constant term distance. It is worth noting that the parameter
µ is related to the signal model and accounts for a quadratic radial motion
component.

6.2.2.2 Feature Extraction
The MC-CLEAN iteratively:

Locates the brightest scattering center (dominant scatterer) in one of
the multi-channel ISAR images and finds its coordinates in the time
delay-Doppler image plane (τ∗, ν∗);
Removes it from all the ISAR images in order to extract the next
dominant scatterer.

In order to eliminate a scattering center from an ISAR image, the scattering
center point spread function (PSF) must be estimated and subtracted from
the ISAR image.

Let I(i) (τ, ν) be the ISAR image reconstructed by the ith receiver.
The dominant scatterer is found within the three images. The range and

Doppler indexes, τ∗ and ν∗, and the channel i∗, which fomed the image that
contains the dominant scatterer, are extracted by means of:

(τ∗, ν∗, i∗) = arg max
(τ,ν,i)

{∣∣∣I(i) (τ, ν)
∣∣∣} (6.40)

with τ ∈ {1, 2, ...,M}, ν ∈ {1, 2, ..., N} and where M and N are the number
of range and Doppler bins.

In order to avoid reselecting the same scatterer to the next iteration, once
i∗ has been found, we need to estimate its contribution for the other two
spatial channels of I(i) (τ, ν), so as to delete it from each channel.
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By referring to the time component in Equation (6.39), we first estimate

the parameters σ
(i)
1k
, fd and µ. The constant η can be neglected because it does

not affect the shape of the PSF.
In order to treat the optimization problem in a real domain, the scattering

center deletion is performed by using a cost function that depends only on
the absolute value of the range profile. Such an operation can be performed in
a single channel and then applied to the remaining channels by adjusting the

corresponding σ
(i)
1k

parameter. This characteristic is guaranteed by the fact
that the PSF is the same for all the ISAR images. It must be pointed out that

only the magnitude
∣∣∣σ(i)

1k

∣∣∣ of σ
(i)
1k

must be estimated at this stage whereas the

phase component is estimated separately and directly in the image domain.
According to [13], the following optimization problem can be stated:{

f̂d, µ̂,
∣∣∣σ̂i∗1k ∣∣∣} = arg min(

fd,µ,
∣∣∣σi∗

1k

∣∣∣)
{
Edi∗

(
fd, µ,

∣∣∣σi∗

1k

∣∣∣)} , (6.41)

where Edi∗ =
∫
|di∗ (ν)|2 dν is the energy of a Doppler slice in the i∗th

spatial channel, with di∗(ν) =
∣∣I(i∗) (τ∗, ν)

∣∣ − ∣∣∣S(i∗)
1 (ν)

∣∣∣ and S
(i∗)
1 (ν) =

FTn→ν

{
S

(i∗)
1 (n)

}
where the FTn→ν{·} denotes the discrete Fourier trans-

form.
A similar procedure is followed to estimate the frequency component of the

PSF by estimating τk and σi2k as follows:{
τ̂k,
∣∣∣σ̂i∗2k ∣∣∣} = arg min(

τk,
∣∣∣σi∗

2k

∣∣∣)
{
Egi∗

(
τk,
∣∣∣σi∗

2k

∣∣∣)} , (6.42)

where Egi∗ =
∫
|gi∗ (τ)|2 dτ is the energy of a time-delay section in the

i∗th spatial channel, with gi∗(τ) =
∣∣I(i∗) (τ, ν∗)

∣∣ − ∣∣∣S(i∗)
2 (τ)

∣∣∣ and S
(i∗)
2 (τ) =

IFTf→τ

{
S

(i∗)
2 (f)

}
where the IFTf→τ{·} denotes the inverse Fourier trans-

form.
The solution of the optimization problem in Equations (6.41) and (6.42) is

obtained by using genetic algorithms [12].
The scattering center PSF in the ith spatial channel is obtained by calcu-

lating the 2D-FT of the product of the estimates of the time and frequency
components multiplied by the phase extracted from the ISAR image, as ana-
lytically detailed in:

I
(i)
PSF (τ, ν) =

∣∣∣∣2D−FTf→τ
t→ν

{
Ŝ

(i)
1 (n)Ŝ

(i)
2 (f)

}∣∣∣∣∠(I(i)(τ, ν)
)
. (6.43)

Then, at the generic lth iteration, the scattering center must be eliminated
from the ISAR image via Equation (6.44) in order to extract the following



154 Radar Imaging for Maritime Observation

brightest scatterer:

I
(i)
l+1(τ, ν) = I

(i)
l (τ, ν)− I(i)

PSFl
(τ, ν). (6.44)

The estimation of the PSF is performed by minimizing the image energy
after scattering center removal.

The algorithm stops when the residual energy in the ISAR image at the
lth iteration is lower than a pre-set threshold Γ. Such a threshold is typically
set to a percentage F of the initial energy.

Specifically, the pre-set threshold depends on the energy content and on
the SNR of the initial ISAR image, as detailed in Equation (6.45):

Γ = F · E(I(τ,ν)) SNR

SNR+ 1
(6.45)

where E(I(τ,ν)) =
∑
iE

(I(i)(τ,ν)), with E(I(i)(τ,ν)) =
∫∫
|I(i)(τ, ν)|2dτ dν.

Therefore, the iterations stop when E
(I(τ,ν))
k

SNR
SNR+1 < Γ.

6.2.3 3D IMAGE RECONSTRUCTION

According to [2], the height of each scatterer with respect to the image plane
depends on the angle φ and on the phase differences between the antennas
along the vertical and horizontal baselines. We also assume that the image
projection plane is the same and that the target is located in the far field
region.

For the sake of simplicity, in the following sections, both the actual receivers
and the effective ones will be written as V , C and H. Similarly, the effective
baseline and the actual one will be written as dH and dV .

Furthermore, the length of the baselines (or effective baselines in a squinted
geometry) is subjected to some constraints. As demonstrated in [23][22], the
phase difference between the return echoes received by the orthogonal anten-
nas along either the vertical or the horizontal baselines is a periodic function
with period 2π. Thus, the altitude measurement is unambiguous if the baseline
lengths satisfy the following upper bounds:

dH ≤
λR0

2hH
, dV ≤

λR0

2hV
(6.46)

where dH and dV are the lengths of the baselines, hH and hV are the pro-
jections of the scatterer with the maximum height onto the imaging plane
corresponding to the maximum size of the target, and λ = c

f0
is the transmit-

ted wavelength.
It should be pointed out that phase unwrapping is not possible as there is

no continuity of phase drift once the bright scatterers are extracted. There-
fore, non-ambiguous phase measurements are needed to estimate scatterer’s
heights.
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From the analysis in [23], it is clear that there are conflicting requirements
on the baseline length. On one hand, a long baseline is needed in order to min-
imize phase error measurement. On the other hand, the length of the baseline
must be kept short enough in order to minimize the view angle variation.

6.2.3.1 Joint Estimation of the Angle φ and Ω

Let the coordinates of the equivalent channels be redefined as follows:
Vε = [dε1V 0 dε3V ]

Cε = [0 0 0]

Hε = [dε1H 0 dε3H ]

(6.47)

It should be pointed out that in the case of perfectly orthogonal baselines, the
coordinates will result: {

Vε = [0 0 dε3V ]

Hε = [dε1H 0 0]
(6.48)

The phase differences at the peak of the sinc functions in Equation (6.22) for
the horizontal and vertical configurations can be calculated by exploiting the
received signals as:

4θV = 4π
c f0

(
KC

0 −KV
0

)
=

= 4πf0

cR0
[dε1V (x1 cosφ− x3 sinφ) + dε3V (x1 sinφ+ x3 cosφ)]

(6.49)

4θH = 4π
c f0

(
KC

0 −KH
0

)
=

= 4πf0

cR0
[dε1H (x1 cosφ− x3 sinφ) + dε3H (x1 sinφ+ x3 cosφ)]

(6.50)

The point x = y(0) is first mapped onto the point ξ = [ξ1, ξ2, ξ3] from the
reference system Tx to the reference system Tξ. In order to obtain the ana-
lytical expression of its coordinates with respect to Tξ, the following transfor-
mation is applied:

ξ = M−1
ξy · y(0)T = M−1

ξy · x (6.51)

where the symbol (·)T is the transpose operator and the rotation matrix M−1
ξy

is defined as in Equation (6.10).
These coordinates can be expressed as a function of the phase differences.

This can be done after rewriting 4θV and 4θH by substituting Equation
(6.51) in Equations (6.49) and (6.50) and then by inverting the obtained
equations, as shown below:{
4θV = 4πf0

cR0
(dε1V ξ1 + dε3V ξ3)

4θH = 4πf0

cR0
(dε1Hξ1 + dε3Hξ3)

⇒

ξ3 = cR0

4πf0

(
d
ε1
V 4θH−d

ε1
H4θV

d
ε3
H d

ε1
V −d

ε3
V d

ε1
H

)
ξ1 = cR0

4πf0

(
d
ε3
H4θV −d

ε3
V 4θH

d
ε3
H d

ε1
V −d

ε3
V d

ε1
H

) (6.52)

where ξ1 = x1 cosφ− x3 sinφ and ξ3 = x1 sinφ+ x3 cosφ.
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Finally, the expression of the coordinates of x can be obtained by remapping
the coordinates from Tξ to Tx as follows:

x = Mξy · ξ (6.53)

In particular, the component x3 represents the height of the scatterer with
respect to the image plane and it can be expressed as a function of the phase
differences and the angle φ as follows:

x3 = ξ3 cosφ− ξ1 sinφ =
cR0

4πf0(dε3H d
ε1
V −d

ε3
V d

ε1
H )

[(dε1V 4θH − d
ε1
H4θV ) cosφ− (dε3H4θV − d

ε3
V 4θH) sinφ]

(6.54)
Furthermore, Ω and φ can be jointly estimated by expressing the vector c

in Equation (6.7) with respect to the reference system Ty:

c = ΩT × x ⇒ c2 ' x1Ω (6.55)

where ΩT = (0,ΩT2,Ω), Ω is the modulus of Ω and ΩT2 is the coordinate of
ΩT along the y2 axis. It should be noted that this is the result of the selection
of Ty. In fact, this reference system is chosen in order to have the y3 axis
aligned with Ω at t = 0, the y2 axis aligned with the LoS and the y1 axis to
complete a Cartesian triplet. It should also be pointed out that ΩT2 does not
produce any aspect angle variation, as it is aligned with the LoS. Thus, the
first component ΩT1 must be zero since Ω is the only component that gives
the contribution to changing the aspect angle.

The term c2 can also be expressed by taking into account the Doppler
component as follows:

νC , −2f0

c
KC

1
∼= −

2f0

c
c2 ⇒ c2 = −νC

c

2f0
(6.56)

By substituting Equation (6.55) into Equation (6.56) and after some algebra
we obtain:

νC = R0Ω

2π(dε3H d
ε1
V −d

ε3
V d

ε1
H )
·

· [(4θHdε3V −4θV d
ε3
H ) cosφ+ (4θV dε1H −4θHd

ε1
V ) sinφ]

(6.57)

Consequently, Equation (6.57) can be rewritten by considering only the
contribution due to the kth scatterer as follows:

Zk = aYk + bXk (6.58)

where Z , νC2π
R0

, Y , 4θHd
ε3
V −4θV d

ε3
H

d
ε3
H d

ε1
V −d

ε3
V d

ε1
H

, X , 4θV d
ε1
H −4θHd

ε1
V

d
ε3
H d

ε1
V −d

ε3
V d

ε1
H

, a , Ω cosφ and

b , Ω sinφ.
In other words, Zk corresponds to the Doppler value of the kth scatterer

for the central receiver. Therefore, the interferometric phases are calculated
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from the matrices 4θH and 4θV only in the range and Doppler bins where
the scatterers are extracted. In this way, the terms Xk, Yk and Zk are real
values and Equation (6.58) represents the equation of a plane.

Then, the estimates of Ω and φ can be calculated by estimating a and b.
This can be done by evaluating the regression plane, which is the plane that
minimizes the sum of the square distances of the points Pk = (Xk, Yk, Zk)
from the plane itself.

The problem can be mathematically solved by minimizing the function:

Ψ (a, b) =
K∑
k=1

[Zk − (aYk + bXk)]
2

(6.59)

The estimates ã and b̃ of a and b, respectively, are:(
ã, b̃
)

= min
a,b

[Ψ(a, b)] (6.60)

Finally, the estimation of Ω and φ can be derived from the estimates ã and
b̃ as described below:

Ω̂ =
√
ã2 + b̃2

φ̂ = arctan
(
b̃
ã

) (6.61)

6.3 PERFORMANCE ANALYSIS
It is very important to evaluate the performances of the interferometric pro-
cessing in order to better interpret the results of the three-dimensional recon-
struction.

Consider to analyse simulated data where Gaussian noise has been added
to the raw data in order to obtain a given SNR in the data domain.

As described in the previous sections, the inputs of the interferometric
processing are the interferometric phases and the range-Doppler positions of
the scattering centers extracted by the MC-CLEAN technique. The height of
each scatterer with respect to the image plane is then obtained through the
estimation of the mentioned parameters. Consequently, the resulting three-
dimensional shape is composed of several scattering centers. In order to an-
alyze the performances of this method, the first step is then to realign the
reconstructed target, expressed with respect to the image plane, with the ref-
erence model, expressed with respect to Tξ. In this way, each scatterer of the
reconstructed target can be consistently compared with each scatterer of the
reference model.

The performance analysis block diagram is shown in Figure 6.6.
First, the reference model is rotated so that its heading coincides with the

assigned trajectory and the reconstructed target is rotated so that the image
plane coincides with the horizontal plane where the reference model is defined.
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Second, each scatterer of the 3D reconstructed target is associated to the
correspondent scatterer of the model through a soft assignment processing.
Finally, performance indicators are defined in order to verify the effectiveness
of the method.

Input Data
3D 

Reconstruction
Scatterers’ 

Realignment
Soft 

Assignment
Performance 
Parameters

Performance analysis
Stand. Dev.

Mean error

Signed error

Figure 6.6 Performance analaysis flowchart

6.3.1 SCATTERERS REALIGNMENT

The scatterers realignment is composed of the following two steps:

1. Rotation of the model along the trajectory
The model is rotated along the trajectory by means of the rotation
matrix Rt as follows:

Crt = Rt ·Cm

Rt = Rµ ·Rν ·Rφ
(6.62)

where Cm is the matrix of dimensions 3 ×M describing the coordi-
nates of the model; Rµ,Rν and Rξ are the yaw, pitch and roll ro-
tation matrices, respectively. Finally, Crt is the matrix representing
the three-dimensional coordinates of the model after being rotated.

2. Image plane rotation
The reconstructed target is rotated in order to have the image plane
coincident with the horizontal plane. This can be done by remapping
the coordinates of the reconstructed target from the reference system
Tx to the reference system Tξ, as defined in Equation (6.51).

6.3.2 SOFT ASSIGNMENT

The adopted soft assignment method is based on a probabilistic least squares
(PLS) approach [9][7]. A soft assignment procedure associates each model scat-
terers to each reconstructed scatterers. Each of these assignments is weighted
by a coefficient that is defined as a probability. In fact, the sum of all possible
assignments for a given scatterer is 1. Thus, the optimization problem can be
expressed as:

α̂ = arg {min {J (α)}} (6.63)
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where

J (α) =

KM∑
i=1

K∑
k=1

αi,kε
T
i,kεi,kαi,k (6.64)

is the cost function; K is the number of the extracted scattering centers, KM

is the number of scatterers which composes the target model and εi,k is the
distance between the ith scatterer of the model and the kth scatterer of the
reconstructed target; α is the matrix of dimensions KM ×K containing the
soft assignments:

α =



α1,1 · · · α1,K

...
...

...
... αi,k

...
...

...
...

αM,1 · · · αM,K


(6.65)

Each element of the matrix αi,k represents the probability that the kth

extracted scatterer belongs to the ith model’s scatterer and is expressed as
follows:  αi,k =

(εTi,kεi,k)
−1∑M

p=1(εTp,kεp,k)
−1 ,∑M

i=1 αi,k = 1 ∀k = 1, . . . ,K
(6.66)

Finally, each extracted scatterer is assigned to the model’s scatterer with
the highest αi,k.

6.3.3 PERFORMANCE INDICATORS

Two different kinds of errors could affect the results: the assignment error and
the scatterers’ height estimation error.

The assignment error is related to the identification of unreliable assign-
ments and therefore it allows for an accurate evaluation of the scatterers’
height estimation error. An unreliable assignment is declared when a scat-
terer’s height error εh is greater than a fixed threshold Λ, which is expressed
as follows:

Λ = Av [ε̄h (s)] + γ · σεh (6.67)

where Av[·] indicates the expectation operator calculated by considering S
Monte Carlo runs of the simulation and ε̄h (s) is defined as follows:

ε̄h (s) =
1

K

K∑
k=1

εh (k, s) (6.68)

where the height error of the single kth scatterer of the sth Monte Carlo step
is defined as:

εh (k, s) = |hm (k, s)− hr (k, s)| (6.69)
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where hm (k, s) and hr (k, s) are the heights with respect to the image plane
referring to the model and to the reconstructed target, respectively. The pa-
rameter σεh is the standard deviation of εh and γ ∈ R is a parameter that can
vary to empirically adjust the threshold Λ. Simulations with different values
of γ have demonstrated that this parameter does not affect the final result.

The scatterers’ height estimation error is then computed using the same
procedure, after having discarded all the unreliable assignments.

Finally, the error on the estimates of the angle φ̂ and the effective rotation
vector Ω̂ are calculated by using the expectation operator as follows:

Av[εΩ(s)] =
1

S

S∑
s=1

εΩ(s) (6.70)

and

Av[εφ(s)] =
1

S

S∑
s=1

εφ(s) (6.71)

where εΩ(s) and εφ(s) are defined as follows:

εΩ(s) =
∣∣∣Ω̂(s)− Ω

∣∣∣ (6.72)

εφ(s) =
∣∣∣φ̂(s)− φ

∣∣∣ (6.73)

where Ω and φ are a priori known.

6.4 SIMULATION RESULTS
In this section some results with simulated data are shown aiming at assessing
the effectiveness of the proposed 3D InISAR algorithm. Both the squinted and
non-squinted configuration have been tested.

6.4.1 SIMULATION SET-UP

The targets are assumed to be a rigid body moving in a rectilinear trajectory
(defined by roll, pitch and yaw directions) with respect to the radar LoS.

In both the simulations, the target resembles the shape of a boat and it is
composed of K = 36 ideal scatterers.

Two simulations are shown.
In the first simulation, perfect motion compensation has been applied. The

target is in a non-squinted configuration and the performance analyses are
carried out for increasing baseline length and SNR.

In the second simulation, ICBA processing has been applied. The target
is in a squinted configuration and the performance analyses are carried out
increasing the squint angle and SNR with fixed baselines. In both the cases,
target motions are characterized by their own motion components.
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The target is shown in Figure 6.7. For a clearer and simpler visualization,
its principal axes coincide with the Tx Cartesian coordinates.

The threshold Λ selected for both the simulations has been tested by vary-
ing the parameter γ. Results do not show significant variations. A reference
value of γ = 1.2 has been considered.
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Figure 6.7 Model targets composed of ideal point-like scatterers

Table 6.1 and Table 6.2 show the parameters used in the simulations.

Simulation nr.1

Table 6.1
Parameters of simulation nr.1

Number of freq. 256 γ 1.2

Radar sweeps 128 Target position [0, 10, 0]Km

Bandwidth 300 MHz Target velocity 10 m/s

Carrier freq. 10 GHz Roll/Pitch/Yaw 0◦/0◦/60◦

Tobs 0.8 s Baselines [1, 3, 5]m

The final result is shown in Figure 6.8 and Figure 6.9, where the recon-
structed targets are superimposed onto the models.

Figure 6.10 and Figure 6.11 show the behavior of the height error and the
standard deviation of the height error as the SNR and the baseline length
change. The height error and the standard deviation of the height error are
expressed in meters. The baseline lengths are chosen in order to satisfy the
constraint expressed in Equation (6.46). Short baselines produce larger phase
error measurements and therefore larger height estimation errors occur. On
the other hand, as the baseline length exceeds the upper bounds in Equation
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Figure 6.8 Results of the target reconstruction

(6.46), the height error tends to increase since the target is not contained in
the unambiguous window.

Figure 6.12 depicts the height error Av [ε̄h (k)] calculated by preserving
the positive or negative sign of εh, referring to both the considered scenarios.
Consistently with the previous results, the values of the error with sign are
lower when the unreliable assignments are discarded. Furthermore, it can be
noted that the estimator is unbiased.

The same descendant monotonic behavior can be observed in Figure 6.13-
6.16, where the mean error and the standard deviation of the estimates of Ω
and φ are depicted.

It can be observed that the evaluated performance indicators do not follow
the described descendant behavior when the baseline length is equal to 5
m. This is because the baseline length exceeds the constraints expressed in
Equation (6.46).

Simulation nr.2
It should be noticed that the several target’s positions considered correspond
to squint angles equal to [0◦, 15◦, 30◦, 45◦, 60◦] in the horizontal plane.

Figure 6.17 and Figure 6.18 show the behavior of the height error and
the standard deviation of the height error as the SNR and the squint angle
change. The height error and the standard deviation of the height error are
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Figure 6.9 Results of the target reconstruction along three different planes

expressed in meters. When the squint angle increases, the effective baseline
becomes shorter than the actual one. This is due to the projection of the
actual baselines onto the plane orthogonal to the LoS. As expected, short
baselines produce larger phase error measurement and therefore larger height
estimation errors occur. This is clear in all of the figures.

It is worth pointing out that when the unreliable assignments are discarded,
the values of both the height error and the standard deviation decrease signif-
icantly for both the simulations. Furthermore, in this case, the curves follow
a decreasing trend as the SNR increases and as the baseline length increases,
accordingly with the theory. Thus, it can be deducted that the correct iden-
tification of the unreliable assignments, and consequently the choice of an
appropriate threshold, is fundamental in order to obtain reliable results.

Figure 6.19 depicts the height error Av [ε̄h (k)] calculated by preserving
the positive or negative sign of εh, referring to both the considered scenarios.
Consistently with the previous results, the values of the signed error are lower
when the unreliable assignments are discarded. Furthermore, it can be noted
that the estimator is unbiased, even with further processing due to M-ICBA
technique.

The same descendant pattern can be observed in Figure 6.20-6.23, where
the mean error and the standard deviation of the estimates of Ω and φ are
depicted.
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Figure 6.10 Simulation nr.1, height error. (a) Height error with unreliable assign-

ments; (b) height error without unreliable assignments

6.5 CONCLUSIONS
A 3D InISAR image processing method has been discussed in this chapter.
First, an interferometric L-shaped system composed of three TX/RX anten-
nas has been presented. For this system, a multi-channel ISAR signal model
has been introduced. The main steps to be performed in order to obtain
a three-dimensional image of the target have been detailed. In particular,
mathematical details regarding the MC-CLEAN and the 3D reconstruction
algorithm have been given.

The 3D InISAR algorithm lays on the hypothesis of orthogonality between
the LoS and the 2D plane where the transceivers lay on. Such a hypothesis,
however, could not always be verified in a real scenario. Then, the squinted
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Table 6.2
Parameters of simulation nr.2

Number of freq. 256 γ 1.2

Radar sweeps 128 Target position/Squint angle

[0, 10, 0]km/0◦

[2.58, 9.66, 0]km/15◦

[5, 8.66, 0]km/30◦

[7.07, 7.07, 0]km/45◦

[8.66, 5, 0]km/60◦

Bandwidth 300 MHz Target velocity 10 m/s

Carrier freq. 10 GHz Roll/Pitch/Yaw 0◦/0◦/60◦

Tobs 0.8 s Baselines 2 m

case is analyzed as well, and a post-processing technique is formulated so as
to deal with such a problem.

Furthermore, a performance analysis has been carried out to assess the
algorithm performance in both the squinted and non-squinted configuration.

REFERENCES
1. Dale A. Ausherman, Adam Kozma, Jack L. Walker, Harrison M. Jones, and

Enrico C. Poggio. Developments in Radar Imaging. Aerospace and Electronic
Systems, IEEE Transactions on, AES-20(4):363–400, July 1984.

2. N. Battisti and M. Martorella. Intereferometric phase and target motion esti-
mation for accurate 3D reflectivity reconstruction in ISAR systems. In Radar
Conference, 2010 IEEE, pages 108–112, May 2010.

3. F. Berizzi, E. Dalle Mese, M. Diani, and M. Martorella. High-resolution ISAR
imaging of maneuvering targets by means of the range instantaneous Doppler
technique: modeling and performance analysis. Image Processing, IEEE Trans-
actions on, 10(12):1880–1890, Dec. 2001.

4. F. Berizzi and M. Diani. Target angular motion effects on ISAR imaging.
Radar, Sonar and Navigation, IEE Proceedings, 144(2):87–95, 1997.

5. Stefan Brisken, Marco Martorella, Torsten Mathy, Christoph Wasserzier, and
Elisa Giusti. Multistatic isar autofocussing using image contrast optimization.
In Radar Systems (Radar 2012), IET International Conference on, pages 1–4,
2012.

6. T. Cooke. Ship 3D model estimation from an ISAR image sequence. In Radar
Conference, 2003. Proceedings of the International, pages 36–41, Sept. 2003.

7. E. Giusti, M. Martorella, and A. Capria. Polarimetrically-Persistent-Scatterer-
Based Automatic Target Recognition. Geoscience and Remote Sensing, IEEE
Transactions on, 49(11):4588–4599, Nov. 2011.

8. J.A. Given and W.R. Schmidt. Generalized ISAR-part ii: interferometric tech-
niques for three-dimensional location of scatterers. Image Processing, IEEE
Transactions on, 14(11):1792–1797, Nov. 2005.



166 Radar Imaging for Maritime Observation

9. M.L. Krieg and D.A. Gray. Comparison of probabilistic least squares and
probabilistic multi-hypothesis tracking algorithms for multi-sensor tracking.
In Acoustics, Speech, and Signal Processing, 1997. ICASSP-97., 1997 IEEE
International Conference on, volume 1, pages 515–518, Apr. 1997.

10. M. Martorella, F. Berizzi, and B. Haywood. Contrast maximisation based
technique for 2-D ISAR autofocusing. Radar, Sonar and Navigation, IEE Pro-
ceedings, 152(4):253–262, Aug. 2005.

11. Marco Martorella. Introduction to inverse synthetic aperture radar. In Else-
vier Academic Press Library in Signal Processing: Communications and Radar
Signal Processing. (Vol. 2), 1st Ed., Sept. 2013.

12. Marco Martorella, Fabrizio Berizzi, and Silvia Bruscoli. Use of Genetic
Algorithms for Contrast and Entropy Optimization in ISAR Autofocusing.
EURASIP Journal on Advances in Signal Processing, 2006(1):087298, 2006.

13. Marco Martorella, Andrea Cacciamano, Elisa Giusti, Fabrizio Berizzi, Brett
Haywood, and Bevan Bates. CLEAN Technique for Polarimetric ISAR. Inter-
national Journal of Navigation and Observation, 2008:1–13, 2008.

14. W. Nel, D. Stanton, and M.Y.A. Gaffar. Detecting 3-D rotational motion
and extracting target information from the principal component analysis of
scatterer range histories. In Radar Conference - Surveillance for a Safer World,
2009. RADAR. International, pages 1–6, Oct. 2009.

15. D. Pastina and C. Spina. Slope-based frame selection and scaling technique
for ship ISAR imaging. Signal Processing, IET, 2(3):265–276, Sept. 2008.

16. A. Scaglione and S. Barbarossa. Estimating motion parameters using para-
metric modeling based on time-frequency representations. In Radar 97 (Conf.
Publ. No. 449), pages 280–284, Oct. 1997.

17. M. Stuff, M. Biancalana, G. Arnold, and J. Garbarino. Imaging moving objects
in 3D from single aperture Synthetic Aperture Radar. In Radar Conference,
2004. Proceedings of the IEEE, pages 94–98, Apr. 2004.

18. Y. Sun and P. Lin. An improved method of ISAR image processing. In Circuits
and Systems, 1992., Proceedings of the 35th Midwest Symposium on, volume 2,
pages 983–986, Aug. 1992.

19. Genyuan Wang, Xiang-Gen Xia, and V.C. Chen. Three-dimensional ISAR
imaging of maneuvering targets using three receivers. Image Processing, IEEE
Transactions on, 10(3):436–447, March 2001.

20. D.R. Wehner. High-Resolution Radar. Artech House Radar Library. Artech
House, 1995.

21. Xiaojian Xu and R.M. Narayanan. Three-dimensional interferometric ISAR
imaging for target scattering diagnosis and modeling. Image Processing, IEEE
Transactions on, 10(7):1094–1102, July 2001.

22. Qun Zhang and Tat Soon Yeo. Three-dimensional SAR imaging of a ground
moving target using the InISAR technique. Geoscience and Remote Sensing,
IEEE Transactions on, 42(9):1818–1828, Sept. 2004.

23. Qun Zhang, Tat Soon Yeo, Gan Du, and Shouhong Zhang. Estimation of three-
dimensional motion parameters in interferometric ISAR imaging. Geoscience
and Remote Sensing, IEEE Transactions on, 42(2):292–300, Feb. 2004.



3D Interferometric ISAR 167

−20 −15 −10 −5 0
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SNR [dB]

[m
]

Standard deviation of height error with unreliable assignments

Baseline length = 1 [m]
Baseline length = 3 [m]
Baseline length = 5 [m]

(a)

−20 −15 −10 −5 0
0

0.2

0.4

0.6

0.8

1

SNR [dB]

[m
]

Standard deviation of height error without unreliable assignments

Baseline length = 1 [m]
Baseline length = 3 [m]
Baseline length = 5 [m]

(b)

Figure 6.11 Simulation nr.1, standard deviation of the height error. (a) Standard

deviation of the height error with unreliable assignments; (b) standard deviation of

the height error without unreliable assignments
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(a)

Figure 6.12 Simulation nr.1, error with sign without unreliable assignments
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Figure 6.13 Simulation nr.1, mean error of the estimate of Ω
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Figure 6.14 Simulation nr.1, standard deviation of the estimate of Ω
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Figure 6.15 Simulation nr.1, mean error of the estimate of φ
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Figure 6.16 Simulation nr.1, standard deviation of the estimate of φ
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Figure 6.17 Simulation nr.2, height error. (a) Height error with unreliable assign-

ments; (b) height error without unreliable assignments
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(a)

Figure 6.19 Simulation nr.2, error with sign without unreliable assignments
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Figure 6.20 Simulation nr.2, mean error of the estimate of Ω
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Figure 6.21 Simulation nr.2, standard deviation of the estimate of Ω

−20 −15 −10 −5 0
0

5

10

15

20

25

30

35

40

SNR [dB]

[m
]

Mean error on estimate of φ

Squint angle = 0 [deg]
Squint angle = 15 [deg]
Squint angle = 30 [deg]
Squint angle = 45 [deg]
Squint angle = 60 [deg]

Figure 6.22 Simulation nr.2, mean error of the estimate of φ



3D Interferometric ISAR 175

−20 −15 −10 −5 0
0

5

10

15

20

25

30

35

40

SNR [dB]

[m
]

Standard deviation on the estimate of φ

Squint angle = 0 [deg]
Squint angle = 15 [deg]
Squint angle = 30 [deg]
Squint angle = 45 [deg]
Squint angle = 60 [deg]

Figure 6.23 Simulation nr.2, standard deviation of the estimate of φ
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The observation of maritime activity has been a field of research ever since
SAR images of the ocean surface became available. This is because SAR im-
ages provide global scale coverage, independently of the weather and of the
night/day cycle, and high spatial resolutions. More specifically, ship detec-
tion and classification from SAR images are effective tools for fishing activity
monitoring and detection of ships responsible for marine oil pollution. Fur-
thermore, SAR images are used for detecting illegally operating ships that
increase marine crimes including smuggling and sea-jacking by piracy.

179



180 Radar Imaging for Maritime Observation

However, modern SAR systems generate large amounts of data due to the
observation of broad expanses and the high spatial resolutions. Hence, the ne-
cessity of an algorithm for automatic ship detection that guarantees both the
reliability and the accuracy of detection results. Unfortunately, the presence
of speckle noise complicates the automatic interpretation of the SAR images.
The detection of maritime targets in coastal areas is even much more compli-
cated as both the bathymetry and the local wind fields deeply affect the sea
clutter statistical behaviour. For this reason, the sea clutter may be spatially
non-homogeneous. Consequently, its statistical characterization may change
within the same SAR image.

Many detection algorithms have been proposed until now [20, 4, 11, 3, 7],
some of them based on the CFAR method [13, 14, 5, 15, 1]. Since the detection
is not the main focus of this book, one detection technique is only presented,
which is based on an adaptive threshold and which has been recently proposed
in the scientific literature [16, 17].

Some results obtained by applying this detection technique to spaceborne
SAR images are shown in this chapter. The effectiveness of such a technique
and the benefits of using global scale SAR images to monitor large areas of
interest are proven.

7.1 ALGORITHM DESCRIPTION
The electromagnetic interaction between microwaves and sea surface makes
the sea clutter in SAR images with specific statistical properties. However,
speckle noise, bathymetry and local winds fields, especially in coastal areas,
may complicate the SAR image interpretation. In fact, they deeply affect the
homogeneity of the clutter statistics, thus complicating the detection of mar-
itime targets. CFAR processing schemes can be used to overcome this problem.
Such methods set the threshold adaptively based on local information of the
clutter noise power. The threshold in a CFAR detector is set on a cell by cell
basis using estimated clutter power by processing a group of reference cells
surrounding the CUT (cell under test). In a homogeneous background when
the reference cells contain independent and identically distributed (i.i.d.) ob-
servations (governed by exponential distribution) the CA-CFAR processor is
the optimum CFAR processor. The CA-CFAR (cell average-CFAR) procedure
uses the maximum likelihood estimate of the noise power to adaptively set the
threshold under the assumption of i.i.d noise samples. However, the CA-CFAR
performances are significantly affected when the assumption of clutter homo-
geneity is violated. Moreover, conventional CFAR-based algorithms could be
very time consuming because they inspect all the pixels of a SAR image.

Then, an algorithm has been proposed in [17] that aims at reducing the
computation time. This algorithm can be interpreted as an improved extension
of the two-stage algorithm described in [16]. Figure 7.1 shows the block-scheme
of the proposed approach, which is composed of three main steps:
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• A pre-processing algorithm, which aims at improving the image quality
to facilitate both the sea/land separation and the maritime targets
detection.

• The detector, which is composed of two steps: the S-detector and W-
CFAR.

• A post-processing step, which consists of clustering together pixels
belonging to the same target. This is an important step since in high
resolution SAR images large targets may occupy several resolution
cells.

Pre-processing Detector Post-processing
SARI

SARI WCFARI /B WI

Figure 7.1 Detection algorithm block-scheme

7.1.1 PRE-PROCESSING: WAVELET CORRELATOR

SAR images, especially, maritime SAR images, are typically affected by dif-
ferent kinds of disturbances such as speckle noise and maritime discontinuity
effects. The speckle noise is due to cross-scatterers interferences while the mar-
itime discontinuity effects are due to random changes in bathymetry and wind
currents. Such disturbances may affect the correct interpretation of the SAR
image thus leading to false alarms, missing detections and erroneous target
classification and recognition.

All these remarks and the fact that the disturbances may be spatially
distributed suggest to study the SAR image spatial statistical behaviour and
eventually to use effective despeckle methods prior to apply the detection
algorithm.

An interesting observation [18] is that the human eye sees a texture over
two fundamental properties: the orientation of its different elements and its
frequency content. In other words, it can simultaneously perform a selective
filter in frequency and orientation over the observed scene. Moreover, the
human visual system perceives images in a multi-scale way, as it is able to
focus on different elements at different scales.

As the wavelet transform (WT) provides a multi-scale analysis of images,
according to their spatial and frequency characteristics, multi-resolution pro-
cessing with wavelets represents a suitable tool for modeling the human vision
system.

These observations lead us to think that the wavelet theory may be useful
to improve the interpretation of a SAR image and then to detect ships.

Differently from clutter and speckle, man-made targets, such as vessels,
exhibit a deterministic behavior. This fact explains why the presence of a
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vessel is usually noticeable in the sub-bands (or scales) obtained when a two-
dimensional discrete wavelet transform is applied [12].

This kind of discontinuity can even be transmitted over scales. In fact, a
vessel can be expressed as a short pulse with frequency components in each
sub-band. Conversely, orthogonality between the different wavelet sub-spaces
ensures a quasi decorrelation of the speckle noise, which behaves as a random
distributed noise identically distributed within each scale.

According to the wavelet theory [18, 12], the DWT of a signal x[n] is
computed by passing it through a series of filters. First the signal is passed
through both a low-pass and a high-pass filter with impulse responses wl[n]
and wh[n], resulting in two convolutions:

yL[n] =
∞∑

p=−∞
x[n]wl[n− p] (7.1)

yH [n] =
∞∑

p=−∞
x[n]wh[n− p] (7.2)

The outputs are the detail coefficients (from the high-pass filter) and the
approximation coefficients (from the low-pass filter). However, according to
the Nyquist theory, since half of the frequencies of the signal have now been
removed, half of the samples can be discarded. Then the filter outputs are
actually defined as follows:

yL[n] =
∞∑

p=−∞
x[n]wl[2n− p] (7.3)

yH [n] =
∞∑

p=−∞
x[n]wh[2n− p] (7.4)

The decomposition is repeated to further increase the frequency resolution.
Then, the approximation coefficients are decomposed and down-sampled. This
can be modeled as a binary tree where nodes are sub-spaces with different
time-frequency localization. This tree is known as a filter bank.

The block diagram in Figure 7.2 describes this decomposition for a 2D SAR
image. In this case, the same processing described before is applied first at
each row and then at each column. Then, [2 ↓ 1] and [1 ↓ 2] are the column
down-sampling operator and the row down-sampling operator, respectively.

Three wavelets can then be defined (HL,LH,HH) each of them extracting
image details for a given orientation, namely, Djv , Djh and Djd . The low-pass
filtered version of the original image is denoted as LL.

At each iteration and according to their orientation, the 2D-DWT performs
a separation of the different frequency components of the original image. More
specifically, coefficients of large values in different sub-bands correspond to
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Figure 7.2 2D-DWT block-scheme for the image decomposition

vertical, horizontal and edges. According to [19], the DWT with Haar coeffi-
cients was chosen among the different families of wavelet transform because
it is appropriate for detection of point-like targets.

The idea to use an intra-scale correlation computed on the wavelet decom-
position of the image has been proposed by Kuo and Chen [10] with the intent
of enhancing the edge-like feature and wakes prior to apply the Radon or the
Hough transform. A similar approach has been used here to improve even
more the ships detection.

These considerations suggest to use a wavelet correlator (WCOR), which
consists of calculating the modulus of the detailed images resulting from each
scale and applying the detection directly in the wavelet domain with a thresh-
olding operation. As a drawback, the sizes of the sub-images at the scale j are
reduced by a factor of 2−j compared to their original sizes.

To extract features from an image by combining different scales, the sizes
must be the same across different scales. Since the down-sampling will result
in a fine to coarse resolution scale leading to images with different sizes, the
detailed images cannot be used directly. To account for this, first the modulus
of the detailed image at the jth is defined as follows:

Mj(x1, x2) =
√

(|Djh(x1, x2)|2 + |Djv (x1, x2)|2 + |Djd(x1, x2)|2) (7.5)

where the three detailed images, Djh(x1, x2), Djv (x1, x2) and Djd(x1, x2) in
the horizontal, vertical and diagonal directions, respectively, are generated for
each resolution scale and (x1, x2) represents the spatial coordinates of a pixel.
Then, the WCOR function R(l, x1, x2) may be defined for several adjacent
scales as follows:



184 Radar Imaging for Maritime Observation

R(ls, x1, x2) =
∏
j

[
↑ 2j−1

]
Mj(x1, x2) (7.6)

where ls represents the number of scales involved in the direct correlation and[
↑ 2j−1

]
means the resampling of Mj(x1, x2) with j > 1 to the same size as

M1.
The choice of ls depends on the degree of noise associated with the features

to be detected and also on the spatial resolutions of the original SAR image.
A likely value for ls is 3. Pixels of a ship are closely related in terms of
intensity and statistical characteristic, since they belong to the same structure.
As a consequence, the product in Equation (7.6) emphasizes these relations
among different scales. On the contrary, sea clutter and speckle pixels remain
randomly distributed. Since the 2D-WDT tend to be sparse, the noise power
is reduced due to the projections. Moreover, the correlation provides reduced
intensity values due to the low probability of coincidence of related coefficients.

7.1.2 DETECTOR

The detector is mainly composed of two steps: (i) the S-detector, which aims
at identifying the areas where targets are likely present, and (ii) a CFAR-
based detector applied only on those regions identified by the pre-detector. A
block scheme of the proposed algorithm is shown in Figure 7.3

Figure 7.3 Detector block-scheme

7.1.2.1 S-Detector
The wavelet correlator produces an enhanced image so both targets and land
areas are better identifiable from a visual point of view. However, the size
of such an image is the same as the original size. As a consequence, the
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direct application of a standard CFAR-based algorithm may result in a high
computational burden.

Then, the idea is to identify regions of interest in which targets of interest
are likely present instead of applying the detection algorithm to the whole
SAR image.

Such a step can be interpreted as pre-detection step and in this work is
based on the significance, which is called S-detector.

The significance parameter is a measure of the image contrast and then a
measure of the goodness of the image quality. It is defined as follows:

S =
max|IWCOR| −mI

σI
(7.7)

where IWCOR, mI and σI represent the SAR image after the WCOR process-
ing, its mean value and its standard deviation.

First, the whole SAR image is split into sub-images (blocks). The size of
each sub-image is chosen so as to have a good trade-off between the processing
time, the detection performances and the size of the targets of interest. Then,
the significance is computed on all the sub-images. The significance will exhibit
a high value in the presence of targets and a low value otherwise.

The sub-images where the significance exceeds the detection threshold T are
considered as candidates for containing targets and they will be processed by
the W-CFAR at the subsequent step. The detection is made by comparing the
value of the significance of the block under test against a detection threshold
T . The threshold is computed by assuming a probability density function
fitting the histogram of the S values in clutter only conditions and by fixing a
desired probability of false alarm PFA. More precisely, the probability of false
alarm is defined as follows:

PFA = Pr{s > T |H0} =

∫ ∞
T

g(s|H0)ds =

1−
∫ T

−∞
g(s|H0)ds = 1−G(T |H0)

(7.8)

where g(s|H0) is the probability density function, pdf, of the significance, s,
conditioned to the hypothesis H0, namely clutter only condition. Then the
threshold can be found as follows:

T = G−1(1− PFA|H0) (7.9)

where G(s|H0) is the cumulative density function of s conditioned to the
hypothesis H0. Since the the random variable s represents the maximum value
of the image intensity, the evaluation value theory (EVT) can be exploited in
this case to model the probability density function of s.

The EVT is usually compared with the central limit theorem. However,
while the central limit theorem deals with the sum of random variables,
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EVT deals with the maximum of random variables. The central limit the-
orem states that the statistical distribution of the sum of independent and
identically distributed random variables converges to a given well-known dis-
tribution, namely the normal one. Similarly, Fisher, Tippett and Gnedenko
[6, 8] demonstrate that the maximum of a sequence of independent and iden-
tically distributed random variables converges to a given distribution family.
A single representation is provided by the generalized extreme value (GEV)
distribution [9].

The GEV distribution has been formulated to model a family of three
standard pdf functions. This can be accomplished by introducing a parameter
b so that:

b = 0 corresponds to the Gumbel distribution Λ
b = a−1 > 0 corresponds to the Fréchet distribution Φa
b = a−1 < 0 corresponds to the Weibull distribution Ψa

where
Λ(x) = exp{−exp{−x}} where x ∈ R (7.10)

where exp{x} = ex.

Φa(x) =

{
0 x < 0

exp{−x−a} x ≥ 0
(7.11)

Ψa(x) =

{
exp{− (−x)

a} x < 0

0 x ≥ 0
(7.12)

where x in this context represents a random variable realization. The standard
form of the GEV distribution can be written as follows:

g(x) =

{
exp{− (1 + bx)

1/b} if b 6= 0

exp{−exp{−x}} if b = 0
(7.13)

where 1 + bx > 0.
Hence, the support of the function g(x) corresponds to:

x > −b−1 if b > 0

x < −b−1 if b < 0

x ∈ R if b = 0

(7.14)

The location-scale family, g(x), can then be defined by substituting the
argument x with (x− µg)/σg where µg ∈ R and σg > 0.

Then, Equation (7.14) becomes:
x > µg − σg

b if b > 0

x < µg − σg
b if b < 0

x ∈ R if b = 0

(7.15)
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The two parameters, µg and σg are the location and the unknown scale
parameters. Such parameters are estimated via the maximum likelihood the-
orem.

It can be proven that, by assuming the GEV distribution, the threshold T
can be found as follows:

T =

a1 − a2

b

[
1− ln−b 1

1−PFA

]
for b 6= 0

a1 − b
[
1− ln−b 1

1−PFA

]
for b = 0

(7.16)

where a1 and a2 represent the location and scale parameters of the probability
density function and therefore are estimated from clutter only regions, while
b is the GEV distribution parameter.

7.1.2.2 W-CFAR
After the S-detector, all the sub-images whose value exceeds the threshold
T are processed by the W-CFAR detector [17, 16]. The W-CFAR processor
searches for pixels that are unusually bright compared with those of the sur-
rounding area. The comparison is carried out by means of a threshold which
is computed via the formula in Equation (7.17), for a given probability of false
alarm PFA:

PFA =

∫ ∞
Tr

gAref (x) dx (7.17)

where gAref (x) is the probability density function (pdf ) estimated from the
pixels in the reference area Aref , which should only contain clutter pixels and
Tr is the threshold which gives the desired PFA. As can be easily inferred from
Equation (7.17), the threshold depends on the statistics of the surrounding
area and is adaptively computed to ensure a constant false alarm rate. The
clutter statistics are usually analyzed by exploiting an area around the CUT,
as depicted in Figure 7.4.

Cell Under Test

Guard Area

Reference Area

Figure 7.4 Guard area and reference area definition
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It consists of three different areas: (i) the investigated CUT or pixel, (ii)
the guard area, and (iii) the reference area. The reference area contains the
reference cells or pixels that will be used to estimate the clutter statistics.
The guard area is instead chosen to be sure that pixels belonging to the
target will not be used to estimate the clutter statistics. In fact, when a
portion of the target falls into the reference area, the clutter only assumption
decays, thus affecting the estimates of the clutter statistics. The guard area
is chosen as an area adjacent to the CUT and its sizes are in some way linked
to the maximum expected target size. The size of the reference cells is instead
linked to both the desired accuracy of the clutter statistics estimates and the
non-stationarity of the clutter. In fact, under the hypothesis of identically
distributed random variables, as a rule of thumb, the more the reference cells
the better the estimates. However, the clutter is usually non-stationary; then,
the reference area should be small enough to be sure that clutter can be
considered stationary within the reference area.

The most widely accepted model to statistically characterize the sea clutter
in SAR images is the K − distribution. The estimation of the parameters for
this type of distribution can be very time consuming due to the time needed
to invert both the Bessel and the Gamma functions. This is also true when
using the efficient and consistent but still approximate numerical method. To
overcome this problem, the LogNormal distribution can be used, which can
be more easily managed. The LogNormal pdf is in Equation (7.18)

gLN (x) =
1

x
√

2πσ2
x

exp

[
− (ln(x)− µx)

2

2σ2
x

]
(7.18)

where µx and σx are, respectively, the mean and the standard deviation
(namely the location and scale parameters) of the associated normal distri-
bution and ln(x) = loge(x). Once a model for the first order pdf of the sea
clutter has been fixed, its unknown parameters must be estimated by using
clutter only pixels in the nearby of the CUT. In the hypothesis of i.i.d. clutter
samples, the clutter statistics can be estimated via the maximum likelihood
method as shown in Equation (7.19) and (7.20).

µ̂x =
1

Nref

Nref−1∑
k=0

ln(xk) (7.19)

σ̂2
x =

1

Nref

Nref−1∑
k=0

(ln(xk)− µx)
2

(7.20)

where Nref is the number of pixels xk in the reference area Aref .
By using the estimates in Equation (7.19) and (7.20) and by considering

the LogNormal distribution in Equation (7.18) the threshold can be found as
in Equation (7.21):
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Tr = exp
[
Φ−1 (1− PFA) · σ̂x + µ̂x

]
(7.21)

where Φ−1(·) is the inverse of the normal cumulative distribution function
(CDF) defined in Equation (7.22)

Φ(x) =
1√
2π

∫ x

∞
e−

t2

2 dt (7.22)

7.1.3 POST-PROCESSING

Large ships in high spatial resolution (of the order of 1 m) SAR images may
occupy several resolution cells. As a consequence, a certain number of seg-
ments or groups of pixels which actually belong to the same target may be
detected and a single target may be divided into different groups of pixels.
The clustering algorithm is then applied to avoid such a situation and merge
those groups of pixels.

A well-established definition of the clustering can be given as follows: Clus-
tering is the task of grouping a set of objects in such a way that objects in the
same group have similar characteristics.

For our purposes, for example, the segments or group of pixels are grouped
together by taking into account the relative distance (in terms of image pixels)
between the centroids of each segment. Other rules could be considered de-
pending on the available SAR system. As an example, when a fully polarimetry
or a multi-channel SAR system is available, the polarimetric signature or the
interferogram could be used in conjunction with the distance to improve the
false alarm rejections and the clustering operation.

The clustering processing can be thought of as composed of three main
steps: (i) a clean morphological filter, (ii) the labeling and fusion step, and
(iii) the removal of artifacts or sidelobes of strong scatterers.

Cleaning Labeling & fusion Artifacts removal
WCFARI

/B WI

Figure 7.5 Post-processing block-scheme

The clean algorithm is used to reduce the number of false alarms. Then,
isolated group of pixels whose size cannot be compatible with those of a ship
will be discarded.

After the cleaning operation, a labeling process is applied to label connected
groups of pixels. Moreover, the centroid of each group of pixels, also called
segment, is computed.

After this stage, segments likely belonging to the same target are grouped
together. A simple rule is based on the relative distance among centroids of
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different segments. Then, segments whose centroids are far apart less than
a certain range and cross-range distance are declared belonging to the same
target. The segments are first ordered based on their range and cross-range
sizes. Then, starting from the largest one, the distances between its centroids
and those of the others segments are computed. The nearest segment is then
fused with the large segment and a new centroid is computed. This procedure
is then repeated until there are segments whose distance from the reference
one is less than the pre-defined threshold. The remaining segments are then
analyzed again in the same way to search for other targets. The closing mor-
phological filter is finally applied to each detected target so as to fill the holes
among segments constituting a target.

Pfa= 1.00000e−06. Area ref.= 100000m2. After CFAR.
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Figure 7.6 Example of a black and white radar image at the output of the detector.

Pixels in white have passed the threshold

To further reduce the probability of false alarm, another cleaning oper-
ation can be performed. Finally, the remaining small isolated segments are
deleted. Moreover, ground bright scatterers must be identified as they may
cause high sidelobes in the sea region and consequently affect the detection
performances. Then a quite simple rule based on comparing range/cross-range
distance of segments with the same cross-range/range centroids coordinates
is applied. Figure 7.6 and Figure 7.7 show a pictorial representation of such a
step. Specifically, Figure 7.6 shows the result of the W-CFAR detector, while
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Pfa= 1.00000e−06. Area ref.= 100000m2.  After all
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Figure 7.7 Image in Figure 7.6 at the output of the post-processing

Figure 7.7 depicts the result of the post-processing step. The image refers to
a portion of a larger SAR image covering the area nearby Istanbul harbour
(Figure 7.8).

7.2 EXPERIMENTAL RESULTS
Some results are shown in this section to demonstrate the feasibility of the
described algorithm. More specifically, the algorithm has been tested on space-
borne SAR images acquired with COSMO-SkyMed system and on an airborne
EMISAR data.

COSMO-SkyMed (COnstellation of small Satellites for Mediterranean
basin Observation) is the largest Italian investment in space systems for earth
observation commissioned and founded by the Italian Space Agency (ASI) and
the Ministry of Defence (MoD). COSMO SkyMed is a dual-use (for civil and
military applications) end-to-end system for earth observation and has been
conceived for a wide range of applications such as risk management, scien-
tific and commercial applications, homeland security, defense and intelligence
applications. COSMO-SkyMed constellation consists of four low earth orbit
mid-size satellites, each equipped with a high-resolution SAR system operat-
ing at X-band. As different applications ask for different requirements in terms
of both SAR image spatial resolutions and SAR swath, COSMO-SkyMed has
been equipped by a multi-model SAR system, in which each mode differs from
the others in term of SAR image spatial resolutions and SAR swath. More
specifically three different modalities has been defined:
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1. Spotlight mode, which provide SAR images of small swath (of the
order of 10 km) with high spatial resolutions (of the order of 1 m)

2. Two stripmap modes (Himage and PingPong modes), conceived for
SAR images of medium size (tenth of km) and spatial resolutions
(of the order of 10 m). One such mode, the PingPong one, provides
SAR images in two different polarizations by alternating the signal
polarization between two of the possible ones, i.e., HH, VV, HV, VH

3. Two ScanSAR modes (WideRegion and HugeRegion) for medium to
coarse spatial resolutions (of the order of 100 m) and large swath (of
the order of 100 km)

A ground segment is also present which is responsible for the operations
and control of the entire system including the generation and dissemination
of the final products. Different products can be delivered by the ground seg-
ment, among which we are interested in the Level 1A data which is a single-
look complex slant product, in other words, the raw data focused in slant-
range/azimuth plane, which is the sensor natural acquisition projection.

More specifically, two spotlight SAR images have been considered here-
inafter to test the detection algorithm.

Another SAR image acquired by means of the EMISAR SAR system has
been also analyzed. Details about the EMISAR system can be found in [2].

7.2.1 CASE STUDY #1

The first case study comprehends a SAR image acquired on April 15, 2008
which covers the area of Istanbul. Figure 7.8 shows the SAR image.

7.2.1.1 Pre-Processing Results
In this section, the results of the pre-processing algorithm are shown. Figure
7.9 shows the SAR image after the wavelet correlator. As can be seen by
comparing this image with that in Figure 7.8, the wavelet correlator has well
performed the speckle reduction allowing for a better understanding of both
the sea-land and the sea-target edges.

Before going on and with the aim to reduce the computation time, the land
areas should be identified and separated from the sea areas, so the detection
algorithm will be applied only on sea regions.

Then a simple algorithm based on the analysis of the histogram of the SAR
image intensity has been used. More specifically, the histogram computed on
the SAR image after wavelet correlator is shown in Figure 7.10. As expected,
the histogram is sketchily composed of two peaks, one corresponding to lower
intensity values related to the sea pixels, the other corresponding to higher
intensity values related to both land and targets pixels. Then a threshold can
be set to separate these two regions. However, as can be noted by carefully
inspecting Figure 7.10, even if the two peaks can be recognized, the threshold
separating them cannot be easily identified.
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Figure 7.8 SAR image of the area nearby Istanbul harbour. Courtesy of ASI

Figure 7.9 SAR image after wavelet correlator
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Figure 7.10 Histogram computed from image in Figure 7.9

Then, to improve the sea-land separability, a low-pass spatial filter has been
applied over the same image thus obtaining the image in Figure 7.11. Such
filter allows for a better reduction of clutter and noise peaks thus improving
the sea-land separation, as can be easily noted by means of a visual inspection.

The histogram computed on the image in Figure 7.11 is shown in Figure
7.12. As can be seen, although the intensity levels are different, the two peaks
are more easily identified. A threshold can now be computed as the value
corresponding to the local minimum among two local maxima.

When such threshold is applied on the SAR image in Figure 7.11, the
sea-land mask is obtained and is shown in Figure 7.13. Then, the contour
separating the land area from the sea can be easily extracted and applied to
the SAR images in Figure 7.8 and Figure 7.9. The sea-land separation step
allows to speed up the detection algorithm as it is now applied only to sea
regions.

7.2.1.2 Detection Results
As detailed in Section 7.1, to further speed up the detection of targets, the
detection algorithm has been thought of as composed of two steps, a pre-
detection step based on the significance parameter, and an adaptive detection
algorithm based on the use of an adaptive threshold.

Before showing the results of the pre-detection step, the statistical anal-
ysis of the significance parameter should be performed first to confirm the
hypothesis made in the previous section.

For this purpose, a sea only clutter region has been identified as shown in
Figure 7.14. A sliding window of about 40 × 40 pixels has also been used
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Figure 7.11 SAR image after a low-pass smoothing filter
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Figure 7.12 Histogram computed from image in Figure 7.11
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Figure 7.13 Sea-land mask

to analyze the statistical properties of the random variable S, namely the
significance.

To estimate the significance pdf, its histogram is calculated first. By defining
K(s) as the histogram, the probability that a significance value falls into an
interval ∆s is

Prs =Pr

{
s− ∆s

2
< S < s+

∆s

2

}
∫ s+ ∆s

2

s−∆s
2

f(s) ds ' f(s)∆s ' K(s)

NS

(7.23)

where NS is the number of significance samples. Thus, an estimate of the
significance pdf can be derived from Equation (7.23), as follows:

f(s) ' 1

NS
· K(s)

∆s
(7.24)

The significance pdf is depicted in Figure 7.15, where some well-known
distributions fitting that of the significance are also plotted. As can be noted,
the distribution that best approximates the pdf significance is, as expected,
the GEV one. The estimated statistical unknown parameters of the GEV
distribution are listed in Table 7.1.
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Figure 7.14 Pictorial representation of the procedure to evaluate the random vari-

able S
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Figure 7.15 Probability density function of the significance parameter computed

from Figure 7.9
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Table 7.1
GEV statistical parameters fitting the significance pdf

b a2 a1
0.05869 0.911819 5.82404
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Figure 7.16 Cumulative density function of the significance parameter computed

from Figure 7.9 and adaptive threshold

Once a distribution fitting the significance estimated pdf has been found,
the threshold can be derived from Equation (7.16). By assuming the GEV dis-
tribution and by substituting the parameters in Table 7.1 in Equation (7.16),
the threshold T ' 20.822 can be found, which corresponds to a probability of
false alarm equal to PFA = 10−5.

The same threshold can be found by representing the significance cumula-
tive density function (CDF), as shown in Figure 7.16. Then, the blocks where
the significance value exceeds the threshold likely contains one or more targets
and are then processed by the adaptive detection algorithm.

The pre-detection algorithm is then applied to the whole SAR image. The
SAR image has been divided into blocks of 800 × 800 pixels with an overlap
of 40%. The significance values are shown in Figure 7.17, where the threshold
is also shown. Blocks for which significance is equal to 0 correspond to land
areas.
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Figure 7.17 Significance values

Figure 7.18 shows the SAR image where both the land pixels and the blocks
with significance below the threshold have been put equal to zero. Once the
pre-detection is performed, the blocks where significance exceeds the threshold
are processed by the adaptive detection algorithm. To analyze the detector
performance a ground truth map has been created via visual inspection.

All the results shown hereinafter have been obtained by using a nominal
probability of false alarm PFA = 10−6 to set the detector threshold. However,
before showing the detection results, the statistical analysis of the clutter must
be performed first. Then, as done previously, an area free of targets and land
has been selected from the SAR image in Figure 7.9. Then, the histogram of
sea clutter intensity has been computed as shown in Figure 7.19 where some
well-known distributions fitting that of the sea clutter are also plotted. As can
be noted, the distribution that best approximates the clutter distribution is, as
expected, the Log-Normal one. Since the clutter is usually non-stationary, its
statistics may change. Then, for each CUT, the algorithm chooses a reference
area of pre-defined size and computes the statistical parameters of the Log-
Normal distribution. Once the model has been fixed, the threshold is then
derived for a fixed PFA.

Figure 7.20 shows the results of the adaptive detector where targets are
represented in black while the coast line has been represented with a solid
gray line.
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Figure 7.18 Results of the significance analysis
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Figure 7.19 Probability density function of the sea clutter estimated from SAR

image in Figure 7.9
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Figure 7.20 Detection results

After the post-processing algorithm, some false alarm and some artifacts
have been removed from the detection map, thus providing the results in
Figure 7.21. To get such results, a reference area of Aref = 0.15 km2 has been
considered around the CUT. Such value has been found empirically and by
maximizing the probability of detection, PD and minimizing the probability of
false alarm, PFA. Both PD and PFA have been computed from the detection
map in Figure 7.21 as follows:

P̂D =
ND
NSAR

' 0.941 (7.25)

P̂FA =
NFA
NSAR

' 0.6 10−4 (7.26)

where ND, NFA and NSAR are, respectively, the number of detected pixels,
false alarm and the total number of investigated pixels.

7.2.2 CASE STUDY #2

The second case study comprehends a SAR image acquired on April 23, 2008
which covers the area of Messina harbor. Figure 7.22 shows the SAR image.
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Figure 7.21 Detection results after post-processing

Figure 7.22 SAR image covering the area of Messina, Italy. Courtesy of ASI
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Figure 7.23 SAR image after wavelet correlator

7.2.2.1 Pre-Processing Results
Figure 7.23 shows the SAR image after the wavelet correlator. As done previ-
ously, the sea-land separation has been performed before detection based on
the histogram of the SAR image intensity. The histogram computed on the
SAR image in Figure 7.23 is represented in Figure 7.24. It can be noted that
even if two peaks can be identified which correspond to the sea and land pix-
els, it is difficult to identify a threshold that can easily separate them. Then,
a spatially low-pass filter has been applied to the SAR image in Figure 7.23
thus obtaining the SAR image in Figure 7.25 where the coast line is even more
evident. The histogram computed on such SAR image is shown in Figure 7.26.
A threshold can now be easily identified which separates sea pixels from land
pixels as shown in Figure 7.27.

7.2.2.2 Detection Results
After the pre-processing stage, the pre-detector is applied to search for the
region where targets are likely present so as to further speed up the detection.
As done previously, the statistical analysis of the significance has been carried
out first. Then, a sea clutter only region has been identified and a sliding win-
dow of 40 × 40 pixels has been used to analyze the statistical properties of the
random variable S. To accomplish this task, the histogram of the sea clutter
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Figure 7.24 Histogram computed from image in Figure 7.23

Figure 7.25 SAR image after wavelet correlator and after low-pass smoothing filter
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Figure 7.26 Histogram computed from image in Figure 7.25

Table 7.2
GEV statistical parameters fitting the significance pdf

b a2 a1
0.040449 0.953012 6.23434

region has been computed and is represented in Figure 7.28 where some well-
known distribution fitting the significance pdf are also shown. As expected,
the distribution that best approximates the pdf significance is the GEV one.
The estimated statistical unknown parameters of the GEV distribution are
listed in Table 7.2.

Once a distribution fitting the significance one has been found, the thresh-
old can be derived from Equation (7.16). More specifically, to get a probability
of false alarm equal to PFA = 10−5 a threshold equal to T ' 20.2085 should
be used. The same result can be found via the significance CDF, as shown in
Figure 7.29. Once the threshold has been fixed, the pre-detection algorithm
is applied to the whole SAR image. In this case the SAR image has been
divided into blocks of 800 × 800 pixels with an overlap of 40%. The block
size is chosen based on typical target size. The significance values are shown
in Figure 7.30. The significance relative to land areas has been forced equal
to zero. Figure 7.31 shows the SAR image where both the land pixels and the
blocks for which the significance is lower than the threshold have been put
equal to zero.
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Figure 7.27 Sea-land separation results
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Figure 7.28 Probability density function of the significance parameter computed

from Figure 7.23
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Figure 7.29 Cumulative density function of the significance parameter computed

from Figure 7.23 and adaptive threshold
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Figure 7.31 Results of the significance analysis

After the pre-detection, the blocks where significance exceeds the threshold
are then processed by the adaptive detection algorithm. To test the detection
algorithm performances, a ground truth map has been created via visual in-
spection of the SAR image. The results shown hereinafter have been obtained
by fixing a nominal probability of false alarm PFA = 10−6. However, also in
this case, the statistical analysis of the clutter has been performed first. An
area free of targets and land pixels has been selected from the SAR image in
Figure 7.23. Then, the histogram of the sea clutter intensity has been com-
puted as shown in Figure 7.32. As can be noted, the distribution that best
fits the clutter pdf is, again, the LogNormal one.

Figure 7.33 shows the results of the adaptive detector where targets are
represented in black while the coast line is represented with a solid gray line.
After the post-processing step, some false alarms and some artifacts have
been removed, thus leading to the results in Figure 7.34. To get such results
a reference area of Aref = 0.15 km2 has been considered.

As done previously, such value has been found empirically and by maximiz-
ing the probability of detection, PD and minimizing the probability of false
alarm, PFA. Both PD and PFA have been computed from the detection map
in Figure 7.34 as follows:

P̂D =
ND
NSAR

' 0.981 (7.27)
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Figure 7.32 Probability density function of the sea clutter intensity computed from

Figure 7.23

P̂FA =
NFA
NSAR

' 2.53 10−4 (7.28)

where ND, NFA and NSAR are, respectively, the number of detected pixels,
false alarms and the total number of investigated pixels.

7.2.3 CASE STUDY #3

The third case study uses an EMISAR airborne polarimetric data set covering
the area of the Storebaelt bridge. Figure 7.35 shows the SAR image. Some
important parameters of such SAR data are listed in Table 7.3.

Table 7.3
Parameters of interest of the Storebaelt bridge SAR image

Central frequency, f0 5.3GHz

Azimuth spacing 0.749m

Range spacing 1.499m

Bandwidth 100MHz
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Figure 7.33 Detection results before post-processing

Figure 7.34 Detection results after post-processing
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Figure 7.35 SAR image

7.2.3.1 Pre-Processing Results
Figure 7.36 shows the SAR image after the wavelet correlator. As done pre-
viously, the sea-land separation has been performed before detection based
on the histogram of the SAR image intensity. A spatially low-pass filter has
been applied to the SAR image in Figure 7.36 thus obtaining the SAR im-
age in Figure 7.37 where the coast line is even more evident. The histogram
computed on such SAR image is shown in Figure 7.38. A threshold can now
be easily identified which separates sea pixels from land pixels as shown in
Figure 7.39.

7.2.3.2 Detection Results
After the pre-processing stage, the pre-detector is applied to search for the
region where targets are likely present so as to further speed up the detection.
As done previously, the statistical analysis of the significance has been carried
out first. Then, a sea clutter only region has been identified and a sliding win-
dow of 50 × 50 pixels has been used to analyze the statistical properties of the
random variable S. To accomplish this task its histogram has been computed
and is represented in Figure 7.40 where some well-known distribution fitting
the significance pdf are also shown. As expected, the distribution that best
approximates the pdf significance is the GEV one. The estimated statistical
unknown parameters of the GEV distribution are listed in Table 7.4.

Once a distribution fitting the significance one has been found, the thresh-
old can be derived from Equation (7.16). More specifically, to get a probability
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Figure 7.36 SAR image after wavelet correlator

Figure 7.37 SAR image after wavelet correlator and after low-pass smoothing filter

Table 7.4
GEV statistical parameters fitting the significance pdf

b a2 a1
0.03586 0.9097 5.5369
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Figure 7.38 Histogram computed from image in Figure 7.37

Figure 7.39 Sea-land separation results
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Figure 7.40 Probability density function of the significance parameter computed

from Figure 7.36

of false alarm equal to PFA = 10−5 a threshold equal to T ' 18.5 should be
used. The same result can be found via the significance CDF, as shown in
Figure 7.41. Once the threshold has been fixed, the pre-detection algorithm
is applied to the whole SAR image. In this case the SAR image has been di-
vided into blocks of 600 × 600 pixels with an overlap of 40%. The block size
is chosen based on typical size of targets we are interested in. The significance
values are shown in Figure 7.42. The significance relative to land areas has
been forced equal to zero.

After the pre-detection, the blocks where the significance exceeds the
threshold are then processed by the adaptive detection algorithm. To test
the detection algorithm performance a ground truth map has been created
via visual inspection of the SAR image. The results shown hereinafter have
been obtained by fixing a nominal probability of false alarm PFA = 10−6.
However, also in this case, before showing the results, the statistical analysis
of the clutter has been performed first. An area free of targets and land pixels
has been selected from the SAR image in Figure 7.36. Then, the histogram of
the sea clutter intensity has been computed as shown in Figure 7.43. As can be
noted, both the LogNormal distribution and the GEV distribution well fit the
clutter pdf distribution. However, as a closed form solution for the estimation
of the GEV statistics does not exist, the computation of such parameters may
be time consuming. Conversely, the statistics of the LogNormal distribution
may be found via the formula in Equation (7.19) and (7.20).
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Figure 7.41 Cumulative density function of the significance parameter computed

from Figure 7.36 and adaptive threshold
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Figure 7.43 Probability density function of the sea clutter intensity computed from

Figure 7.36

Figure 7.44 shows the results of the adaptive detector where targets are
represented in black while the coast line is represented with a solid gray line.

In Figure 7.45 detection results have been superimposed to the SAR im-
age after wavelet correlator, while Figure 7.46 shows a sub-image taken from
Figure 7.45.

It is very interesting to note the detected targets near Storebaelt bridge.
These targets are, presumably, cars crossing the bridge in both directions.
Moving targets, in fact, appear both defocused and shifted in SAR images
because their relative motion with respect to the SAR platform is different
from that of the SAR scene center. In this case, the effect is that cars on the
bridge appear in the SAR image displaced along the azimuth direction with
respect to the bridge. They are easily recognized because they mainly stay
along a straight line parallel to the bridge, indicating that many targets have
the same velocity and direction. Some other cars appear in the other part of
the bridge indicating cars traveling in the opposite direction.
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Figure 7.44 Detection results after post-processing

Figure 7.45 Detection results after post-processing
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Figure 7.46 Detection results after post-processing
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Ocean pollution by oil slicks is one of the major environmental hazards. Oil
tanker accidents (such as Exxon Valdez, Erika, and Prestige), although spec-
tacular and highlighted, are responsible for only 5% of the total oil pollution
worldwide, 95% coming from illegal discharges [4]. In the Mediterranean Sea,
oil pollution monitoring is normally carried out by aircrafts or ships. This is
expensive and is constrained by the limited availability of these resources. In
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Figure 8.1 Oil-spill detection and classification algorithm

order to provide all-weather and global monitoring of such events, spaceborne
synthetic aperture radar (SAR) has been recognized as a cornerstone. Radar
imagery can provide a significant contribution for this field, identifying prob-
able spills and tracking ships’ routes over very large areas, then guiding aerial
surveys for precise observations in specific locations. Automatic detection of
oil spills in SAR images has been widely researched, with specific focus being
given to the detection and classification of oil spills. In this chapter an algo-
rithm for oil-spill detection and classification is proposed whose block scheme
is shown in Figure 8.1 and whose main steps are

1. Despeckling, which aims at reducing the speckle noise on the SAR
image for its better interpretation

2. Image enhancement
3. Image segmentation
4. Oil-spill classification
5. Oil-spill shape features extraction

A more detailed description of these steps is provided in the following
sections. Results of the application of such algorithm to COSMO-SkyMed
SAR images are shown in Section 8.6.

8.1 SPECKLE NOISE REDUCTION
An imaging radar generates a SAR image by transmitting a coherent electro-
magnetic wave and subsequently processing the backscattered signal from the
illuminated objects. However, due to interference processes between scatter-
ers, speckle noise is introduced into the image. Speckle noise is a disturbing
factor because it limits the ability to correctly interpret SAR images, restricts
edge extraction, image segmentation, target recognition and classification, and
it introduces uncertainty in ground surface parametric inversion. Therefore,
it is important to apply suitable speckle reduction methods prior to the im-
age processing, which are able to smooth speckle noise, while retaining as
much detailed information as possible. There are two types of speckle noise
reduction techniques:
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1. Multi-look processing, which involves the incoherent averaging of mul-
tiple looks of the same scene during the generation of the SAR image.
This process narrows down the probability density function of the
speckle noise and reduces the variance, but it also reduces the spa-
tial resolution and improves the radiometric resolution. This simple
technique is able to remove speckle noise efficiently, but much of the
edge information is lost [3].

2. Spatial filtering, which is performed on the image domain and involves
an analysis of the local statistics of each pixel.

While multilooking process is usually done during the data acquisition
stage, speckle reduction by spatial filtering is performed on the image after it
is acquired. No matter which method is used to reduce the effect of the speckle
noise, the ideal speckle reduction method preserves radiometric information,
the edges between different areas and the spatial signal variability (i.e., tex-
tural information). Based on the studies in [7], the Gamma-MAP filter was
chosen. The filter has a 3 × 3 kernel size which is a good tradeoff between
the noise reduction and the details preservation. The maximum a posteriori
(MAP) filter is based on a multiplicative noise model with non-stationary
mean and variance parameters. This filter assumes that the original digital
number (DN) value lies between the DN of the pixel of interest and the aver-
age DN of the moving kernel. Moreover, many speckle reduction filters assume
a Gaussian distribution for the speckle noise, but recent works have shown
this to be an invalid assumption. In fact, natural areas have been shown to
be more properly modeled as having a Gamma distributed cross-section. The
Gamma-MAP algorithm incorporates this assumption. This model leads to
the functional form of an optimum filter in the minimum mean square error
(MMSE) sense for smoothing images. By using locally estimated parameter
values, the filter is made adaptive so that the filter can be implemented in
the spatial domain and is computationally efficient. The Gamma-MAP logic
maximizes the a posteriori probability density function with respect to the
original image. It combines both geometrical and statistical properties of the
local area.

8.2 MORPHOLOGIC IMAGE ENHANCEMENT
This step deals with the improvement in the image quality. The morphological
operation is performed by applying a morphological closing operator on the
image to remove isolated and scattered pixels, or holes, in homogeneous areas,
followed by the application of a morphological erosion operation to restore the
previous boundaries. Closing, shown in Figure 8.2, is an important operator
from the field of mathematical morphology. Like its dual operator, opening,
it can be derived from the fundamental operations of erosion and dilation.
These operators are normally applied to binary images, although there are
gray level versions, as in SAR images. Closing is similar in some ways to dila-
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Figure 8.2 Closing operation (http://homepages.inf.ed.ac.uk/rbf/HIPR2)

tion in that it tends to enlarge the boundaries of foreground (bright) regions
in an image and shrinks background color holes in such regions, but it is less
destructive of the original boundary shape. As with other morphological oper-
ators, the exact operation is determined by a structuring element. The effect
of the operator is to preserve background regions that have a similar shape
to this structuring element, or that can completely contain the structuring
element, while eliminating all other regions of background pixels. Closing is
opening performed in reverse. It is defined simply as a dilation followed by an
erosion using the same structuring element for both operations. The closing
operator therefore requires two inputs: an image to be closed and a structur-
ing element. Closing is the dual of opening, i.e., closing the foreground pixels
with a particular structuring element is equivalent to closing the background
with the same element.

Erosion, in Figure 8.3, is one of the two basic operators in the area of
mathematical morphology, the other being dilation. The basic effect of the
operator on a binary image is to erode away the boundaries of regions of
foreground pixels (i.e., white pixels, typically). Thus, areas of foreground pixels
shrink in size, and holes within those areas become larger. As for closing, the
erosion operator takes two pieces of data as inputs. The first is the image
which is to be eroded. The second is a (usually small) set of coordinate points
known as a structuring element. It is this structuring element that determines
the precise effect of the erosion on the input image.

As structuring element, in both cases, a 5 × 5 square mask was chosen
to perform morphological enhancement. Formally, it is possible to write the
following relation with the image Imin:

Imout = (Imin • E) � E (8.1)

where E is the structuring element, • is the closing operator and � is the
erosion operator. The image is then filtered with a 5 × 5 Gaussian filter to
eliminate the residual noise.

http://homepages.inf.ed.ac.uk/rbf/HIPR2
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Figure 8.3 Erosion operation (http://homepages.inf.ed.ac.uk/rbf/HIPR2)

8.3 SEGMENTATION
Segmentation is the process that automatically selects group of pixels belong-
ing to significant regions in the image, which can be labeled as belonging to
a defined class. In this case, segmentation is necessary to automatically iden-
tify the areas with the lowest levels of gray, which may be associated with oil
spills, as well as algae and areas of calm seas, e.g., areas where the wind is
very weak. The fact that in these areas radar reflectivity is very low is due to
the phenomenon of micro-surface wave damping caused by the oil or algae. In
marine SAR images, in fact, the highest values of reflectivity are due to rough-
ness caused by a more pronounced wave. Another problem is the image size.
StripMap images are very large, and often automatic segmentation methods,
which are typically based on a filtering operation, for example a wavelet filter,
although valuable, need a considerable computational effort with often unac-
ceptable long elaboration time. The segmentation algorithm proposed in [9]
does not make use of any filtering operation thus resulting effective in terms of
computation time. It consists in dividing the image into nS sub-images, and
estimating the histogram of the sub-block. This estimate was done with the
kernel density estimation method. In statistics, kernel density estimation is a
non-parametric way of estimating the probability density function (pdf ) of a
random variable. Kernel density estimation is a fundamental data smoothing
problem where inferences about the population are made, based on a finite
data sample. It is also known as the Parzen-Rosenblatt window method. Let
(p1, p2, . . . , pn) (where n indicates the number of pixels into a sub-image)
be i.i.d. (independent and identically distributed) samples drawn from some
distribution with an unknown density f(p). Its kernel density estimator is

f̃h(p) =
1

nh

n∑
i=1

K

(p− pi
h

)
(8.2)

where K(•) is the kernel, a symmetric, but not necessarily positive function
that integrates to one, and h > 0 is a smoothing parameter called the band-

http://homepages.inf.ed.ac.uk/rbf/HIPR2
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width. A range of kernel functions is commonly used, namely, uniform, trian-
gular, biweight, triweight, Epanechnikov, normal, and others. The Epanech-
nikov kernel is optimal in a minimum variance sense, though the loss of ef-
ficiency is small for the kernels listed previously, and due to its convenient
mathematical properties, the “normal” kernel is often used. Based on these
considerations, here a Gaussian kernel function is used. Ideally, the bandwidth
should be as small as possible, but the variance of the estimator would be too
high. On the other side, a large bandwidth cannot resolve a multimodal dis-
tribution. Value of h between 0.1 and 0.4 are usually chosen as a tradeoff
between resolution and smoothness. By analyzing the various histograms, the
threshold below which the pixels can be classified as a candidate oil spill can
be chosen adaptively, as follows:

1. The algorithm first searches among all the local maxima of the pdf
the smaller one, namely Mmin, in other words the smallest local max-
imum.

Mmin = arg min
i
{m} (8.3)

where m = [m1,m2, · · · ,mnS ] are the maxima of each pdf
2. Then, the algorithm searches for a threshold for each sub-images,

namely λi where i = 1, 2, · · · , nS . When f(p) exhibits a multi-modal
behavior, as in Figure 8.4, the threshold coincides with the first lo-
cal minimum. Such local minimum is found by calculating the first
derivative of f(p), namely ḟ(p). When the pdf does not exhibit a
multi-modal behavior, as in Figure 8.5 and Figure 8.6, the threshold
in this case corresponds to the point whose amplitude deviates from
the maximum of the pdf of a value which corresponds to the stan-
dard deviation toward the rightmost part of the histogram (brighter
pixels)

3. Finally, among these candidates, sorted in ascending order, the opti-
mum threshold, λopt, is chosen as the first value that has an amplitude
greater than Mmin

Figures 8.4 to 8.6 show the three cases that can be observed during the
segmentation phase with the circles representing the respective tresholds.

It is very important that the distribution functions have a smooth behavior
so as not to introduce false nulls in the derivative. Once the threshold is
determined, all points with a lower value are classified as belonging to oil spill
candidates.

The final step is the elimination of remaining isolated points or too small
areas. To accomplish this, the algorithm analyzes the level of connectivity
between the identified pixels; in other words, it defines which pixels are con-
nected to other pixels. A set of pixels in a binary image that form a connected
group is called an object or a connected component. The two-dimensional
connectivities are
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Figure 8.4 Double mode histogram

Figure 8.5 Sea histogram

Figure 8.6 Spill or look-alike histogram

Safe: Helping Children Face Issues 

Children Face Tough Issues 

Children Face Tough Issues 
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Figure 8.7 4-connected pixel Figure 8.8 8-connected pixel

1. 4-connected (Figure 8.7): pixels that have exceeded the threshold are
part of the same object when they are connected along the horizontal
or vertical direction.

2. 8-connected (Figure 8.8): pixels that have exceeded the threshold are
part of the same object when they are connected along the horizontal,
vertical, or diagonal direction.

The connection algorithm is applied with a 3 × 3 square moving window over
all the pixels of the image.

Then, the area of each object is calculated and objects with an area smaller
than a pre-set threshold are discarded. For the purpose of oil-spill detection,
the threshold can be set equal to 0.05 km2. Then, objects whose area is smaller
than 0.05 km2 are discarded.

8.4 OIL SPILL CLASSIFICATION
This section deals with the description of the algorithm which extracts oil spill
SAR signature. The algorithm is based on the assumption that the spatial
spectral signature of sea areas has a fractal behavior (also named self-similar
random process). It is possible then to differentiate dark areas on a few fractal
descriptors. The first subsection describes mathematically the theory of self-
similar processes highlighting two particular models, fractionally integrated
autoregressive moving average (FARIMA) model and fractionally exponential
(FEXP) model. The second subsection describes the method of estimation
of radial power spectral density (PSD) and some fractal parameters into a
reduced set of descriptors.

8.4.1 SELF-SIMILAR RANDOM PROCESS MODELS

As described in [1] oil on the sea surface dampens capillary waves, reduces
Bragg’s electromagnetic backscattering effect and, therefore, generates darker
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zones in the SAR image. A low surface wind speed, which reduces the am-
plitudes of all the wave components (not just capillary waves), and the pres-
ence of phytoplankton, algae, or natural films can also cause analogous effects
(look-alikes). The analysis of natural clutter in high-resolution SAR images
has been improved by the use of self-similar random process models. More-
over, many natural surfaces correspond to high-resolution SAR images that
exhibit “long-term dependence” behavior and “scale-limited fractal” proper-
ties. In this section, by employing long-memory spectral analysis techniques,
the discrimination between oil spills and low-wind areas in sea SAR images
is described. Specifically, the long-memory or long-range dependence (LRD)
property describes the high order correlation structure of a process. Suppose
that Y (x, y) is a discrete two-dimensional process whose samples are pixels.
If Y (x, y) exhibits long-memory, persistent spatial (linear) dependence ex-
ists even between distant observations. On the contrary, the short memory
or short-range dependence (SRD) property describes the low order correla-
tion structure of a process. If Y (x, y) is a short-memory process, observations
separated by a long spatial span are nearly independent. Among the pos-
sible self-similar models, two classes have been used to describe the spatial
correlation properties of the scattering from sea: fractional Brownian motion
(fBm) models and FARIMA models. In particular, fBm provides a mathe-
matical framework for the description of scale-invariant random textures and
amorphous clutter of natural settings. The fBm models allow for an efficient
representation of stochastic self-similar processes of homogeneous and amor-
phous clutter, characterized by isotropic power spectral densities. The fBm
model is a stochastic continuous and non-stationary process, for which the
power spectral density cannot be calculated. It is possible anyway to pro-
vide a description of the process in power, applying a Fourier transform with
random phase. The result is the representation of the model in function of a
generalized PSD in the form:

E[S(F )] ∝ F−β (8.4)

where F is the spatial frequency. If the fBm model provides a good fit with
the periodogram of the data, it means that the PSD, as a function of the fre-
quency, is approximately a straight line with negative slope (the β parameter)
in a log-log plot. However, for a dataset in which the periodogram is charac-
terized by different slopes in the log-log plane, the fBm model cannot be used
to represent the PSD correctly. Therefore, FARIMA models that preserve the
negative slope of the long-memory data PSD near the origin can be used,
and through the so-called SRD functions, modify the shape and the slope of
the PSD with increasing frequency. The SRD part of a FARIMA model is an
auto regressive moving average (ARMA) process. A limitation to the applica-
bility of FARIMA models is the high number of parameters required for the
ARMA part of the PSD. Using an excessive number of parameters is undesir-
able because it increases the uncertainty of the statistical inference and the
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parameters become difficult to interpret. Then using FEXP models allows the
representation of the logarithm of the SRD part of the long-memory PSD to
be obtained, and greatly reduces the number of parameters to be estimated.
FEXP models provide the same efficiency of fit as FARIMA models at lower
computational costs. The first step in all the methods presented in this chapter
is the calculation of the directional spectrum of a sea SAR image by using the
2-D periodogram of an N × N image. To decrease the variance of the spectral
estimation, spectral estimates obtained from non-overlapping squared blocks
of data are averaged. The characterization of isotropic or anisotropic 2-D ran-
dom fields is done first using a rectangular to polar coordinates transformation
of the 2-D PSD to obtain a directional spectrum, and then considering, as ra-
dial 1-D PSD, the average of the radial spectral densities. This estimated
1-D mean radial power spectral density (MRPSD) is finally modeled using a
FARIMA or a FEXP model independently of the anisotropy of sea SAR im-
ages. In the next subsections an overview of the FARIMA and FEXP models
(in the 1-D formulation) is presented.

8.4.1.1 Stationary Long-Range and Short-Range Dependence Processes
Let us suppose X(1), X(2), . . . , X(n) are random variables with mean value
µ and variance σ2 with the same marginal distribution D, sampled from
the same process population. The autocovariance between X(i) and X(j)
is defined as γ(i, j) = E{(X(i) − µ)(X(j) − µ)} and the autocorrelation is
ρ(i, j) = γ(i, j)/σ2. For a stationary long-memory process the following prop-
erties hold:

1. The variance of the sample mean var[X̄(n)], with X̄(n) = E[X(n)]
decays to zero at a slower rate than n−1 and is equal to a constant
cvar times nα for some 0 < α < 1.

2. The correlation ρ(m) is asymptotically equal to a constant cρ times
|m|−α for some 0 < α < 1 (α same as point 1).

3. The spectral density S(k) has a pole at zero that is equal to a constant
cf times k−α for some 0 < β < 1.

4. Near the origin, the logarithm of the periodogram I(k) plotted ver-
sus the logarithm of the frequency appears to be randomly scattered
around a straight line with negative slope.

Definition: Let X(ν), ν ∈ R be a stationary process for which the following
holds. If there are a real number α ∈ (0, 1) and a constant cρ > 0 such that

lim
m→+∞

ρ(m)

(cρ ·m−α)
= 1 (8.5)

then X(ν) is called a stationary process with long memory or long-range
dependence. On the contrary, stationary processes with summable correlations
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+∞∑
m=−∞

ρ(m) = constant <∞ and with exponentially decaying correlations

ρ(m) ≤ bam, 0 < b <∞, 0 < α <∞ (8.6)

are called stationary processes with short memory or short-range dependence
(SRD). Long-range dependence can also be defined by imposing a condition
on the spectral density S(k)as follows.
Definition: Let X(ν), ν ∈ R be a stationary process for which the following
holds. There exists a real number β ∈ (0, 1) and a constant cf > 0 such that

lim
k→+∞

S(k)

(cf · |k|−β)
= 1 (8.7)

then X(ν) is called a stationary process with long memory or long-range
dependence. With this definition S(k) tends to infinity at the origin, i.e., S(k)
has a pole at zero.

8.4.1.2 Long-Range Self-Similar Processes
Let Y (n), n ∈ N be a covariance stationary stochastic process with mean
µ, variance σ2, and autocorrelation function ρ(m), m ≥ 0. Assume that X
has an autocorrelation function of the form ρ(m) ≈ cρ · m−α, as m → ∞
where 0 < α < 1 and cρ is a constant. For each l = 1, 2, . . ., l ∈ (N)+ let
Y (l)(n) denote the series obtained by averaging the original series Y (n) over
nonoverlapping blocks of size l

Y (l)(n) =
1

l
{Y [(n− 1)l] + · · ·+ Y (nl − 1)} , n ≥ 1. (8.8)

Definition: A process is called (exactly) second-order self-similar with self-
similarity parameter H = 1− α/2 if, for all l = 1, 2, . . ., if

var[Y (l)] = σ2l−α (8.9)

and

ρ(l)(m) = ρ(m) =
1

2
[(m+ 1)2H − 2m2H + |m− 1|2H ], m ≥ 0 (8.10)

where ρ(l) denotes the autocorrelation function of Y (l).
Definition: A process is called (asimptotically) second-order self-similar with
self-similarity parameter H = 1 − α/2 if, for all m large enough so that
ρ(l) → ρ(m), as l→∞.
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8.4.2 FARIMA MODEL DESCRIPTION

When dealing with LDR or SDR processes, FARIMA models can be used.
FARIMA models are a natural extension of the classic ARIMA models. To
simplify the notation, we consider only zero-mean stochastic processes. Let
BK be a backshift operator defined so that the following equations hold:

Y (n)− Y (n− 1) = (1−BK)Y (n)

Y (n)− 2Y (n− 1) + Y (n− 2) = (1−BK)2Y (n)

Y (n)− 3Y (n− 1) + 3Y (n− 2)− Y (n− 3) = (1−BK)3Y (n)

...

(8.11)

Let p and q be integers and define the polynomials:

Φ(x) = 1−
p∑
j=1

Φjx
jΨ(x) = 1−

q∑
j=1

Ψjx
j . (8.12)

Assume that all solutions of Φ(x) = 0 and Ψ(x) = 0 are outside the unit
circle. Let W (n) for n = 1, 2, . . ., n ∈ (n)+, be i.i.d. normal variables with
zero expectation and variance σ2

w. An ARIMA(p, q) model is defined to be the
stationary solution of Φ[(BK)Y (n)] = Ψ[(BK)W (n)]. If this last one holds
for the dth difference:

Φ[(BK)(1−BK)dY (n)] = Ψ[(BK)W (n)] (8.13)

then Y (n) is a FARIMA(p, d, q) process for which d is an integer d ≥ 0 and

(1−BK)d =
d∑
k=0

(
d

k

)
− 1kBKk

Definition: Let Y (n) be a discrete stationary process such that Equation
(8.13) holds for some |d| < 0.5. Then Y (n) is called FARIMA(p, d, q) process.

Long-range dependence occurs for 0 ≤ d < 0.5 in 1-D process. The coeffi-
cient d is called “fractional differencing parameter”, and for a fractal image,
0 ≤ d < 1.5 with the upper bound specific for a 2-D process.

8.4.3 FEXP MODEL DESCRIPTION

Definition: Let r(k) : [−π, π]→ R+ be an even function for which lim
k→0

r(k)
k = 1

and define z0 = 1. Let z1, . . . , zq be smooth even functions in [−π, π] such
that the n∗ × (q − 1) matrix A, where n∗ = (n − 1)/2, with column vectors[
zl

(
2π
n

)
, zl

(
4π
n

)
, . . . , zl

(
2n∗π
n

)]T
, l = 1, . . . , q, is nonsingular for any n. De-

fine a real vector η = [η0, η1, . . . , ηq]. A stationary discrete process Y (m) with
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power spectral density function PSD given by

S(k,η) = r(k)dexp

{ q∑
l=0

ηlzl(k)

}
, (8.14)

with 0 ≤ d < 0.5, is defined as an FEXP process. The functions z1, . . . , zq are
called short-memory components, whereas r is the long-memory component of
the process. We can choose different sets of short-memory components, each
one corresponding to a class of FEXP models. Two classes are particularly
convenient because they are both characterized by the same LRD component
given by

r(k) = |1− e−ik| =
∣∣∣2sin(k

2

)∣∣∣. (8.15)

If the short-memory functions are defined as

zl(k) = cos(lk), l = 1, 2, . . . , q (8.16)

then the short-memory part of the PSD can be expressed as a Fourier series.
If the short-memory components are equal to

zl(k) = kl, l = 1, 2, . . . , q (8.17)

then the logarithm of the SRD component of the spectral density is assumed
to be a finite order polynomial. In all that follows, this latter class of FEXP
models is referred to as polynomial FEXP models.

8.4.4 SPECTRAL DENSITIES OF FARIMA AND FEXP PROCESSES

It is observed that a FARIMA process can be obtained by passing a fractional
difference process through an ARMA filter. Therefore, in deriving the PSD of
a FARIMA process, SFARIMA(k), it is possible to refer to the spectral density
of an ARMA model, SARMA(k), which is given by

SARMA(k) =
σ2
W |Ψ(eik)|2

2π|Φ(eik)|2
. (8.18)

The expression of SFARIMA(k) is

SFARIMA(k) = |1− e−ik|−2dSARMA(k) =
∣∣∣2sin(k

2

)∣∣∣−2d

SARMA(k). (8.19)

The expression of the polynomial FEXP PSD can also be rewritten as follows:

SFEXP (k,η) = |1− e−ik|−2dexp

{ q∑
l=0

ηlzl(k)

}
=
∣∣∣2sin(k

2

)∣∣∣−2d

SSRD(k,η)

(8.20)
where SSRD(k,η) denotes the SRD part of the PSD.
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8.4.5 FRACTIONAL PARAMETERS METHOD DESCRIPTION

An image Y (x), x ∈ R2, of n ×m pixels can be considered as a matrix with
n rows and m columns whose elements are random variables. The autocorre-
lation of the image is defined as

RY Y (x,y) = E[Y (x), Y (y)], x,y ∈ R2. (8.21)

If the autocorrelation function is invariant under all Euclidean motions, it de-
pends only on the Euclidean distance between the points x and y and the field
is referred to as homogeneous and isotropic RY Y (‖u‖2) = E[Y (x), Y (y + u)].
The PSD of the homogeneous field is a 2-D Fourier transform of RY Y (u),
u = ‖u‖2. For sampled data, this is commonly implemented using the 2-
D FFT algorithm. For a statistically isotropic and homogeneous field, it is
a common practice to derive a 2-D model from a 1-D model by replacing
k ∈ R in the PSD of a 1-D process, with ‖k‖2, to get the radial PSD. On the
contrary, the representation of non-isotropic fields requires additional infor-
mation. Experimental results show that FARIMA and FEXP models always
provide a good fit with the MRPSD of isotropic and non-isotropic sea SAR
images. In particular, the proposed method utilizes a non-iterative technique
to estimate the fractional differencing parameter d. To discriminate between
low-wind and oil slick areas in sea SAR imagery two paramters can be used;
the first is the LDR parameter d, which depends on the SAR image rough-
ness, while the second is an SRD parameter which depends on the amplitude
of the backscattered signal. Furthermore, it will be demonstrated that FEXP
models allow for the computational efficiency to be maximized.

8.4.5.1 Estimation of Mean Radial PSD
In this method we refer to an N × N subimage that could correspond to a
windy and clean sea area, to an oil slick (or spill) or to a low-wind area on the
sea surface. To estimate the 2-D PSD S(kx, ky) we use the 2-D periodogram
I(kx, ky) of the considered subimage. To decrease the variance of the spectral
estimation, averaging of the spectral estimates over nonoverlapping squared
blocks of data of size n × n (Bartletts periodogram) is performed. The sam-
ples of the resulting 2-D discrete periodogram are then represented as the
elements of an n × n squared matrix. The transformation from Cartesian to
polar coordinates returns a matrix whose elements are the samples of the 2-D
discrete periodogram on a polar grid I(kj,n, θi), which is the directional PSD,
where θi = 2πi/n, i = 1, . . . , n; kj,n = 2πj/n, j = 1, . . . , n∗;n∗ = b(n− 1)/2c
where b·c represents the nearest lower integer mathematical operator.

The mean radial periodogram Imr(kj,n) is defined as

Imr(kj,n) =
1

n

n∑
i=1

I(kj,n, θi). (8.22)
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8.4.5.2 Estimation of the Fractional Differencing Parameter
Least squares regression in the spectral domain is based on the analysis of the
asymptotic behavior of the mean radial PSD at the origin. For the d param-
eter estimation, we apply linear regression to log[Imr(kj,n)] versus log(kj,n)
and calculate d from the slope of the resulting line. However, as the notion
of long-memory is asymptotic and the spectral density of an LRD process is
often proportional to k−2d only in a small neighbourhood of zero, by wrongly
assuming this proportionality for all the frequencies, the estimate of d can be
highly biased. Consequently, an estimation based on all Fourier frequencies
is of little practical importance, and we utilize the method only for a cer-
tain number of the smallest Fourier frequencies obtained by the search of the
increment of the slope in the spectral domain. For doing that, the Savitzky-
Golay filter is applied to the log-log MRPSD. The Savitzky-Golay method
essentially performs a local polynomial regression (of degree t) on a series of
values (of at least t+1 points which are treated as being equally spaced in the
series) to determine the smoothed value for each point. The main advantage
of this approach is that it tends to preserve features of the distribution such
as relative maxima, minima and width, which are usually flattened by other
adjacent averaging techniques. Then the Fourier frequencies are fitted to ob-
tain a better precision in the searching of inflection points by discrete second
derivative and we choose the nearest Fourier frequency to the inflection point
for the d estimation. A two-step parameter estimation procedure can be used
for the parameters of FARIMA processes.

From the expression

SFARIMA(kj,n) =
SARMA(kj,n)∣∣∣2sin(k

2

)∣∣∣2d (8.23)

assuming to know Imr(kj,n), an estimate of Smr(kj,n), with some algebra over
mR frequencies points, where mR is the index denoting the last useful Fourier
frequency, we can obtain the least squares estimator of d

d̂ = −

mR∑
j=1

(uj − ū)(vj − v̄)

mR∑
j=1

(uj − ū)2

(8.24)

where vj = log[ImR(kj,n)], uj = log
[
4sin2

(kj,n
2

)]
, v̄ =

mR∑
j=1

vj
mR

and ū =

mR∑
j=1

uj
mR

.
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8.4.5.3 Estimation of the ARMA Parameters and FARIMA Model
After determining the estimate d̂ of the FD parameter d, the estimate of the
SRD part of the mean radial PSD can be determined as

ŜSRD(kj,n) = ImR(kj,n)
∣∣∣2sin(k

2

)∣∣∣2d̂, (8.25)

which is the short-memory frequency response data vector defined as ĥ(kj,n) =√
ŜSRD(kj,n). Then the parameters of a discrete transfer function that, for

desired orders (n and m) of the numerator and denominator polynomials,
corresponds to the frequency response are identified. The estimation of the
real numerator and denominator coefficients of the transfer function in vec-
tor b and a is made by applying the classical Levi algorithm, whose output
is used to initialize the Gaussian Newton method that directly minimizes
the mean square error. The use of the damped Gauss-Newton method for
iterative search guarantees the stability of the system. After choosing the
maximum orders mMAX and nMAX , the estimation of vectors b and a for m
and n with m ∈ [0,mMAX ] and n ∈ [0, nMAX ], respectively, are performed.
The estimated transfer function is the one that corresponds to the estimated
frequency response h(kj,n) that gives the minimum root-mean-square error
(RMSE) among all values of (m,n) with the h(kj,n). The estimated ARMA
part of the spectrum then becomes

ŜARMA(kj,n) = |ĥ(kj,n)|2. (8.26)

Then we calculate the FARIMA model PSD that fits the mean radial peri-

odogram by multiplying the LRD component estimate,
∣∣∣2sin(k

2

)∣∣∣−2d

, with

the ARMA component estimate ŜARMA(kj,n). The best FARIMA model PSD
approximation is the one that minimizes the RMSE between the data vector
ImR(kj,n) and the PSD of the FARIMA model

ŜFARIMA(kj,n) =
ŜARMA(kj,n)∣∣∣2sin(k

2

)∣∣∣2d̂ . (8.27)

8.4.5.4 Estimation of EXP Parameters and FEXP Model
Using FEXP models leads to the estimation of parameters in a generalized
linear model. After determining ŜSRD(kj,n) as in the method described above,

the logarithm of the data yj = log[ŜSRD(kj,n)] is calculated and the vector
xj = kj,n is defined. Then the coefficients vector η of the polynomial p(x)
that fits the data p(xj) to yj , in a least squares sense, are computed. The
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SRD part of the FEXP model is equal to ŜEXP (kj,n) = exp
{ q∑
i=0

η(i)kij,n

}
,

where q denotes the order of the polynomial p(x). The estimated ŜEXP (kj,n)
is chosen as the one that gives the minimum RMSE with yj among all values
of q from qmin to qmax Then we calculate the FEXP model PSD that fits
the mean radial periodogram by multiplying the LRD component estimate,∣∣∣2sin(k

2

)∣∣∣2d̂, with the EXP component estimate ŜEXP (kj,n).

8.4.5.5 Mean Amplitude of ŜSRD(kj,n)

The estimate of the self-similarity parameter H can be used as a measure of
the roughness of high-resolution SAR images to discriminate between differ-
ent clutter types. Unfortunately, with low surface wind speeds, experimental
results obtainded show that the fractional differencing parameter, which de-
pends on surface roughness in the spectral region of capillary waves (Bragg
region) and represents the amplitude of the backscattered signal can be esti-
mated with some difficulties. The mean amplitude of ŜSRD(kj,n) is the short-
range dependence parameter that is considered, defined as follows:

ĀSRD =
1

n∗

n∗∑
j=1

ŜSRD(kj,n). (8.28)

Consider a SAR image of the sea surface with a region of lack of wind, and an
oil slick. It was noted that too intense winds generate marine rough surfaces,
but disperse the slicks very quickly and create a clutter (foam, spray), which
makes it difficult to identify them on the SAR image. As an example a SAR
image of the sea zone over which blows a wind of 10 m/s, shows dark areas
that correspond to an oil slick (or spill) and a lack of wind. These two dark
areas show very similar features and both are caused by the attenuation of
the amplitudes of capillary waves that contribute to the Bragg resonance
phenomenon. In the oil slick (or spill), the low amplitude of the backscattered
signal is due to the concentration of the surfactant in the water that affects
only the short wavelength waves, whereas in the low-wind area, the amplitudes
of all the wind-generated waves are reduced (if the possible presence of the
swell waves is excluded). In other words, the low-wind area tends to a flat sea
surface, and it is expected that the spatial correlation in the correspondent
portion of the SAR image decays to zero at a slower rate than that related
to the oil slick (or spill) area. Since lower decaying correlations are related
to higher values of the fractional differencing parameter d, it is foreseen that
the low-wind area is characterized by the greatest d value in the whole image.
Furthermore, given that the oil reduces only the amplitude of the capillary
waves and does not affect all other wave components, the shapes of the mean
radial PSD of oil slick (or spill) and clean water areas on the SAR image are
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expected to be very similar. This is because the oily substances that pollute
the water cause only an attenuation of the amplitude of the backscattered
signal (through the decrease of the Bragg resonance phenomenon), but, out
of the Bragg wavelengths range, the same waves are present in the two areas.
On the contrary, it is possible to guess that in the SAR image the shapes of the
mean radial spectra should differ for low-wind and windy clean water areas. To
understand what happens if the sea surface roughness decreases, it is assumed
to examine a SAR image corresponding to a smooth sea area. It is possible to
notice that lack of wind does not create capillary waves in the oil-free areas,
making it impossible to detect the slicks in the SAR image. Therefore, the
SAR image of a smooth sea surface, which clearly shows identifiable darker
zones corresponding to a low-wind area and an oil slick, is considered. As the
sea surface roughness decreases, only little differences between the considered
SAR image anomalies are expected to estimate. Also the fractional differencing
parameter should assume similar values for oil spills and low-wind areas. This
is as a consequence of the sea state decreasing that, in the oil slick SAR image,
leads to measure higher values of the spatial correlations as the lag tends to
increase.

8.5 OIL SPILL SHAPE
After the segmentation and classification algorithms, a binary image of the
oil spill is available. Also the gray level image of the only oil spill is available
multiplying the binary one to the gray level scenario. After that, a cancellation
of the small patches due to the speckle noise is applied, retrieving the concept
of connectivity explained in Section 8.4. The next step is to automatically
select only the patches that belong at the same oil spill. At this point, the
binary image of the oil spill is composed by one or more patches that, since
the oil spills are generated by moving ships, usually have a linear behavior
and a specific direction. It is known that the detection of segments in digital
pictures can be effectively performed by means of the Radon transform (RT),
which concentrates the information about linear features of an image in a few
high-valued coefficients (i.e., peaks) in the transformed domain [2] [6].

Using the RT and finding the peaks, it is possible to calculate the angle
between the x-axis and the line in counterclockwise to have an estimation of
the direction of the oil spill. First some spatial parameters of each dark patch
are calculated, like [8] [5]:

Area: sum of the pixel belonging to the spot.
Perimeter : the distance between each adjoining pair of pixels around the

border of the spot.
Major Axis Length: the length (in pixels) of the major axis of the ellipse

that has the same normalized second central moments as the spot.
Minor Axis Length: the length (in pixels) of the minor axis of the ellipse

that has the same normalized second central moments as the spot.
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Figure 8.9 Spill circle delimitation and angular section

Max Intensity : the value of the pixel with the greatest intensity in the
spot.

Mean Intensity : the mean of all the intensity values in the spot.
Min Intensity : the value of the pixel with the lowest intensity in the spot.
Orientation: the angle (in degrees, ranging from -90 to 90) by the RT.
Centroid : the center of mass of the spot.
Eccentricity : the ratio of the distance between the foci of the ellipse,

that has the same second-moments as the region, and its major axis
length. The value is between 0 for which the ellipse degenerates to a
circle and 1, for which the ellipse degenerates to a line.

Complexity : describes how simple (or complex) the geometrical objects
are. Here it is defined as C = Perimeter/(2

√
π ·Area) and for values

near 1 it means that the spot is almost circular; for higher values the
spot is more complex.

Extreme points in the region.

Then, to run the algorithm, the greatest dark patch is chosen and the
distances between its centroid and its extremes are calculated, as shown in
Figure 8.9. The reason why the greatest patch is selected is that it gives the
greater contribution for the RT and it might be enough to estimate the region
where to search a possible responsible ship. After that, the link of that patch to
another one is made looking for a pixel set to 1 in a region represented by a ring
centered in the centroid of the first patch with RMIN equal to the minimum
distance between the centroid and the extremes and RMAX = RMIN + 600
pixels (value found experimentally).

Considering the linear behavior of the oil spill, it might be better to look
for another linked patch in the same direction of the greatest one. To do this,
an angular sector of 70◦ (value found experimentally), with its bisector in
the direction calculated by the RT, is intersected with the ring, as shown in
Figure 8.9. In this way an angular ring sector in which to look for another

Children 
Face Tough 

Issues 
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linked patch is obtained. If some pixels set to 1 in the angular ring sector are
found, the corresponding patch is linked to the first one and the algorithm
focuses on the new linked patch and executes the same steps, and it continues
until in the created angular ring sectors pixels set to 1 are no more found.
The algorithm stops when in the angular sector there are no more pixels set
to 1. At the end, the binary map of the oil spills is available.

8.6 DATA ANALYSIS
In this section, some results relative to the application of the proposed al-
gorithm to images with oil spills and ships are presented. Specifically, two
Cosmo-SkyMed SAR images of the area of Southern Adriatic Sea and Ionian
Sea in front of Calabria, acquired respectively on August 22, 2009 (CSK-S2
mission) and on May 13, 2008 (CSK-S1 mission), both in HH polarization. In
the images in Figure 8.10 and Figure 8.11, some dark spots (that will be classi-
fied) and several ships are evident. In particular, few scenarios containing dark
areas and ships have been highlighted with rectangular boxes. Inside those,
smaller rectangles identify the areas to be classified, which may be oil spills,
sea or wind falls. Note that not all the considered subimages have the same
size. Subimages of greater size provide lower variance of the 2-D periodogram.
In the performed data processing, we have used

mmax = 20

nmax = 20

qmax = 15

for all the obtained results.
Figures 8.12 to 8.15 show the result of quality enhancement after mor-

phological filtering for the Ionian Sea and Adriatic Sea dataset. The visual
improvement is evident, and it is possible to see clearly the oil spill (elongated
feature) and the low-wind area (in the upper-leftmost) part of the image of
the Ionian dataset.

After the quality enhancement we show the results of the image segmenta-
tion and oil spills merging for the two datasets. For the Ionian dataset we can
see that the algorithm (Figure 8.16 and 8.17), besides correctly revealing the
whole oil spill, also detects two low-wind areas. The classification algorithm
takes care of discriminating the type of zones. For the Adriatic sea dataset
(see Figure 8.18 and 8.19), the algorithm has no problem in finding the oil
slick, even if the largest is severely spread because of the possible age and the
wind effects.

After the segmentation algorithm, the following five sub-images are ana-
lyzed to be classified. The two square sub-images numbered 1 and 2 in the
Ionian Sea image (Figure 8.10) represent a clean sea area (1024 × 1024 pixels)
and an oil spill (128 × 128 pixels), respectively. The three square sub-images,
numbered 1, 2, and 3 in the Adriatic Sea dataset (Figure 8.11) represent a
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Figure 8.10 Ionian Sea ROI

Figure 8.11 Southern Adriatic Sea ROI
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Figure 8.12 Ionian Sea original image

Figure 8.13 Ionian Sea after morphological enahancement
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Figure 8.14 Adriatic Sea original image

Figure 8.15 Adriatic Sea after morphological enahancement
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Figure 8.16 Ionian dataset image segmentation

Figure 8.17 Ionian dataset image after spill classification
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Figure 8.18 Adriatic dataset image segmentation

Figure 8.19 Adriatic dataset image after spill classification
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Table 8.1
Ionian Sea satellite acquisition parameters

Ionian Sea
Center latitude 38◦15′27′′ N

Center longitude 16◦37′12′′ E
Scene width 12673 pixels
Scene height 6433 pixels
Product start time (UTC) 13-MAY-2008 04:56:59.563026

Product end time (UTC) 13-MAY-2008 04:57:01.655571
Polarization HH
Orbit 5038

PRF 3073.77 Hz
Radar Frequency 9600 MHz

Table 8.2
Southern Adriatic Sea satellite acquisition parameters

Southern Adriatic Sea

Center latitude 40◦40′54′′ N
Center longitude 18◦13′02′′ E

Scene width 9896 pixels

Scene width 8211 pixels
Product start time (UTC) 22-AUG-2009 04:40:30.218055

Product end time (UTC) 22-AUG-2009 04:40:32.902178

Polarization HH
Orbit 9215

PRF 3058.72 Hz

Radar Frequency 9600 MHz

clean sea area (1024 × 1024 pixels), a wind fall (512 × 512 pixels) and an
oil spill (256 × 256 pixels), respectively. All the figures are represented with
respect to the spatial frequency. Since the spatial resolution is 2.5 m for both
the azimuth and the (ground) range coordinates, we have:

resolution = 2.5 [m]
ksj,n = kj,n/resolution [rad/m]

In the calculation of the periodogram, we averaged spectral estimates ob-
tained from squared blocks of data containing 256 × 256 pixels (apart the oil
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Figure 8.20 Periodogram (left) and polar periodogram (right) for the Adriatic Sea

dataset

Table 8.3
Parameter estimates for the Ionian Sea dataset

mR m n q d ĀSRD

Clean sea 4 14 19 15 0.1206 216.2745

Oil spill 3 1 17 15 0.1580 100.4706

spill of Figure 8.10 that contains 128 × 128 pixels). Figure 8.20 shows the
periodogram and the polar periodogram of the image of (smooth) clean sea of
the Southern Adriatic Sea. It is possible to define the sea as smooth because
there are no visible peaks apart from the frequencies close to zero.

Figures 8.21 to 8.22 show the MRPSD in a log-log plot with FARIMA and
FEXP models fitting for the clean sea subimage and the oil spill of the Ionian
Sea dataset, respectively.

Figures 8.23 and 8.24 show the MRPSD in a log-log plot of the oil spill
subimage with FARIMA and FEXP model fitting for the Southern Adriatic
Sea dataset, while Figure 8.24 shows the fit of the wind fall subimage for the
same dataset.

Tables 8.3 and 8.4 show the values of the estimated FARIMA and FEXP
parameters mR, m, n, q, d and ĀSRD for both datasets.

From the values shown in Tables 8.3 and 8.4, the experimental results val-
idate the proposed theory. The parameter ĀSRD of the Adriatic Sea images
presents low values and this is due to moderate wind velocities, but the dis-
crimination between oil spill and low wind is very easy using either the d
parameter or ĀSRD. In fact, the d parameter estimates corresponding to the

Children Face Tough Issues Children Face Tough Issues 
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(a)

(b)

Figure 8.21 FARIMA (a) and FEXP (b) mean radial PSDs fitting for clean sea

(Ionian Sea dataset)
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(a)

(b)

Figure 8.22 FARIMA (a) and FEXP (b) mean radial PSDs fitting for oil spill

(Ionian Sea dataset)
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(a)

(b)

Figure 8.23 FARIMA (a) and FEXP (b) mean radial PSDs fitting for oil spill

(Adriatic Sea dataset)
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(a)

(b)

Figure 8.24 FARIMA (a) and FEXP (b) mean radial PSDs fitting for wind fall

(Adriatic Sea dataset)
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Table 8.4
Parameter estimates for the Southern Adriatic Sea dataset

mR m n q d ĀSRD

Clean sea 5 14 14 15 0.3737 49.1312

Wind fall 7 16 13 15 1.2004 1.4208

Oil spill 5 18 16 15 0.5666 12.8820

oil spill and the clean water areas of Figure 8.11 are almost the same whereas
the value corresponding to the wind fall is very different (it is higher). In
other words, the low-wind area tends to a flat sea surface, and we expect
that the spatial correlation in the corresponding portion of the SAR image
decays to zero at a slower rate than that related to the oil spill area. This
phenomenon is visible also in the Ionian Sea subimages; in fact, the values of
the d parameter are very similar. For the ĀSRD, the amplitude of the signal
backscattered from the sea surface, strongly reduced by the attenuation of the
Bragg resonance phenomenon in the oil spill area, affects only the short-range
dependence component whereas in the wind fall area all the wave components
are reduced and then the SRD parameter is lower than in the oil spill and
clean sea.

After the classification algorithm, the linear direction of the oil spill and
several spatial features of the two scenarios have been analyzed. The RT is
applied to the binary images of Figures 8.17 and 8.19, obtained after the oil
spill merging algorithm, to estimate the linear direction of the oil spill, and the
results are shown in Figure 8.25 for the Ionian and Adriatic datasets. On the y-
axis and x-axis, the distance ρ in pixel from the center of the image under test
and the angle θ in degrees (◦) between the x-axis and the straight line, which
estimates the linear behavior of the oil spill, are represented, respectively.

The angles of the straight lines and the spatial features extracted are shown
in Tables 8.5 and 8.6.

As a final example the processing on a real validated case is presented. On
August 14, 2011 a leak in a flow line leading to the Gannet Alpha oil platform
180 km off Aberdeen was found by Marine Scotland. A Cosmo-SkyMed image
of this scenario with 3-m resolution was acquired on August 19, 2011. The
validation of the oil spill was performed by the Italian company e-GEOS. The
characteristics of the dataset are reported in Table 8.7

Figure 8.26 and 8.27 show the dataset before and after the image enhance-
ment algorithm, respectively. Contours of the slick are cleary visible, where
also some features regarding the direction of the sea waves are visible.
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Figure 8.25 Estimation of spill direction angle after spill merging, Ionian Sea dataset

(left) and Adriatic Sea dataset (right)

Table 8.5
Slick characteristics, Ionian Sea dataset

Ionian Sea

Angle straight line 10◦

Area 460919 pixels

Perimeter 2.532 · 104 pixels

Complexity 8.5312
Major Axis Length 6.9053 · 104 pixels

Minor Axis Length 523.4341 pixels

Eccentricity 0.9971

Table 8.6
Slick characteristics, Adriatic Sea dataset

Southern

Adriatic Sea
Angle straight line −11◦

Area 1026311 pixels

Perimeter 2.4961 · 104 pixels
Complexity 8.5312

Major Axis Length 6.9506 · 103 pixels

Minor Axis Length 523.4341 pixels
Eccentricity 0.9955
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Figure 8.26 Northern Sea Platform dataset, original image
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Figure 8.27 Northern Sea Platform dataset, after morphological enhancement
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Table 8.7
Northern Sea satellite acquisition parameters

Southern Adriatic Sea
Center latitude 57◦09′31′′ N

Center longitude 0◦47′06′′ E
Scene width 20544 pixels
Scene width 20678 pixels
Product start time (UTC) 19-AUG-2011 05:31:35.3976261

Product end time (UTC) 19-AUG-2011 05:31:42.7719585
Polarization VV
PRF 3065.04 Hz

Radar Frequency 9600 MHz

Table 8.8
Parameter estimates for the Northern Sea dataset

d ĀSRD

Clean sea 0.3901 64.2173

Oil spill 0.3906 39.6219

In these images there are no look-alikes (low wind areas or algae patches),
so in this case the segmentation algorithm and the classification algorithm
have the same result, shown in Figure 8.28.

Figure 8.29 shows the periodogram and the radial periodogram for the
Northern Sea dataset, utilized to estimate the mean PSDs shown in Figure
8.30, where the PSD of the oil spill with FARIMA and FEXP method, re-
spectively, are shown.

In Table 8.8 the parameters d and ĀSRD for this dataset are shown, high-
lighting a consistency with the classification parameters.
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Figure 8.28 Northern Sea platform dataset, spill extraction via segmentation algo-

rithm

Figure 8.29 Periodogram (left) and polar periodogram (right) for the Northern Sea

dataset
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(a)

(b)

Figure 8.30 FARIMA (a) and FEXP (b) mean radial PSDs and fitting for oil spill

(Northern Sea dataset)
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Synthetic aperture radar (SAR) systems were originally employed in Earth
observation applications, such as ocean, land, ice, snow and vegetation moni-
toring, among others [17], [5], [2]. Nevertheless, the ability to form high reso-
lution images from remote platforms in all day/all weather conditions has also
rapidly made SAR systems became very attractive for military and homeland
security applications.

In such applications, man-made non-cooperative target imaging becomes
the main interest rather than the observation of natural phenomena.

261
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Nevertheless, many SAR processors, which are designed to form highly
focused images at very high resolution, are based on the assumption that the
illuminated area is static during the synthetic aperture formation [2]. As a
consequence, standard SAR techniques are typically unable to focus moving
targets while forming a focused image of the static scene, leading to blurred
and displaced images of any object that is not static during the synthetic
aperture formation.

Many papers in literature deal with the problem of moving targets motion
compensation. In [8] an algorithm for moving targets detection in SAR images
and estimation of their motions parameters is proposed. In the same paper,
however, the authors compensate for the Doppler shift by simply inserting the
targets at the estimated position, and without performing phase compensation
to eliminate motion-induced phase errors. Moreover, the algorithm requires a
sequence of SAR images of the same target to properly estimate its motion
parameters.

In [15],[22], [21], [6], the authors attempt to compensate the relative mo-
tion between the SAR antenna phase center and the moving targets by first
estimating the target motion parameters and then by using the estimates in
phase compensation. These papers, although proposing different methods, are
based on the assumption that targets move along rectilinear trajectory with
uniformly accelerated motion. In a real scenario, however, air and maritime
targets undergo translational and angular motions due, for example, to the
maneuverings or the sea state so that a more proper target motion model
should be accounted for.

In [19], [20] more complex target motions are considered. Specifically, both
the papers aim at compensating the translational and rotational target mo-
tion. These methods, however, require the presence of multiple prominent
scattering centers on the target that should be tracked across the aperture.
In order to properly estimate the translational and rotational motions, the
authors state that at least 4 scatterers are required for each target. It could
be difficult, however, to accurately isolate the received signal of such scatter-
ers because the target image is defocused and because the target is usually
superimpose upon a clutter background.

Inverse synthetic aperture radar (ISAR) has been suggested as an alterna-
tive way way to look at the problem of forming a synthetic aperture to obtain
high resolution images of non-cooperative targets [1],[18]. ISAR techniques do
not base their functioning on the assumption that the target is static during
the synthetic aperture formation. Conversely, the target motion is crucial for
synthetic aperture formation. ISAR techniques do not require the knowledge
of a priori information about the target motion, but some other issues must
be taken into account in ISAR image formation process. Typical problems are
related to the cross-range scaling, the identification of the image plane and the
fact that the imaging system performance is not entirely predictable. Other
image formation constraints may include the image size and the achievable
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Figure 9.1 Block scheme of the detection and refocusing processor

cross-range resolution [11, 10, 4]. Notwithstanding, ISAR imaging provides ac-
ceptable solutions when SAR imaging fails, as it will be proven in the following
sections.

9.1 ISAR FROM SAR PROCESSING CHAIN
A solution based on the application of the ISAR processing to compensate
the unknown part of the relative motion between radar and non-cooperative
moving target is proposed. The functional block diagram is shown in Figure
9.1 and it is composed of the following main steps:

1. Target Detection. Every target to be refocused must be detected
within the SAR image first. This is a crucial step because the un-
known target motion leads to dispersion of the useful target energy
over a wide region. Detection is critical when dealing with ground
target because of strong clutter.

2. Target sub-image selection. Once detected, every target must be
cropped and separated from every contribution due to clutter and
other targets. In this way, a number of sub-images equal to the num-
ber of detected targets is obtained.

3. Sub-image inversion. Since the ISAR processing takes raw data as
input, an inversion mapping from the target image to the target raw
data is mandatory. It is worth highlighting that raw data obtained
from the whole SAR image is not a suitable input for the ISAR pro-
cessing because it usually contains the returns from several moving
targets, each one with its own motion. ISAR processing must be ap-
plied to a single target raw data at each time.

4. ISAR processing. It performs motion compensation and image for-
mation.
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Details about land masking and target detection are given in Chapter 7.
In the next sections a method to discriminate moving and stationary targets
will be introduced. Then, details about crop selection and sub-image inversion
steps will be given. Finally, an extensive result analysis will be performed.

9.2 MOVING TARGETS DETECTION
In this section, a method to discriminate whether a detected target is a mov-
ing or stationary will be introduced. This is an important task for two reasons.
First, the information about the target motion can be of interest in a surveil-
lance scenario and second, if the detected target is stationary some operations,
such as the cross-range scaling, can be avoided leading to a reduction in the
processing time. In fact, in case of stationary targets, the cross-range axis is
the same as the original SAR image azimuth axis.

A test to automatically discriminate moving from stationary targets can be
formulated and implemented. The test consists of the evaluation of a decision
parameter (PAR) which is then compared to threshold.

The measurement of the similarity is performed by evaluating the cross-
correlation function between the image of the target before and after the
autofocus process. This cross-correlation function is then compared to the
autocorrelation function of the image before autofocus. Since, in case of sta-
tionary target the images before and after autofocus will be very similar,
the cross-correlation function and the auto-correlation function will be very
similar too, presenting a high and narrow peak. Conversely, in the case of a
moving target, the cross-correlation function will present a lower peak and a
smoothed shape.

Since the auto-correlation function and the cross-correlation function
present this particular shape, the percentage difference between the image
contrast (IC) (defined in Chapter 3) of the autocorrelation and the cross-
correlation functions can be compared to a threshold to detect if the target is
stationary or moving.

The images of a stationary target before (a) and after (b) the autofocus
process are shown in Figure 9.2. The target is stationary because, as it is
evident from a visual point of view, the autofocus process does not lead to
any improvement in the image quality. As stated before, the autocorrelation
function, Figure 9.2 (c), and the cross-correlation function, Figure 9.2 (d), are
very similar with a high peak. The image contrast values are ICauto = 1.3036
and ICcross = 1.3034 with a difference of 0.019%

The images relative to a moving target before (a) and after (b) the auto-
focusing process are shown in Figure 9.3.

In this case the improvement in the image focus due to the autofocus pro-
cess is very evident: This may be noted as the cross-correlation function ap-
pears much smoother than the autocorrelation function. In this case, the IC
values are ICauto = 1.3715 and ICcross = 1.3361 with a difference of 2.58%
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(a) (b)

(c) (d)

Figure 9.2 Ship 1 SAR (a), ISAR (b), autocorrelation function (c), cross-correlation

function (d)

A threshold on the percentage variation (PAR) is heuristically set to 0.5%
after investigating several cases.

9.3 TIME-WINDOWING ENABLING
Once a moving target has been detected, it could be useful to automatically
detect whether the time-windowing algorithm is needed to form well-focused
ISAR images of the target. The time-windowing algorithm is usually needed
when a target is maneuvering and then experiences complex motions. In this
event, the hypothesis of constant target effective rotation vector usually does
not hold. As a consequence, the integration time must be shortened to fulfil
such a requirement. The central time instant and the time length of the time
window must be suitably chosen and this is the purpose of the time-windowing
algorithm. The proposed algorithm is based on the cross-correlation between
two sub-apertures of the same data. The idea behind this algorithm is that the
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(a) (b)

(c) (d)

Figure 9.3 Ship 2 SAR (a), ISAR (b), autocorrelation function (c), cross-correlation

function (d)

two ISAR images corresponding to the two sub-apertures should be different
when the target experiences complex motions.

The algorithm can be summarized as follows:

1. The autofocusing process is applied to the whole observation time.
2. Two sub-apertures data are focused by exploiting the target motion

parameters estimated at point 1 and two ISAR images are then ob-
tained, namely If1

and If2
.

3. The cross-correlation between If1 and If2 is computed and its peak
compared to a given threshold.

If the two ISAR images obtained by using the same target motion param-
eters are very similar, then the time-windowing algorithm is not needed. The
similarity between the two ISAR images is measured via the cross-correlation
peak. A threshold has been set heuristically at 0.7. The time-windowing algo-
rithm is applied when the cross-correlation peak is lower than this threshold.
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In Figure 9.4 a case in which the time-windowing algorithm is needed is
shown. In this case, the target under test is a small manoeuvring target and
the refocusing process applied to the whole observation time cannot produce a
well-focused image as shown in Figure 9.4 (b). The two ISAR images obtained
by processing the two sub-aperture of the same data are instead shown in
Figure 9.4 (c) and (d). Finally, the cross-correlation between them is shown
in Figure 9.4 (e). The peak of the cross-correlation is in this case equal to
0.63, which is lower than the threshold indicating that the time-windowing
is necessary. In fact, as can be noted from a visual inspection of the two
ISAR images, the target experiences complex motions as it changes orientation
within the whole observation time.

9.4 SUB-IMAGE INVERSION
After detection and crop extraction a set of sub-images containing each single
target is available. Since the natural input of ISAR processing is the raw data
an inversion step is needed to go from the image domain to the data domain.
This operation depends on the SAR image formation algorithm used to obtain
the whole SAR image. It is worth highlighting that, even if available, the SAR
raw data cannot be used as input of the ISAR processing because this data
contains the superimposition of the signal received by the static scene and
all the moving targets and each components have a different motion to be
compensated.

In the next subsection the inversion of some SAR image formation algo-
rithms will be investigated and some conclusion will be raised. Specifically the
inversion of the range Doppler, the polar format [3], the Ω− k and the chirp
scaling [2, 7] will be treated.

9.4.1 INVERSE RANGE DOPPLER

As stated in Chapter 3 when the total aspect angle variation is not too large
and when the effective rotation vector is sufficiently constant during the obser-
vation time, the range Doppler technique represents an accurate and compu-
tationally effective tool for SAR/ISAR image reconstruction. Under these con-
straints, the spatial frequency domain in which the received signal is defined
can be assumed to be a nearly regularly sampled rectangular grid. Therefore,
a two-dimensional fast Fourier transform (FFT) can be used to reconstruct
the image. In this case the inversion algorithm, namely inverse range Doppler
(IRD), consists of a Fourier inversion, which is usually implemented via a
two-dimensional inverse fast Fourier transform (IFFT). Moreover, it is worth
pointing out that the inversion involves a new spatial frequency domain that
must be defined for each crop. As the resolution of the whole SAR image and
the resolution of each crop are equal, the observation time and the bandwidth
of the data obtained via the inversion are the same as the SAR raw data.
On the other hand, since the crop is only a portion of the whole SAR image
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(a) (b)

(c) (d)

(e)

Figure 9.4 Ship 2 SAR (a), ISAR (b), ISAR image relative to the first sub-aperture

(c), ISAR image relative to the second sub-aperture (d), and cross-correlation func-

tion (e)
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Figure 9.5 Inverse polar format block diagram

Figure 9.6 Inverse ω − k block diagram

the PRF and the frequency sample spacing in the equivalent raw data can be
evaluated as

PRF =
Ncrop
NTR

∆f = B
Mcrop

(9.1)

where Ncrop and Mcrop are the crop samples in the cross-range and range
dimension, respectively.

9.4.2 INVERSE POLAR FORMAT

A description of the polar format algorithm can be found in [2, 3]. The inverse
polar format (IPF) can be obtained by tracing back the steps used to form
the image. Specifically, a 2D-IFFT is applied to the SAR sub-image followed
by a 2D inverse interpolation and a spatial frequency domain mapping. The
functional block of the IPF is shown in Figure 9.5.

Unfortunately, the interpolation is not invertible leading the introduction
of some error in attempting any type of inversion.

9.4.3 INVERSE ω −K

The ω − k algorithm is described in [2, 5] and, as the PF, makes use of an
interpolation that makes this algorithm not exactly invertible. The inverse
ω − k (IOK) algorithm proposed in this work has been obtained by inverting
each single step of the direct algorithm, as shown in Figure 9.6. As all steps
in the direct algorithm are invertible except for the interpolator, we will ex-
pect that artefacts may be introduced by the interpolation inversion, which
is implemented by means of an additional interpolation.

9.4.4 INVERSE CHIRP SCALING

Differently from the PF and the ω − k, the CS algorithm does not need an
interpolation step, therefore resulting in a more computationally efficient al-
gorithm. As stated in [16, 13, 14], the CS algorithm addresses the problem
of equalizing the range migration of all the point scatterers composing the
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Figure 9.7 Inverse chirp scaling block diagram

target. Since all the scatterers follow the same trajectory, they can be com-
pensated by a known phase term. The inverse chirp scaling (ICS) algorithm
flow chart is shown in Figure 9.7, in which the steps involved in the chirp
scaling algorithm are reversed.

9.5 ISAR FROM SAR: RESULTS
In this section results of the proposed techniques are shown which refer to
different radar imaging systems both airborne and spaceborne. The whole
ISAR processing chain which is composed of target motion compensation,
cross-range scaling and when necessary the time-widowing approach has been
applied.

Before going through the results a comment should be made concerning
the inversion step. In [12] and [9] a comparison between the IOK and the IRD
has been made. More specifically, CSK SAR images formed by using the OK
algorithm have been processed. The aim of that study was to assess whether
the IRD can be used even when the SAR images are formed with different
SAR imaging algorithm. In [12] and [9], ISAR images of some targets have
been obtained by using both the IOK and the IRD algorithm. The results, in
terms of IC, prove that at least for small scenes both the inversion methods are
effective. It should be said that even if appreciable differences are not evident
between the two methods, both the IRD and the IOK may introduce phase
errors. The former because it is an approximation way of inverting the SAR
image and the latter because of the interpolation step, which is not invertible.
This holds also for IPF but not for the ICS which is invertible as it does not
require an interpolation step.

Phase errors eventually introduced via the inversion may affect the useful
information for phase-related post-processing algorithm such that interferom-
etry.

In what follows, the IRD algorithm will be used for the inversion as it is
the easiest and fastest method.
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Figure 9.8 SAR image with ships highlighted

9.5.1 EMISAR DATASET

In this sub-section a SAR image acquired by means of the EMISAR system is
considered. Figure 9.8 shows the SAR image where the ships processed in this
sub-section have been circled. Parameters concerning this SAR image can be
found in Table 7.3.

Both the targets have been first processed by the “moving target detector”
to assess if they are moving targets. Once the targets have been recognized
as moving targets the other detector assessing whether the time-windowing
algorithm is needed is then applied. For both these two targets the time-
windowing is unnecessary, then the target motion compensation and the cross-
range scaling are applied to get an ISAR image in a fully spatial domain,
namely the range/cross-range domain.

Figure 9.9 shows the sub-image of target #1, the related data in the
frequency/slow-time domain and the target range profiles.

Figure 9.10 shows instead the Radon transform applied to the range pro-
file in Figure 9.9, the IC curve against α2 and the range profile of the target
after motion compensation and the ISAR image in the range/Doppler do-
main. As can be noted the range profiles have been correctly aligned after the
application of the ISAR processing.

Finally, Figure 9.11 shows the results of the cross-range scaling algorithm
in terms of chirp rate estimates with the regression LSE straight line, and the
ISAR image in the fully spatial domain. More specifically, in Figure 9.11 (a),

Safe: Helping Children Face Tough Issues 
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(a) (b)

(c)

Figure 9.9 SAR sub-image of Ship 1 (a), raw data in the frequency/slow-time do-

main (b), range profiles

(a) (b)
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(c) (d)

Figure 9.10 Radon transform applied to the range profile in Figure 9.9 (a), IC curve

against acceleration α2 (b),range profiles after motion compensation (c) and ISAR

image (d)

the dots represent the chirp-rate estimates of the brightest scattering center
composing the targets.

Figure 9.12 shows the results of the ISAR processing applied to target
#2, namely, the target sub-image containing cropped from the SAR images,
the ISAR images in the range/Doppler domain, the results of the cross-range
scaling algorithm in terms of chirp rate estimation and the fully scaled ISAR
images.

As can be seen both the results shown the effectiveness of the proposed
approach demonstrating that the ISAR algorithm allows for the target motion
compensation thus providing an improved image of the target of interest.

The estimated lengths of the ships are LS1 ' 75m and LS2 ' 80m for Ship
1 and Ship 2, respectively.

It can be noted, especially in Figure 9.11 (b) an almost straight line aligned
with the Doppler/cross-range axis at a given range cell. This appears as a
defocusing effect which is likely due to the radar on board of the vessel which
generates a micro-Doppler signature because of its rotational motion. Such
signature cannot be compensated via the ISAR autofocusing algorithm as
ISAR processing relies on the assumption of a rigid-body target.

It should be pointed out that for this dataset the CPI relative to the SAR
image is not known. Therefore, the Doppler axis of the ISAR images cannot
be given in Hz. However, the effectiveness of the cross-range scaling algorithm
does not depend on the CPI and therefore the ISAR images can be represented
in the range/cross-range domain. The cross-range scaling algorithm, in other
words, estimates the aspect angle variation due to the relative motion between
the radar and the target, namely ∆ϑ. Such aspect angle variation is linked to
the modulus of the target effective rotation vector and the observation time
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(a) (b)

Figure 9.11 Regression straight line (a) and fully scaled ISAR image (b)

via the following relation: ∆ϑ ' ΩeffTobs. Therefore, whether the CPI is
incorrect, the relative estimate of the modulus of the target effective rotation
vector will be affected by the same error such that the estimate of the aspect
angle variation remains unchanged. Then, even if the information about the
target effective rotation vector is incorrect, reliable target sizes are obtained.

As it can be noted the chirp rate estimates fit pretty well the regression
straight line. It is worth noting that, although the actual length of the ships
is unknown, the estimated ship’s sizes obtained by applying the cross-range
scaling algorithm are all likely values. Also, targets are projected onto the
IPP. Therefore, any estimated distance between two points is the result of a
projection, then producing an underestimated value. The ISAR IPP is not a
priori known, since it depends on the orientation of the target effective rotation
vector, and therefore the projection of the target onto the IPP cannot be a
priori determined.

The adopted cross-range scaling algorithm is based on phase information.
The results show that the phase information is nicely preserved. This means
that the inversion of the unfocused target image back to the spatial frequency
domain preserves the phase information.

9.5.2 COSMO SKY-MED: ISTANBUL DATASET

In this sub-section a SAR image acquired by means of COSMO-SkyMed sys-
tem is considered. Figure 9.13 shows the SAR image covering the area of
Istanbul. The circled ships have been processed in this sub-section by means
of the ISAR processing.

In this case four targets have been analyzed. For three of them, the time-
windowing approach is not necessary.
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(a) (b)

(c) (d)

Figure 9.12 SAR sub-image of Ship 1 (a), ISAR image (b), regression line with

chirp rate estimates (c), fully scaled ISAR image (d)

Figure 9.14, Figure 9.15, and Figure 9.16 show the sub-images of each tar-
get, the corresponding ISAR images in the range-Doppler domain, the results
of the cross-range scaling algorithm in terms of chirp rate estimates and the
fully scaled ISAR images.

The estimated ships’ lengths are LS1 ' 66m, LS2 ' 51m and LS3 ' 80m
for Ship 1, Ship 2, and Ship 3, respectively.

Also for these cases the chirp-rate estimates fit pretty well the regression
straight line, meaning that the estimation of the aspect angle variation and
therefore of the cross-range image resolution is trustworthy.

To get well-formed ISAR images of the last target the time-windowing is
instead needed. As can be seen from Figure 9.17, the ISAR processing applied
to the entire CPI is not able to form a well-focused ISAR image.

Then a time-windowing approach is applied to get a sequence of ISAR
images of the target. This algorithm finds the optimal time window length
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Figure 9.13 SAR image with ships circled

(a) (b)
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(c) (d)

Figure 9.14 SAR sub-image of Ship 1 (a), ISAR image (b), regression line with

chirp rate estimates (c), fully scaled ISAR image (d)

for a fixed time instant. The optimality criteria is the following one: take the
wider time window that gets a well-formed ISAR image. This criteria uses
the image contrast (IC) to measure the quality of the ISAR image against
the window time length. Figure 9.18 shows the results of the time-windowing
algorithm. It can be noted that these ISAR images differ for the Doppler
resolution. This is due to the fact the the integration time (CPI) changes
from image to image and is automatically chosen by the same algorithm. As
can be noted, the target is manoeuvring as its orientation changes slightly
from frame to frame.

9.5.3 COSMO SKY-MED: MESSINA DATASET

Another SAR image acquired by means of COSMO-SkyMed system is ana-
lyzed in this sub-section. Figure 9.19 shows the SAR image which covers the
area of Messina harbour. The circled ships have been processed by means of
the ISAR processing.

Three targets have been analyzed. For none of them the time-windowing
approach seems to be necessary. Then, an ISAR image of each target has been
obtained by processing the whole SAR image CPI. Figure 9.20, Figure 9.21,
and Figure 9.22 show the sub-images of each target, the corresponding ISAR
images in the range-Doppler domain, the results of the cross-range scaling
algorithm in terms of chirp rate estimates and the fully scaled ISAR images.

The estimated ship’s lengths are LS1 ' 131m, LS2 ' 143m and LS3 '
80m for Ship 1, Ship 2, and Ship 3, respectively.

The results in term of chirp rate estimates show that the chirp-rate esti-
mates fit pretty well the regression straight line, meaning that the estimation
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(a) (b)

(c) (d)

Figure 9.15 SAR sub-image of Ship 1 (a), ISAR image (b), regression line with

chirp rate estimates (c), fully scaled ISAR image (d)

of the aspect angle variation and therefore of the cross-range image resolution
is trustworthy.

9.5.4 COSMO SKY-MED: SOUTH AFRICA DATASET

Measurements are taken in False Bay, near Cape Town, South Africa. The
scenario is a typical coastal maritime surveillance one. The target is a small
sailing ship. Some of the spotlight SAR image acquisition parameters are
shown in Table 9.1.

The target was slowly sailing, however, significant roll, pitch and yaw mo-
tions were induced by the sea waves. Attitude measurements were taken dur-
ing the acquisition time. A picture of the target is shown in Figure 9.23. The
target was a cooperative target and was continuously monitored by a GPS
system during the acquisition time.
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(a) (b)

(c) (d)

Figure 9.16 SAR sub-image of Ship 1 (a), ISAR image (b), regression line with

chirp rate estimates (c), fully scaled ISAR image (d)

The COSMO Sky-Med transmission starting time has been detected by
means of a custom acquisition system connected to a spectrum analyzer.

A portion of the SAR image is shown in Figure 9.24 while the sub-image of
the target is shown in Figure 9.25. A clear defocusing effect is noticeable due
to the sailing ship rapid roll, pitch and yaw motions during the acquisition
time. One of such effect is that of showing positive and negative Doppler
frequencies caused by the mast oscillation.

As stated in Chapter 3, the hypothesis of quasi constant effective rotation
vector within the observation time is one of the hypothesis underlying the
ISAR image formation.

In such an experiment, such a hypothesis does not hold because of the
target motions which are highly time variant. Then, in order to effectively
apply the ISAR algorithm the integration time must be controlled by means
of the time windowing algorithm. It must be pointed out that because of the
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(a) (b)

Figure 9.17 SAR sub-image of Ship 4 (a), ISAR image of the same target by pro-

cessing the entire CPI (b)

Table 9.1
Parameters of interest of the False Bay SAR image

Image size 10x10 km2

Scene Center 3413′18.25′′ S 1828′38.31′′ E

Central frequency 9.6GHz

Range Bandwidth 220MHz

PRF 3041 Hz

Orbit Ascending

Look direction Left (Looking West)

Incidence angle 49 degrees

time dependence of the effective target rotation, the IPPs may change from
image to image.

An ISAR image sequence was obtained by windowing the data after the
inversion from the image to the data domain. Some of the frames of the ISAR
images sequence are shown in Figure 9.26. Such ISAR images sequence has
been obtained by selecting a time window of 0.4 s with an overlap of 0.1 s.
The effect of the ship roll is evident as the image of the ship mast changes
orientation within the observation time.

9.5.5 COSMO SKY-MED DATASET 4: COOPERATIVE TARGET

An experiment with a fully cooperative target has been carried out at the
University of Pisa. The objective of such an experiment was to assess the pro-
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(a) (b)

(c) (d)

(e) (f)
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(g) (h)

Figure 9.18 ISAR images corresponding to different time instants

Figure 9.19 SAR image with ships circled

Children Face Tough Children Face Tough 

Children Face Tough Children Face Tough 



Non-Cooperative Moving Target Imaging 283

(a) (b)

(c) (d)

Figure 9.20 SAR sub-image of Ship 1 (a), ISAR image (b), regression line with

chirp rate estimates (c), fully scaled ISAR image (d)

cessing chain but more specifically the cross-range scaling algorithm accuracy.
A picture of the target is shown in Figure 9.27. The target was a rotating plat-
form composed of four arms at whose extremities there are the quadrihedrals.
The quadrihedrals have been realized custom and their radar cross-section has
been measured in an anechoic chamber for different incidence angles, specif-
ically θin = [30◦, 36◦ 45◦]. The transmitted signal was a stepped frequency
pulsed waveform vertically polarized with carrier frequency f0 = 9.6 GHz,
bandwidth B = 400 MHz and frequency step ∆f = 7.5 MHz. After each
radar sweep the quadrihedral was rotated by 1◦. Figure 9.28 (a) shows the
RCS values of the trihedral corresponding to the three incidence angles and
the central frequency, namely 9.8 GHz. Figure 9.28 (b) represents instead the
RCS values acquired with the incidence angle 30 and for all the frequencies
in the frequency bandwidth.

Children Face Tough Children Face Tough 

Children Face Tough Children Face Tough 



284 Radar Imaging for Maritime Observation

(a) (b)

(c) (d)

Figure 9.21 SAR sub-image of Ship 1 (a), ISAR image (b), regression line with

chirp rate estimates (c), fully scaled ISAR image (d)

The platform maximum extent was 5 m and the platform rotates with a
constant platform which can manually set in the interval [0÷ 0.2] rad/s. The
angular velocity should be high enough so that the reflectors migrate across
several resolution cells within the CPI thus causing both defocusing effects and
scatterer displacement in the SAR image. The highest value of the angular
velocity is instead dictated by the maximum allowed azimuth displacement.
Both the lowest and highest bounds of the angular velocity have been found
by means of simulation before the COSMO SkyMed measurements, taking
into account the measurement site. The target was located at 43.721099 N
10.383475 E at the Department of Information Engineering, Pisa, Italy. Two
measurements have been taken with COSMO SkyMed system, the former on
November 9, 2011 and the latter on January 20, 2012.
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(a) (b)

(c) (d)

Figure 9.22 SAR sub-image of Ship 1 (a), ISAR image (b), regression line with

chirp rate estimates (c), fully scaled ISAR image (d)

9.5.5.1 First Acquisition
Figure 9.29 shows the SAR image covering the area of Pisa (the leaning tower
and the church are visible on the top right-hand corner) while Figure 9.30
shows a sub-image of the same SAR image where the target is circled.

For the purpose of comparison, the optical image of the same area is shown
in Figure 9.31.

From Figure 9.30 it can be noted that the scatterers undergo an evident
shift along the cross-range axis, which depends on both the scatterers’ range
and cross-range coordinates and the target angular speed. Such an effect, as
well as the range and cross-range defocusing effects, prevent us from correctly
estimating the target actual size.

Table 9.2 lists some important acquisition parameters.
Once the target has been cropped from the SAR image and projected back

to the spatial frequency domain, a sequence of target radar images has been
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Figure 9.23 Picture of the cooperative target—sailing ship

Figure 9.24 SAR image of False Bay with the target
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Figure 9.25 SAR sub-image of the target

Table 9.2
Acquisition parameters

f0 9.6 GHz

B 206 MHz

Synthetic aperture duration 1.92 s

Range spacing 0.425 m

Azimuth spacing 0.701 m

Incidence angle 55◦

Pass Descending

Look side Right

Target angular speed 0.2 rad/s

Table 9.3
Estimated target size

ISAR image LA1 LA2

Frame #1 5.28 m 4.66 m

Frame #2 5.33 m 5.22 m

Frame #3 5.42 m 5.28 m

Frame #4 5.68 m 5.22 m

Frame #5 5.3 m 5.16 m

Frame #6 5.73 m 5.17 m

Frame #7 5 m 5.78 m

Frame #8 4.72 m 5.59 m
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(g) (h)

Figure 9.26 A sequence of ISAR images obtained by using a CPI equal to 0.5

seconds. From (a) to (h) it can be noted that the ship’s mast moves by changing its

Doppler frequencies

Figure 9.27 Target platform where at each end there is a trihedral
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(a) (b)

Figure 9.28 RCS values of the quadrihedral measured in an anechoic chamber for

different azimuth angles, elevation angles and frequencies. (a) RCS signature for

the three elevation angles at the central frequency, (b) RCS signature for different

frequencies at a given elevation angle, namely 30◦

obtained by using a time moving window of fixed length. Specifically the time
window size is 0.3 s and the time interval between two adjacent frame is 0.1 s.
Figure 9.32 shows some frames of such sequence, and specifically on the left
side there are the ISAR images of the target in a fully spatial coordinate
system, while on the right side there are the results of the cross-range scaling
algorithm in terms of chirp rate estimate. Such an experiment allows for the
performance evaluation of the cross-range scaling algorithm either because
the target is cooperative and the IPP is completely known. In fact as the
target around x3 axis, the ISAR IPP conicides with the SAR IPP, namely the
slant-range/azimuth plane. Since the orientation of the SAR IPP is completely
known, it has been possible to project the ISAR image of the target onto the
ground-range/cross-range plane.

As already said, a good indicator of the estimator goodness is the dispersion
of the chirp rate estimates around the regression straight line. By observing
the results in Figure 9.32, these observations can be drawn:

• The chirp rate estimates are quite concentrated around the regression
line.

• The estimated target size from the ISAR image is very close to the
actual one.
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Figure 9.29 SAR image

Figure 9.30 Crop from the SAR image in Figure 9.29
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Figure 9.31 Optical image of the area corresponding to the SAR image in Figure

9.30

The estimated target size, specifically the target arms length, namely LA1

and LA2 defined as in Figure 9.32, are reported for each ISAR image in Table
9.3.

9.5.5.2 Second Acquisition
Figure 9.29 shows the SAR image covering the area of Pisa (the leaning tower
and the church are visible on the top right-hand corner) while Figure 9.34
shows a sub-image of the same SAR image where the target is circled.

From Figure 9.34 it can be noted that the scatterers undergo an evident
shift along the cross-range axis, which depends on both the scatterers’ range
and cross-range coordinates and the target angular speed. Such an effect, as
well as the range and cross-range defocusing effects, prevent us from correctly
estimating the target actual size.

Table 9.4 lists some important acquisition parameters.
Once the target has been cropped from the SAR image and projected back

to the spatial frequency domain, a sequence of target radar images has been
obtained by using a time moving window of fixed length. Specifically the time
window size is 0.3 s and the time interval between two adjacent frame is 0.1 s.
Figure 9.35 shows some frames of such sequence, and specifically on the left
side there are the ISAR images of the target in a fully spatial coordinate
system, while on the right side there are the results of the cross-range scaling
algorithm in terms of chirp rate estimate.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)
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(i) (j)

(k) (l)

(m) (n)

(o) (p)

Figure 9.32 Radar images of the rotating platform in the ground-range/cross-range

space (left), and results of the cross-range scaling algorithm in terms of chirp rate

estimate (right)
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Figure 9.33 SAR image

Figure 9.34 Crop from the SAR image in Figure 9.33
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Table 9.4
Acquisition parameters

f0 9.6 GHz

B 225 MHz

Synthetic aperture duration 1.7 s

Range spacing 0.391 m

Azimuth spacing 0.701 m

Incidence angle 48◦

Pass Descending

Look side Right

Target angular speed 0.1047 rad/s

Table 9.5
Estimated target size

ISAR image LA1 LA2

Frame #1 5.09 m 4.72 m

Frame #2 4.346 m 3.98 m

Frame #3 4.58 m 4.2 m

The estimated target size, specifically the target arms length, namely LA1

and LA2 defined as in Figure 9.35, are reported for each ISAR image in Table
9.5.
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This chapter presents the application of the PB-ISAR (passive bistatic-ISAR)
technique to data collected in a harbor area. The results show the effectiveness
of PB-ISAR algorithm for the purposes of harbor protection and surveillance.
In Chapter 5, the theory behind PB-ISAR imaging has been detailed. The
PB-ISAR algorithm is based on two main concepts. The first concerns the
bistatic ISAR theory. Owing to the fact that a passive radar is intrinsically
bistatic, since the transmitter and the receiver are not co-located, the bistatic
ISAR theory can be applied [4].

The second concept concerns the application of ISAR processing to unfo-
cused range-Doppler images of moving targets. The possibility to use ISAR
processing to refocus unfocused SAR images of moving targets has been
demonstrated first in [3]. As a SAR image of a moving target may be in-
terpreted as an unfocused range-Doppler image, this becomes perfectly equiv-
alent to what happens when forming range-Doppler maps of moving targets
with a PBR system. Because of this analogy between SAR images and RD
images, the same processing used in [3] can be used also in the framework of
PB-ISAR system.

301
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Figure 10.1 Block scheme of the PB-ISAR algorithm

While the theoretical foundation of the PB-ISAR algorithm has been given
in Chapter 5, this chapter mainly presents real data results based on the
exploitation of DVB-T signals for harbor protection and surveillance.

10.1 PASSIVE BISTATIC ISAR PROCESSING CHAIN
The block diagram of the PB-ISAR algorithm is shown in Figure 10.1.

As shown in Figure 10.1, the algorithm takes as input an RD map, χ (τ, ν).
Since it may contain several targets and ISAR techniques can process only a
target at a time, the target of interest must be cropped from the RD map so as
to isolate it from the other targets, clutter and noise. Since ISAR algorithm
usually works with data in frequency/slow-time domain or fast-time/slow-
time, the target sub-image should be projected onto one of such data domains.
This operation is performed via a two-dimensional inverse Fourier transform,
since the RD map is the result of a range-Doppler processing, namely a two-
dimensional Fourier transform. Finally, the ISAR processing is applied to such
data to get a focused radar image of the target.

In a passive bistatic scenario where both the transmitter and the receiver
are stationary, the detection of moving targets is straightforward from an RD
map. In fact, differently from stationary targets, the back-scattered signal
from a moving target has a Doppler centroid which is proportional to the
target radial velocity and is therefore different from 0.

Once a moving target has been detected, the time windowing enabling al-
gorithm, proposed in Chapter 9, is applied in this framework.

10.2 PASSIVE ISAR RESULTS
To gather real data, a low-cost passive radar demonstrator has been developed
at the RaSS (radar and surveillance system) Laboratory of the University of
Pisa, which exploits the DVB-T IOs [1, 5, 2]. The equipment was composed
of commercial off-the-shelf low-cost TV antennas and two synchronized Ettus
USRP2 boards, which act as signal acquisition boards. The main technical
specifications of the USRP2 are listed in Table 10.1. During the experiment
the DBSRX was tuned to the central frequency f0 = 690 MHz because three
adjacent DVB-T channels centered around f0 were available. The DBSRX

Children Face Tough Children Face Tough 

Children Face Tough 

Children Face Tough 

Children Face Tough 

Children Face Tough 



Passive ISAR for Harbor Protection and Surveillance 303

was in fact able to work at lower frequencies (until 600 MHz) with an in-
crease, however, of the noise figure. The equipment was able to acquire a
signal bandwidth up to 25 MHz, then, a signal composed of three DVB-T ad-
jacent channels. An example of the baseband spectrum of the acquired signal
and of the range ambiguity function are shown in Figure 5.9 and 5.10. The
antenna used for the surveillance channel was a 95 element Yagi-Uda with a
gain equal to 18 dB. While for the reference channel, a 47 element Yagi-Uda
antenna with a gain equal to 15 dB has been used. The measurement was
taken near Livorno harbor. Specifically, the transmitter was the DVB-T IO
located on Monte Serra, Italy. The receiver was located at the naval academy
in Livorno.

Table 10.1
Signal acquisition board specifications

Bandwidth 25MHz

Processing board FPGA Xilinx Spartan 3-2000 EP1C12 Q240C8
“Cyclone”

Analog digital converter

2 channels

14 bit

100 Mega-samples per seconds (100)MS/s

Digital analog converter

2 channels

16 bit

400 Mega-samples per seconds (400)MS/s

Interface Gigabit Ethernet

RF front-ends
DBSRX daughterboard

Tunable central frequency f0 ∈ [0.8, 2.1] GHz

The acquisition geometry is depicted in Figure 10.2, where the receiver,
the transmitter and also the BEM are shown. Moreover, the target trajectory,
acquired by means of an ADBS receiver, is drawn as well.

Before presenting the results, we should mention again that the television
broadcast sources offer quite poor spatial resolutions. This is because IOs
usually transmit signals with lower bandwidth and at larger wavelength than
those used in dedicated active radar imaging systems. This results in lower
range and cross-range resolutions. Moreover, the bistatic geometry degrades

both the range and cross-range resolution by a factorK(0) = K0 = cos
(
β(0)

2

)
,

and depending on the bistatic angle variation rate during the CPI, it can affect
more severely the radar image with distortion effects. To overcome at least
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Figure 10.2 Pictorial representation of the acquisition geometry. Image taken from

Google Earth.

the limitation on the spatial resolution imposed by the IOs, signals composed
of multiple channels and long CPI are required.

Figure 10.3 shows the RD map obtained by means of the cross ambiguity
function (CAF) batches algorithm [6]. Four targets are clearly visible in the
range-Doppler map. Target 1, which is the closest one to the receiver, was
stationary, as it appears at zero-Doppler. Target 2 was approaching the harbor
while target Target 3 was leaving the harbor. Target 4 moves slower than the
other targets, with respect to the receiver, and it appears at low Doppler
frequencies. Because of this, it can hardly be separated from the zero-Doppler
clutter ridge. A filter to remove zero Doppler clutter ridge should be applied
to remove or at least mitigate the clutter return. For this reason, only Target
2 and Target 3 are considered in the following sections.

The delay time is related to the target-transmitter and target-receiver dis-
tances by means of the following equation:

τ =
RTxTg +RRxTg −RTxRx

c
(10.1)

10.2.1 FIRST CASE STUDY

Figure 10.4 shows the range-Doppler sub-image of Target 2. The delay-time
axis has been converted to the range axis by using Equation (10.1).

By applying a two-dimensional inverse Fourier transform to the target sub-
image, the target echo in the frequency/slow-time domain can be obtained,
as shown in Figure 10.5.
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Figure 10.3 Range-Doppler map

Figure 10.4 Range-Doppler sub-image of Target 2
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Figure 10.5 Frequency/slow-time data of Target 2

The three adjacent DVB-T channels and the gaps between them are clearly
visible. By applying a one-dimensional Fourier transform to the frequency
domain, the range profiles of the target can be obtained as shown in Figure
10.6.

Figure 10.6 highlights the need for target motion compensation, as the tar-
get migrates across different range cells. The autofocusing algorithm adopted
here is the ICBA algorithm. Figure 10.7 shows the Radon transform applied
to the range profiles of Figure 10.6, and the IC curve against target radial
acceleration.

The range profiles after motion compensation are instead shown in Figure
10.8.

Finally, the ISAR image in the range/Doppler domain is shown in Figure
10.9.

To get an ISAR image in a fully spatial coordinate system, the cross-range
scaling algorithm is then applied to the ISAR image in Figure 10.9. The
results are shown in Figure 10.10, where both the estimated regression straight
line and the ISAR image in the range/cross-range domain are shown. The
estimated ship length is about 150 m. The target was a cargo ship of length
212 m. The target length is slightly underestimated. However, it should be
pointed out that the estimated target length is affected by a measurement
error. Also, the target is projected onto the IPP. Therefore, any estimated
distance between two points in the ISAR image is the result of a projection,
then producing an underestimated value. The ISAR IPP is not a priori known
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Figure 10.6 Range profiles of Target 2

(a) (b)

Figure 10.7 Radon transform applied to the range profile in Figure 10.6 (a), and

IC curve against target radial acceleration α2 (b)
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Figure 10.8 Range profiles of Target 2 after motion compensation

Figure 10.9 ISAR image of Target 2
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(a) (b)

Figure 10.10 Results of the cross-range scaling algorithm in terms of chirp rate

estimates (a) and ISAR image in range/cross-range domain

since it depends on target motions, and therefore the projection of the target
onto that plane cannot be be a priori determined.

As can be noted, a well-focused image of the target can be obtained by
applying the proposed method and this is confirmed by the fact the the radial
motion of the target is effectively compensated as shown in Figure 10.8.

10.2.2 SECOND CASE STUDY

Figure 10.11 shows the range-Doppler sub-image of Target 3, and Figure 10.12
shows the ISAR data in the frequency/slow-time domain.

As done previously, the ICBA algorithm has been applied to the whole
CPI, giving the results in Figure 10.13, where both the range profiles before
motion compensation, the Radon transform, the IC against the target radial
acceleration, and the range profiles after motion compensation are shown.
It can be noted the range migration experienced by the target is quite well
compensated. However, as can be seen by observing Figure 10.14, the ISAR
image of the target seems to be not well formed. This is probably because the
target underwent complex motions induced by target maneuvers or the state
of the sea. Complex motions experienced by the target cause a change of the
target effective rotation vector within the CPI, which in turn causes a vari-
ation of the IPP within the CPI. The hypothesis of constant target effective
rotation vector is instead a requirement for the application of the image for-
mation step and the violation of such hypotheses causes the defocusing effects
that are quite visible in Figure 10.14. The time-windowing algorithm is then
applied with the aim to reach this requirement and form well-formed ISAR
images. A sequence of ISAR images of the target taken at different time in-
stants of the whole observation time is shown in Figure 10.15. By comparing
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Figure 10.11 Range-Doppler sub-image of Target 3

Figure 10.12 Data in the frequency/slow-time domain relative to Target 3

Helping Children Face Tough Issues 

Helping Children Face Tough Issues 



Passive ISAR for Harbor Protection and Surveillance 311

(a) (b)

(c) (d)

Figure 10.13 Range profiles before motion compensation (a), Radon transform (b),

IC curve against target radial acceleration (c), and range profiles after motion com-

pensation
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the ISAR images corresponding to different time intervals, a change in the
target’s orientation can be observed, which may be due to either the presence
of the ship’s oscillating motions or to the target’s maneuvers, so confirming
the hypothesis of variant target effective rotation vector.

10.3 CONCLUSIONS
The theoretical formulation of the PB-ISAR algorithm provided in Chap-
ter 5 has been validated by means of experimental results, thus providing
evidence of its capabilities. However, as already mentioned, the broadcast
sources offer quite poor spatial resolutions. IOs usually transmit signals with
lower bandwidth and larger wavelength than those used in dedicated active
radar imaging systems. This results in low range and cross-range resolutions.
Moreover, the bistatic geometry degrades both the range and cross-range reso-
lutions by a factor K0. To overcome this limitation, multiple TV channels and
long CPI are required. The first condition is more difficult to achieve because
the VHF/UHF is not completely filled by broadcast channels. Then, even if
hardware able to acquire a signal with a bandwidth larger than 25 MHz is
available, it may be possible that the bandwidth of the acquire signal is not
wide as expected or not completely filled. Gaps in the signal spectrum where
no signals are transmitted bring to grating lobes and artifacts in the image
domain when Fourier transform based algorithms are used to form the ISAR
image. Such artifacts dramatically degrade the image quality. To overcome
this issue, compressive sensing (CS) theory can be used. CS has been formu-
lated to reconstruct sparse signals by using a limited amount of measures.
Results in [7] shows that the proposed CS-ISAR algorithm can be effectively
used in the case of spectral gaps.

Finally, it should be remarked that, although passive ISAR images cannot
be comparable to active ISAR images in terms of spatial resolutions, passive
ISAR imaging remains of great interest because: (i) it provides information
on the target RCS at low frequencies where typically active radars cannot
transmit, and (ii) as passive radar is intrinsically bistatic, passive ISAR may
be a powerful tool to stealthy targets detection and imaging.
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(a) (b)

(c) (d)

(e) (f)

Figure 10.15 A sequence of range-Doppler ISAR images of Target 3
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Nowadays, maritime traffic control is mainly performed via the VTS (vessel
traffic service) system, which exploits information from AIS (automatic iden-
tification system) systems installed on board of cooperative vessels, remote
radar site (RRS) and GPS system. The AIS allows the port authorities to
know with adequate accuracy absolute geographic coordinates, velocity, tra-
jectory, type, size, draught and cargo of each cooperative vessel (equipped
with AIS) thus providing the means for controlling and monitoring the area
of interest.

Maritime traffic control systems are usually equipped with a ground seg-
ment, which consists of a coastal surveillance radar. This is able to detect all
vessels, both cooperative and non-cooperative, and to provide an “all weather”
and “all day” monitoring of a large area of interest.

A modern VTS integrates all this information for effective traffic organiza-
tion and communication with the law enforcement authority.
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Nevertheless, a VTS system may not always be effective.
In fact, AIS systems provide detailed information only of cooperative tar-

gets. Conversely, coastal surveillance radars provide detection and tracking
of both cooperative and non-cooperative targets. However, it may suffer from
blind velocity, its performance may be affected by target scintillation and they
cannot provide information about target size, cargo, draught and so on.

By taking into account these drawbacks and the continuous increase of the
maritime traffic, modern maritime traffic control systems are demanded to
strengthen the maritime traffic control so as to increase the level of security
in coastal areas without greatly affecting the e.m. pollution level. The use of
several low power active radars as well as spatially distributed passive radars
could represent a suitable response to such a demand.

The joint use of the information from each radar of the system permits:

• Reducing the shadowed areas and thus improving the detection capa-
bility of the system

• Providing an enhanced robustness against bot target scintillation and
blind velocities

• Improving the detection and tracking performance by jointly exploit-
ing the detections from all the radars.

Moreover, if such radars are also designed to have imaging capabilities,
the joint use of either the received data and the radar images could provide
further and important information. This information can be used to assist the
docking maneuvers, to improve the monitoring of illegal activities, to enable
ATC/ATR capabilities and for “collision avoidance.”

This motivates the need for a deeper investigation of the use of a radar
sensor with imaging capability (2D/3D) for harbor surveillance.

The chapter is organized as follows. Section 11.1 presents a high level de-
scription of how a distributed multi-sensor network could be conceived. Sec-
tion 11.2 presents the signal processing chain relative to a radar network op-
erating in a MIMO configuration. Section 11.3 presents experimental results
obtained by using a single InISAR radar system and a cooperative target.
Finally, conclusions are drawn in Section 11.4.

For a good comprehension of this chapter, the reader should be familiar
with 2D and 3D ISAR imaging. Then, a careful reading of Chapters 3, 4, and
6 is recommended.

11.1 SYSTEM ARCHITECTURE
The maritime traffic control system could be conceived as composed of three
sub-systems, as shown in Figure 11.1:

1. The harbor navigation system
2. The data processing and communication network
3. The sensor network
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Figure 11.1 Maritime traffic control system

The sensor network includes radar sensors with imaging capability since
they are “all vessels, all weather, all day” sensors, designed to operate in
a MIMO (multiple input multiple output) configuration. To facilitate their
transportation and installation in a complex environment as a harbor, low-
power, low-weight and compact radars are recommended. Radar sensors satis-
fying such requirements are both passive radar systems exploiting illuminator
of opportunities (IOs), such as television signals, and active radars based on
FMCW technology. In fact, differently from pulse radars which require high
peak transmission power, FMCW radars operate with constant low power,
which means lower cost and smaller size [2, 1]. Obviously, other systems could
cooperate with the radar sensors, such as electro-optical (EO), infrared (IR)
and LIDAR sensors to further improve the system accuracy and capability.
However, in this chapter, the focus is given to imaging radar sensors.

The data processing and communication network is meant to manage the
communication among radar sensors, the transmission of data to and from
a ground control station, and from the ground control station to devices on
board of vessels. It is also meant to manage the information coming from
each radar sensor and to implement algorithms such as multistatic detection,
tracking and imaging, which are devoted to enable navigation services like
collision avoidance and docking facilitation applications. Finally, the harbor
navigation system implements navigation services such as collision avoidance
and docking maneuvers. A pictorial representation of the maritime control
system architecture is shown in Figure 11.1.
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11.2 SYSTEM’S SIGNAL PROCESSING CHAIN
Let NS be the number of imaging ground-based radars composing the sensor
network. A block diagram of a possible multistatic signal processing algorithm
is depicted in Figure 11.2.

Here, it has been supposed that Ntg targets are located in the area of
interest.

As a first step of the processing chain, each radar performs a local detection
onto the range-Doppler (RD) map. Each radar detects a certain number of
targets, namely, Ntgs , where s = 1, · · · , NS . Because of shadowing effects and
target scintillation, it may happens that Ntgs ≤ Ntg.

However, as each sensor detects targets in the range-Doppler domain, tar-
gets cannot be localized in a 3D spatial domain (geographical coordinates).
Then, a multistatic detector is applied which processes the detection results of
each radar sensor and performs multilateration and target association to give
the Cartesian coordinates of each target in the scene. At least three radars
should detect the target to geolocate it without any ambiguity. Before per-
forming multilateration, however, data association must be performed. Data
associations deals with the problem of selecting the measurements (range-
Doppler cells occupied by a target, target velocity, etc.) originated from the
same targets.

The multistatic detector gives as output each target position vector, xg,
and velocity vector, vg, where g = 1, · · · , Ntg. The parameter Ntg, as already
said, is the number of targets detected by the radar sensor network.

After the multistatic detection step, each target is processed by each radar
imaging sensor. The radar imaging sensor could be designed so as to be able
to produce either a 2D ISAR image or a 3D reconstruction of the detected
target. The 2D/3D radar imaging block processes the RD maps from each
radar which has detected the target of interest, thus producing nS 2D or 3D
images of the targets. nS represents the number of radars which have detected
the target under test and is usually lower than the number of radar sensors,
that is nS ≤ NS . 2D ISAR images and 3D reconstructed models of the target
can be obtained from RD maps by means of algorithms reported in Chapter
3 and Chapter 6.

Finally, the multistatic radar imaging block aims at fusing together the
results of the radar imaging processing at each sensor with the aim to provide
an improved 2D ISAR image or a more complete 3D reconstructed model of
the target as well as to give further information about the target such as its
size and shape. Such information together with its velocity and direction could
be used for both collision avoidance and docking facilitator applications.

A net of distributed radars has a number of advantages over a monostatic
radar: (i) robustness over target aspect angle changes, (ii) robustness over
shadowing effects, (iii) target rotation vector estimation capability and (iv)
an improved detection and tracking capability. A pictorial representation of a
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Figure 11.2 Signal processing chain

multistatic configuration composed of widely spatial distributed radar sensors
is depicted in Figure 11.3.

However, the big issue that should be addressed is how to combine the data
acquired from each radar. Two possible solutions to this problem could be con-
sidered which differ in the adopted fusion algorithm. Specifically, data fusion
can be performed either at the raw-data level or at the image level. When the
fusion is performed at the raw-data level, the received signals are coherently
combined in the spatial frequency domain, namely the frequency/slow-time
domain. Although this represents the optimal approach, a number of critical
aspects have to be considered: (i) the time and phase synchronization among
radars should be kept highly accurate, (ii) both the target aspect angle and
the target rotation vector should be a priori known or estimated to map the
signal in the 3D Fourier space, namely the 3D spatial frequency domain, (iii)
since the acquired data depends on the relative position of the maneuvering
target with respect to the radar, the data in the Fourier domain could be
incomplete (namely, the spatial frequency region where no signal is received),
thus affecting the 3D ISAR image when a Fourier-based algorithm is used.

Conversely, when the fusion is performed at the image level, the outputs of
each radar processing are incoherently combined in the image domain. This
method is less accurate with respect to the others. However, it is less sensitive
to phase coherence and errors in the estimation of the target motion, and
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Figure 11.3 Multistatic configuration

therefore it results more feasible especially when radars are very far apart.
Nonetheless, in the incoherent image fusion, the fusion of 2D ISAR images is
not straightforward. With reference to Figure 11.4, the radars produce two
ISAR images. Each ISAR image is the projection of the 3D target reflectivity
function onto different 2D planes, arbitrarily oriented in the 3D space. From
Figure 11.4, it is possible to understand that such ISAR images cannot be
directly combined. In fact, the IPPs need to be oriented in the same way
to carry out a 2D fusion. To overcome such a limitation, an interferometric
ISAR system can be used instead of a conventional ISAR system. In InISAR
systems, the interferometric phase measured by two orthogonal baselines are
used to jointly estimate the effective target rotation vector (both in modu-
lus and phase) and the heights of the scattering centers. Then, when such
sensors are used, the incoherent summation requires the alignment of the re-
constructed 3D target models. Some examples of the reconstructed 3D target
models alignment procedure can be found in [3].

11.3 EXPERIMENTAL RESULTS
A measurement campaign has been carried out at the Navy facilities in
Livorno, Italy, with the aim to prove the 3D InISAR algorithm presented
in Chapter 6 and to demonstrate the usefulness of imaging radar (in this case,
InISAR system) for navigation services. Measurements have been carried out
using the PIRAD radar, a ground-based radar prototype designed and built by
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Figure 11.4 ISAR IPPs

Italian radar researchers at both the Department of Information Engineering
at of the University of Pisa and at the RaSS (radar and surveillance system)
National Laboratory in Pisa. Both cooperative and non-cooperative targets
were present during experiments. However, focus will be given in the following
subsections to the cooperative target since its size, geometrical characteristics,
position and velocity were known. The cooperative target was equipped with
a differential GPS system so as to measure its velocity and position over time.
Results in terms of 2D ISAR images as well as 3D reconstructed model of the
cooperative target are shown subsequently.

11.3.1 EXPERIMENTAL SET-UP DESCRIPTION

PIRAD is a ground-based radar prototype designed and built by Italian radar
researchers at both the Department of Information Engineering of the Uni-
versity of Pisa and at the RaSS National Laboratory.

A picture of the PIRAD radar is shown in Figure 11.5. PIRAD has been
designed for all-day and all-weather monitoring of ship traffic. PIRAD is a low
power and small size sensor based on a linear frequency modulated continuous
wave (LFMCW) technology. LFMCW is the most suitable technology for such
an application. This type of waveform is able to give information about both
distance and radial target velocity. This is achieved by using a quite low
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(a) (b)

Figure 11.5 PIRAD system

radiated power level to cover a range of a few kilometers. Since PIRAD is
a CW radar and hence a coherent radar, it can be used for high-resolution
imaging purposes.

The main system requirements are summarized in Table 11.1.
The antenna system consists of one transmitting and three receiving el-

ements arranged in an L-shaped frame exactly as shown in Figure 11.5. An
X-band Fabry-Perot resonator technology was adopted in order to realize com-
pact and efficient horizontally polarized antennas. The antenna is shown in
Figure 11.6. The developed antennas are characterized by the total absence of
side lobes on the azimuth plane. The LFMCW transmitted signal is generated

Table 11.1
PIRAD system requirements

Range coverage 1200 m

Electric field intensity < 6 V/m

SNR after DSP ≥ 20 dB

Range resolution 0.5 m

Elevation angle 20◦

Azimuth coverage 60◦

Receiving channels 3

Target radar cross-section 1÷ 104 m2
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Figure 11.6 PIRAD antenna

Table 11.2
PIRAD transceiver specifications

TX power up to 33 dBm

Chirp rate up to 1.5 THz/s

Noise figure 4.2 dB

System losses 12.5 dB

Operative frequency 10.55÷ 10.85 GHz

Dynamic range −132÷−38 dBm

SFDR 65 dBc

Receiver gain 29 dB

ADC resolution 14 bit

by using a phase locked loop (PLL) as a frequency synthesizer. The PLL is
digitally driven by a micro controller connected to a personal computer. The
receiver architecture is a low-IF direct deramping with radio-frequency ana-
logical beat. The signal acquisition is performed through two linked USRP2.
These two USRP2 are connected to a general purpose PC through a gigabit
Ethernet link.

Finally, the specifications of the PIRAD transceiver are summarized in
Table 11.2.

Experiments have been carried out in Livorno (Italy) at the Italian Navy
facilities. The Naval Academy where the radar was set up is near the Livorno
harbor. Besides the cooperative target, other targets were present in the scene,
namely, cargo vessels almost stationary or slowly approaching the harbor and
small sailing ships. However, cargo vessels were at a range out of the radar
range coverage. A picture of the scenario taken from Google Earth is depicted
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Figure 11.7 Acquisition geometry and GPS data of the cooperative target

Table 11.3
Target sizes

Length 33.25 m

Width 6.47 m

Deckhouse ' 4.5 m

Main mast height ' 8 m

in Figure 11.7 were both the radar position, the antenna azimuth coverage
and the cooperative target GPS position over time are represented.

The cooperative target is shown in Figure 11.8 and its sizes are reported
in Table 11.3.

From Figure 11.8, it can be noted that the target was equipped with the
main mast where radar, antennas and other sensors were in place. This con-
tributes to make the actual height of the target of about 12.5 m.

Finally, a photo of the scene taken almost simultaneously with measure-
ments is represented in Figure 11.9, showing the presence of other targets.

11.3.2 RESULTS

In this section, results of both the conventional 2D ISAR processing applied
to the RD map and and results of the 3D InISAR technique are reported to
show the effectiveness of both the techniques in providing support for maritime
traffic monitoring and harbor surveillance.

The backscattered signal from both the sea clutter and the targets was
acquired for Tobs ' 130 s. However, for the sake of simplicity, the results
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Figure 11.8 Cooperative target

Figure 11.9 Photo of the scene taken almost simultaneously with measurements
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Figure 11.10 RD map relative to the central antenna of the PIRAD system and an

integration time equal to Tint ' 0.8 s
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Figure 11.11 Target sub-image extracted from the RD map of the central channel

shown in Figure 11.10

obtained by processing only a portion of such data will been shown. Figure
11.10 shows the RD map relative to an integration time equal to Tint ' 0.8
s. Such RD map is relative to a receiving antenna of PIRAD system, namely
the central one.

The cooperative target was located at about 1350 m from the radar. Other
targets were present in the scene, specifically, a stationary sailing ship at about
450 m and other sailing ships between 700 m and 1000 m far from the radar.

Once the target is detected, a sub-image of the target is extracted from
the RD map of each receiving channel. In Figure 11.11 the sub-image of the
target extracted from the RD map of the central channel is represented.

After that, the raw-data like relative to the target of interest are obtained
by means of a 2D-IFT and then the 2D ISAR processing based on the ICBA
algorithm is used. For the sake of simplicity, only the 2D ISAR image relative
to the central channel is shown in Figure 11.12, since the ISAR image relative
to the other channels is quite similar. In Figure 11.12, the white dots represent
the scatterers extracted from the 2D ISAR image by using the multi-channel
CLEAN algorithm described in Chapter 6.

Finally, the results of the 3D-InISAR algorithm are shown in Figure 11.13
and Figure 11.14. Specifically, in Figure 11.13 the target model in the 3D space
is represented while Figure 11.14 shows the top view and a side view of the
image in Figure 11.13. The 3D reconstructed model of the target is represented
in the Cartesian coordinate system Tξr which is obtained from the Cartesian
reference system Tξ defined in Chapter 6 by means of a rotation, as follows:
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Deckhouse
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Figure 11.12 2D ISAR image relative to the central channel. White dots represent

the scatterers extracted by using the MC-CLEAN technique

ξr = Mrot · ξ (11.1)

where Mrot is a 3D rotation matrix which rotates the target of the azimuth
and elevation angles which identify the target velocity vector estimated from
the GPS data.

As can be seen by observing Figure 11.12, only some parts of the target
can be imaged and then extracted by means of the multi-channel CLEAN
algorithm, namely scatterers of the stern, deck-house and mast. The height
of such scatterers is then calculated by exploiting the 3D InISAR algorithm,
as shown in Figure 11.13 and Figure 11.14.

Other results have been obtained by using the same data but at different
time. Specifically, results in Figures 11.15, 11.16, and 11.17 have been obtained
by processing a portion of data corresponding to 4 seconds later than that
used previously. Conversely, results in Figures 11.18, 11.19, and 11.20 have
been obtained by processing a piece of data corresponding to 5 seconds later
on. From Figure 11.15 it can be seen that the MC-CLEAN extracts scatterers
mainly from the stern, the deck-house and a scatterer from the bow. The MC-
CLEAN technique extracts the brightest scatterers, which correspond to the
most affordable and coherent ones for the 3D target model reconstruction.

As expected, the scatterers belonging to the deck-house are higher than
those ones which belong to the stern or the bow. Moreover, by taking a closer
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Figure 11.13 3D reconstructed model of the target obtained using the 3D InISAR

algorithm and exploiting the extracted scatterers in Figure 11.12

look at the target picture in Figure 11.8, it can be noted that the ship is also
equipped with a mast where radar, other sensors and antennas are installed.
The mast is quite higher than the deck-house. In the 3D reconstructed target
model in Figure 11.16 a scatterer can be identified which has a height (ξr3 '
4.2 m) higher than the others in the desk-house. Then, this scatterer can
be associate with a structure of the mast. Furthermore, from the picture in
Figure 11.8, it can be seen that the ship is also equipped with two cranes at
the stern. In Figure 11.16 and especially in Figure 11.17(b) two scatterers of
the stern have been extracted. One of those scatterers has a height of almost
2 m higher than the ship desk, which likely corresponds to a crane.

The 2D ISAR image in Figure 11.18 is the one with the highest energy
and then the number of extracted scatterers is larger than in the other cases.
Scatterers belonging to the most important parts of the ship, namely, the
stern and probably the cranes, the desk-house as well as the bow have been
extracted via the MC-CLEAN technique. As can be seen by observing Figure
11.19 and Figure 11.20, the scatterers which are located in the center of the
ship that most likely correspond to the deck-house or the mast have a height
higher than the others. The scatterers at the stern could represent both a
crane or the deck. The scatterer at the bow is a little higher than expected,
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(a)

(b)

Figure 11.14 Top view and side view of the 3D target model in Figure 11.13
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Figure 11.15 2D ISAR image with scatterers extracted via the MC-CLEAN algo-

rithm

but however, if we take a look at Figure 11.8, it can be noted a sort of jibboom
or more simply a rod at the bow, which has a height higher than the deck. It
is worth noting that the results obtained by processing different time intervals
are quite different although the processed time intervals were quite close to
each other. Such differences may be due to both target scintillation and target
complex motions induced by the sea state.

Then, the exploitation of different time intervals even if from the same radar
can provide a better understanding of the target itself. To better demonstrate
this concept, the reconstructed 3D target models in Figure 11.13, 11.16 and
11.19 have been aligned by means of affine transformations (translations and
rotations). The results of this alignment are reported in Figure 11.21 and
Figure 11.22.

As can be seen by comparing Figure 11.21 with Figure 11.13, 11.16 and
11.19, the multi-temporal 3D target model in Figure 11.21 contains much
more information about the target thus providing a better understanding of
the target. This is because, even if similar, the 3D target models obtained at
different time instants add information with respect to the others. Moreover,
with such a procedure, persistent scatterers over time could be identified which
can add further information about the target. Some of the persistent scatterers
have been circled in Figure 11.22(b).
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Figure 11.16 3D reconstructed model of the target obtained using the 3D InISAR

algorithm and exploiting the extracted scatterers in Figure 11.15

.

Finally, if we compare the images in Figure 11.21 with the picture of the
target in Figure 11.8 a very close relation can be found both in terms of target
sizes and shape.

11.4 CONCLUSIONS
The main objective of this chapter was to shown how a radar sensor with 3D
imaging capability could be used to monitor and control the maritime traffic
inside a harbor.

A measurement campaign has been carried out near the Livorno harbor at
the Italian Navy facilities with an InISAR radar. The target was a cooperative
target in this case; however, once validated, such an algorithm can be used
to image non-cooperative targets. Results have demonstrated the validity of
the 3D InISAR that has been proposed in Chapter 6 in estimating the actual
target size in the 3D space with high accuracy as well as the target shape.
This information can be used for several applications such as to improve the
“collision avoidance” system performance, assist the docking maneuvers, im-
prove the monitoring against illegal activities, enable ATC/ATR capabilities
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(a)

(b)

Figure 11.17 Top view and side view of the 3D target model in Figure 11.16
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Figure 11.18 2D ISAR image with scatterers extracted via the MC-CLEAN algo-

rithm
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Figure 11.19 3D reconstructed model of the target obtained using the 3D InISAR

algorithm and exploiting the extracted scatterers in Figure 11.18

.
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(a)

(b)

Figure 11.20 Top view and side view of the 3D target model in Figure 11.19
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Figure 11.21 3D reconstructed models after alignment

.
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(a)

(b)

Figure 11.22 Top view and side view of the 3D target model in Figure 11.21
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and so on. A multi-temporal approach is also described to show that, with a
single radar, the use of data corresponding to different time intervals improve
the understanding of the target itself. It is quite obvious that the use of several
InISAR radar systems properly located throughout the area of interest can
further improve the accuracy in the estimation of the target size as well as in
target recognition thus opening the door to ATC or ATR applications.
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