# Lecture Notes in Nanoscale Science and Technology 

Volume 13

## Series Editors

Zhiming M. Wang
State Key Laboratory of Electronic, Thin Flim and Integrated Devices, University of Electronic Science and Technology, Chengdu, People's Republic of China

Andreas Waag
Institutfur Halbleitertechnik, TU Braunschweig, Braunschweig, Germany
Greg Salamo
Department of Physics, University of Arkansas, Fayetteville, AR, USA
Naoki Kishimoto
Quantum Beam Center, National Institue for Materials Science, Tsukuba, Ibaraki, Japan

Stefano Bellucci
Laboratori Nazionali di Frascati, Istituto Nazionale di Fisica Nucleare, Frascati, Italy

Zhiming M. Wang
Editor

## Quantum Dot Devices

## Editor

Zhiming M. Wang
State Key Laboratory of Electronic
Thin Film and Integrated Devices
University of Electronic Science
and Technology
Chengdu
People's Republic of China

ISBN 978-1-4614-3569-3 ISBN 978-1-4614-3570-9 (eBook)
DOI 10.1007/978-1-4614-3570-9
Springer New York Heidelberg Dordrecht London
Library of Congress Control Number: 2012937780
© Springer Science+Business Media New York 2012
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection with reviews or scholarly analysis or material supplied specifically for the purpose of being entered and executed on a computer system, for exclusive use by the purchaser of the work. Duplication of this publication or parts thereof is permitted only under the provisions of the Copyright Law of the Publisher's location, in its current version, and permission for use must always be obtained from Springer. Permissions for use may be obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication does not imply, even in the absence of a specific statement, that such names are exempt from the relevant protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or omissions that may be made. The publisher makes no warranty, express or implied, with respect to the material contained herein.

Printed on acid-free paper
Springer is part of Springer Science+Business Media (www.springer.com)

## Preface

The last 20 years have seen the rise of three-dimensional quantum-confined nanostructures, so-called quantum dots, and the birth of entirely new device architectures based on them. These structures may be fabricated by top-down methods, such as lithographic techniques, or by self-assembly, as in the formation of epitaxial quantum dots or chemical synthesis of colloidal dots. There are significant efforts to control the size, shape, and distribution of quantum dots, to characterize their optical and electronic properties, and to find their technological applications. The research on quantum dots has a strong impact in terms of both physics and devices. The future development of this field largely depends on how quantum dots can be used as nanomaterials in real-world applications. This book aims to convey the current status of quantum dot devices and how these devices take advantage of quantum features.

Quantum dot lasers have been extensively investigated and many advanced characteristics due to quantum confinement have been demonstrated. Therefore, a significant part of the chapter contributions deals with lasers. Chapter 1 covers optically injected single-mode quantum dot lasers. Chapters 2-4 focus on modelocked lasers. Chapter 2 reviews two exotic behaviors, dark pulses mode-locking and wavelength bistability, both leading to unexpected and exciting performance characteristics. Chapter 3 analyzes the spectral splitting effects in the ground state and their influence on the performance of quantum dot mode-locked lasers. Chapter 4 reports on characteristics of passively mode-locked lasers based on quantum dots and their manipulation via external optical injection. Chapter 5 continues the focus on quantum dot lasers but emphasizes the catastrophic optical damage in high power applications.

The post-growth intermixing effect was studied in Chap. 6, not only for its impact on high power lasers but also on broadband devices such as quantum dot superluminescent diodes and amplifiers. Both Chaps. 7 and 8 cover quantum-dot applications in photonic crystals. Chapter 7 starts with the basics of photonic crystal cavities and continuous wave lasing in quantum dot nanobeam cavities, followed by a discussion on the dynamics of low-threshold quantum dot photonic crystal lasers and an introduction to electrical pumping of photonic crystal and
nanobeam devices. Chapter 8 reports on submonolayer quantum dot photoniccrystal light-emitting diodes for fiber optic applications.

Progress toward all optical signal processing is discussed in Chaps. 9-12. Chapter 9 presents a theoretical study of a quantum optical transistor with a single quantum dot in a photonic crystal nanocavity and a quantum memory for light with a quantum dot embedded in a nanomechanical resonator. Chapter 10 investigates in detail all optical quantum dot switches using a vertical cavity approach and demonstrates that quantum dots are promising candidates for next generation photonic devices needed for power efficient optical networks. Chapter 11 describes experimental studies of ultrafast carrier dynamics and all-optical switching in semiconductor quantum dots using ultrafast terahertz techniques. Chapter 12 offers an extensive overview of nonlinear optics and saturation behavior of quantum dot samples under continuous wave driving.

Quantum dot photovoltaic applications are the subject of Chaps. 13 and 14. Chapter 13 theoretically and experimentally demonstrates that quantum dots with engineered built-in charge can significantly enhance the device performances of solar cells and infrared photodetectors. Chapter 14 studies the performance of semiconductor quantum dot-sensitized solar cells employing nanostructured photoanodes with different morphologies.

Chapter 15 highlights a plethora of optoelectronic applications of colloidal quantum dots, including not only photoluminescent devices, light-emitting diodes, displays, photodetectors, and solar cells but also other novel device concepts such as biomolecule-based molecular sensors.

Last but not least, the editor wishes to thank all the authors for their excellent contributions. It took longer than planned to finalize the book because of the editor's move from the United States to China to accept a professorship in the national 1,000 -talents program, and I am grateful to the chapter authors for their patience and understanding.
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# Chapter 1 <br> Optically Injected Single-Mode Quantum Dot Lasers 

B. Kelleher, D. Goulding, S. P. Hegarty, G. Huyet, E. A. Viktorov and T. Erneux


#### Abstract

The response of an optically injected quantum dot semiconductor laser is studied both experimentally and theoretically. Specifically, the locking boundaries are investigated, revealing features more commonly associated with Class A lasers rather than conventional Class B semiconductor lasers (SLs). Further, various dynamical regimes are observed including excitability and multistability. Of particular interest is the observation of a phase-locked bistability. We determine the stability diagram analytically using appropriate rate equations for quantum dot lasers. In particular, the saddle-node (SN) and Hopf bifurcations forming the locking boundaries are examined and are shown to reproduce the observed experimental stability features. The generation of the phase-locked bistability is also explained via a combination of these bifurcations.


[^0]
## Introduction

Semiconductor lasers (SLs) have become the optical source of choice in many applications due to their high efficiency, simplicity of modulation, and small size. However, in some applications where it is necessary for the intensity noise level to remain low, they suffer from intensity fluctuations that are enhanced by their inherent relaxation oscillations (ROs). The phenomenon of ROs is familiar in the laser physics community. When a laser is perturbed from its steady-state operation, it does not immediately return to its original position. Instead, the relaxation to the steady state typically occurs in one of two ways known as Class A and Class B behavior. In a Class A laser, the laser approaches the equilibrium exponentially like an overdamped oscillator while in a Class B laser it slowly oscillates back to its stable steady-state like an underdamped oscillator, and these are the aforementioned ROs. Class A lasers include $\mathrm{Ar}, \mathrm{He}-\mathrm{Ne}$, and dye lasers while Class B lasers include most of the lasers used today such as $\mathrm{CO}_{2}$, solid state and SLs. When subject to optical injection, Class A and Class B lasers exhibit quite different stability properties. Class B lasers admit a rich number of sustained pulsating intensity regimes which have been studied systematically over the last decade for semiconductor and solid-state lasers (see [24] for a recent review). Class A lasers, free of ROs, are much more stable [20]. Recent efforts to suppress the RO-induced instabilities in conventional SLs have concentrated on increasing the photon lifetime above the carrier lifetime. This can be achieved by increasing either the cavity length or the cavity finesse. The first technique has been successfully applied with a several-meter-long cavity in SLs [3]. The second alternative is technically easier and has been explored using half of a vertical cavity surface emitting laser ( $\frac{1}{2}-$ VCSEL $)$ in a short external cavity $[4,5]$.

The development of the QD laser was a concerted effort to combine the best features of SLs (solid state, electrically injectable, small size) with some of the best features of atomic lasers (narrow gain bandwidths, zero linewidth enhancement factor). In this work we consider both experimentally and theoretically the optical injection of a single-mode [distributed feedback (DFB)] QD laser. QD lasers experiencing optical feedback have demonstrated excellent stability properties [21] and so one might also expect enhanced stability properties for an optically injected QD laser. It is known from previous studies that QD lasers exhibit a certain number of properties that make them attractive for application [6]. A particularly attractive property is an unusually high damping of the ROs [18] in comparison to their bulk and quantum well (QW) counterparts. This high damping has been cited as the principal reason for the increased stability of such devices subject to optical feedback [21], optical injection [8, 10, 14], and mutual coupling $[12,15]$ configurations. We determine here an experimental stability diagram with the injection strength and the detuning as control parameters and note that it is considerably different from that of a conventional QW laser. In particular, the injected QD laser exhibits stability for arbitrary values of the injection rate provided the detuning is sufficiently low. A region of bistability between two
coexisting fixed points is also possible. While these features were noted in [8], in this work we examine the result in greater depth and the observations are substantiated analytically by studying rate equations appropriate for a QD laser.

## Experimental Details

The experiment was carried out on several DFB InAs devices of similar construction to those described in detail in [19]. The devices have a 5-QD-layer structure grown by solid-source molecular beam epitaxy (MBE) and consist of 2.4 InAs monolayers topped with 5 nm GaInAs, stacked in a 200 nm thick optical cavity. A 35 nm GaAs spacer is used between the QD layers and optical confinement is provided by $\mathrm{Al}_{0.85} \mathrm{Ga}_{0.15} \mathrm{As}$ cladding layers. The single-mode ridge waveguide lasers were approximately $2 \mu \mathrm{~m}$ long. The master laser was a commercial external cavity tunable device with linewidth $<100 \mathrm{kHz}$. It was tunable in steps of 0.1 pm and its output was guided in a polarization maintaining fiber and coupled into the slave waveguide using a lensed fiber via polarization controllers. To prevent undesired feedback, an optical isolator with an isolation greater than 40 dB was used at the output side of the slave. The slave laser was biased at 1.5 times threshold and its output was measured using a number of different diagnostic tools: an optical spectrum analyser; a 12 GHz photodiode, amplified and connected to an electrical spectrum analyzer; and a real-time oscilloscope of 6 GHz bandwidth and a sampling rate of 40 giga-samples per second.

There are three control parameters available experimentally, namely the master power (giving the injection rate) $\Gamma$, the slave injection current $J$, and the detuning $\Delta$, defined as the angular frequency difference between the master and slave lasers. Figure 1.1 shows the evolution of the power spectrum of the slave DFB laser as the detuning is varied at a fixed relatively low injection strength. Both the power of the master and the slave injection current were fixed and the detuning was systematically varied by changing the wavelength of the master laser. At each value of the master wavelength an RF spectrum was recorded and Fig. 1.1 shows a false color plot of the spectra over a wide range of detuning. Clear from this figure are the regions of beating between the master and slave lasers far from zero detuning and a stable locked region in the center. A noteworthy feature is the large area of stable locked operation found for each injection strength tested. In particular, in stark contrast to optically injected QW lasers, stable phase-locked operation was found at zero detuning for each injection strength considered with the QD lasers.

In [10] the optical injection properties of a multimode QD laser were reported. There it was shown that for low to moderate injection strengths, fast dynamics can be observed close to the locking boundary for negative detuning. In the case of a singlemode QD laser dynamical regimes appear close to the locking boundaries for both positive and negative detunings as shown in Fig. 1.1. The nature of these regions depends on the injection strength. We define the injection strength to be the ratio of the intensity of the light injected into the lasing cavity to the intensity of the light in

Fig. 1.1 Experimental microwave mask showing fast dynamics near both the positive and negative detuning unlocking boundaries

the cavity when free running. The lowest injection strength in this work was 0.004 . For negative detuning and injection strengths up to 0.02 , intensity pulses such as those in Fig. 1.2 were observed and for positive detuning and injection strengths up to 0.01 , intensity pulses such as those in Fig. 1.3 were observed. These were very rare and apparently randomly spaced initially with a broad power spectrum. As the magnitude of the detuning was increased, they became more frequent, eventually becoming a periodic train of pulses much like a distorted sine curve with the fast/slow characteristic motion of the pulses with a sharply peaked power spectrum. At this point the slave had become unlocked. The shape of the pulses differs depending on the sign of the detuning since there is a nonzero $\alpha$-factor. For the case of negatively detuned pulses, the intensity drops before rising above the phase-locked intensity and then returns to the steady-state value. For the positively detuned side the intensity increases, then drops below the steady-state value, and eventually again recovers to the steady-state value. These are excitable pulses resulting from $2 \pi$ phase rotations of the slave electric field as shown in [14]. In [23] complicated multipulse excitability in optically injected QW lasers was predicted and has since been observed in [16]. In contrast to this, for single-mode quantum dot lasers, only single pulse excitability is observed. This has been explained as also resulting from the high RO damping in these devices in [16]. These excitable pulses arise close to the saddle-node (SN) bifurcation similar to the phase slips observed in the Adler model [1]. The logic is as follows. At very low absolute values of the detuning, the stable and unstable points are sufficiently separated to avoid any noise-induced pulsations (that is the noise is not sufficient to push the laser away from the stable point and beyond the unstable threshold point) and as a result quiet regions of locking are observed. As the magnitude of the detuning is increased, the stable and unstable fixed points become progressively closer until eventually noise is sufficient to push the system past the unstable point resulting in a $2 \pi$ rotation of the electric field and a consequent intensity pulsation. As the magnitude of the detuning is increased even further the pulses occur more and more frequently until eventually the two fixed points collide and annihilate each other leaving a ghost at which point the system's time series becomes a periodic train (modulo noise) with the characteristic shape of the pulses. The dynamical behavior close to the boundaries in the microwave mask shown in Fig. 1.1 consisted of such pulses. In [15] a similar phenomenon was observed in a delayed mutually


Fig. 1.2 Experimentally obtained intensity pulses for the case of negative detuning
coupled configuration of quantum dot lasers. In this case, due to the delayed mutual coupling, a pulse train is observed rather than individual pulses. As the injection strength is increased the dynamical behavior changes significantly and similar to the multimode case [10], various different dynamical regimes may be observed. The first change is the disappearance of the excitable pulses near the positive detuning unlocking boundary. These are replaced by a noise-induced switching between a stable point and a limit cycle (with a higher average power) as shown in Fig. 1.4. For the same injection power, the slave laser is still undergoing excitable pulsing close to the negatively detuned unlocking boundary, clearly showing again the asymmetry in the dynamical bifurcations in the optically injected laser system due to the nonzero $\alpha$ factor. If the injection strength is increased further, this switching is replaced by chaotic behavior (Fig. 1.5) and eventually the SN bifurcation disappears and instead locking is via a Hopf bifurcation which results in the slave laser moving directly from unlocked to locked behavior as shown in Fig. 1.6. The proximity of the chaotic behavior to the disappearance of the SN and the appearance of the Hopf suggests strongly that this chaos has an organizing center in a codimension-2-fold-Hopf point at their intersection. The Hopf bifurcation first appears for injection strengths of 0.016. This is higher than that for conventional semiconductor lasers under optical injection but is consistent with measurements of the RO damping rate for quantum-dot-based devices reported in, for example, [17, 21].

At the injection strength where the positively detuned locking boundary changes to a Hopf bifurcation, excitable pulsations are still observed near the negatively detuned boundary. Increasing the injection strength still further the negatively detuned excitable pulses also disappear and are replaced with a bistability between a stable point and a limit cycle (of lower average power) as


Fig. 1.3 Experimentally obtained intensity pulses for the case of positive detuning in an optically injected QD laser


Fig. 1.4 Time trace of switch from stable state to higher average power limit cycle behavior for the case of positive detuning in an optically injected QD laser
shown in Fig. 1.7. This limit cycle undergoes a period doubling bifurcation and the switching is then between this period doubled cycle and the stable point as shown in Fig. 1.8. Finally, there is a region where two phase-locked solutions of different intensities coexist. This is the dynamical behavior of most interest for this work. Figure 1.9 shows an example of a noise-induced switching between the two locked states. The transition between the two steady states is


Fig. 1.5 Time trace of chaotic attractor for the case of positive detuning in an optically injected QD laser


Fig. 1.6 Experimentally obtained power spectra for an optically injected QD DFB laser at a higher injection strength than that in Fig. 1.1. At this injection strength the laser moves directly from unlocked to locked on the positive detuning boundary (lower master wavelength) with no fast dynamical regime. This absence of noise-induced dynamics indicates that the locking is via a Hopf bifurcation rather than via an SN bifurcation
sharp and the relaxation includes only one spiked oscillation. It suggests that the decay of the relaxation dynamics occurs at the same time scale as that of the RO frequency in contrast to the typical Class B laser and thus we speak of the Class A limit. This behavior is not possible for a weakly damped QW laser except very close to threshold. At this injection strength the locking boundary for negative detuning is also a Hopf bifurcation. However, the SN bifurcation has not disappeared but instead lies inside the locking region where it creates the second locked solution.


Fig. 1.7 Time trace of switch from stable state to lower average power limit cycle behavior for the case of negative detuning in an optically injected QD laser


Fig. 1.8 Time trace of switch from stable state to period two limit cycle behavior for the case of negative detuning in an optically injected QD laser

The results of the experimental mapping of the observed dynamics are shown in Fig. 1.10. The black lines mark the SN bifurcations and the red lines mark the Hopf bifurcations. Between the two black lines in the upper left of the figure a phase-locked bistability was observed. A zoom of the low injection strength region is shown in Fig. 1.11 with the various dynamical regimes observed labeled.

There are a number of fundamental differences between the mappings in Figs. 1.10 and 1.11 and the injection dynamics reported in [22] for the conventional


Fig. 1.9 Time trace of switch between two distinct stable phase locked states in an optically injected QD laser


Fig. 1.10 Experimental stability diagram. The injection strength is defined as the power of the light injected into the cavity divided by the power in the cavity when free running. The circles and rectangles show the experimental points while the lines are added as a guide. The solid black lines (through the rectangles) are SN bifurcations. The solid red lines (through the ellipses) are Hopf bifurcations. Between the two black lines at the top left of the figure a phase-locked bistability is observed

QW laser and reviewed in detail in [24]. Instead, we note a similarity between the stability diagram in Fig. 1.10 and that of a Class A laser [20]. The Hopf bifurcation line differs from that which occurs for an injected QW laser and, in particular, it does not cross the zero detuning line allowing stable phase-locked behavior at zero


Fig. 1.11 A zoom of the low injection region of the experimental stability diagram. As before, the lines are added as guides. The solid black lines (through the rectangles) correspond to SN bifurcations and the solid red (through the ellipses) to Hopf bifurcations. The dashed green lines (through the stars) are the dynamical boundaries: between these and the black lines various different dynamical regimes were observed. The blue dotted line (through the x's) marks a period doubling line. The dynamical regions are labeled as 1 through 4. 1 Excitable pulses. 2 Switching between phase-locked behavior and a limit-cycle. 3 Switching between phase-locked behavior and a chaotic attractor. 4 Period doubling. Note that the period doubling can be both inside and outside the locking region. The same is true for the chaotic region although only that portion inside the locking region is shown
detuning for arbitrary injection strengths. Furthermore, as already stated, except very close to the laser threshold [13], the coexistence of two stable locking states is not possible for a QW laser. Also, the extent of the locking via an SN bifurcation for positive detuning is greatly increased as one would expect for a more highly damped slave laser. These observations suggest a significant impact from the nonlinear capture dynamics in QD lasers provided by the Pauli blocking factor. More precisely, QD lasers may exhibit both Class A and Class B dynamics depending on the carrier capture parameters as was shown in [7] by analyzing a three-variable rate equation model. Below, we consider these equations, adapted to include optical injection and examine the limit that leads to the highest damping of the ROs.

## Modeling

We now turn our attention to a rate equation model of the optically injected quantum dot laser. We study the behavior of the system in different limits and show that the experimentally relevant case reproduces the experimental results very well. The first step is a 4-dimensional model of an optically injected quantum dot laser.

## QD Laser Equations

Our rate equations for a QD laser subject to an injected signal consist of three equations for the complex electric field $E$, the occupation probability in a dot $\rho$, and the carrier density $n$ in the wetting layers, scaled by the 2D QD density per layer. The free-running (no injection) case was studied in [7]. These are augmented with a term for the injected field and are given by

$$
\begin{gather*}
E^{\prime}=\frac{1}{2}(1+i \alpha)[-1+g(2 \rho-1)] E+\Gamma \exp (i \Delta t),  \tag{1.1}\\
\rho^{\prime}=\eta\left[B n(1-\rho)-\rho-(2 \rho-1)|E|^{2}\right],  \tag{1.2}\\
n^{\prime}=\eta[J-n-2 B n(1-\rho)] . \tag{1.3}
\end{gather*}
$$

Prime means differentiation with respect to $T \equiv t / \tau_{\mathrm{ph}}$ where $t$ is time and $\tau_{\mathrm{ph}}$ is the photon lifetime ( $=2 \mathrm{ps}$ for this work). $\Gamma$ is the injection rate: it is proportional to the injection strength divided by the laser round-trip time (to give the correct units). The factor 2 in Eq. 1.3 accounts for the spin degeneracy in the quantum dot energy levels. $J$ is the pump current per dot and $\alpha$ is the linewidth enhancement factor. The fixed parameters $B$ and $\eta$ are ratios of basic timescales and are defined as $B \equiv \tau \tau_{\text {cap }}^{-1}$ and $\eta \equiv \tau_{\text {ph }} \tau^{-1}$ where $\tau$ and $\tau_{\text {cap }}$ denote the carrier recombination and capture times, respectively. Typical values are $\tau=1 \mathrm{~ns}$ and $\tau_{\text {cap }}=10 \mathrm{ps}$ which imply $B=10^{2}$ and $\eta=2 \times 10^{-3}$. The nonlinear interaction between the wetting layer and the dots is provided by the Pauli blocking factor $1-\rho$ which leads to a significant difference between QD and QW equations. As in [10], we shall consider a value of $g$ close to one for which a good agreement between theory and experiments is observed.

## Reduction to QW Laser Equations

If we consider the limit $B \rightarrow \infty$ and keep all other parameters fixed, we obtain the conventional rate equations for an injected QW laser. This can be seen by introducing the new variable

$$
\begin{equation*}
N=B n \tag{1.4}
\end{equation*}
$$

into Eqs. 1.1-1.3. The equations for $E, \rho$, and $N$ are then given by

$$
\begin{gather*}
E^{\prime}=\frac{1}{2}(1+i \alpha)[-1+g(2 \rho-1)] E+\Gamma \exp (i \Delta t),  \tag{1.5}\\
\rho^{\prime}=\eta\left[N(1-\rho)-\rho-(2 \rho-1)|E|^{2}\right], \tag{1.6}
\end{gather*}
$$

Fig. 1.12 Stability diagram in the large $B$ limit. Steadystate locking occurs in the central region delimited by the left SN bifurcation line and by the Hopf $(H)$ bifurcation line


$$
\begin{equation*}
N^{\prime}=\eta B\left[J-B^{-1} N-2 N(1-\rho)\right] . \tag{1.7}
\end{equation*}
$$

From Eqs. 1.6 and 1.7, we note that $N$ is faster than $\rho$ because $B \gg 1$ is multiplying the right-hand side of Eq. 1.7. This suggests the elimination of $N$ by a quasi-steady-state approximation. Specifically, we determine $N$ from Eq. 1.7 with $N^{\prime}=0$ and obtain

$$
\begin{equation*}
N=\frac{J}{2(1-\rho)} \tag{1.8}
\end{equation*}
$$

as $B \rightarrow \infty$. Substituting (1.8) into Eq. 1.6, the equations for $E$ and $\rho$ become

$$
\begin{gather*}
E^{\prime}=\frac{1}{2}(1+i \alpha)[-1+g(2 \rho-1)] E+\Gamma \exp (i \Delta t)  \tag{1.9}\\
\rho^{\prime}=\eta\left[\frac{J}{2}-\rho-(2 \rho-1)|E|^{2}\right] \tag{1.10}
\end{gather*}
$$

Defining

$$
\begin{equation*}
D=\frac{-1+g(2 \rho-1)}{2} \tag{1.11}
\end{equation*}
$$

Eqs. 1.9 and 1.10 take the form

$$
\begin{align*}
E^{\prime} & =(1+i \alpha) D E+\Gamma \exp (i \Delta t)  \tag{1.12}\\
D^{\prime} & =\eta\left[P-D-(1+2 D)|E|^{2}\right] \tag{1.13}
\end{align*}
$$

where

Fig. 1.13 Bifurcation diagram of the steady-state solutions. The values of the fixed parameters are those in (1.15) plus $B=10^{2}$ and $\Gamma=0.02$. The broken line is the approximation given by (1.34) and (1.35) found in the limit $\varepsilon=g-1 \rightarrow 0$ and $B \varepsilon=O(1)$.


$$
\begin{equation*}
P \equiv \frac{g}{2}\left(J-1-g^{-1}\right) \tag{1.14}
\end{equation*}
$$

is defined as the pump parameter above threshold $\left(J_{\text {th }}=1+g^{-1}\right)$. Equations 1.12 and 1.13 are the rate equations for an optically injected QW laser [9]. A typical stability diagram is shown in Fig. 1.12.

The values of the fixed parameters $\alpha, \eta$ and $g$ are the same for all our bifurcation studies. They are given by

$$
\begin{equation*}
\alpha=1.2, \quad \eta=2 \times 10^{-3}, \quad \text { and } g=1.02 \tag{1.15}
\end{equation*}
$$

We consider $J=1.5 J_{\mathrm{th}}=2.97$ which implies from (1.14) that $P=0.51$. In Fig. 1.12, the Hopf bifurcation line emerges from a fold-Hopf bifurcation point located on the right SN bifurcation line. As the injection rate progressively increases, the Hopf line moves slightly to the left before folding back to the right. If $\alpha$ is larger, the Hopf line crosses the zero detuning axis before folding back. A detailed investigation of the stability diagram in Fig. 1.12 can be found in [24].

## Steady States and Stability Analysis

We next determine the basic steady-state solutions. We make the substitution $E=R \exp (i(\Delta T+\phi))$ in Eqs. 1.1-1.3 and look for solutions satisfying $R^{\prime}=\phi^{\prime}=$ $\rho^{\prime}=n^{\prime}=0$. Using $\Delta$ as the bifurcation parameter, the solution in parametric form (where $n$ is the parameter) is given by

$$
\begin{equation*}
\rho=1-\frac{J-n}{2 B n}, \tag{1.16}
\end{equation*}
$$

$$
\begin{align*}
R^{2} & =\frac{1}{2[(B+1) n-J]}[B n(J-n-2)+J-n] \geq 0  \tag{1.17}\\
\Delta & =F \alpha \pm \sqrt{\Gamma^{2} R^{-2}-F^{2}} \text { with }\left(\Gamma^{2} R^{-2}-F^{2} \geq 0\right) \tag{1.18}
\end{align*}
$$

where

$$
\begin{equation*}
F \equiv \frac{1}{2}\left[-1+g\left(1-\frac{J-n}{B n}\right)\right] . \tag{1.19}
\end{equation*}
$$

Note that the condition $0 \leq \rho \leq 1$ restricts the values of $n$ to the interval

$$
\begin{equation*}
\frac{J}{2 B+1} \leq n \leq J \tag{1.20}
\end{equation*}
$$

The steady-state solution for $R$ is shown in Fig. 1.13. It exhibits an S-shape for negative detuning.

In the case of the solitary laser $(\Gamma=0)$, the linear stability properties of the steady states depend on an effective capture rate $B_{e} \equiv B(g-1)$ [7]. Because $B$ is large and $\varepsilon \equiv g-1$ is small, we need to specify how these quantities are related. The most interesting case that does not lead to the conventional QW laser rate equations is based on the limit

$$
\begin{equation*}
B=O\left(\varepsilon^{-1}\right) \text { as } \varepsilon \rightarrow 0 \tag{1.21}
\end{equation*}
$$

After introducing $g=1+\varepsilon$ into Eq. 1.1, the expression in brackets becomes $[-2+2 \rho+\varepsilon(2 \rho-1)]$ and motivates the introduction of $u$ where

$$
\begin{equation*}
\rho=1+\varepsilon u \tag{1.22}
\end{equation*}
$$

to balance all terms. The expression in brackets is then proportional to $\varepsilon$ and motivates the new time

$$
\begin{equation*}
s \equiv \varepsilon T \tag{1.23}
\end{equation*}
$$

to balance the left- and right-hand sides of Eq. 1.1. In terms of $u$ and $s$, Eqs. 1.11.3 become

$$
\begin{gather*}
E^{\prime}=\frac{1}{2}(1+i \alpha)[1+2 u(1+\varepsilon)] E+\gamma \exp (i \delta s),  \tag{1.24}\\
u^{\prime}=\varepsilon^{-2} \eta\left[-B \varepsilon n u-1-\varepsilon u-(1+2 u \varepsilon)|E|^{2}\right],  \tag{1.25}\\
n^{\prime}=\varepsilon^{-1} \eta[J-n+2 B \varepsilon n u] \tag{1.26}
\end{gather*}
$$

where prime now means differentiation with respect to $s$. The new control parameters are the scaled injection strength $\gamma$ and the scaled detuning $\delta$. They are defined by

$$
\begin{equation*}
\gamma \equiv \varepsilon^{-1} \Gamma \text { and } \delta \equiv \varepsilon^{-1} \Delta . \tag{1.27}
\end{equation*}
$$

## Adiabatic Elimination

Since $\varepsilon^{-2} \gg \varepsilon^{-1}$ as $\varepsilon \rightarrow 0$, Eqs. 1.25 and 1.26 suggest that $u$ is faster than $n$. Consequently, we eliminate $u$ by a quasi-steady-state approximation. From Eq. 1.25 with $u^{\prime}=0$, we obtain

$$
\begin{equation*}
u=-\frac{1+E^{2}}{B \varepsilon n} \tag{1.28}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$. Substituting (1.28) into Eqs. 1.24 and 1.26, the equations for $E$ and $n$ become

$$
\begin{gather*}
E^{\prime}=\frac{1}{2}\left(1-\frac{2\left(1+|E|^{2}\right)}{B \varepsilon n}\right)(1+i \alpha) E+\gamma \exp (i \delta s)  \tag{1.29}\\
n^{\prime}=\varepsilon^{-1} \eta\left[J-n-2\left(1+|E|^{2}\right)\right] \tag{1.30}
\end{gather*}
$$

Introducing the decomposition $E=R \exp (i(\delta s+\phi))$ into Eqs. 1.29 and 1.30 leads to the following three equations for $R, \phi$, and $n$

$$
\begin{gather*}
R^{\prime}=\frac{1}{2}\left(1-\frac{2\left(1+R^{2}\right)}{B \varepsilon n}\right) R+\gamma \cos (\phi),  \tag{1.31}\\
\phi^{\prime}=-\delta+\frac{1}{2}\left(1-\frac{2\left(1+R^{2}\right)}{B \varepsilon n}\right) \alpha-\frac{\gamma}{R} \sin (\phi),  \tag{1.32}\\
n^{\prime}=\varepsilon^{-1} \eta\left[J-n-2\left(1+R^{2}\right)\right] . \tag{1.33}
\end{gather*}
$$

## Steady States

The steady-state solutions can be determined analytically in the parametric form $n=n\left(R^{2}\right)$ and $\gamma=\gamma\left(R^{2}\right)$. We find

$$
\begin{gather*}
n=J-2\left(1+R^{2}\right),  \tag{1.34}\\
\gamma^{2}=\left[F^{2}+(-\delta+F \alpha)^{2}\right] R^{2} \tag{1.35}
\end{gather*}
$$

where


Fig. 1.14 Two bifurcation diagrams. The figure on the left is a bifurcation diagram of the bistability between stable steady and periodic solutions. The branch of steady-state solutions is given by Eqs. 1.34-1.36 (broken line). The extrema of the stable periodic solutions have been obtained by integrating Eqs. 1.31-1.33. The bistability between steady states is possible due to the Hopf bifurcation $H_{1}$ that stabilizes the lower branch of steady states. The values of the parameters are those in (1.15) plus $B=10^{2}, J=1.5 J_{\mathrm{th}}=4.5$ and $\Gamma=0.02$. The location of the Hopf and SN bifurcation points is in agreement with the predictions of the linearized theory (Fig. 1.15a). The figure on the right shows the full phase-locked bistability. The extrema of $R$ are shown as functions of the detuning $\Delta$. The complete $S$-shaped branch of steady states is shown by a broken line. The values of the parameters are those in (1.15) plus $B=0.7 \times 10^{2}, J=1.5 J_{\text {th }}=$ 5.14 and $\Gamma=0.025$

$$
\begin{equation*}
F \equiv \frac{1}{2}\left(1-\frac{2\left(1+R^{2}\right)}{B \varepsilon\left(J-2\left(1+R^{2}\right)\right)}\right) . \tag{1.36}
\end{equation*}
$$

The branch of steady states is shown in Fig. 1.14 by a broken line. The condition $n>0$ implies, using (1.34), that $R^{2}<(J-2) / 2$. Under this condition, we note from (1.28) that $\rho<1$ as must be the case.

## Linear Stability

We next examine the stability of the steady states. From the linearized equations, we determine the following characteristic equation for the growth rate $\lambda$

$$
\begin{equation*}
\lambda^{3}+a_{1} \lambda^{2}+a_{2} \lambda+a_{3}=0 \tag{1.37}
\end{equation*}
$$

where the coefficients are all expressed as functions of the steady-state intensity $R^{2}$. They are given by

$$
\begin{equation*}
a_{1}=-G-F+\varepsilon^{-1} \eta, \tag{1.38}
\end{equation*}
$$

Fig. 1.15 Stability diagrams
for the case $\varepsilon=g-1 \rightarrow 0$ and $B \varepsilon=O(1)$. a $B=10^{2}$ and $J=1.5 J_{\mathrm{th}}=4.5$; b $B=0.7 \times 10^{2}$ and $J=$ $1.5 J_{\mathrm{th}}=5.14$. All remaining parameters are given in (1.15). The square in Fig.
(b) indicates the point where $H_{1}$ and $S N_{1}$ admit the same value of $\Delta$. Above this point, full bistability between steady states is possible. The laser threshold of the solitary laser is determined from $J_{\mathrm{th}}=1+$ $g^{-1}+(g+1) /(B \varepsilon)[7]$



$$
\begin{align*}
& a_{2}= G F+H \alpha(\delta-F \alpha)+(\delta-F \alpha)^{2} \\
&-\varepsilon^{-1} \eta(G+F)+\varepsilon^{-1} \eta 4 R^{2} K,  \tag{1.39}\\
& a_{3}=\varepsilon^{-1} \eta\left[G F+H \alpha(\delta-F \alpha)+(\delta-F \alpha)^{2}\right]  \tag{1.40}\\
& \varepsilon^{-1} \eta 4 R^{2} K[\alpha(\delta-F \alpha)-F] .
\end{align*}
$$

The functions $G=G\left(R^{2}\right), H=H\left(R^{2}\right)$, and $K=K\left(R^{2}\right)$ are defined by

$$
\begin{gather*}
G \equiv \frac{1}{2}\left[1-\frac{2\left(1+3 R^{2}\right)}{B \varepsilon\left(J-2\left(1+R^{2}\right)\right)}\right],  \tag{1.41}\\
H \equiv \frac{2 R^{2}}{B \varepsilon\left(J-2\left(1+R^{2}\right)\right)},  \tag{1.42}\\
K \equiv \frac{1+R^{2}}{B \varepsilon\left(J-2\left(1+R^{2}\right)\right)^{2}} \tag{1.43}
\end{gather*}
$$

The Routh-Hurtwitz stability conditions for a stable steady-state require that [11]

$$
\begin{equation*}
a_{1} a_{2}-a_{3}>0, a_{1}>0 \text { and } a_{3}>0 . \tag{1.44}
\end{equation*}
$$

A change of stability occurs through either an SN bifurcation or a Hopf bifurcation. The SN bifurcation point is characterized by a zero eigenvalue and satisfies the condition

$$
\begin{equation*}
a_{3}=0 \tag{1.45}
\end{equation*}
$$

A Hopf bifurcation point is characterized by a pair of purely imaginary eigenvalues and satisfies the conditions

$$
\begin{equation*}
a_{1} a_{2}-a_{3}=0 \tag{1.46}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{2}>0 \tag{1.47}
\end{equation*}
$$

Both Eqs. 1.45 and 1.46 can be solved analytically because they are quadratic expressions in the detuning $\delta$. Specifically, we first determine $\delta$ as a function of $R^{2}$ from either Eqs. 1.45 or 1.46 . We then obtain $\gamma$ as a function of $\delta$ by using the steady-state Eq. 1.35. Two stability diagrams exhibiting the SN and Hopf bifurcation lines are shown in Fig. 1.15 for two different values of $B$. For clarity, only the Hopf bifurcation points from a stable steady state are shown $\left(a_{1} a_{2}-a_{3}=\right.$ $0, a_{1}>0$, and $a_{3}>0$ ).

Comparing Fig. 1.15 with the stability diagram of the conventional QW laser (Fig. 1.12), we note two distinct differences. First, a Hopf bifurcation line emerges from the SN bifurcation line at a positive detuning and moves immediately to the right. Second, an additional Hopf bifurcation emerges from the SN bifurcation line at a negative detuning. This second Hopf bifurcation allows the coexistence of either two stable steady states (bistability) or the coexistence of one stable steady state and one pulsating time-periodic regime. These predictions from the linearized theory are verified by direct simulations of Eqs. 1.31-1.33 (see Fig. 1.14).

The stability diagram in Fig. 1.15 is qualitatively similar to the experimental map. Both the experimental and analytical stability diagrams predict stable locking for a larger domain of detuning compared to a QW laser. Moreover, there are no Hopf bifurcations at low injection strengths as previously demonstrated experimentally in [14]. At higher injection strengths and for a sufficiently large positive detuning, steady-state locking occurs through a Hopf bifurcation ( $\mathrm{H}_{2}$ in Fig. 1.14) and not through an SN bifurcation. For negative detunings, there is a domain of bistability between two locked states. As previously stated, this bistability phenomenon is possible because of a Hopf bifurcation that stabilizes the lower intensity branch ( $\mathrm{H}_{1}$ in Fig. 1.14).

Because the Hopf bifurcation lines do not cross the $\Delta=0$ axis as is the case for QW lasers [9], the injected QD laser exhibits greater stability properties. We should, however, emphasize that this results from the fact that $g-1 \ll 1$ and $(g-1) B=O(1)$. Other ranges of values of the parameters $g-1$ and $B$ are possible because of the large diversity of QD structures that are currently designed.

The stability diagram shown in Fig. 1.15 bears striking similarities with that of an optically injected Class A laser with a nonzero linewidth enhancement factor. We consider this system in the next section.

## Class A Laser

Mayol et al investigated the equations for an optically injected Class A laser with a nonzero linewidth enhancement factor $\alpha$ in [20]. These equations are given by

$$
\begin{equation*}
E^{\prime}=\left(\frac{A}{1+|E|^{2}}-1\right)(1+i \alpha) E+\Gamma \exp (i \Delta t) \tag{1.48}
\end{equation*}
$$

where $A$ is the normalized pump parameter (laser threshold is $A=1$ ) and $\alpha$ is the linewidth enhancement factor. The control parameters are the injection rate $\Gamma$ and the detuning $\Delta$. Introducing $E=R \exp (i(\Delta t+\phi))$ into (1.48), we obtain

$$
\begin{gather*}
R^{\prime}=\left(\frac{A}{1+R^{2}}-1\right) R+\Gamma \cos (\phi)  \tag{1.49}\\
\phi^{\prime}=-\Delta+\left(\frac{A}{1+R^{2}}-1\right) \alpha-\frac{\Gamma}{R} \sin (\phi) . \tag{1.50}
\end{gather*}
$$

The steady-state intensity $R^{2}=R^{2}(\Gamma)$ satisfies

$$
\begin{equation*}
\Gamma^{2}=R^{2}\left\{\left(\frac{A}{1+R^{2}}-1\right)^{2}+\left[-\Delta+\left(\frac{A}{1+R^{2}}-1\right) \alpha\right]^{2}\right\} \tag{1.51}
\end{equation*}
$$

From the linearized equations, we then obtain the characteristic equation for the growth rate $\lambda$

$$
\begin{equation*}
\lambda^{2}+b_{1} \lambda+b_{2}=0 \tag{1.52}
\end{equation*}
$$

where

$$
\begin{gather*}
b_{1}=2\left(1-\frac{A}{\left(1+R^{2}\right)^{2}}\right),  \tag{1.53}\\
b_{2}=\left(\frac{A}{1+R^{2}}-1\right)\left[\frac{A\left(1-R^{2}\right)}{\left(1+R^{2}\right)^{2}}-1\right]+\left[\Delta-\left(\frac{A}{1+R^{2}}-1\right) \alpha\right]^{2}  \tag{1.54}\\
+\frac{2 A R^{2} \alpha}{\left(1+R^{2}\right)^{2}}\left[\Delta-\left(\frac{A}{1+R^{2}}-1\right) \alpha\right] .
\end{gather*}
$$

Fig. 1.16 Stability diagram for an optically injected class A laser with $\alpha=A=1.2$.


The condition for an SN stability boundary is $b_{2}=0$ which is a quadratic equation for $\Delta-\left(\frac{A}{1+R^{2}}-1\right) \alpha$. By gradually changing $R^{2}$ from zero, we first determine $\Delta$ from this quadratic equation and then evaluate $\Gamma$ using Eq. 1.51 (see Fig. 1.16). The conditions for a Hopf bifurcation are $b_{1}=0$ and $b_{2}>0$. From 1.53, we find that $b_{1}=0$ if

$$
\begin{equation*}
R^{2}=R_{H}^{2}=\sqrt{A}-1 \tag{1.55}
\end{equation*}
$$

with $\sqrt{A} \geq 1$ and from (1.54) we find

$$
\begin{equation*}
b_{2}\left(R_{H}^{2}\right)=\left(\Delta-R_{H}^{2} \sqrt{\alpha^{2}+1}\right)\left(\Delta+R_{H}^{2} \sqrt{\alpha^{2}+1}\right) . \tag{1.56}
\end{equation*}
$$

We conclude that $b_{2}\left(R_{H}^{2}\right)>0$ if either $\Delta<-R_{H}^{2} \sqrt{\alpha^{2}+1}$ or $\Delta>R_{H}^{2} \sqrt{\alpha^{2}+1}$. The Hopf bifurcation lines are obtained by substituting (1.55) into Eq. 1.51 and satisfy

$$
\begin{equation*}
\Gamma^{2}=(\sqrt{A}-1)\left\{\left(1+\alpha^{2}\right)(\sqrt{A}-1)^{2}-2 \Delta(\sqrt{A}-1) \alpha^{2}+\Delta^{2}\right\} . \tag{1.57}
\end{equation*}
$$

The critical points $\Delta= \pm R_{H}^{2} \sqrt{\alpha^{2}+1}$ correspond to double zero eigenvalues and are indicated by dots in Fig. 1.16.

This stability diagram bears a striking resemblance to those in Fig. 1.15 and to the experimentally obtained diagram in Fig. 1.10. This highlights again the large RO damping associated with quantum dot lasers. However, this similarity is restricted to the stability diagram and does not extend to some features such as the presence of chaos. Since the optically injected Class A laser is a 2-dimensional system it does not admit deterministic chaos while we saw that chaotic attractors do feature in the optically injected QD laser in Fig. 1.5. Thus, the optically injected QD laser occupies a sort of middle ground between weakly damped QW lasers and Class A lasers.

## Conclusions

In conclusion, we have performed an experimental and theoretical study of an optically injected single-mode QD laser. Various dynamical regimes were observed experimentally. Among these were excitability for both positive and negative detuning and a number of bistabilities including most strikingly, a phaselocked bistability over a relatively large area. An experimental stability diagram was obtained and was shown to differ significantly from that of an optically injected QW laser. In particular, the Hopf bifurcation typically induced by ROs is absent from a large region of the stability diagram. Furthermore, the phase-locked bistability is not possible with weakly damped QW devices except close to threshold. A rate equation model of the system was considered and reproduced both the bistability and the qualitative features of the stability diagram. Finally, the stability diagram was shown to strongly resemble that of an optically injected Class A laser with a nonzero $\alpha$-factor, further underlining the importance of the strong RO damping in QD lasers.
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# Chapter 2 <br> Exotic Behavior in Quantum Dot Mode-Locked Lasers: Dark Pulses and Bistability 
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#### Abstract

Passively mode-locked semiconductor lasers with self-assembled quantum dot active regions can be operated in exotic output modes, stabilized by the complex gain and absorption dynamics inherent in these structures. One such device emits dark pulses-sharp dips on an otherwise stable continuous wave background-in an extended cavity design. We show that a dark pulse train is a solution to the master equation for mode-locked lasers and perform numerical modeling to test the stability of such a solution. A separate, monolithic design displays wavelength bistability and can be electrically switched between these two modes within just a few cavity round trips. This device can be made to switch between two stable wavelengths separated by just 7 nm up to over 40 nm with a contrast ratio of over 40 dB .


[^1]
## Introduction

## Background

Mode-locked lasers have become an essential tool in both industrial applications and scientific investigations. They are capable of generating ultrashort pulses (down to below 10 fs ) enabling ultra-high peak powers and unbeatable time resolution of optically generated excitations in a wide variety of materials. There are many applications of ultrashort/broadband optical pulses that are hindered by the cost, complexity, and inefficiency of the mode-locked lasers used to produce such pulses. This reasoning led to significant effort in mode-locked diode lasers 10-15 years ago. However, these efforts ran up against a fundamental barrier that limited the brevity of the pulses, falling well short of the performance required for the most promising applications. Initially, diode lasers based on self-assembled quantum dots (QDs) were proposed to break this barrier. This optimism was fuelled by two unique properties of QDs. First, the large gain bandwidth (up to over 100 nm ) of these materials, attributable to the inherent size and composition distribution of the individual QDs could easily support ultrashort pulses. Second, it was theorized that QDs would have a very small linewidth enhancement factor (LEF) because of the symmetric gain coefficient attributable to 3D confinement [1, 2]. The LEF determines the amount of nonlinear chirp imparted on the mode-locked pulse during amplification and seriously limits the duration and quality of the pulses generated [1]. After long attempts by many groups, using monolithic [3] and extended cavity schemes, QD mode-locked diode lasers have failed to reach the ultrashort pulse regime, although small improvements over quantum well material have been realized. Subsequent measurements have revealed that the gain dynamics in the QD active region under normal operating conditions are not as simple as initially thought. For instance, it has been shown that the LEF is not only significant, but that it has a strong dependence on carrier injection levels [4]. As is often the case, it turns out that these unwanted, unanticipated, properties lead to unexpected, exciting performance as well. Two such novel operating regimes discovered in QD-based mode-locked lasers are the subjects of this chapter.

## QD Gain Chip

The design of the QD gain chip for both monolithic and extended cavity structures is that of a standard double heterostructure laser. The active region consists of a 10 -fold stack of InGaAs QD layers embedded in a GaAs waveguide, which is sandwiched between AlGaAs cladding layers. A cross section detailing the layer growth and etch profile is displayed in Fig. 2.1. The upper and lower AlGaAs cladding is doped to facilitate current injection.

Fig. 2.1 Layer structure for the epitaxial material used in this work

Fig. 2.2 Electroluminescence at various injection levels collected from the AR-coated QD gain chip


Standard photolithography and wet etching were used to etch a ridge into the top cladding layer. Electroluminescence from a typical device is displayed in Fig. 2.2. Clearly evident is the exceptionally large gain bandwidth mentioned in the Introduction. Also present is a strong rise in the excited state (ES) emission at higher injection levels due to state-filling effects. With inclusion of ES emission, the luminescence bandwidth of this device is greater than 150 nm . The groundstate transition alone has sufficient broadening to generate sub-100 fs pulses if used to its full potential.

## Gain and Absorption Dynamics

Key to understanding the novel effects in a QD mode-locked laser is a detailed knowledge of the gain and absorption dynamics. It is the details of these processes that are responsible for stabilizing dark pulses and providing an appropriate operating region for bistable operation. It is therefore necessary to measure these properties of the laser material under operating conditions as close to the actual operating conditions as possible. The standard method for resolving these dynamics is ultrafast differential transmission spectroscopy, and many excellent reviews of the technique are available [5]. The experiment involves inducing a non-equilibrium carrier population in the gain medium with a resonant ultrafast laser pulse and then probing the decay of this excitation with a second time-delayed version of the pulse. All time-


Fig. 2.3 a Recovery dynamics of the QD waveguide under various injection conditions. Current increases from bottom of figure to top. b Close-up view of the gain recovery at $278 \mathrm{~A} / \mathrm{cm}^{2}$
resolved data shown in this section was collected with differential transmission spectroscopy. Samples were antireflection coated or angle-cleaved in order to inhibit lasing at injection levels typical for laser operation.

Unfortunately, the desire to perform measurements on actual laser chips necessitates a substantial increase in the complexity of the DT measurement as compared to standard approaches. The difficulty arises when attempting to separate the pump from probe pulses for background-free detection of the probe transmission. The pump and probe propagate co-polarized through the QD waveguide in the same spatial mode. Therefore, the standard techniques of selecting the probe beam by its polarization or k -vector is not applicable. We choose to circumvent this problem by using a heterodyne pump-probe scheme as detailed by Hall et al. [6]. We give the probe beam a small frequency shift with an acousto-optic modulator and then beat the output of the waveguide with a local oscillator (LO) beam that does not interact with the sample. The probe beam can then be detected, without contamination from the pump beam, as a 60 MHz beat note between probe and LO.

## Gain Recovery Dynamics

To investigate the recovery dynamics of the QD gain medium a positive bias must be applied to the p-i-n diode structure. Figure 2.3 shows differential transmission traces with the QD chip biased to different current densities. For reference, the transparency current density of this device is about $180 \mathrm{~A} / \mathrm{cm}^{2}$. Below this injection level the QDs are absorbing. When the current is higher than the transparency density, the QDs provide gain.

In Fig. 2.3a, the gain recovery dynamics at various injection levels is displayed. At time $\mathrm{t}=0$ the first pulse arrives and modifies the QD states. This depletes some of the gain (or saturates absorption), resulting in decreased (increased) transmission through the waveguide. There is a stark contrast between the dynamics
observed above and below transparency. Below transparency the absorption recovers by a combination of radiative recombination of photo-generated carriers and redistribution of those carriers over all dots in the ensemble. These are relatively slow processes proceeding on the $50 \mathrm{ps}-1 \mathrm{~ns}$ timescale. The gain, on the other hand, recovers via the refilling of the active states from either ESs of the same dot or extended states that couple to all dots simultaneously. Recovery is clearly seen to proceed on two different, extremely fast, timescales. This is evident from Fig. 2.3a, in which the early time evolution of the QD population is shown in detail for a current bias of $278 \mathrm{~A} / \mathrm{cm}^{2}$. These two components of the decay can be extracted from the traces by fitting to a biexponential function. In general, the ultrafast response remains fairly constant over a broad range of currents above transparency with a value around 100 fs , possibly resolution limited. The second time constant indicated in Fig. 2.3b is in the single picosecond range and has a weak, but observable, dependence on injection current. In addition to the ultrafast processes, a longer recovery time, usually greater than 100 ps , is also observed.

QD gain recovery is usually described as proceeding in three steps: (1) intra-dot relaxation (sub-picoseconds), (2) carrier capture from the wetting layer to the dots (picoseconds), and (3) overall recovery of the carrier density of the electron injection on a timescale of hundreds of picoseconds. Dynamics on multiple timescales in QD gain materials are a unique property compared to other semiconductor gain materials.

## Absorption Recovery Dynamics

When the QD ridge waveguide is reverse biased, it becomes a saturable absorber. The recovery dynamics of a QD saturable absorber differs dramatically from the case of a QD amplifier as the dots are initially empty, and photo-generated carriers fill the ground-state hole and electron levels. There is very little interaction with the wetting layer and ES carriers that dominates the response under carrier injection. We systematically investigated the recovery behavior of a QD saturable absorber with a pump-probe technique.

Pump-probe traces in transmission at different reverse bias voltages are shown in Fig. 2.4a. The traces are fitted with a biexponential function, where $T_{a 1}$ and $T_{a 2}$ are the two fast-recovery time constants, and $\mathrm{A}_{\mathrm{a} 1}$ and $\mathrm{A}_{\mathrm{a} 2}$ are the amplitudes. The results of the fitting time constants and amplitudes are shown in Fig. 2.4b. The plots show a picosecond-range, bias-independent recovery $\left(\mathrm{T}_{\mathrm{a} 1}\right)$ followed by a slower recovery ( $\mathrm{T}_{\mathrm{a} 2}$ ) decreasing from 38 to 2 ps as the reverse bias is increased from 0 to -9 V . When the reverse bias is higher than -4 V , the fast recovery time dominates the process. The shortest recovery time is 680 fs when the reverse bias is -9 V .

This behavior is consistent with a model [7] in which a QD's absorption recovery is considered to be the result of a combination of (1) fast thermal excitation of the injected ground-state carriers to higher states and (2) tunneling of the


Fig. 2.4 a Absorption recovery dynamics for various reverse biases. Recovery duration decreases monotonically with increasing reverse bias. b Results of bi-exponential fit to the data displayed in a
excited carriers out of the dot. The timescale of the former process is bias independent, while the latter process becomes faster with increasing reverse bias. When bias is lower than -5 V , the tunneling of the carriers dominates the recovery of absorption. When the bias is higher than -5 V , thermal excitation is the primary process.

Our measured recovery times are comparable to those reported for a QD saturable absorber [8, 9]. In shallower dots, a shorter recovery time has been seen [10], which was interpreted as thermal escape.

Quantum dots under strong electric fields are powerful tools when used as saturable absorbers in mode-locked lasers. Under appropriate bias they display fast, sub-picosecond recovery dynamics capable of supporting 100 fs pulses. The fast recovery dynamics are promising for the optimization of saturable absorbers used for passive mode-locking of semiconductor lasers with ultrashort pulses and high repetition-rate pulses.

## Dark Pulse Laser

Here, we discuss the first novel effect attributable to the unique gain dynamics in self-assembled QDs: the dark pulsed laser. Furthermore, we show that a dark pulse is a straightforward solution to the linearized version of the equation that describes the operation of a passively mode-locked laser [11]. To determine whether the solution is stable, and over what range of parameters, we perform simulations for the full (not linearized) equation. We show that the parameters of our laser fall in the range predicted to have stable dark pulses.

Dark pulses received considerable interest some years ago for their potential in the field of optical communications. When properly prepared as dark solitons, they propagate without distortion in material of normal dispersion [12], potentially opening up new transmission frequency choices for certain protocols [12].

Fig. 2.5 Schematic of the extended-cavity semiconductor laser used for dark pulse generation. $R-S B R$ resonant saturable absorber, $F-P$ Fabry-Perot


Early attempts at generating dark pulses were made with bright pulse sources and external pulse shaping [13, 14]. Only recently, by our group and one other [15], have true mode-locked dark pulses been emitted directly from a laser. These recent successes have also led to some theoretical work into determining the conditions necessary for dark pulse generation [16].

We use an external cavity semiconductor diode laser to demonstrate the generation of dark pulses (Fig. 2.5). The gain section is a 5 mm long single-mode semiconductor ridge waveguide with InAs self-assembled QDs buried in the core. Light amplified by the QD active region is collimated, filtered by a Fabry-Perot etalon and focused on a saturable absorber to initiate mode-locking. The saturable absorbing medium, a few intentionally damaged semiconductor quantum wells, is grown in an integrated resonant structure to increase the electric field intensity and lower the saturation fluence. The saturable absorber structure also acts as an end mirror for the laser cavity. Spectral filtering to tune and restrict the lasing bandwidth was provided by a Fabry-Perot etalon with a transmission bandwidth of 10 nm . The flat facet of the semiconductor diode is used as the output coupler and has a reflectivity of approximately $30 \%$. When the laser cavity is well aligned, lasing action occurs with 60 mA of current injected into the gain medium.

We monitored the output of the laser using a fast photodetector and recorded the output on a high-speed oscilloscope (shown in Fig. 2.6). A dark pulse train is clearly observed. The width of the pulses is measured to be 92 ps (a fit is shown in red in Fig. 2.6) and the modulation depth is approximately $70 \%$ [the ratio of the depth of the dark pulse to continuous wave (CW) level]. The clear comb confirmed the stability of the pulse train with narrow lines in the radio frequency spectrum of the photodiode output (shown in Fig. 2.6). We carefully calibrated the measurement system with a source of ultrafast bright pulses and determined the time resolution of our system to be about 60 ps , mostly limited by the sampling oscilloscope. This calibration also confirms that the signal is due to dark pulses and not artifacts of the detection system. A simple deconvolution of the instrument response function yields a true pulse width of 70 ps . Some ringing is evident in the signal for both dark and bright pulses, as is typically the case. Based on the calibration, we conclude that the pulses are dark pulses, although they are not "black" pulses, i.e., going to zero power, but rather "gray" pulses. The contrast ratio and modulation depth depend on the lasing wavelength (see supplementary material). Optical feedback into diode lasers can also result in trains of intensity dips that are attributed to coherence collapse [17, 18]. While there may be a


Fig. 2.6 Pulse train emitted from the dark pulse laser shown in the time and frequency domain
connection to our observations, the situation is quite different. Coherence collapse occurs when weak feedback is introduced to a chip-scale diode laser already above threshold. Our chip will not lase without the strong feedback from the extended cavity under any of the injection levels explored here, and pulsed operation does not occur without a saturable absorber in the cavity.

The question now becomes, what makes it possible for this dark pulse to exist? We can begin to understand the process by analogy with bright laser pulses. When a bright pulse interacts with a saturable absorbing medium, the pulse is shortened due to the increased transmission of the high intensity portion on the pulse with respect to the lower energy "wings". Now, let us assume that the saturable medium is already highly saturated by continuous radiation. If a small dark pulse interacts with this absorber it will be shortened as well, as the lower intensity portion on the pulse receives increased attenuation as the absorber is pulled out of saturation. We have shown this schematically in Fig. 2.7. This is the basic idea behind dark pulse generation. We will show later that our absorber is already in a highly saturated regime under CW excitation. In the following we will take a more formal approach to dark pulse generation, which confirms our basic understanding of the process and reveals the conditions necessary for observing this effect.

The theoretical understanding of mode-locked lasers typically starts from the "master equation" model developed by Haus [11]. In steady state, the pulse must reproduce itself every round trip. Considering only fast saturable gain, fast saturable absorption and spectral filtering due to the finite gain bandwidth yields the steady-state condition where $u$ is the pulse amplitude, $q(g)$ is the small-signal absorption (gain) coefficient normalized to the non-saturable loss in the cavity, $E_{\mathrm{a}}$ $\left(E_{\mathrm{g}}\right)$ is the saturation intensity for the absorber (gain), and $\omega_{\mathrm{g}}{ }^{2}$ is the gain bandwidth. This equation cannot be solved analytically, so we start by linearizing the gain and absorption saturation terms, giving

$$
\begin{equation*}
\left[1+\frac{q}{1+|u|^{2} / E_{\mathrm{a}}}-\frac{g}{1+|u|^{2} / E_{\mathrm{g}}}-\frac{g}{\omega_{\mathrm{g}}^{2}} \frac{d^{2}}{d t^{2}}\right] u=0 \tag{2.1}
\end{equation*}
$$



Fig. 2.7 Cartoons describing pulse shaping via interaction with a saturable absorber. a Conventional bright pulse shaping mechanism. b Dark pulse being accentuated by interacting with an absorber in a high degree of saturation
where $u$ is the pulse amplitude, $q(g)$ is the small-signal absorber (gain) coefficient normalized to the non-saturable loss in the cavity, $E_{\mathrm{a}}\left(E_{\mathrm{g}}\right)$ is the saturation intensity for the absorber (gain), and $\omega_{\mathrm{g}}{ }^{2}$ is the gain bandwidth. This equation cannot be solved analytically, so we start by linearizing the gain and absorption saturation terms, giving

$$
\begin{equation*}
\left[1+q\left(1-\frac{|u|^{2}}{E_{\mathrm{a}}}\right)-g\left(1-\frac{|u|^{2}}{E_{\mathrm{a}}}\right)-\frac{g}{\omega_{\mathrm{g}}^{2}} \frac{d^{2}}{d t^{2}}\right] u=0 \tag{2.2}
\end{equation*}
$$

A solution to this equation has the form of $u=u_{0} \tanh \left(\tau / \tau_{\mathrm{p}}\right)$. This solution corresponds to a CW wave of amplitude $u_{0}$ with a dip at $t=0$ that has a width $\tau_{\mathrm{p}}$. The CW wave before the dip has a $\pi$ phase shift compared to that after the dip. While this analysis shows that a dark pulse is a solution, it does not show that it is stable against perturbations, which is also a requirement for it to exist in a physical system such as a laser. Stability arises from the interplay of saturation and the spectral filtering. The linearized equation does not adequately capture the interplay, indeed bright pulses are not stable solutions. To study stability, we resort to numerical simulations of Eq. 2.1.

In a numerical simulation, additional terms can be added to more accurately model the real laser. This includes the biexponential gain recovery of QDs. We attribute these times to intra-dot relaxation and to refilling of the dots from the wetting layer,


Fig. 2.8 Saturation of the absorption and a single-component gain and $\mathbf{b}$ two-component gain. The intensity is in units of the absorber's saturation intensity and the gain and loss are in units of the nonsaturable loss. The lower panels in $\mathbf{a}$ and $\mathbf{b}$ show the net gain (gain minus loss). The points where the net gain is zero are stable and labeled
respectively, as described in "Gain and Absorption Dynamics". Both time constants are fast compared to the measured width of the dark pulse, thus the approximation of fast dynamics is still valid; however, the model can better account for this behavior if the gain saturation includes two components with differing saturation powers. Furthermore, the gain will show very slow saturation determined by the carrier injection rate, which means a slow gain saturation part should be included in the gain simulation model. We model this effect by including a term that saturates based on the total energy in the cavity, rather than the instantaneous power. A split-step algorithm simulates each round trip through the laser cavity, calculating the saturation terms in the time domain and the spectral filtering in the frequency domain. Given an arbitrary input condition, usually a pulse, we track the evolution through many round trips until the change between successive round-trips is negligible. To test that the simulation is working properly, we verified that it did produce stable bright pulses with pulse parameters in agreement with previously published results [19].

We find that the simulation produces stable dark pulses when we include the two-component fast gain saturation and the slow saturation. Examining how the gain and absorption saturate, as is often done when discussing the stability of bright pulses in a mode-locked laser, gives insight into why the two-component saturation results in stable dark pulses. In Fig. 2.8, we plot the gain and absorption as a function of intensity for (a) single-component gain saturation and (b) twocomponent gain saturation. The net gain is plotted in the lower panel for each case. In both cases, the absorption is given by the first two terms in Eq. 2.1 and the intensity is normalized to $E_{\mathrm{a}}$. Figure 2.2 a shows the saturation curves for the situation where the absorber has lower saturation intensity than the gain, but the unsaturated absorption is higher than the unsaturated gain. For this situation, there are two intensities at which the gain and loss cross. Below the lower point,
denoted by " $L$ " in Fig. 2.2a, the net gain is negative, so intensities in this range will decay to zero. Above intensity $L$, but below the upper crossing point, denoted by " $U$ ", there is net gain, so intensities in this range will grow until they reach intensity $U$. Above $U$, the net gain is again negative, so intensities will decay back to point $U$. It is easy to see that an initial bright pulse, or fluctuation, that exceeds intensity $L$ will grow until its peak intensity reaches intensity $U$. This simple picture yields a threshold behavior, which produces a rectangular bright pulse. The spectral filter limits the rise and fall times of the pulse, resulting in a smooth pulse with a minimum duration determined by the bandwidth of the spectral filter.

By similar reasoning it initially appears that these conditions would also support a dark pulse. Consider CW operation at intensity $U$, which is stable, with a fluctuation that drops below point $L$. Again the threshold will drive the fluctuation to zero intensity, resulting in a rectangular dark pulse when the spectral filter is omitted. However, in contrast to the bright pulse, simulations show that the inclusion of the spectral filter actually destabilizes the dark pulse, causing it to evolve into a bright pulse.

Stable dark pulses appear in the simulation when we include two-component fast saturation and slow saturation in the model. Figure 2.2 b shows the saturation curves for conditions that give a stable dark pulse. A third crossing point, denoted by " $M$ " in Fig. 2.8b, occurs with net loss below it and net gain above. CW lasing at intensity above $M$ will evolve to intensity $U$. If an intensity fluctuation occurs that crosses below $M$, it will evolve toward $L$. Again, if the spectral filter is omitted, a rectangular dark (gray) pulse will result. However, the inclusion of the spectral filter results in a stable, smooth dark pulse. The evolution of an initial bright pulse into a stable dark (actually gray) pulse is shown in Fig. 2.9a.

We have systematically explored parameter space to determine whether the formation of dark pulses is a robust phenomenon. For each parameter set, we run the simulation until a steady state evolves. We then categorize the steady state as being (1) CW, defined as having an intensity modulation less than $10 \%$, (2) a dark pulse, defined as a dip in the intensity of greater than $10 \%$ with dark duration that is less than $40 \%$ of the round trip time, (3) a bright pulse, defined as a positive going excursion in the intensity of greater than $10 \%$ with bright duration that is less than $40 \%$ of the round-trip time, or (4) a pulsation, which is a modulation of greater than $10 \%$ that does not fulfill the criteria for a bright or dark pulse. Note that our definition of a dark pulse allows for a gray pulse and the definition of a bright pulse allows it to ride on a CW background. In Fig. 2.9b and c, we plot a "phase space" diagram for the laser showing what output it gives as we vary the two fast gain saturation parameters (larger fast gain saturation intensity $\mathrm{I}_{\mathrm{gh}}$ and smaller fast gain saturation intensity $\mathrm{I}_{\mathrm{gl}}$, both are normalized to the absorption saturation parameter $\mathrm{I}_{\mathrm{q}}$. As $\mathrm{I}_{\mathrm{gh}}$ increases, the laser goes from CW , to dark pulses, to pulsations and finally to bright pulses. This sequence remains the same as $\mathrm{I}_{\mathrm{gl}}$ is varied, although the transition between the regimes occurs at a higher $\mathrm{I}_{\mathrm{gh}}$ as the $\mathrm{I}_{\mathrm{gl}}$ is increased. We have also varied other parameters and find that the basic structure of this map does not change. The contours in the dark pulse region are lines of constant modulation depth. The darker shaded regions have a modulation closer to one (black pulse). The dark pulse modulation depth is increased (the dark pulses change from gray pulses to black pulses) when $\mathrm{I}_{\mathrm{gh}}$ and $\mathrm{I}_{\mathrm{gl} 1}$ are increased.


Fig. 2.9 Simulation results. a Evolution of initial bright pulse seed into a steady-state solution showing a gray pulse. b Phase space map showing stable solution for various parameters. Star indicates the best estimate of the operating point for the experimental conditions when the laser produces dark pulses. c Phase space map and estimated operating point for increased injection current, where laser produces a CW output

We have made our best estimate of the operating parameters corresponding to the experimental observation of dark pulses (see supplementary material) and mark it with a star in Fig. 2.3b. It falls well within the region predicted to produce dark pulses. Experimentally, it is difficult to systematically vary the operating parameters. We did increase the injection current and find that a transition from dark pulses to CW operation occurs. A higher injection current means a higher slow gain. In Fig. 2.3c we show the phase space diagram for a higher slow gain where CW operation occurs and find that our best estimate of the operating point falls within the region predicted for CW operation.

Our results experimentally demonstrate a new operating regime for lasers, namely the generation of a train of dark pulses. The theoretical analysis shows that dark pulses are solutions to the master equation describing mode-locked lasers and simulations show that dark pulses are stable. It is the complex dynamics of the QD active region that stabilizes the dark pulse train.

## Bistable Quantum Dot Lasers

## Introduction

Wavelength bistable lasers are attractive devices for incorporation in next generation optical networks where the time-consuming and component-intensive tasks of optical-to-electrical and electrical-to-optical conversion need to be minimized [20]. They may be employed as compact and fast wavelength switching devices or as memory elements in photonic circuits, due to their robust latching properties [21, 22]. For such devices to be cost competitive they should also be compatible with chip-level optical architecture. Therefore, monolithic devices such as semiconductor diode lasers are more desirable than other types of optical bistable lasers, such as fiber lasers and external cavity lasers [23]. Conventional diode lasers do not normally exhibit wavelength bistability, so we must look to a design with added flexibility while still being monolithic. Two-section diode lasers that are currently being used to generate ultrafast mode-locked pulses are a potential candidate. Working with mode-locked lasers also offers the additional advantage of being able to support extremely high-speed applications.

In two-section diode lasers, the ability to separately control the gain and absorbing regions can lead to various forms of optical bistability. In particular, these lasers can exhibit power bistability when the current applied to the gain section is swept [24, 25]. Wavelength bistability has been more difficult to achieve, but was observed in continuous-wave, two-section distributed feedback (DFB) diode lasers almost two decades ago [26]. There have been relatively few results on bistable wavelength diode lasers since then. In the last few years, the success of mode-locked, two-section QD diode lasers has led to new and exciting results in the area of wavelength bistability [27]. For example, bistability was recently demonstrated between the ground and ES transitions of the QD gain medium [28]. In this case the subordinate mode was not completely quenched throughout the bistable region, possibly due to the fact that cross-gain saturation between ground and ESs was not strong enough. In our earlier work, we reported wavelength bistability from a two-section QD diode laser with a very high contrast between two lasing wavelengths both supported by the ground state (GS) gain [29].

In this section, we present a full investigation of wavelength bistability in two-section QD diode lasers. We first analyze simplified coupled mode equations as a model for the observed bistability. With this simple understanding we can explain why the unique gain dynamics of QD ensembles lead to some of the new results. We then present our experimental results on wavelength bistability from three different two-section passively, mode-locked diode lasers. The devices are not always mode-locked, but when we study the bistability, we only investigate devices working in the stable mode-locked region. All three lasers show wavelength bistability when the reverse bias voltage on the saturable absorber is swept, but they have different wavelength spacings between two bistable branches. Because our lasers operate in the mode-locked region, there are a group of longitudinal modes in one lasing wavelength. Here, the word "mode" refers to one lasing wavelength.

## Mode Competition

To gain a general understanding of the important features of our bistable laser, we analyze a simplified set of coupled differential equations [30]. The two-section laser contains regions of both saturable gain and absorption in which lasing modes experience gain or loss and interact with each other. If we include both gain and absorption regions in the same term, assume fast dynamics in the gain and saturable absorber, and make a "weak" saturation approximation, then the intensities of two lasing modes, $I_{1}$ and $I_{2}$, evolve according to rate equations

$$
\begin{align*}
& \frac{d I_{1}}{d t}=\left(\alpha_{1}-\beta_{1} I_{1}-\theta_{12} I_{2}\right) \times I_{1}  \tag{2.3a}\\
& \frac{d I_{2}}{d t}=\left(\alpha_{2}-\beta_{2} I_{2}-\theta_{21} I_{1}\right) \times I_{2} \tag{2.3b}
\end{align*}
$$

where $\alpha_{\mathrm{i}}$ is the small-signal gain minus loss for each mode, and $\beta_{\mathrm{i}}$ and $\theta_{\mathrm{ij}}$ represent the self- and cross-saturation coefficients. These are the Lotka-Volterra equations, which are often used to describe competition between biological species [31]. For certain values of the constants in Eq. 2.3a, there are exactly two steady-state solutions that are characterized by nonzero intensity in only one of the two potential modes. These solutions correspond to one mode (species) always winning out over the other regardless of initial conditions. We are interested in the case in which both modes are simultaneously stable. If this solution is stable to small perturbations, then both modes will coexist in the steady state. If this point is not stable, the system will progress toward one or the other solutions with its ultimate destination being determined by initial conditions. Bistability occurs in this regime.

To reveal the conditions required for bistable operation we can perform a perturbation analysis around the dual mode solution. This point is unstable, and therefore bistable behavior is predicted if

$$
\begin{equation*}
\frac{\theta_{12} \theta_{21}}{\beta_{1} \beta_{2}}>1 \tag{2.4}
\end{equation*}
$$

This condition requires the cross-saturation between the two modes to be stronger than the self-saturation. Obviously achieving this condition is quite difficult in a single-section laser. On the other hand, if we include a separate saturable absorption region, the cross-saturation term now consists of two terms

$$
\begin{equation*}
\theta_{12} \approx \theta_{21}=\theta_{12}^{\mathrm{g}}-\theta_{12}^{\mathrm{a}} \tag{2.5}
\end{equation*}
$$

as does the self-saturation term

$$
\begin{equation*}
\beta_{1} \approx \beta_{2}=\beta_{1}^{\mathrm{g}}-\beta_{1}^{\mathrm{a}} \tag{2.6}
\end{equation*}
$$

Fig. 2.10 Schematic of the two-section quantum dot diode laser


These add flexibility such that Eq. 2.6 can be satisfied in a system with strong cross-saturation in the gain region and weak cross-saturation in the absorption region. One final consideration is that the overall gain in the two potential modes must be similar. Without this balance, the dual-mode solution will no longer satisfy Eq. 2.4, and stable single-mode operation will prevail.

It is possible to extend the analysis presented here by including full saturation of the absorption and gain [32]. This model predicts more exotic forms of bistability such as that observed in Ref. [28] where single-mode and dual-mode operation are bistable with respect to each other.

## Device Structure and Characterization

We fabricated and tested three different two-section QD lasers. A schematic of a generic laser design is shown in Fig. 2.1, as in [29]. It consists of a two-section ridge waveguide where one section is electrically pumped while the other section is reverse biased as a saturable absorber. The active region of all devices consists of a 10 -fold stack of InGaAs QD layers embedded in a GaAs waveguide, which is sandwiched between $\mathrm{Al}_{0.7} \mathrm{Ga}_{0.3} \mathrm{As}$ cladding layers. The epitaxial structure is identical to the one used in the extended cavity configuration in order to generate dark pulses. The waveguide was fabricated by standard photolithography and wet etching. A strip waveguide was etched in the top cladding layer followed by the removal of a small section of the heavily doped cap layer to provide isolation between the two sections. The lengths of the gain section and the saturable absorber section are $L_{\mathrm{g}}$ and $L_{\mathrm{sa}}$, respectively. $P$-and $n$-type ohmic contacts were established with $\mathrm{Ti} / \mathrm{Au}$ and $\mathrm{Ni} / \mathrm{AuGe} / \mathrm{Ni} / \mathrm{Au}$, respectively. No coating was applied to the cleaved facets. The device was mounted $p$-side up on a copper heat sink that was thermoelectrically temperature controlled (Fig. 2.10).

The same QD material was used in all three devices. The QDs have a GS transition at $\sim 1,170 \mathrm{~nm}$, with a full-width at half maximum of 60 nm , as determined by a fit to the low excitation electroluminescence data in Fig. 2.2. At higher injection levels, an ES centered at approximately $1,050 \mathrm{~nm}$ becomes apparent. This broad, inhomogeneous, gain spectrum is indicative of the size/shape distribution of the QD ensemble.

Table 2.1 Relevant parameters for the three devices tested in this section

|  | $\mathrm{L}_{\mathrm{g}}(\mathrm{mm})$ | $\mathrm{L}_{\mathrm{sa}}(\mathrm{mm})$ | Guide width <br> (micrometers) | $\mathrm{J}_{\mathrm{th}}\left(\mathrm{A} / \mathrm{cm}^{2}\right)$ |
| :--- | :--- | :--- | :--- | :--- |
| Device 1 | 5.5 | 0.3 | 6 | 136 |
| Device 2 | 5.5 | 0.3 | 6 | 142 |
| Device 3 | 2.8 | 0.3 | 8 | 290 |

It is interesting that the gain spectrum becomes fairly flat over an approximately 200 nm range at injection levels around $300 \mathrm{~A} / \mathrm{cm}^{2}$. This situation leads to interesting mode competition effects in the laser cavity as discussed above. Wavelength bistability is studied in three different laser geometries. The relevant parameters for the three different lasers are summarized in Table 2.1. All three lasers exhibit similar characteristics, thus we will discuss the general features of the first device in-depth as a representative example and then compare and contrast all three devices.

## Device 1

The first device we tested has a waveguide width of $6 \mu \mathrm{~m}$. The length of the gain section $\left(L_{\mathrm{g}}\right)$ is 5.5 mm , and the length of the saturable absorber section $\left(L_{\mathrm{sa}}\right)$ is 0.3 mm . The operating temperature is $12^{\circ} \mathrm{C}$. With the saturable absorber region electrically floating, the threshold current is 45 mA (threshold current density is $136 \mathrm{~A} / \mathrm{cm}^{2}$ ), and the lasing wavelength is $1,173 \mathrm{~nm}$.

The optical spectrum and output power of the QD laser were measured with current injection into the gain section and a reverse-bias voltage applied to the saturable absorber section. With a fixed reverse bias on the saturable absorber.

The optical spectrum and output power of the QD laser were measured with current injection into the gain section and a reverse-bias voltage applied to the saturable absorber section. With a fixed reverse bias on the saturable absorber, the laser exhibits a hysteresis loop in the power-current characteristics [33, 34]. This typical behavior for mode-locked diode lasers can be attributed to the strong hole-burning in the absorber region that allows the laser to stay above threshold even when the injection level is brought below the unsaturated zero-gain point.

When the laser is operated with fixed injection current to the gain region and a varying bias on the saturable absorber region, hysteresis and bistability are observed in the lasing wavelength, as shown in Fig. 2.3a. Throughout the saturable absorber bias range of -6 to -1 V , the laser has two stable wavelengths, 1,163 and $1,173 \mathrm{~nm}$.

By comparing with the electroluminescence data in Fig. 2.2, it is clear that ground-state emission is responsible for both lasing states. As is evident from Fig. 2.11b, the two lasing modes are well separated, and the power contrast between them is more than 30 dB . The switchable wavelength range remains relatively constant throughout the region and is around 7.7 nm when $V_{\mathrm{sa}}=-3 \mathrm{~V}$.


Fig. 2.11 a Wavelength of laser emission as a function of saturable absorber bias $\left(V_{\mathrm{sa}}\right)$ at a fixed gain section current of 50 mA . b Optical spectra at various positions in the left hysteresis curve (the curves are offset for clarity). c Optical power as a function of $V_{\mathrm{sa}}$. d Lasing wavelength vs $V_{\mathrm{sa}}$ at different gain currents. The left-pointing triangle means the trace is taken with the bias ramped up, from 0 to -7 V ; The right-pointing triangle means the trace is taken with the bias ramped down, from -7 to 0 V

Moreover, the power in each of the two lasing modes is almost identical, as shown in Fig. 2.11c. For example, at $V_{\mathrm{sa}}=-4 \mathrm{~V}$, the power ratio between $1,173 \mathrm{~nm}$ $(0.57 \mathrm{~mW})$ and $1,166 \mathrm{~nm}(0.62 \mathrm{~mW})$ is 0.92 .

We also found that wavelength bistability can be observed only in the narrow range of gain currents between 50 and 52 mA , as shown in Fig. 2.11d. When the current is too low, the laser is either unstable or only one lasing wavelength is observed at a single saturable absorber bias voltage. When the current is too high, e.g., at the 55 mA shown in Fig. 2.11d, the lasing wavelength varies almost continuously as the saturable absorber bias voltage is varied, and there is no bistability. Note that the bistable area at 52 mA is slightly bigger than the area at 50 mA , with the higher energy mode surviving at larger reverse biases. This is easily explained by the additional gain provided to the shorter wavelength mode at higher injection levels due to the strong state-filling effects in QDs. Therefore, the points where the gain of the two modes becomes dissimilar to support bistable operation moves to lower reverse bias voltage.

We also measured the pulse characteristics of the laser output in the two branches of the hysteresis loop shown in Fig. 2.11. We observed that stable


Fig. 2.12 a Intensity autocorrelation for the mode-locked pulses on different branches of the hysteresis curve, both at -4 V reverse bias. b Corresponding radio-frequency spectra
mode-locking occurs in both branches of the hysteresis loop. An autocorrelation trace measured with the laser operating in each branch at $V_{\mathrm{sa}}=-4 \mathrm{~V}$ is displayed in Fig. 2.12a. The corresponding pulse width is about 6.5 ps , assuming a Gaussian pulse shape, and is essentially identical in both branches. The pulse could be shortened by increasing the reverse bias, and the shortest value obtained is 3 ps at -6 V . Figure 2.12 b shows the radio-frequency (RF) spectra of the device. It indicates a pulse train with a repetition rate of around 7.9 GHz corresponding to a round-trip time of 120 ps . The difference in frequency between the two branches is approximately 15 MHz , with the longer wavelength branch at higher frequency, as expected from the normal dispersion in the GaAs waveguide.

## Devices 2 and 3

We tested two other lasers exhibiting bistability (see Table 2.1), a laser that was nominally identical to the first one but with a higher threshold current (device 2) and one with a different ratio of gain length to absorber length (device 3). As expected, device 2 showed qualitatively similar performance to device 1. Bistability is observed at current injection levels between 55 and 64 mA , which is a slightly higher injection level than for device 1 . Figure 2.13a compares the two hysteresis curves. Device 2 exhibits a much larger wavelength spacing between the modes, with the shorter wavelength mode at approximately the same location. This


Fig. 2.13 Wavelength bistability comparison between device 1 (in red line) and device 2 (in blue line). a Laser emission as a function of saturable absorber bias ( $V_{\mathrm{sa}}$ ). b Width of bistability at different gain current injection. Device 2's lasing wavelengths as a function of saturable absorber bias $\left(V_{\mathrm{sa}}\right)$. Wavelength bistability data for device 2: c At different temperatures (gain current $60 \mathrm{~mA})$. d At different gain currents. The left-pointing triangle means the trace is taken with the bias ramped up from 0 to -8 V . The right-pointing triangle means the trace is taken with the bias ramped down from -8 to 0 V
result is consistent with the higher injection level producing a wider gain bandwidth due to stronger state-filling effects at higher current. These results clearly demonstrate the ability to tune the switchable range in this laser by simple adjustments to the amount of gain and/or loss present in the device.

In Fig. 2.13b, we compare the width of the bistability region for the first two devices as a function of current injected to the gain section. The bistable region decreases with injection current for device 2 , which is the complete opposite behavior of the first device. The reason for this difference is that the hysteresis loop for device 2 collapses on the low energy side while device 1 shuts down on the higher energy side. Again, this is consistent with the higher energy mode beginning to dominate at higher injection levels. The detailed bistable data for device 2 are present in Fig. 2.13c for different device temperatures and Fig. 2.13d for different gain currents.

The third laser we tested had a different geometry, with $L_{\mathrm{sa}}=0.3 \mathrm{~mm}$, $L_{\mathrm{g}}=2.8 \mathrm{~mm}$, and a waveguide width $=8 \mu \mathrm{~m}$. With the saturable absorber region floating and a temperature of $10^{\circ} \mathrm{C}$, the threshold current is 65 mA (threshold


Fig. 2.14 Device 3 lasing wavelengths as a function of saturable absorber bias ( $V_{\text {sa }}$ ). a Different gain currents when the temperature is $10^{\circ} \mathrm{C}$. b Power bistability at different currents. c 3D optical spectrum when $V_{\text {sa }}$ is swept from 0 to -6.5 V and back to 0 V at $I_{\mathrm{g}}=96 \mathrm{~mA}$. The direction is shown by the arrow (the intensity is on a $\log$ scale). In a and $\mathbf{b}$, the left-pointing triangle means the trace is taken with the bias ramped up from 0 to -8 V ; The right-pointing triangle means the trace is taken with the bias ramped down from -8 to 0 V
current density is $290 \mathrm{~A} / \mathrm{cm}^{2}$ ). This threshold current density is about twice that of the first device because more injection current is needed to overcome the mirror loss due to a shorter gain segment. The initial lasing mode is at $1,170 \mathrm{~nm}$, which is slightly shorter than those of the first two devices. The reason is that the gain region current density is much higher for the third device, and the overall gain peak blue shifts because of state filling. With the significantly higher current density injection, the overall gain profile is much larger and flatter compared to the first two devices (see the EL spectra in Fig. 2.2), resulting in a very large wavelength range in which modes experience similar amounts of gain. This fact leads to more complicated and interesting properties for device 3 .

The wavelength-bias voltage hysteresis curve for the third device taken at various injection currents is shown in Fig. 2.14a. The switchable range is 32 nm when the gain current is 88 mA (current density is $393 \mathrm{~A} / \mathrm{cm}^{2}$ ). When the current is increased to 96 mA (current density is $428 \mathrm{~A} / \mathrm{cm}^{2}$ ) and 100 mA (current density is $446 \mathrm{~A} / \mathrm{cm}^{2}$ ), the ranges change to 25 and 16 nm , respectively. The gain region current range for wavelength bistability is from approximately $84-104 \mathrm{~mA}$. Throughout this region, the spacing between laser modes takes on three discrete values, as shown in Fig. 2.14a.

We also show the power-bias voltage hysteresis curve in Fig. 2.14b for different pump currents. The power difference between the two branches is the largest at low current. The difference decreases monotonically as the current is increased while the wavelength difference in the two branches decreases. To demonstrate the high isolation between the two lasing branches, a 3D optical spectrum is plotted for $I_{\mathrm{g}}=96 \mathrm{~mA}$ in Fig. 2.14c. The black arrow shows the direction of the sweep for the saturable absorber bias. The modes in the two branches are well distinguished and isolated.

The most interesting property of this device is that the switchable range changes with gain current, which did not happen with the first two devices. As the injection to the gain region is increased, the separation between the lasing modes becomes smaller. The longer wavelength mode stays relatively constant, while the shorter wavelength mode moves progressively longer. This behavior is different than the trend observed in the first two devices. It is also counterintuitive, since one would expect higher energy modes to have relatively more gain at higher current densities, due to state filling.

There are two factors that, in combination, may be responsible for these results. At these higher current densities the gain curve is fairly flat, and therefore subtle changes can dictate which mode becomes the eventual winner. Because the gain curve is flat, the relative amounts of gain and loss determine where the gain peak occurs. Since the loss in the absorber region is monotonically increasing in this region (unlike the gain), the net gain peak shifts to lower energies as the relative strength of the absorption grows. This scenario fits well with the observation of higher energy modes lasing as the gain is increased (absorption relatively decreased).

## Switching Mechanism

An additional requirement for a practical bistable laser is an effective switching mechanism. The lasers in this work can be switched electrically by modulating the bias voltage on the absorber. There is a strong red shift of the QD transition energy with the application of an electric field. This shift is known as the quantumconfined Stark effect (QCSE) and has been measured to be up to $2 \mathrm{~nm} / \mathrm{V}$ in similar structures [35]. The effect on the overall laser cavity (i.e., saturable absorber plus gain region) is to shift the peak gain to shorter wavelengths. Once one laser mode becomes too highly favored over the other, bistability breaks down and single mode operation occurs, causing the laser to abruptly change modes.

To measure this shift, we monitored the electroluminescence spectrum as a function of saturable absorber bias from the first laser. In this experiment, one of the facets was antireflection coated to inhibit lasing, and light was extracted from the facet adjacent to the saturable absorber region. The result is shown in Fig. 2.15. Although not a quantitative measure of the gain spectrum in our laser cavity, it is clear that the effect of the increased bias is not only to reduce the overall gain, but also to shift the peak. This peak shift explains why the low-bias lasing mode is always red-shifted compared to the high-bias lasing mode.

Fig. 2.15 Electroluminescence spectra taken from a sample similar to the first laser, but with an antireflection coating to inhibit lasing. The light was extracted from the facet adjacent to the saturable absorber region. $V_{\mathrm{sa}}$ is the bias voltage of the saturable absorber region


## Switchable Spacing

The three devices were made from the same wafer, but because of their different structures, the characteristics, including threshold current density and lasing wavelength, of the three lasers were different. Nevertheless, at different pump-current densities, all three devices showed lasing-wavelength bistability. There is also a remarkable characteristic that stands out when the switchable spacings of all three devices (Fig. 2.16) are plotted together. First, the spacing between modes for devices 2 and 3 at the lowest current overlap almost exactly throughout the entire bistable range. Second, the switching occurs in discrete steps. Observed values are 7, 16, 25, and 33 nm ; all are roughly multiples of $8-9 \mathrm{~nm}$. This behavior is especially interesting, because there are only two modes lasing at one time. The spacing is maintained for widely spaced modes even without the intermediate modes being active.

Time-resolved and spectral hole-burning measurements have shown that the homogeneous linewidth of InGaAs self-assembled QDs is roughly 10 nm at room temperature [36]. The reverse biased section is depleted of carriers; therefore, this width is a reasonable value to assume for the QDs in this section of the laser. To avoid excessive cross-saturation in the absorber region, modes must be spaced by more than the homogeneous linewidth, a criterion for bistable operation, as explained above. With this reasoning we could expect to never observe bistability of two modes that are separated by less than about 10 nm . This fact would also explain the similar spacing seen for different devices, as it is the optical properties of the QDs that set the scaling.

More difficult to explain is the consistent spacing of widely separated modes in integer multiples of 8-9 nm . This strongly suggests that although only two modes are seen to lase at one time, the other dormant modes still play a role in the laser dynamics.

## Switching Time

The wavelength hysteresis loop for a QD diode laser could be used for applications that require switching between wavelengths on a short timescale. When the saturable absorber is biased in the middle of the hysteresis loop, the output


Fig. 2.16 Comparison of the switchable range of the three devices. a Different saturable absorber bias voltage. b Different gain-current densities. The error bars are the maximum and minimum ranges


Fig. 2.17 Switching wavelengths between two bistable wavelengths in device 3. The red line is the intensity of long wavelength branch $(1,170 \mathrm{~nm})$, the blue line is the intensity of short wavelength branch $(1,140 \mathrm{~nm})$, and the black line is the $\mathrm{V}_{\mathrm{sa}}$ voltage
wavelength can be switched by an ultrafast electrical pulse of the required polarity. Since no current is injected into the saturable absorber region, the modification of the saturable absorber that selects the lasing mode should be as fast as the pulse injected. Therefore, the lower limit of switching time between the two stable states for a two-section diode laser is determined by the saturation recovery time of the saturable absorber section, as in Ref. [25]. In QDs, carrier recovery time can be sub-picosecond, as measured in "Gain and Absorption Dynamics". In our case, the output of the diode laser is a pulse train, and a minimum of one round-trip is needed for the next lasing state to be established. This timescale is longer than the saturation recovery in our absorber, therefore the wavelength-switching time should be on the order of the round-trip time of the diode laser.

To measure the switching time we dispersed the output of device 3 with a grating and measured each wavelength mode independently. A high-speed electrical pulse was applied to the saturable absorber, and output power data was collected with two high-speed photodiodes and an oscilloscope. The measured switching dynamics are presented in Fig. 2.17. If we define the switching time to
be measured as the time from $90 \%$ of the intensity of the wavelength one mode to $90 \%$ intensity of the wavelength mode two, then the time to switch from the short wavelength branch to the long wavelength branch is about 150 ps . In this case the switch occurs faster than the voltage pulse, indicating that the jump in wavelength takes place on a narrow voltage range. This measured switching time is only about two round-trips time of the laser.

## Conclusion

In conclusion, we have reviewed two novel effects displayed in QD lasers, wavelength bistability, and dark pulse mode-locking. Both these effects are attributable to the complicated recovery dynamics of the QD gain and absorber material. The dark pulse laser was one of the first of its kind and may find application where broadening-free propagation of optical pulses is required in materials with normal dispersion. The bistable laser is electrically switchable within just a few round trips of the cavity and may find use as an optical memory element in next generation optical networks due to its robust latching properties.
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# Chapter 3 <br> Spectral Splitting Effects and Their Influence to the Performance of Quantum Dot Mode Locked Lasers 

Charis Mesaritakis and Dimitris Syvridis


#### Abstract

In this chapter the multi-wavelength emission capabilities of quantum dot (QD) lasers, due to splitting effects in the ground-state (GS), are analyzed. These emission sub-bands are not related to carrier transitions from different excitation levels like GS/excited-state (ES) emission, but are strongly depended on gain saturation effects. The existence of these sub-bands alongside their wavelength tuning capabilities, have enabled the identification of novel regimes of operation like pulse width narrowing in the presence of dual GS emission, and tunable dual state mode locking. The exploitation of these regimes can allow the deployment of QD mode locked lasers into newly emerging applications both in the telecomm and medical field.


## Introduction

Quantum dot (QD) mode locked lasers have attracted the spotlight of attention due to many inherent advantages they posses in comparison with conventional quantum well (QW) lasers. These advantages originate from the 3D spatial confinement of carriers and the corresponding discrete-atom-like density of states observed at these materials. Low linewidth enhancement factor [1], low thermal sensitivity [2], and ultra fast carrier dynamics [3] are some characteristics of QD based lasers that make them excellent candidates for ultra short pulse generation. Especially, through the mechanism of passive mode locking sub-picosecond pulses have been

[^2]achieved, repetition rate that extends to hundreds of GHz and peak power in the order of few Watts [4-7].

These achievements of QD based lasers are still inferior to the performance of standard solid state laser (Ti.Saphire e.g.). Nonetheless constant improvement of the temporal and power characteristics of the pulses generated by QD lasers, alongside the high integration capabilities, the low manufacturing and maintenance cost, can enable the widespread use of QD mode locked lasers into newly emerging applications like, low coherence tomography [8], optical clock recovery in high speed communication networks [9,10], and all optical signal processing [11, 12].

One aspect of QD lasers that has attracted considerable attention is the multiwavelength emission capabilities. These discrete emission wavebands occur due to radiative recombination of carriers from different excitation energies [ground-state (GS), excited-state (ES)] [13]. Although these effects are also present in QW based lasers, extreme pumping conditions are required in order to be triggered. On the other hand the unique electronic structure of QD gain media allow easy excitation of these energy states and enable multi-wavelength emission at moderate pumping levels. The existence of these multiple wavebands in QD materials have been recently exploited using passive mode locking techniques, in order to achieve several novel regimes of operation like, pulse generation from the GS or ES [14], dual state mode locking from the GS and ES [15], and pulse width reduction due to the presence of CW emission form the ES [16, 17].

Further experimental investigation of QD lasers allowed the identification of a new multi-wavelength regime that is related to the splitting of the GS band into two independent sub-bands [18-21]. This effect manifests under strong pumping conditions, whereas the spectral separation between the two sub-bands is tunable with current and can extend to several nanometers [19-21]. The physical mechanism of this effect is not associated to carrier recombination from higher energy bands, whereas two different interpretations have been already proposed. The first is related to enhanced quantum effects in QD materials [19], while the second approach gives credit to gain saturation effects [20, 21]. Although the origin of ground-state splitting (GSS) is still a matter of debate, new applications, which are associated to GSS have already emerged, like tunable dual mode locking from the two GS sub-bands [19] and pulse width narrowing due to GS splitting effects [21]. The exploitation of these two effects can unlock the deployment of QD monolithic lasers into new areas of applications. The dual state tunable mode locking can be utilized in order to produce a tunable pulsed Terahertz source, while the pulse width narrowing effect can be utilized in nano-surgery application, where the simultaneous high peak and average power is a highly desired feature.

In the context of this chapter the potential origin of this effect will be discussed in detail. The two independent approaches will be analyzed and further experimental results will be presented that help establish a valid interpretations of this effect. Furthermore the potential applications like tunable dual state mode locking and especially pulse width narrowing with increasing gain current, that emerge from this regime of operation will be presented. Finally further experimental
results will be presented allowing the identification of some basic device's structural parameters like cavity length and number of QD layers that enhance spectrum splitting effects.

## Ground-State Splitting

The GSS consists of a strong suppression of lasing action in the center of spectrum that creates two independent emission bands. This effect manifests at strong pumping conditions, whereas further current increase broadens in the spectral separation of the two sub-bands. This behavior has been firstly observed both numerically and experimentally in the pioneer work of Sugawara et al. [18]. In this work an InAs/InGaAs QD laser was studied with length of $700 \mu \mathrm{~m}$, ridge width of $5 \mu \mathrm{~m}$ and only one layer of QDs. In the case where injection current increased and just before the onset of ES lasing, the spectrum of the GS appeared to have two discrete emission peaks with a spectral separation in the order of 4.5 meV . In order to confirm these findings Sugawara et al. developed a detailed numerical model based on multi-population rate equations that include three different energy levels (GS, ES, upper-continuum state). Free carriers were pumped from the wetting layer (WL) and were able to either recombine through the mechanism of stimu-lated-spontaneous emission or to excite/relax to different energy states. The characteristic time for each transition is governed by the carrier population at each state.

This numerical approach provided accurate results in full agreement with the experimental behavior. In detail, at low bias conditions both the experiment and simulation show stimulated emission only from the GS, whereas if current is further increased the GS band is splitted to two independent emission wavebands. In the case that current increase enabled stimulated emission from the ES, the GS splitting effect diminished. The explanation provided for this effect was that, central lasing modes are depleted from carriers due to stimulated emission from side modes. This carrier transition occurs to QD based devices through the inhomogeneous broadening of the gain. The fact that ES lasing drove the GS emission to single emission was attributed to the fact that "all the dot groups with the modal gain above the total cavity loss come to contribute to the central lasing modes due to the increase in the ground-state homogeneous broadening" [18].

Liu et al. [19] also observed the same effect in a Kerr-lens self-mode locked InP-based QD laser. The GSS effect manifested again for high injection current and the spectral separation between the two sub-bands was also tunable with current. The absence of ES emission from this device hindered the ability to confirm the Sugawara claims regarding the effect of ES lasing on the GSS. In this case the authors attributed the splitting to quantum effects that are greatly enhanced in QD based materials due to the excitonic nature of the carriers-holes. In detail the enhanced electrostatic force between the electrons and holes interact with photons inside the cavity and causes splitting according to Stark effect and


Fig. 3.1 Optical spectra for different gain currents. a $V_{\mathrm{abs}}=0 \mathrm{~V}$. b $V_{\mathrm{abs}}=-7 \mathrm{~V}$

Rabi oscillations. Taking into account that the magnitude of such effects are proportional to the intra-cavity photon density, this theoretical explanation, although possible, cannot explain the fact that GSS stops on the onset of ES lasing, or the fact that maximum splitting does not coincide with maximum optical power in many cases.

Recently the same effect has been observed in a passively mode locked InAs/ InGaAs QD based device [21]. In detail the device was a multi-sectional QD laser, where the absorber was split into two sections 0.3 mm each of them and reverse biased, while the rest were forward biased. The laser structure includes five self-assembled InAs/InGaAs QD layers surrounded with $\mathrm{Al}_{35 \%} \mathrm{Ga}_{65 \%}$ As claddings. The laser chip had a total length of 4 mm and the ridge width of $6 \mu \mathrm{~m}$. The intracavity saturable absorber was utilized in order to achieve pulsed operation through the mechanism of passive mode locking. Its existence did not seem to affect GSS, apart from the fact that due to increased cavity losses the required electrical pumping was much stronger.

In Fig. 3.1a, b the emitted spectra are presented for different bias conditions. The first case corresponds to weak reverse voltage (Fig. 3.1a), where only GS emission is present at the recorded optical spectrum. In this regime of operation, if current is increased beyond a voltage depended limit GSS is evident, whereas current increase induces a widening of the spectral separation that can extend to 14 nm . The second regime is achieved when a higher reverse voltage is applied at the absorbing section (Fig. 3.1b). In this case the bias conditions enable ES lasing, while GSS is hardly noticeable and it diminishes rapidly on the onset of ES. These results although they involve a passively mode locked device, with an intra-cavity saturable absorber, appear to be in full accordance with numerical and experimental results of Sugawara et al.

In order to distinguish the exact origin of this effect and exclude one of the two interpretations', further measurements were performed. In the case that this phenomenon was Rabi-oscillations related, then the spectral separation of the two subbands should be linearly related to the square root of the emitted power. On the contrary as it can be seen in Fig. 3.2 this is not the case for the device under test

Fig. 3.2 Spectral distance of the two GS sub-bands versus the square root of the emitted power


Square root of the emitted optical power $(\mathrm{mW})^{1 / 2}$
where the spectral separation appears to have an almost parabolic relationship with optical power. Moreover, the maximum spectral separation between the two subbands did not coincide in many cases with the maximum intra-cavity optical power.

Taking into consideration the bias conditions at which the effect is manifested alongside the parabolic relation of the intra-cavity optical power and the spectral separation, an explanation can be derived. In detail as gain current increases then the central lasing modes are subjected to stronger non linear gain suppression effects like spectral hole burning (SHB). This gain suppression mechanism depletes the central lasing modes from free carriers and lasing action is suppressed. The free carriers are redistributed through the large inhomogeneous broadening to outer modes and enable lasing action. According to this approach the widening of the spectral separation can be attributed to the fact that as gain current is further increased more central modes are subject to SHB and are clamped, while more outer modes from both sides of the spectral deep surpass the threshold condition.

On the other hand the relationship between the GSS and ES can be attributed to the fact that ES lasing enable a decrease in the available gain in the GS [19]. In detail according to both numerical simulations and experimental data, ES lasing significantly alters the characteristic time of carrier relaxation and recombination at the GS. This variation results to the fact that free carriers tend to recombine radiative from the ES rather than accumulate to the lower energy state (GS), thus GS gain is reduced. According to this approach, GS gain decrease suppresses the effects that trigger GSS and consequently the spectral emission of GS shifts back to the conventional case. Finally, by comparing all available experimental results it can be concluded that GSS is an intrinsic property of the QD material and it is not affected by the existence of an intra-cavity saturable absorber. The only difference between the three cases (CW-passive mode locking and Kerr-lens mode locking) is the stronger pumping conditions that are required to achieve GSS due to the absorber induced unsaturated losses.

Fig. 3.3 Pulse width versus gain current for different reverse voltage


## Pulse Width Narrowing Due to GSS

The existence of an intra-cavity absorber in the aforementioned device enabled pulsed operation through the mechanism of passive mode locking in the presence of GSS. In particular the temporal properties of the generated pulses were recorded through an optical auto correlator based on second harmonic generation (SHG). The bias conditions at the gain and absorbing section were varied and the pulse width was measured, by assuming the pulses were of Gaussian shape.

In the case that the reverse voltage was high ES lasing was favored and GSS effect was literally absent. In this regime of operation pulse width evolution with bias conditions is typical and a characteristic case is presented in Fig. 3.3. As it can be concluded from the figure, reverse voltage increase induces a severe pulse width decrease, which originates from the exponential relationship of reverse voltage and carrier recovery time [22, 23]. On the other hand, higher reverse voltage is also associated with increased non-saturated losses in the cavity, which in turn drastically reduces the average emitted power. Taking into consideration the fact that the peak power is proportional to the average power and reverse proportional to pulse width, it can be concluded that peak power does not exhibit monotonical behavior with reverse voltage. Instead, local maxima are recorded which are associated to either broad pulses with high average power or short pulses with low average power. In Fig. 3.4 the aforementioned dependence is demonstrated for the same bias condition used in Fig. 3.3.

Regarding the evolution of pulse width with gain current, a similar trade off has been observed. Gain current increase enhances effects like self-phase modulation, which in combination with the positive dispersion effects present at the gain section cause severe pulse width broadening [24]. In terms of peak power gain current also establishes a strict trade off. Pumping enhancement induces average power increase, whereas in the case of mode locked lasers it also induces pulse


Fig. 3.4 Peak power versus gain current for different reverse voltage


Fig. 3.5 a Pulse width versus gain current for different reverse voltage the area in circle corresponds to the existence of GSS. b Average power versus gain current for different reverse voltages
width broadening, thus local maxima in terms of peak power are recorded in this case also. The aforementioned bias induced trade off can significantly hinter the deployment of QD devices in many cutting-edge applications where simultaneous peak power and average power is a highly required feature.

In the second regime of operation where the reverse voltage is reduced GSS effect is achieved as mentioned in the previous paragraphs, whereas pulse width evolution with current exhibits a significant different behavior with increasing current. In Fig. 3.5a the pulse width is presented for different reverse voltages versus the gain current. It can be observed that for a specific voltage depended injection current and higher, the pulse width is drastically reduced. Characteristic is the case when the reverse voltage is set to -4 V the gain current is increased by $180-240 \mathrm{~mA}$. In this case the recorded pulses exhibit a reduction in pulse width in the order of 10 ps , whereas the examination of the evolution of average optical power with gain current revealed a monotonically increment without any


Fig. 3.6 Pulse width evolution with bias conditions for a similar device as the one used for Fig. 3.5 (left). Peak power evolution with bias conditions (right)
noticeable kinks (Fig. 3.5b). The accumulative effect of these two observed behaviors is an abrupt increase in the pulse's peak power.

The confirmation of this new regime of operation was established by further experimental investigation of similar devices. In these cases similar results were obtained, whereas in the presence of GSS the recorded optical pulses exhibited reduced width and increased average power. In particular some devices that their structural characteristics did not enable ES lasing, exhibited enhanced GSS for a broader range of bias conditions and the observed pulse width narrowing was more profound. In Fig. 3.6, pulse width and peak power measurements versus gain current for different reverse voltage at the absorbing section is presented for the aforementioned device. The pulse width decrease in this case induces a strong increase in the pulse's peak power that for $V_{\mathrm{abs}}=-7 \mathrm{~V}$ and current variation from 260 to 340 mA it was in the order of $300 \%$.

The fact that the pulse width narrowing effect is observed only when the bias conditions enable GSS, implies that these two phenomena are closely related. As shown in Fig. 3.7 the device's behavior can be classified into three discrete regimes.

The first regime is characterized as "typical" device behavior, and consists of pulse width broadening due to increased non linear effects like self-phase modulation and chromatic dispersion. In this regime of operation no GSS is evident, whereas injection current increase induces a strong enhancement in the optical bandwidth. This bandwidth increase results to an increased number of longitudinal modes that surpass the lasing threshold. Theoretically, through this mechanism a larger amount of modes could attain the same phase and consequently enable the production of optical pulses with reduced temporal bandwidth. Nonetheless, the non ideal time-bandwidth product of the recorded pulses imply that the optical power of these modes fluctuate with random phase, thus they do not contribute to pulse formation but on the contrary are responsible for the laser's increased phase noise and pulse destabilization due to severe competition effects.

In the second regime, current increase marks the onset of GSS and GS emission is divided into two independent sub-bands. In this regime the lasing suppression in


Fig. 3.7 Pulse width evolution (left column) and characteristic optical spectrum (right column)
the middle of the gain forces a severe reduction in the optical bandwidth of the spectral peak that is responsible for pulse formation. Through this effect the number of modes that participate in phase locking is reduced, thus phase noise is also reduced. Furthermore the second sub-band (not mode locked) exhibits reduced power thus its lasing modes cannot destabilize mode locking through competition effects.

The third regime of operation manifests when the injection current is further increased. In this case, the enhanced electrical pumping allows two effects. The first corresponds to optical bandwidth increase in both sub-bands, whereas the second is related to the fact that both sub-bands acquire similar optical power. These two effects enhance the competition effects between the two groups of longitudinal modes, whereas bandwidth increase also induces an increase in the number of randomly fluctuating modes at each band. The accumulative result of these effects is pulse width deterioration, which can be monitored either as a strong pulse width broadening or even as mode locking collapse in some cases.

## Dual State Mode Locking Due to GSS

The existence of two independent wavebands in the spectral region of GS, can provide the possibility to achieve simultaneous mode locking from both the subbands in a similar way that GS-ES mode locking has been demonstrated [15]. Taking also into consideration that the spectral separation of the GS sub-bands is tunable with bias, such a device could be used in order to fabricate a monolithic pulsed source. In [19] this effect has been demonstrated for the first time in an InP-based QD device. In this case two independent trains of pulses, originating from the spectral band of the GS, have been generated, whereas the recorded pulse width was in the femtosecond range. The generated pulses exhibited very low pulse width without the utilization of any additional dispersion-minimization component, whereas the device tested did not have an intra-cavity saturable absorber nor the gain current was externally modulated, consequently Liu et al. [19] assumed that the mechanism that enables pulse generation was related to Kerr-lens effect. The origin of this effect is the abrupt change in the material's refractive index due to increased intra-cavity optical power. The amplitude of the optical power is assumed to have a Gaussian profile, thus the refractive index variation in the tails of the beam is less severe than in the center. This fact results to a spatial inhomogeneous variation of the refractive index that forces the gain medium to operate like a focusing lens. The ultra short optical pulses together with the absence of a saturable absorber that reduces optical power, makes this mode locking technique very interesting for new applications. Nonetheless, assuming that the mechanism behind pulse generation is kerr-lens mode locking, many issues arise such as the long term stability of the process, the hard electric pumping required in order to excite Kerr-lens effect and finally design issues related to the structural parameters of the laser-resonator.

More recently the same effect has been demonstrated in a conventional InAs/InGaAs QD based device and mode locking was achieved through the well documented mechanism of passive mode locking. The device employed had a length of 4 mm , five QD layers and ridge width of $6 \mu \mathrm{~m}$ (the same device mentioned in the previous section), whereas the reverse voltage used was significantly reduced in order to allow dual state mode locking. The identification of this operating regime has been performed through simultaneous measurements of the electrical and optical spectrum of the laser. In detail, dual state mode locking can be identified through the existence of two discrete RF peaks that correspond to phase-locked lasing modes from different emission bands. The different central wavelength of the two sub-bands impose a slightly different refractive index that allow pulses from each band to be guided with a different effective cavity length. In the case that simultaneous GS/ES mode locking is achieved, the spectral difference is $\approx 80 \mathrm{~nm}$ which results to a repetition rate variation in the order of 500 MHz . On the other hand, in the case of dual GS mode locking the optical spectral separation was significantly smaller ( $2-14 \mathrm{~nm}$ ) and consequently the refractive index variation was less strong, resulting in a repetition rate variation in


Fig. 3.8 RF spectra (left column) and corresponding optical spectra (right column)
the order of 30 MHz . In Fig. 3.8 both the optical and RF spectrum are presented for a typical case. Two peaks can be clearly distinguished having a frequency spacing of 30 MHz . The two peaks have an amplitude difference which can be attributed to the different optical power of the two sub-bands (Fig. 3.8).

Although RF and optical measurements can provide strong evidence on the existence of two independent pulses, in order to further confirm this regime autocorrelation traces have been also acquired. In the case that two pulse-trains with different repetition rates are injected to the auto correlator, the output signal is the result of the overlap of both pulses. This complex autocorrelation results to a single trace with increased pulse width compared to the case where each train was fed to the auto correlator independently. Based on this fact two autocorrelation traces have been acquired: the first corresponds to the original output of the laser (Fig. 3.1a), while in the second case an optical band-pass filter was employed in order to filter one sub-band. If only one train of pulses was generated, the optical filtering would not affect the pulse width. On the contrary in our case a pulse width decrease was observed that imply the existence of two independent pulse-trains (Fig. 3.9).

## Device's Structural Parameters that Enable GSS

Taking into consideration the possible applications that originate from GSS a critical issue arises. Which structural parameters allow the existence of GSS? In the previous paragraphs it was pointed out that GSS is closely related to gain saturation effects, while it vanishes in the presence of ES lasing, due to the GS gain suppression imposed by the stimulated emission of free carriers from the ES energy band. In order to confirm the relationship between GSS and saturation


Fig. 3.9 a RF spectrum and corresponding autocorrelation traces $\mathbf{b}$ without and $\mathbf{c}$ with optical filtering
effects, a characterization of QD based laser cavities having different structural parameters has been performed. In detail the devices tested varied in terms of cavity length ( $2-4-8 \mathrm{~mm}$ ), number of QD layers (5-10-15) and width of the waveguide ridge ( $4-6 \mu \mathrm{~m}$ ).

Experimental investigation of the optical spectrum revealed that GSS was evident only for devices having five QD layers, length greater than 4 mm , while the cavity width did not affect significantly the spectral splitting effect. The length dependence of GSS can be attributed to the fact that small cavities enable the fast feeling of the GS with free carriers and consequently early ES lasing [24]. In this context, device with length smaller than 2 mm exhibited ES lasing under relative weak pumping conditions resulting to suppressed GS gain and consequently absence of GSS. On the other hand, 4 and 8 mm devices did not allow early ES lasing, thus stronger electrical pumping was employed that allowed strong gain saturation effects.

In terms of QD layers, the relationship between gain saturation and number of layers is not straightforward. In general, more QD layers were proposed in order to increase differential gain, reduce the inhomogeneous broadening of the optical spectrum and improve the optical efficiency of the laser [25, 26]. Nonetheless variation of the number of QD layers can alter the geometry of the device and consequently change the wave guiding properties of the laser. In order to identify the impact of QD layers to the gain dynamics, two types of simulations have been performed. The first consists of wave guiding simulation and in particular 2D beam propagation using commercial available software (R-Soft) in order to extract the confinement factor $(\Gamma)$ for each structure. The second utilized the steady-state solutions of multi-population rate equations [27] in order to fit experimental obtained ASE spectra. Through this technique basic parameters like waveguidemirror losses and material gain could be extracted. In Fig. 3.10 the confinement factor and material gain are presented versus the number of QD layers.

By differentiating material gain near threshold the differential gain could be extracted. As pointed out in Fig. 3.10 neither the confinement factor nor the


Fig. 3.10 a Material gain for different number of QD layers. b Confinement factor and differential gain versus the number of QD layers
differential gain exhibit monotonical relationship with the number of QD layers. This fact can be attributed to the geometry of the devices and in particular QD increment beyond 10 layers does not enhance confinement factor, due to the strong interaction of the optical field with the waveguide-air interface. In the case of 15 QD layers the optical field is guided close to the air-waveguide interface and consequently the confinement factor is mostly affected by this index variation (GaAs-air) than by the actual number of QD layers. The saturation energy for each structure, which is defined as Eq. 3.1

$$
\begin{gather*}
E_{\mathrm{sat}}=\frac{h v A_{\mathrm{eff}}}{\mathrm{~d} G / \mathrm{d} N}  \tag{3.1}\\
E_{\mathrm{sat}}=\frac{h v \times w \times d}{\Gamma \times(\mathrm{d} G / \mathrm{d} N)} \tag{3.2}
\end{gather*}
$$

or by substituting $A_{\text {eff }}$ we can derive Eq. 3.2 where $h$ is plank's constant, $v$ is the optical frequency, $w$ is the waveguide width, $d$ is the device's height (which increases with QD layers), $\Gamma$ is the confinement factor, and $\mathrm{d} G / \mathrm{d} N$ is the differential gain. By comparing the saturation energy between the different structures it can be concluded that the increase of device's height greatly enhances saturation energy, while the impact of differential gain and confinement factor is not so significant. Consequently smaller devices can be saturated more easily and thus GSS effects are also greatly enhanced.

## Conclusion

In the context of this chapter the splitting effects in the GS and the potential application that can emerge from this effect are presented. In detail, in the first part the origin of the effect is discussed in detail and further experimental evidence are demonstrated in order to confirm the effect. In the second part the splitting effect is
exploited for two applications. Pulse width narrowing in the presence of GSS in a passively mode locked InAs/InGaAs QD laser is presented, whereas dual GS state mode locking is also demonstrated and experimentally verified. Finally in the last part through characterization of several devices having different structural parameters like number of QD layers and length, some basic design rules have been extracted that enable/enhance GSS effects.
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#### Abstract

We perform characterization of the pulse shape and noise properties of quantum dot passively mode-locked lasers (PMLLs). We propose a novel method to determine the RF linewidth and timing jitter, applicable to high repetition rate PMLLs, through the dependence of modal linewidth on the mode number. Complex electric field measurements show asymmetric pulses with parabolic phase close to threshold, with the appearance of waveform instabilities at higher currents. We demonstrate that the waveform instabilities can be overcome through optical injection-locking to the continues wave (CW) master laser, leading to time-bandwidth product (TBP) improvement, spectral narrowing, and spectral tunability. We discuss the benefits of single- and dual-tone master sources and demonstrate that dual-tone optical injection can additionally improve the noise properties of the slave laser with RF linewidth reduction below instrument limits ( 1 kHz ) and integrated timing jitter values below 300 fs . Dual-tone injection allowed slave laser repetition rate control over a 25 MHz range with reduction of all modal optical linewidths to the master source linewidth, demonstrating phase-locking of all slave modes and coherence improvement.
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## Introduction

Synchronization of the relative phases of the longitudinal modes of a laser is called "mode-locking", and typically results in the formation of short high intensity pulses. The general principle of mode-locked operation is to induce all longitudinal modes of the laser cavity to oscillate with a fixed phase relation between them. There are a number of techniques commonly employed to fix mode phase relationships, including, but not limited to, active [1], passive [2, 3], hybrid [4, 5], colliding pulse [6-9], and harmonic mode-locking [10]. In this chapter we focus on the characteristics of passively mode-locked lasers (PMLLs) based on quantum dots (QDs) and their manipulation via external optical injection.

Monolithic PMLLs were divided into two or more electrically isolated sections, with saturable absorption providing the mode-locking mechanism. The forwardbiased sections provided sufficient gain to overcome cavity, scattering, and absorption losses, while the absorber sections were usually reverse biased to provide faster photocarrier sweepout and thus absorption recovery. A photograph of a two-section PMLL used in these experiments is shown in Fig. 4.1.

The dynamics of the saturable gain and loss functions, and pulse intensity (see "Numerical simulations"), calculated for a two-section QD device is shown in Fig. 4.2. Between two consequent pulses losses are greater than gain (see Fig. 4.2a) so the absorber remains opaque and hence no signal is produced. This is the so-called "slow stage". When the pulse arrives the low intensity light (leading edge of the pulse) is absorbed and thus it saturates the absorber which then transmits high intensity light. This part of the laser output is called the "fast stage".

Since the absorber recovers much faster than the gain [11, 12] the emitted pulse have a faster leading edge and a slower trailing edge (see Fig. 4.2b). The result may be further improved by reducing absorber recovery time with the reverse bias [13], which results in a generally shorter pulsewidth at higher voltages applied to the absorber section.

## Devices Description and Fabrication

The PMLLs used in this work were two-section monolithic InAs/GaAs devices. The active region consisted of 15 layers of InAs QDs grown by molecular beam epitaxy (Stranski-Krastanov growth) on GaAs substrate at Innolume GmbH. Dot layers were separated by 33 nm of GaAs and optical confinement in the growth direction was provided by $\mathrm{Al}_{0.35} \mathrm{Ga}_{0.65} \mathrm{As}$ cladding layers. The detailed layer structure of the wafer is shown in Table 4.1.

Four-step photolithography together with etching were used to create the ridge etches of $1.7 \mu \mathrm{~m}$ depth and $3 \mu \mathrm{~m}$ width. Individual sections were separated by etching a $20-50 \mu \mathrm{~m}$ wide trench into the doped region, providing $>1 \mathrm{k} \Omega$ electrical isolation between sections. At the last step the metal contacts were evaporated on the top layer of the matrix. A scanning electron microscope image of the

Fig. 4.1 Mounted PMLL with wire bonded gain and absorber sections. A common ground connection is provided through the substrate


(b)


Fig. 4.2 a Saturable gain (red solid line) and loss (green dashed line). b Calculated pulses
ridge profile with dimensions is shown in Fig. 4.3. Further details of the fabrication process and equipment used can be found in [14].

After fabrication, the devices were cleaved with no coatings applied to the facets and mounted on a temperature controlled stage at $19.5^{\circ} \mathrm{C}$. We used devices with a variety of absorber sections as shown in Table 4.2. The absorber section percentage length is shown relative to the total device length (in mm ). Typically, the lasers emitted pulses of a few picoseconds duration at $1.3 \mu \mathrm{~m}$ with a repetition rate around 10 GHz .

## Noise Properties of PMLLs

In this section we present experimental study of QD-PMLL noise properties. Low timing jitter of the pulse source is essential requirements for optical time-division multiplexing and optical sampling, while narrow optical linewidth and highly coherent frequency comb are required for coherent communications [15, 16] and frequency metrology [17].

Table 4.1 Material layer structure

| Layer | Material | Repeat | Thickness | Type | Dopant |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 12 | GaAs |  | 200 | P | C |
| 11 | $\mathrm{Al}_{0.35} \mathrm{Ga}_{0.65} \mathrm{As}$ |  | 15 | P | C |
| 10 | $\mathrm{Al}_{0.35} \mathrm{Ga}_{0.65} \mathrm{As}$ |  | 1,000 | P | C |
| 9 | $\mathrm{Al}_{0.35} \mathrm{Ga}_{0.65} \mathrm{As}$ |  | 500 | P | C |
| 8 | GaAs | 45 | 33 | U/D | U/D |
| 7 | $\mathrm{In}_{0.15} \mathrm{Ga}_{0.85} \mathrm{As}$ | 15 | 5 | U/D | None |
| 6 | InAs | 15 | 0.8 | U/D | None |
| 5 | GaAs |  | 33 | U/D | None |
| 4 | $\mathrm{Al}_{0.35} \mathrm{Ga}_{0.65} \mathrm{As}$ |  | 500 | N | Si |
| 3 | $\mathrm{Al}_{0.35} \mathrm{Ga}_{0.65} \mathrm{As}$ |  | 1,000 | N | Si |
| 2 | $\mathrm{Al}_{0.35} \mathrm{Ga}_{0.65} \mathrm{As}$ |  | 15 | N | Si |
| 1 | GaAs |  | 300 | N | C |
| 0 | GaAs substrate |  |  |  |  |



Fig. 4.3 Electron microscope image of the laser waveguide viewed from facet. The indicated waveguide width is $5.172 \mu \mathrm{~m}$, depth is $1.690 \mu \mathrm{~m}$.

Table 4.2 Characteristics of QD-PMLLs used in the experiments

| Device | Length $(\mathrm{mm})$ | Absorber $(\%)$ | $F_{\text {rep }}(\mathrm{GHz})$ | Doping |
| :--- | :--- | :--- | :--- | :--- |
| $P_{1}$ | 4.3 | 10 | 9.4 | p-doped |
| $P_{2}$ | 4.3 | 12 | 9.4 | p-doped |
| $P_{3}$ | 4.3 | 17 | 9.4 | p-doped |
| $P_{4}$ | 4.3 | 23 | 9.4 | p-doped |

## RF Linewidth of PMLLs

The stochastic dynamics of noisy MLLs can be described by a set of Langevin equations [18] capturing the evolution of the power, frequency, timing jitter and optical phase of the laser. The RF linewidth is mainly determined by amplitude
noise and pulse-to-pulse timing fluctuations [19]. Taking into account only these factors the optical field of a PMLL can be written as:

$$
\begin{equation*}
A(t, T)=\sum_{m=-\infty}^{\infty}\left(a\left(T, t-m T_{\mathrm{r}}-\Delta t(m)\right)+\Delta a(T)\right) \times e^{-i \omega_{0}\left(t-m T_{\mathrm{r}}\right)-i \phi} \tag{4.1}
\end{equation*}
$$

where $t$ and $T$ are the fast and slow time variables, respectively, $a$ is the optical pulse envelope, $\omega_{0}\left(t-m T_{\mathrm{r}}\right)+\phi$ is the optical phase of the $m$ th pulse, $T_{r}$ is the device repetition rate, and $\omega_{0}$ is the center frequency. The functions $\Delta a(T)$ and $\Delta t(m)$ are random variables that describe amplitude noise and pulse-to-pulse timing fluctuations of the pulse train.

If the amplitude noise is negligible when compared with the timing jitter, the optical field of a PMLL is [20]:

$$
\begin{equation*}
A(t)=\sum_{m=-\infty}^{\infty} a\left(t-m T_{\mathrm{r}}-\Delta t(m)\right) \times e^{-i \omega_{0}\left(t-m T_{\mathrm{r}}\right)-i \phi} \tag{4.2}
\end{equation*}
$$

and the power spectrum of photocurrent signal is:

$$
\begin{equation*}
S_{\mathrm{RF}}(\omega) \sim \sum_{m=-\infty}^{\infty} \frac{2 \Delta \omega_{\mathrm{RF}, m}}{\left(\omega-m \omega_{\mathrm{r}}\right)^{2}+\Delta \omega_{\mathrm{RF}, m}^{2}} \tag{4.3}
\end{equation*}
$$

Equation 4.3 shows the power spectrum of a PMLL with the above assumptions consists of a set of Lorentzian lines centered at $m \omega_{\mathrm{r}}=2 m \pi / T_{\mathrm{r}}$ with the RF linewidth of the $m$ th harmonic proportional to the square of the harmonic number $\left(\Delta \omega_{\mathrm{RF}, m} \sim m^{2}\right)$.

For RF spectral measurements light from the laser was coupled to an amplified high frequency photodetector, XPDV 2320R $u^{2} t$ photonics. The first five harmonics of the 10 GHz PMLL were measured using a 50 GHz Agilent 8565 EC electronic spectrum analyzer (ESA).

The lineshapes approximated well with a Lorentzian fit for the first four harmonics. Figure. 4.4a shows an example of the first harmonic measurement (red) together with the Lorentzian fit (black) for laser $P_{3}$. For a Lorentzian lineshape, the integrated and pulse-to-pulse timing jitter can be determined from the RF linewidth of the first harmonic $\Delta \nu_{\mathrm{RF}, 1}$ (in Hz ) and pulse train period $T_{\mathrm{r}}$ via [21]:

$$
\begin{equation*}
\sigma^{i}\left(f_{1}, f_{2}\right)=\frac{T_{\mathrm{r}} \sqrt{\Delta v_{\mathrm{RF}, 1}}}{2 \pi^{3 / 2}} \sqrt{\frac{1}{f_{1}}-\frac{1}{f_{2}}} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma^{p p}(N)=\frac{T_{\mathrm{r}}}{\pi} \sqrt{\frac{\Delta v_{\mathrm{RF}, 1} N T_{\mathrm{r}}}{2 \pi}} \tag{4.5}
\end{equation*}
$$



Fig. 4.4 a Measured RF signal of the first harmonic (red, narrow line) and Lorentzian fit (black, bold lined). b RF linewidth of the first four harmonics measured via Lorentzian fitting versus harmonic number and parabolic fit for 120 mA (black circles, solid line) and 160 mA (red triangles, dotted line). Laser $P_{3}$, bias: -1.0 V .

For the first four harmonics, the measured -3 dB linewidth increased quadratically with harmonic number, as shown in Fig. 4.4b. As the quadratic increase of the RF linewidth with the harmonic number is valid only for the case of low amplitude noise, the results obtained demonstrate that the RF spectrum is dominated by the timing jitter contribution and amplitude noise can be neglected [19].

## Modal Optical Linewidth of PMLL

From [20], a set of Lorentzian lines with frequencies $\omega_{n}$ and linewidths $\Delta \omega_{n}$ compose the optical spectrum of a PMLL:

$$
\begin{equation*}
S(\omega)=\frac{\left|\hat{a}\left(\omega-\omega_{0}\right)\right|^{2}}{T_{\mathrm{r}}^{2}} \sum_{n=-\infty}^{\infty} \frac{2 \Delta \omega_{n}}{\left(\omega_{0}-\omega_{n}\right)^{2}+\Delta \omega_{n}^{2}}, \tag{4.6}
\end{equation*}
$$

where $\hat{a}$ is the Fourier transform of the steady-state pulse

$$
\begin{equation*}
\hat{a}(\omega)=\int_{-\infty}^{+\infty} a(t) e^{i \omega t} d t \tag{4.7}
\end{equation*}
$$

The power spectrum of the intensity, $S_{\mathrm{RF}}$, is also a set of Lorentzians with the linewidths $\Delta \omega_{\mathrm{RF}, m}$. From (4.3) and (4.6) the optical and RF linewidths of the first harmonic ( $\Delta \omega_{n}$ and $\Delta \omega_{\mathrm{RF}, 1}$, respectively) are related as:

$$
\begin{equation*}
\Delta \omega_{n}=\Delta \omega_{0}+\Delta \omega_{\mathrm{RF}, 1}\left(n-n_{0}\right)^{2} \tag{4.8}
\end{equation*}
$$



Fig. 4.5 Experimental setup for modal optical linewidth measurements
where $n$ is the mode number and $n_{0}$ is the mode number corresponding to the minimum linewidth $\Delta \omega_{0}$. Thus, knowing the modal optical linewidths, a parabolic fit would give values for the RF first harmonic linewidth, $\Delta \omega_{\mathrm{RF}, 1}$.

We measured the modal optical linewidths using a heterodyne technique. The beating of each longitudinal mode with a narrow linewidth tunable laser source (TLS) was recorded with a high speed photodetector connected to an amplifier and an ESA, as shown in Fig. 4.5. The -3 dB linewidths were extracted from the Lorentzian fits. The TLS linewidth of $\sim 200 \mathrm{kHz}$ was negligible compared with that of the PMLL.

Sets of individual modal linewidths were collected over a range of gain currents and bias voltages. The modal optical linewidth of the devices varied from 10 to 100 s of MHz , exhibited Lorentzian lineshapes, and demonstrated a strong parabolic dependence on the mode number [22, 23]. Figure 4.6 shows measured beating signal (red) and corresponding Lorenzian fit (black, bold line).

Figure 4.7 shows measured optical linewidths (filled circles) versus mode number at a variety of bias currents. For convenience we have set $n_{0}=0$ in these plots. The red lines show root-mean-square parabolic fit, while the black dashed lines show the theoretical fit with fixed value of $\Delta \omega_{\mathrm{RF}, 1}$, measured directly from ESA (from Lorentzian fit).

The comparison between the directly measured RF linewidth and the fitted $\Delta \omega_{\mathrm{RF}, 1}$ is made in Fig. 4.8. Within the accuracy of the experiment, measured and calculated RF linewidth values largely agree, confirming that modal optical linewidth measurement can give a measure of the $\Delta \omega_{\mathrm{RF}, 1}$ via Eq. 4.8. This technique can be very advantageous when measuring the RF linewidth and timing jitter of short PMLLs with high repetition rates, where the RF peak of the first harmonic can not be measured directly. It has none of the limitations of von der Linde's method imposed by the requirement of large bandwidth equipment nor the experimental awkwardness and large power of the crosscorrelation method.


Fig. 4.6 Heterodyne beating signal measured by ESA (red) and the corresponding Lorenzian fit (black, bold line). Laser $P_{3}$; gain: 150 mA ; absorber bias: -1.0 V .


Fig. 4.7 Optical linewidth as a function of mode number (filled circles), a root-mean-square parabolic fit (solid red lines) and the theoretical fit from Eq. 4.8 (dashed black lines) at 120 mA (a), 140 mA (b) and $160 \mathrm{~mA}(\mathbf{c})$. Laser $P_{3}$; absorber bias: -2.0 V .


Fig. 4.8 RF linewidth as a function of bias current. Black squares: extracted from parabolic fit to modal linewidths. Red circles: directly measured by ESA. Laser $P_{3}$; absorber bias: -2.0 V .


Fig. 4.9 Pulse shapes (solid lines) and phases (dotted lines) recovered from three different FRMZG measurements, identical conditions

## Direct Electric Field Measurements

To completely characterize a periodic pulse train, one may give a set of modal intensities and phases. One nonlinear method to measure this is frequency-resolved optical gating (FROG) [24]. In this work a frequency resolved Mach-Zehnder gating (FRMZG) was used for complete pulse characterization. FRMZG is a linear spectrographic technique which allows recovery of low power pulses [25]. This technique, developed by Southern Photonics, is similar to frequency-resolved electro-absorbance gating, which has been shown to be an accurate method of pulse recovery [26], but in FRMZG the electro-absorbtion modulator is replaced with a Mach-Zehnder modulator.

For FRMZG measurements the light from one of the laser facets was passed through a Mach-Zehnder modulator, which was used as a gate, and then sent to a spectrometer (scanning Fabry-Pérot interferometer). As the lasers were passively mode-locked the trigger for the gate was derived from the laser output. The gate position was shifted along the pulse via a phase shifter and different parts of pulses were spectrally resolved as a function of the sampling time shift giving the spectrogram.

Direct electric field measurements for PMLL $P_{2}$ shown in Fig. 4.9 demonstrated asymmetrical pulse shape with faster leading edge and slower trailing edge (solid lines). The time dependence of the pulse phases (dotted lines) was close to a parabola, which indicated almost linear chirp of the pulses. From threshold $\left(I_{\mathrm{th}}=\right.$ $85 \mathrm{~mA})$ up to $1.4 I_{\mathrm{th}}(120 \mathrm{~mA})$ the FRMZG reconstruction algorithm converged and the recovered pulse shape and phase were confirmed by comparison with the optical spectrum analyzer and autocorrelation measurements. However, for the currents above $1.4 I_{\text {th }}$ the FRMZG algorithm failed to recover physical pulse shapes. This is in accordance with previous work using a high-sensitivity FROG
[27] and was interpreted as an outcome of waveform instabilities. A detailed discussion of this will be given in "Numerical simulations".

Thus, we can see that over large operation ranges at higher currents the performance of QD-PMLL is not optimal suffering waveform instabilities, highly chirped pulses, significant phase noise and large timing jitter. Therefore, other methods should be used to improve PMLL performance characteristics.

One common method is the electrical modulation of the laser absorber, 'hybrid' mode-locking. For InAs/GaAs QD mode-locked lasers, hybrid modulation [5] allows repetition rate control within a 30 MHz range [28] with integrated timing jitter values of hundreds of femtoseconds to a picosecond [29]. Another technique to improve laser noise performance can be optical feedback, when the light from the laser is reflected by a mirror and coupled back to the laser's cavity [30, 31]. At appropriate optical feedback level RF linewidth reduction below 1 kHz and timing jitter reduction to 1 ps (integration range from 10 kHz to 1 GHz ) were achieved for PMLLs based on InAs/GaAs QDs [32, 33]. However, optical feedback does not allow control of the laser optical properties and can lead to instabilities [34], linewidth broadening [35], coherence collapse, and chaos. We use external con-tinuous-wave (CW) optical injection to improve PMLL characteristics. An overview of the advantages and achievements of this technique is given in the next section.

## Improvement of QD-MLLs Characteristics Applying Optical Injection

In optical injection, light from a master laser is coupled unidirectionally into the cavity of a slave laser. When the frequency of injected light is close to the frequency of one of the slave's longitudinal modes, the slave laser can lock to the master frequency. We call the slave 'phase-locked' to the master when the phase of injected slave mode is fixed in relation to the master source phase.

CW optical injection has been shown to be an effective method for noise reduction in semiconductor MLLs. Modal optical linewidth reduction below 20 kHz [36] due to phase locking of all slave modes to the master laser has been demonstrated in actively mode-locked MQW devices [37, 38]. Timing jitter reduction to 0.85 ps (integrated from 10 kHz to 50 MHz ) and 20 dB phase noise suppression has been achieved in gain-switched DFB laser [39] and harmonically MLL [40], respectively. Optical spectrum narrowing with enhancement of injected mode and suppressed side modes under CW optical injection has been demonstrated in bulk semiconductor MLL [41].

QD CW lasers have shown very stable optical injection locking characteristics, with no instabilities observed at zero detuning frequency over a wide range of master powers [42]. Exited state pulse injection into QD-PMLL oscillating on the ground-state transition demonstrated phase and amplitude noise reduction of the slave laser [43]. These observations suggest that QD-PMLLs characteristics could


Fig. 4.10 Experimental setup for CW optical injection
be further improved and controlled through optical injection locking, for example, for applications such as remote coherent receivers [44].

## Injection-Locking to a Single-Tone CW Master Source

In this section we consider QD-PMLLs under CW optical injection. The effect of optical injection on the slave laser optical spectrum, pulsewidth, noise performance, and modal optical linewidth is described. We demonstrate optical spectrum narrowing and tuning over a 10 nm range, time-bandwidth product (TBP) reduction down to the Fourier limit, and pulse train stabilization under optical injection. The numerical simulations reproduced observed phenomena, showing waveform instability suppression under CW optical injection.

## Experimental Setup

For single-tone injection, light from a CW master laser (Agilent 81672 B) was coupled to the slave QD-MLL through a polarization maintaining (PM) fiber circulator, as shown in Fig. 4.10. Port 2 of the circulator was coupled to the gain section of the slave QD-MLL via a PM lensed fiber and port 3 used for diagnostics. Temperature control to 10 mK was achieved by the exclusion of air currents in addition to the actively controlled submount temperature.

## Optical Spectrum of Injection-Locked QD-MLL

When the slave was injected within the locking range of one of its resonator modes, its repetition rate, optical spectrum, power, timing jitter, and phase noise were affected. Generally, the optical power was reduced with injection-locking and the repetition rate was shifted by $10-100 \mathrm{~s}$ of MHz to higher frequencies.

Figure 4.11a shows the optical spectra of free-running (black) and injectionlocked laser $P_{3}$ (colors) for a number of master wavelengths (shown with arrows). Injection-locking resulted in significant optical spectrum narrowing, with a 3 dB
bandwidth 10-20 times smaller compared to the free-running case, and tunability of the slave's optical spectrum via the master wavelength over a 10 nm range. The slave's output shape was remarkably consistent at different injection wavelengths, with very little laser power at wavelengths below the injection wavelength and the peak output shifted by $0.5-1.5 \mathrm{~nm}$ to longer wavelengths. Numerical simulations performed in "Numerical simulations" have shown that this red shift may be attributed to the difference in $\alpha$-factors of the gain and absorber sections.

The strength of the injected power had a critical influence on the slave laser behavior. At excessive injection power ( $>80 \mu \mathrm{~W}$ ) only one mode at the injection wavelength was amplified and the laser operated in a single mode CW regime [45], with too little master power $(<1 \mu \mathrm{~W})$ injection had no significant effect on the device. The locking range increased with the injection power achieving several GHz range; similarly to that observed for multimode [42] and DFB [46] QD lasers. However, an increase of injection strength resulted in a larger power drop, optical spectrum narrowing and hence pulse broadening. Figure. 4.12 shows optical spectra (a), autocorrelation traces (b) and recovered pulse profiles (c) for a number of injection powers.

At low injection powers, the autocorrelation pulsewidths of injection-locked lasers (see Fig. 4.11b, red dash-dotted line) were approximately the same as for free- running (black solid line), while the optical spectrum width was considerably reduced (see Fig. 4.11a, red). This resulted in TBP reduction; from values between 6 to 10 when free-running (black circles) down to 0.4 with injection (red triangles), as shown in Fig. 4.13. TBP was calculated as a product of the 3 dB optical bandwidth and the pulsewidth measured from autocorrelation trace, assuming a Gaussian pulse shape. FRMZG measurements (see Fig. 4.15, red) showed TBP reduction so that the pulses were nearly Fourier-transform limited even for small injection powers. The appropriate master power injected into the device was about from 2 to $5 \%$ of the slave power of $\sim 1 \mathrm{~mW}$.

Remarkably, with injection-locking, the FRMZG recovery always converged for the range of biases examined (up to 200 mA ). The retrieved pulses shown in Fig. 4.14 demonstrated an asymmetrical pulse shape with faster leading edge and slower trailing edge at smaller gain currents and pulse doubling at higher currents.

The recovered pulse shapes were verified by comparison with direct optical spectrum and autocorrelation measurements. Figure 4.15 shows a comparison between the directly measured optical spectrum (a, black solid line) and autocorrelation ( $b$, black solid line), and recovered from FRMZG spectrogram ( $a$, $b$, red circles).

## Numerical Simulations

To describe the injection-locking phenomena we used the model proposed in [28, 47] for a PML ring cavity laser with Lorentzian spectral filtering profile and unidirectional operation. The model equations extend the classical model of Haus [48] to MLLs with large gain and losses per cavity round trip, i.e., the situation


Fig. 4.11 a Optical spectra of the free-running laser $P_{3}$ (black) and injection-locked (colors) for different master wavelengths (shown with arrows). b Autocorrelation traces of the slave laser when free-running (black, solid line) and injection-locked (red, dash-dotted line) for one of the master wavelengths. Gain: 180 mA , absorber bias: -2.0 V .


Fig. 4.12 a Optical spectra of injection-locked laser $P_{4}$ for injection powers of $23 \mu \mathrm{~W}$ (cyan), $54 \mu \mathrm{~W}$ (red), and $80 \mu \mathrm{~W}$ (blue). b Corresponding autocorrelation traces of the slave laser when free-running (black, bold line) and injection-locked (colors). Gain: 132 mA , absorber bias: -2.0 V . c Recovered pulses and phases for $6.4 \mu \mathrm{~W}$ (green solid line), $30 \mu \mathrm{~W}$ (blue dash-dotted line), and $43 \mu \mathrm{~W}$ (black dashed line) injection powers. Laser $P_{2}$; gain current: 104 mA ; absorber bias: -6 V .
typical for semiconductor lasers. The model expressed in dimensionless terms reads

$$
\begin{gather*}
\gamma^{-1} \dot{A}+A=\sqrt{\kappa} e^{\left(1-i \alpha_{g}\right) G(t-T) / 2-\left(1-i \alpha_{q}\right) Q(t-T) / 2} A(t-T),  \tag{4.9}\\
\dot{\rho}_{g}=-\gamma_{g} \rho_{g}+F_{g}\left(\rho_{g}, N_{g}\right)-e^{-Q}\left(e^{G}-1\right)|A|^{2},  \tag{4.10}\\
\dot{N}_{g}=N_{g 0}-\Gamma_{g} N_{g}-2 F_{g}\left(\rho_{g}, N_{g}\right), \tag{4.11}
\end{gather*}
$$



Fig. 4.13 TBP of laser $P_{3}$ when free-running (black) and with single-tone (red) injection. Absorber bias: -2 V .


Fig. 4.14 a Recovered pulse intensity profiles for the injection-locked laser $P_{2}$ at 100 mA (black, solid line), 110 mA (red, dashed line), 120 mA (blue, dot-dashed line), 130 mA (magenta, dotted line). b Recovered pulse profiles at 150 mA (black, solid line), 160 mA (red, dashed line), 170 mA (blue, dot-dashed line). Absorber bias: -2.0 V .

$$
\begin{gather*}
\dot{\rho}_{q}=-\gamma_{q} \rho_{q}+F_{q}\left(\rho_{q}, N_{q}\right)-s\left(1-e^{-Q}\right)|A|^{2}  \tag{4.12}\\
\dot{N}_{q}=N_{q 0}-\Gamma_{q} N_{q}-2 F_{q}\left(\rho_{q}, N_{q}\right) \tag{4.13}
\end{gather*}
$$

with

$$
\begin{equation*}
G(t)=2 L_{g} g_{g}\left(2 \rho_{g}-1\right), \quad Q(t)=2 L_{q} g_{q}\left(2 \rho_{g}^{g}-1\right) \tag{4.14}
\end{equation*}
$$

where $A$ is an electric field envelope, $\rho_{g, q}$ and $N_{g, q}$ occupation probability in a dot and carrier density in the wetting layer in gain (absorber) section; $T$ is the cold cavity round trip time; parameter $\gamma$ represents the gain/losses bandwidth, $\kappa$ is the attenuation factor describing linear non-resonant intensity losses per cavity


Fig. 4.15 a Directly measured optical spectrum of injection-locked laser (black, solid line) and recovered from FRMZG spectrogram (red, circles). b Autocorrelation trace for injection-locked laser output (black, solid line) and calculated autocorrelation from recovered pulse (red, circles). Laser $P_{2}$; current: 118 mA ; bias: -6.0 V .

(b)


Fig. 4.16 a Three pulses from the stable pulse train. b Optical spectrum of the stable pulse train. $N_{g_{0}}=0.06$
round trip. The parameters $g_{g, q}, \Gamma_{g, q}$ and $\gamma_{g, q}$ are the differential gains, the carrier relaxation rates in the wetting layers, and the carrier relaxation rates in the dots, respectively. The dimensionless parameters $N_{g 0}$ and $N_{q 0}$ describe the pumping processes in the amplifier and the absorber sections; $s$ is the ratio of the saturation intensities in gain and absorber media. Finally, $\alpha_{g}$ and $\alpha_{q}$ are linewidth enhancement factors in gain and absorber sections and $L_{g}$ and $L_{q}$ correspond to the lengths of gain and absorber section.
(a)





Fig. 4.17 a Example of unstable pulse train. b Three non-consecutive pulses forms from unstable pulse train. c Fourier transforms of three pulses shown in (b). d Optical spectrum of the unstable pulse train. $N_{g_{0}}=0.1$


Fig. 4.18 a Pulses are stabilized with injection. b Optical spectrum of the injected laser. $N_{g_{0}}=0.1, \omega=-0.203, \eta=0.005$.

The functions $F_{g, q}\left(\rho_{g, q}, N_{g, q}\right)$ describe the carrier exchange rate between the wetting layers and the dots. In the most general form, the carrier exchange can be written as

$$
\begin{equation*}
F_{g, q}\left(\rho_{g, q}, N_{g, q}\right)=R_{g, q}^{\mathrm{cap}}\left(1-\rho_{g, q}\right)-R_{g, q}^{\mathrm{esc}} \rho_{g, q}, \tag{4.15}
\end{equation*}
$$

where $\left(1-\rho_{g, q}\right)$ is the Pauli blocking factor, $R_{g, q}^{\text {cap }}=B_{g, q} N_{g, q}$ describes the carrier capture from the wetting layer to the dots with the rate $B_{g, q} \times R_{g, q}^{\text {esc }}$ is a temperaturedependent coefficient defining carrier escape from the dots to the wetting layer.

We numerically integrated equations for a laser with $L_{g}=0.88, L_{q}=0.12$, $\alpha_{g}=2, \alpha_{q}=1, \gamma=20, \kappa=0.5, B_{g}=5, B_{q}=5, R_{g}^{\mathrm{esg}}=0.4, R_{q}^{\mathrm{esq}}=1, g_{g}=6$, $g_{q}=10, N_{q_{0}}=2, s=25, \gamma_{g}=0.01, \quad \gamma_{q}=0.01, \Gamma_{g}=0.01, \Gamma_{q}=1, \quad T=10$. This corresponds to a mode-locked laser with a 10 GHz repetition rate with 17 nm gain bandwidth, an absorber recovery time of 13 ps and a gain recovery time of 100 ps as extracted from pump-probe spectroscopy measurements [49, 50]. For these parameters the mode-locking threshold occurs at $N_{g_{0, t h}}=0.022$ and a periodic pulse train is emitted, as shown in Fig. 4.16a which repeat Lorentzian optical spectrum calculated over the long pulse train (see Fig. 4.16b).

These pulses remain stable for $N_{g_{0}}<0.1$ and become unstable for higher values of $N_{g_{0}}$. In such a case a waveform instability appears hence causing the optical spectrum broadening. Figure 4.17a demonstrates an example of an unstable pulse train. Figure 4.17 b and c shows three non-consecutive pulses (black, red, blue) and their corresponding Fourier transforms, demonstrating the changing pulse shapes. Figure 4.17 d shows the optical spectrum of the long pulse train.

To model optical injection we added a term $\eta e^{i \omega t}$ into Eq. 4.9, where $\eta$ is the injection amplitude and $\omega$ is the detuning from the central frequency. With appropriate choice of $\eta$ and $\omega$ we observed that injection suppressed the waveform instabilities which resulted in pulse stabilization (see Fig. 4.18a) and spectral narrowing (see Fig. 4.18b).

The injected slave spectrum is shifted to the red side of the master wavelength as seen in Figs. 4.11a (from experiment) and 4.18b (numerical simulations). We found that this effect can be observed when using parameters $\alpha_{g}>\alpha_{q}$. Indeed, this condition and inequality $G-Q>\ln (\kappa)$ (which holds during the pulse) result in $\alpha_{g} G-\alpha_{q} Q>0$, which causes the red frequency shift $-\Delta \omega=\alpha_{g} G-\alpha_{q} Q$, from the imaginary part of exponent in (4.9).

## Modal Optical Linewidth

In previous sections we have shown the positive effect of CW optical injection, however, single-tone injection does not allow control of the device repetition rate, and can lead to frequency pulling, timing jitter increase and amplitude modulation. Figure 4.19 shows first harmonic signals of free-running (black solid line) and injection-locked (red dash-dotted line) QD-PMLLs, demonstrating RF linewidth reduction (a), RF linewidth increase (b), and modulation (c), depending on the bias conditions and device characteristics.

Figure 4.20 shows the optical spectra (a) and individual modal linewidths (b) for a PMLL when free-running (black) and with single-tone optical injection (cyan).


Fig. 4.19 Measured first harmonic spectra for free-running (black solid line) and injectionlocked (red dash-dotted line) lasers. a Laser $P_{4}$; gain: 170 mA ; absorber bias: -3.0 V . b Laser $P_{4}$; gain: 183 mA ; absorber bias: -3.0 V . c Laser $P_{2}$; gain: 140 mA ; absorber bias: -6.0 V .


Fig. 4.20 a Optical spectra of slave laser when free-running (black) and injection-locked (cyan). b Modal optical linewidth of injected laser (black) and when free running (cyan). Reprinted from [51]. c Optical spectra for injection-locked slave at 25,78 , and $135 \mu \mathrm{~W}$ injection power. d Corresponding modal optical linewidth. Laser $P_{3}$; gain: 160 mA ; absorber bias: -4.0 V .

Single-tone injection reduced greatly the phase noise of the device in the vicinity of the injection wavelength. Several modes close to the injection frequency (dotted line) were phase-locked to the master (that is, they attained the narrow linewidth of


Fig. 4.21 Experimental setup for dual-tone coherent injection. Inset shows schematic diagram of the modulator optical specrum with the suppressed carrier frequency
the master TLS). However, moving further away from the injection frequency the modal linewidth increased and could achieve larger values than those of the freerunning case, subject to the bias conditions and device characteristics. Increase of the master power exacerbated the effect, as shown in Fig. 4.20c, d.

Thus, further efforts should be made to reduce the noise, control the repetition rate of the device, and achieve a highly coherent frequency comb, for example, injection-locking to a two-tone coherent master source [52], or combination of single-tone CW injection and active/hybrid mode-locking [36, 38].

Injection of two-tone coherent lines generated by phase/amplitude modulation of the CW master source was first demonstrated experimentally by Goldberg et al. [53] using the frequency-modulated sidebands of a GaAlAs diode lasers. Sidebands injection-locking has been shown a successful technique to improve the noise properties in InGaAsP DFB lasers [54], led to RF linewidth reduction and repetition rate control over 170 MHz range in DBR PMLL [52], and allowed synchronization of frequency combs of multiple sources [44].

## Injection-Locking to a Dual-Tone Coherent Master Source

In this Section we present studies of injection-locking of a slave laser by a dualtone coherent master source. The light from the TLS was amplitude modulated by a Mach-Zehnder modulator driven via an amplified Rohde and Schwarz SMR 60 signal generator to generate coherent tones. The diagram of the experimental setup is presented in Fig. 4.21. The modulator was biased at the transmission minimum, which resulted in the generation of two coherent sidebands, with a suppressed carrier frequency. The frequency of the driver was chosen close to half the repetition rate of the slave laser, so that the separation between the sidebands was close to the fundamental frequency of mode-locking.

Similar to injection-locking to a single-tone source, locking to the dual-tone source resulted in PMLL optical spectrum narrowing (see Fig. 4.22a), tuning with the master wavelength [55], and TBP improvement (see Fig. 4.23).


Fig. 4.22 Optical spectra (a) and SHG autocorrelation traces (b) of laser $P_{3}$ when free-running (black, solid line) and with dual-tone coherent injection (cyan, dot-dashed line)

Fig. 4.23 TBP of laser $P_{3}$ when free-running (black circles) and with single-tone (blue triangles) injection. Absorber bias: -2 V .


Fig. 4.24 Recovered pulses and phases for $7 \mu \mathrm{~W}$ (green solid line), $40 \mu \mathrm{~W}$ (blue dash-dotted line) and $50 \mu \mathrm{~W}$ (magenta dashed line) injection powers. Laser $P_{2}$; gain current: 104 mA ; absorber bias: -6 V .



Fig. 4.25 a Evolution of the slave PMLL electronic spectrum with modulator frequency detuning. b The slave frequency detuning range as a function of the injected optical power. Reprinted from [45]. Laser $P_{2}$; gain current: 100 mA ; absorber bias: -6.0 V .


Fig. 4.26 RF signals of the slave laser $P_{2}$ when free-running (black) and with dual-tone injection (red). Gain: 90 mA , absorber bias: -6 V . Blue line and black dotted line show the noise signal and noise level, respectively. a 200 MHz span, $\mathrm{RBW}=100 \mathrm{kHz}, \mathrm{VBW}=10 \mathrm{kHz} ; \mathbf{b} 400 \mathrm{kHz}$ span, $\mathrm{RBW}=1 \mathrm{kHz}, \mathrm{VBW}=100 \mathrm{~Hz}$

FRMZG measurement have shown the stabilizing effect of the dual-tone injection upon the slave laser pulse train as the slave pulses could be recovered for a wide range of currents and injection powers (see Fig. 4.24). Similar to the previously discussed results for single-tone injection, an increase of the dual-tone injection strength resulted in pulse broadening and optical spectrum narrowing; however, no singlemode CW regime could be observed for dual-tone injection. The optimal range of
injection strength was around 5\% of the slave laser power, when the pulsewidth broadening with respect to the free-running laser was not observed (see Fig. 4.22b) and the pulses were close to transform-limited, as shown in Fig. 4.23.

Dual-tone injection-locking requires not only that both injected optical frequencies are close to the respective slave laser longitudinal modes, but also that the beating frequency, $F_{2}$, between the master modes lies within a narrow range around the injected laser repetition rate. Stable operation was achieved over a range of $\pm 10 \mathrm{MHz}$ around the injected laser repetition rate, which was shifted from the free-running $F_{\text {rep }}$ by $\sim 10-100 \mathrm{~s}$ of MHz , depending on the laser used and bias conditions. The evolution of the slave RF spectrum with modulator frequency detuning, $F_{2}$, is shown in Fig. 4.25a. Dual-tone locking allowed tuning of the slave repetition rate over a 25 MHz range with a significant jitter reduction. $F_{\text {rep }}$ tuning range increased with optical injection power at low injection levels, and saturated at injection powers of $\sim 8 \mu \mathrm{~W}$ (see Fig. 4.25b), which is consistent with results reported for distributed Bragg grating PMLL [52]. Thus, low injection levels allowed optical spectrum narrowing and TBP improvement without visible pulse broadening, along with a large range of $F_{\text {rep }}$ frequency tuning.

When the slave was locked to a dual-tone coherent source, the RF linewidth of its first harmonic was reduced greatly, from hundreds of kHz for free-running case to below 1 kHz resolution bandwidth (RBW) of the ESA when injection-locked. The ESA filter width was 4 kHz at -20 dB level measured RF signals for the freerunning laser (black) and with dual-tone injection (red) are shown in Fig. 4.26. This instrument limited spike sat above a phase noise pedestal, as shown for the small span in Fig. 4.26b, which led to the measurable jitter of the slave (see Fig. 4.27a). The signal noise floor was reduced below the instrument noise level (blue) at 50 MHz from the signal peak.

The timing jitter was calculated via integration of the phase noise of the slave's first harmonic signal in the range from 20 kHz to 80 MHz . Dual-tone injectionlocking resulted in reduction of the integrated timing jitter from 11 to 21 ps for free-running regime, to $300 \mathrm{fs}-1 \mathrm{ps}$, as shown in Fig. 4.27a. Timing jitter decreased with injection strength increase until achieving minimal value at injection powers of $>10 \mu \mathrm{~W}$, as shown in Fig. 4.27b. Timing jitter values of 210 fs were achieved for some bias conditions and injection powers (see Fig. 4.27b, black circles), which is consistent with the best published results for similar devices with hybrid mode-locking [56].

With dual-tone injection-locking all measurable modal optical linewidths of the slave's modes (see Fig. 4.28a, blue) were reduced to the master source linewidth, within the resolution of the experiment (chosen RBW of ESA was 300 kHz ). Figure 4.27a shows optical spectra of the laser $P_{3}$ without injection (black) and when phase-locked to the dual-tone master source (cyan); Fig. 4.27b shows corresponding modal linewidths. Similar results have been observed in MQW devices for the combination of active mode-locking and CW optical injection [37]. Here, instead of using an electroabsorption modulator (active mode-locking) or applying


Fig. 4.27 a Integrated timing jitter of a free-running PMLL (black), and with dual-tone injection (blue). Reprinted from [55]. b Integrated timing jitter as a function of the injected optical power at 118 mA (black, circles) and 100 mA (red, triangles) gain currents. Laser $P_{2}$; absorber bias: -6 V .


Fig. 4.28 a Optical spectra for slave laser $P_{3}$ when free-running (black) and dual-tone injectionlocked (cyan). b individual optical linewidth of injected laser (cyan, triangles) compared to freerunning (black, circles). Red line shows parabolic fit to the measured linewidths of free-running laser Gain: 160 mA , absorber bias: -4.0 V . Reprinted from [57]
modulated signal to the absorber section (hybrid mode-locking), we modulate the field in the laser cavity with dual-tone injection, thus clocking the passive absorber section.

Thus, dual-tone coherent injection has shown to be a promising technique to control and enhance the performance of QD-PMLLs. Large reductions of pulse TBP and stable pulses have been obtained by dual-mode injection-locking, as well as optical spectrum tuning and all-modal linewidth narrowing. Integrated timing jitter values below 300 fs ( $20 \mathrm{kHz}-80 \mathrm{MHz}$ ) were achieved at small injection levels along with slave $F_{\text {rep }}$ tuning over a 25 MHz range, consistent with tuning ranges reported for hybridly mode-locked samples [28]. The technique presented here can also be considered as a form of hybrid mode-locking, but it has added advantages such as the spectral narrowing and wavelength tuning. Similar benefits can be achieved by a combination of hybrid mode-locking with optical injection. The ability to tune the wavelength without detrimental effect on the pulseshape is essential for optical communications and clock recovery [58, 59]. The considerable reduction of timing jitter and optical linewidth after injection also makes this arrangement attractive for time-division-multiplexing [60], wavelength-divisionmultiplexing [61], and optical sampling.

## Conclusions

QD-PMLL noise characterization has shown the dominance of the timing jitter fluctuations over the amplitude noise. The modal optical linewidth measurements have confirmed the theoretically predicted parabolic dependence of the optical linewidth versus the modal number, with the slope of the parabola equal to the RF linewidth of the first harmonic. This observation provides a novel technique for RF linewidth and timing jitter measurement in ultrafast MLLs, whose repetition rate exceeds ESA limits.

Direct electric field measurements performed using a linear pulse reconstruction technique have shown asymmetric pulse shapes and linear chirp of the passively mode-locked pulses at small gain currents and the appearance of waveform instabilities at higher currents, which has been recreated via numerical simulations.

CW optical injection is a relevant instrument to improve QD-PMLL performance leading to waveform instability suppression, optical spectrum narrowing, and center wavelength tuning over a 10 nm range. Optimal values of injected power, where optical spectrum narrowing was not accompanied by pulse broadening, have been found to be around $\sim 5-10 \%$ of the slave power. TBP values of 0.4 , close to the Fourier limit, have been demonstrated for a wide range of currents. However, single-tone injection has induced phase noise increase and small amplitude intensity modulation, which may necessitate further efforts for the complete control of PMLL properties.

Injection-locking to a dual-tone coherent optical source have shown to be a promising technique to enhance and control laser performance. The benefits obtained by means of single-tone injection have been retained with dual-tone master source, with additional improvement of the slave's noise properties. RF linewidth reduction below instrument limits of 1 kHz , repetition rate control over a

25 MHz range, integrated timing jitter ( $20 \mathrm{kHz}-80 \mathrm{MHz}$ ) values below 300 fs , with a record values of 210 fs has been demonstrated under dual-tone injectionlocking, along with all-modal optical linewidth narrowing. This ease of control further recommends QD-MLL as a flexible, high performance solution for pulsed laser diode applications.
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# Chapter 5 <br> Catastrophic Optical Damage in Quantum Dot Lasers 

Ching Kean Chia and Mark Hopkinson


#### Abstract

A review of the high power performance of quantum dot (QD) lasers and one of its failure modes by catastrophic optical damage (COD) is presented. Since the first lasing action reported in 1994, a rapid advancement in the output power of QD lasers has been achieved. QD lasers with excellent optical power from a few mW to more than 11 W have been reported. As the QD laser output power continues to reach higher levels, problems such as COD which causes sudden failure of the laser inevitably become a problem that requires an immediate solution. Over the years, COD failure has been widely reported in QD lasers with emission wavelengths varying from 0.9 to $1.3 \mu \mathrm{~m}$. In this chapter, factors contributing to the COD failure in high power QD lasers are discussed and existing methods to suppress the COD are assessed. Finally, a novel laser annealing technique with in situ monitoring and control capabilities for the formation of non-absorbing mirrors in QD laser is described.


## Introduction

The first semiconductor laser, which used a bulk active layer, was demonstrated by Hall et al. [1], followed by Marshall and co-workers [2] in 1962. This achievement followed very soon after the first lasing action in ruby was achieved by Maiman [3]

[^4]in 1960 and is a very significant landmark in the development of semiconductor devices. Over the years quantum well (QW) [4], quantum wire [5], and quantum dot (QD) lasers [6] have been developed with each step demonstrating continued advancement in laser performance. The evolution of diode laser active layer from bulk layers to a zero dimension QD structure has happened in less than three decades and since their first demonstration in 1994 [6, 7], QD lasers have advanced rapidly. Of relevance here is that the power performance has improved significantly such that a high output power of more than 11 W under quasi-cw operation can be readily achieved [8]. Evidence of the QD laser's superior characteristics, such as enhanced differential efficiency, reduced threshold current density, high temperature stability, and low wavelength chirping, has been regularly reported [9-11]. These days, commercial-grade QD lasers are available and may shortly replace QW lasers in applications such as metropolitan fiber-optic networks [10]. In 2010, collaboration between the University of Tokyo, Fujitsu Laboratories, and QD Laser Inc. has resulted in a $1.3 \mu \mathrm{~m}$ QD laser capable of high-speed data transmission up to 25 Gbps [11] under direct modulation.

However, despite the excellent properties mentioned above, QD lasers face some of the same fundamental problems found in QW lasers. They share the very same failure modes, for instance, the phenomenon of COD which causes the sudden failure of the diode laser. As evidenced by Sellin and co-workers [8], the output power of their QD laser was limited by COD, which failed when the power density reaches $19.5 \mathrm{MW} / \mathrm{cm}^{2}$. Over the years, COD failure in QD lasers emitting at 0.94 [12], 0.98 [13], 1.068 [14], 1.135 [8], and $1.3 \mu \mathrm{~m}$ [15] has been reported.

It was initially thought that reduced non-radiative surface recombination as a consequence of the strong spatial localization of charge-carrier would decrease facet overheating in QD lasers and therefore a larger COD threshold would be expected [16]. However, Chia et al. [15] found that COD is prominent in QD lasers due to exposed relaxed QDs at the cleaved facet, as illustrated in Fig. 5.1. These relaxed QDs can contribute to extra non-radiative surface recombination, aggravating the facet heating problem.

In this chapter, we will discuss the high power performance of the QD laser and one of the factors limiting its output power; COD. The COD failure mode causes the sudden failure of ridge waveguide QD lasers due to thermal runaway. Methods to suppress the COD will be reviewed.

## High Power Performance in QD Lasers

To date, InGaAs/GaAs QD lasers with optical power from a few mW to greater than 11 W have been demonstrated [8, 12-14]. The laser emission wavelength can be widely tuned from 0.87 to $1.3 \mu \mathrm{~m}[8,12-15,17-20]$ by altering the indium composition and growth conditions of the QDs. The possibility remains to extend this operation toward the $1.5-1.6 \mu \mathrm{~m}$ range [21].

Fig. 5.1 The relaxed QDs exposed at the cleaved facet of the laser can contribute to extra non-radiative surface recombination, causing additional facet overheating effect during operation. Reprinted with permission from [15]. Copyright 2009, American Institute of Physics


Typical failure scenarios for high power semiconductor lasers are illustrated in Fig. 5.2. Line A shows a gradual degradation in power over time, which would be typical of the response of many semiconductor lasers to stress mechanisms. Line B represents the output power of a semiconductor laser that is dropping rapidly in a linear fashion over time and for which the device has short lifetime. The effect would be indicative of materials issues or processing imperfections and from a manufacturing point of view can be dealt by performing "burn-in" of the devices in initial testing. A response such as that in line C is more problematic for the application of high power semiconductor lasers. Here the drop in laser output power is gradual at the initial stage and may not show up in initial testing. However, at a later stage, a drastic drop in power to zero occurs all of a sudden. This response is typical of COD. Ziegler et al. [22] studied the gradual degradation of the output power in a 650 nm QW laser with facet optical power density of $4 \mathrm{~mW} / \mu \mathrm{m}$. They found the presence of packaging-induced strain acted as the driving force for gradual degradation, although the edges of the metallized emitter stripes were identified as the starting points for this failure. Alternatively, MartinMartin et al. [23] have suggested a thermo-mechanical model for the mechanism of rapid degradation in semiconductor laser diodes. They modeled the rapid degradation observed in an 808 nm AlGaAs-based high power QW laser bar in terms of the thermal stress gradient induced by the overheating produced at a facet defect by self-absorption and the resulting non-radiative recombination. Localized heating at the defect is shown to induce local stress above the yield strength

Fig. 5.2 Illustration of failure modes in semiconductor laser: gradual $(A)$, rapid ( $B$ ), and sudden
(C) drop in output power

necessary for plastic deformation. They conclude that packaging stress and defectrelated local temperature enhancement significantly lowered the degradation threshold for laser bars, accelerating the degradation of the laser output power. Evidently, both gradual and rapid degradation of the laser output power are related to packaging-induced strain. The sudden failure of high power lasers represents a somewhat different mechanism and is the result of thermal runaway at optical facets. Both QW and QD lasers are found to share the same failure modes.

High power QW lasers emitting between 0.6 and $1.0 \mu \mathrm{~m}$ wavelengths have been shown to fail mainly because of COD. QW lasers for telecommunications which emit at longer wavelength, however, appear to be less affected by this failure mode. Like QW lasers, most high power QD lasers are subject to COD failure as a result of the thermal runaway problem. However, the wavelength dependence of COD is somewhat different in QD lasers. Chia et al. [15] found that COD is prominent in QD lasers emitting at long wavelengths. They conclude that in addition to the dangling bonds at the cleaved facet that give rise to defect states and the effect of strain relaxation which can couple confined states with surface states [24, 25], the exposed relaxed QDs at the cleaved surface also must contribute to extra non-radiative surface recombination. As the QD laser output power continues to reach new highs, problems such as COD inevitably require urgent attention.

## Thermal Runaway and COD

COD is one of the failure modes in high power semiconductor diode laser that has haunted laser scientists for decades. Its origins have been investigated extensively over the years [26-28] and it is now well accepted that the origin of this failure

Fig. 5.3 Thermal runaway process at laser facet which causes COD

mode is the thermal runaway effect at the laser facet as illustrated in Fig. 5.3. Compared to the bulk properties within the crystal, the atomic states at the cleavage plane of the laser facet are altered by the termination of the periodic lattice at that plane. At the cleaved plane the translation symmetry is lost and surface reconstruction takes place resulting in formation of dangling bonds. These surface states at the cleaved plane have energy levels within the band gap of the semiconductor. Hence, at the cleaved facets, the defect states of the dangling bonds are highly absorbing to the laser light, resulting in generation of the elec-tron-hole pairs at this region. The non-radiative recombination of these carriers leads to a highly localized thermal loading of the facet.

The efficiency of the carrier recombination at the facet is quantified by the surface recombination velocity, $v_{s}$, given by

$$
\begin{equation*}
v_{\mathrm{s}}=-D \partial / \partial x[\delta \mathrm{n}] /\left.\delta \mathrm{n}(x)\right|_{x=0, l} \tag{5.1}
\end{equation*}
$$

where $\delta \mathrm{n}(x=0, l)$ is the carrier concentration at facet, $\partial / \partial x[\delta \mathrm{n}]$ is the gradient of carrier concentration, $D$ is the diffusion coefficient, and $l$ is the device cavity length. As the facet heats up, the local bandgap decreases and optical absorption increases. This causes carriers to drift toward the facets because of the carrier concentration gradient $\partial / \partial x[\delta \mathrm{n}]$ and as a result, $v_{\mathrm{s}}$ is increased and this leads to a

Fig. 5.4 Numerical solution for the temperature rise of the active region on the mirror facet using two spatial meshes. Mesh $A$ has 280 points and mesh $B$ has 220 points (Top). The temperature rise of the active region and the surround at $\mathrm{t}=1 \times 10^{-7} \mathrm{~s}$ (Bottom). Reprinted with permission from [29]. Copyright 2000, American Institute of Physics

further rise in the local temperature. Eventually, the facets, acting as an additional localized recombination channel, are subject to irreversible COD as a result of this thermal runaway effect.

Using a mathematical model describing the coupling of electrical, optical and thermal effects in a semiconductor laser, Smith [29] has shown the temperature rise at the facet is significantly higher than that inside the cavity of the laser due to the thermal runaway effect. The calculated temperature rise at the laser facet as a function of time; and the temperature rise in the active region and the surround (cladding layers) as a function of longitudinal length are shown in Fig. 5.4. The temperature at the facet can exceed the melting point of the laser crystal, leading to the type of COD damage observed in many experiments. Examples of COD failure as a result of the melting of the facet in QW [30] and QD [15] lasers are shown in Fig. 5.5.

Fig. 5.5 SEM images show example of COD failure in QW laser (top reprinted from [30] with kind permission from Springer
Science+Business Media B.V., © 1999 Springer) and QD laser (bottom reprinted with permission from [15]. Copyright 2009, American Institute of Physics)


## Suppression of COD

Attempts to tackle the COD problem can be traced back to as early as the 1970s. Facet passivation by depositing a thin film such as aluminum oxide over the surface, was one of the very first methods used. A reduction in the recombination velocity of surface states can be achieved by cleaving the crystals in high vacuum environment and immediately depositing a suitable passivation layer. Over the years, numerous alternative approaches have been proposed and demonstrated to suppress COD in high power semiconductor QW lasers, such as introduction of a current blocking layer [31], formation of non-injecting mirrors (NIMs) [32], and non-absorbing mirrors (NAMs) [30, 33]. These methods are also applicable to QD-based lasers.

The method of using a current blocking layer is described by Rinner et al. [31]. The facet heating of a single-QW InGaAs/AlGaAs laser was reduced by the introduction of a $30 \mu \mathrm{~m}$ long current blocking region formed by inserting a SiN layer below the front facet of the laser, as illustrated in Fig. 5.6. The blocking of the pump current close to the facet reduces the carrier density and then the surface recombination current. The temperature rise of a broad area high power laser emitting at 940 nm was reduced by a factor of $\sim 4$. A schematic diagram of a semiconductor laser with the NIM or NAM approaches used at both ends is presented in Fig. 5.7. Marsh et al. [32] fabricated three types of QW laser using a combination of these approaches and compared the COD limit in each case. It was

Fig. 5.6 A SiN current blocking layer is inserted at the bottom contact near the facet. Reprinted with permission from [31]. Copyright 2003, American Institute of Physics


Fig. 5.7 Schematic of a ridge waveguide laser with NIM or NAM at both ends

found that the device with both NIM and NAM outperformed the devices with only NIM and with a conventional mirror. This is because the device using both NIM and NAM approaches has the combined benefit of excluding carriers from the facet region (NIM) and increasing the local bandgap at the facet (NAM).

One of the most effective ways to suppress COD in semiconductor lasers is to widen the energy bandgap at the facets to form NAMs [30, 33]. NAMs can suppress COD by restricting the number of carriers that drift from the center of the laser to the facet region, and by reducing the band-to-band absorption at facet region. NAMs can be created using a selective intermixing process [33, 34]. Conventionally, in such a process the whole device structure is subject to high temperature rapid thermal annealing (RTA which leads to possible degradation in the device active region and unwanted wavelength blueshift [35, 36]. Degradation often results in a modest increase in lasing threshold current density after RTA [33].

Fig. 5.8 Pulsed light-current characteristics of standard and NAM ridge lasers. Reprinted with permission from [32], © 2002 IEEE


Walker et al. [33] showed that a 3-fold increase in COD optical power level can be obtained in lasers with NAMs compared to conventional lasers, as depicted in Fig. 5.8. The COD threshold was shown to increase from 200 to 600 mW in their double-QW GaAs/AlGaAs laser structure. The differential quantum efficiencies they obtained were around $56 \%$, which is approximately the same for both devices with and without NAMs. However, a 15\% increase in the threshold current for the NAM laser is observed.

An alternative approach to the formation of NAMs is to use selective laser annealing (LA) at the facets. The advantage of LA is that the beam can be scanned in a small region close to the facets, avoiding unwanted modification to the device center active region and possible structural degradation that might occur from this. By forming non-absorbing mirrors on the facets in an InAs/GaAs QD laser operating at $1.3 \mu \mathrm{~m}$, Chia et al. [15] have shown a notable enhancement in optical output power P and external differential quantum efficiency $n_{\mathrm{d}}$, with improvement factors of up to 2.4 and 1.7 times, respectively. A unique selective LA technique for the formation of non-absorbing mirrors is detailed in the following section.

## Formation of Non-absorbing Mirror by Laser Annealing

LA of semiconductor devices has decades of history [37]. For photonic devices in particular, selective area LA can avoid unintentional modification to the device active region and therefore the quality of the photonic structures may not be compromised after annealing. This ability to selectively anneal the facet should be contrasted with other annealing techniques such as the dielectric capped intermixing processes [35, 38-42], in which the whole device structure is subject to a high temperature rapid thermal annealing step

As initially reported by Lee and co-workers, the LA technique has been utilized to form non-absorbing mirrors in ridge waveguide semiconductor laser structure [43]. High power density laser pulses were directed to the semiconductor laser facet to intermix the atoms near the facet. The authors show an enhancement in the COD threshold after performing pulsed LA on a 980 nm QW laser facet. An improvement of up to $38 \%$ in COD threshold was demonstrated. An excimer laser with wavelength of 248 nm and pulse width of 25 ns was used in the processing and the power density of the laser was controlled between 0.25 and $9 \mathrm{MW} / \mathrm{cm}^{2}$. However, using such a short and intense pulsed source, it is difficult to control the degree of atomic intermixing and there is a risk of possible damage to the facet. Lee and co-workers showed that excessive damage can occur when a high energy single excimer laser pulse was used. The damage mechanism is thought to be the formation of point defects due to bond breaking. Such lattice disruption created by laser pulses needs a subsequent thermal annealing step to induce interdiffusion and to recover the quality of the material [44]. It has been shown that using cw laser irradiation has the advantage of eliminating the necessity of the subsequent thermal annealing process [35].

Chia et al. [45] have proposed an apparatus which allows real-time monitoring of the intermixing in a targeted area during LA. Before that, LA methods have never being able to provide in situ monitor and control of the annealing process, in particular over the effectiveness and degree of atomic intermixing in semiconductors. Without an in situ monitor, extensive experiments are often required to estimate the degree of intermixing after multiple attempts at the process [46]. Other issues affecting the consistency of the LA results, including repeatability due to experimental variations in the optical alignment and setup parameters, can be effectively addressed. The apparatus for LA with in situ control and monitor capacities proposed by Chia et al. is shown in Fig. 5.9. The formation of the nonabsorbing mirror at a 3 mm long QD laser facets using the setup was demonstrated. In this approach, the QD laser, an optical spectrum analyzer (OSA) and a 972 nm high power laser source were linked up using a $50: 501 \times 2$ fiber splitter. The QD laser was electrically probed on a sample stage and under cw operation and injected using a constant current (c.c.) source.

Because the QD laser was under c.c. injection, its electroluminescence (EL) can be collected by the optical fiber. Using the OSA as a power meter, a precise alignment of the fiber tip with the QD laser in the same optical axis can be readily achieved by adjusting the xyz stage to optimize the maximum EL output collected from the QD laser. High energy photons from the 972 nm high power annealing light source are then delivered to the QD laser facet for targeted area annealing. The power density of the 972 nm annealing light source chosen for cw LA was $5.0 \mathrm{~kW} / \mathrm{cm}^{2}$, much lower than that in pulsed laser technique ( $250 \mathrm{~kW} / \mathrm{cm}^{2}-9 \mathrm{MW} /$ $\mathrm{cm}^{2}$ ). Hence this minimizes possible damage to the facet. McKee et al. [47] have shown that heating up the substrate to reduce the temperature gradient between the QD layer and its surrounding matrix can substantially reduce the power density required for efficient LA. In this experiment, the QD device which is under c.c. injection generates heat within the structure itself, providing the background heat


Fig. 5.9 LA experimental setup with in situ control and monitoring capacities. The device under test (DUT) is a 3 mm long ridge waveguide QD laser. Reprinted with permission from [45], (C) 2011 OSA
required. The laser diode facet could be damaged if a 972 nm laser with much higher power density were to be used for annealing, so operation below the critical laser power density for facet damage is essential in this approach.

Using this technique, Chia et al. showed that during LA, a progressive blueshift in emission wavelength of the EL from the QD laser can be monitored in real time on the OSA, which was continuously scanned over the wavelength range of interest. Figure 5.10 shows the spectra recorded during LA. The wavelength blueshift, $\Delta \lambda$, of the QD ridge waveguide diode during LA, is attributed to the reduced "effective" device length, due to two competing effects, namely wavelength lengthening due to Joule heating, $\Delta \lambda_{\text {Joule }}$, where heating of the lattice can result in a redshift in the emission wavelength; and wavelength shortening due to a reduction in the cavity length, L, which is now minus the portion which has undergone intermixing, $\Delta \mathrm{L}$. The shift follows the $\Delta \lambda_{\text {length }}=2 \times \Delta \mathrm{L} / \mathrm{n}$ relationship, where n is an integer and $\Delta \mathrm{L}$ is the reduction of the effective cavity length which is therefore a negative value. This shift originates because the section under annealing has undergone a rearrangement of atoms and hence the "effective" mirror of the device during LA is at a shorter position.

The progressive blueshift in EL is a result of the extension of intermixing depth deeper into the laser facet which causes the effective L to become shorter over time. From these arguments, the spectral blueshift observed in Fig. 5.10 is a net result of $\Delta \lambda_{\text {length }}+\Delta \lambda_{\text {Joule }}$. Wavelength shortening as a result of a change in the refractive index resulting from a change in carrier density during direct modulation is not considered here, because the change in carrier density can be neglected in a QD laser that is operating in cw mode.

The blueshift in EL spectrum during LA shown in Fig. 5.10 is temporary and can be recovered back to the original position after the LA process has ended, because atoms in the intermixed section eventually stabilize and return back to

Fig. 5.10 Progressive blueshift of the EL spectrum of the InAs/GaAs QD laser during annealing. From right to left: $0,1,3,7$, and 10 min after the 972 nm annealing light source was turned on. The spectrum reverts back to the original position after the LA process has ended. Reprinted with permission from [45], © 2011 OSA


Fig. 5.11 Light-current characteristics measured from the same QD laser before (solid line) and after facet 1 annealed for 5 min (broken line); facets 1 and 2 annealed for 5 min each (dot-dashed line); and facet 1 annealed for 10 min , facet 2 annealed for 5 min (dot-dot-dashed line). Reprinted with permission from [44], © 2011 OSA

crystalline lattice, then $L$ will return back to its original length with the removal of the cw source. The QD laser lasing peak wavelength was therefore found to remain unchanged before and after LA process [15], because L remains the same, even though the actual gain region has been reduced after the formation of nonabsorbing mirrors.

The in situ monitor technique provides real-time control of the LA process, being both capable of delivering high energy photons to anneal the QD laser and simultaneously measuring the EL spectrum.

The effectiveness of this apparatus in forming non-absorbing mirror on QD ridge waveguide laser is summarized in Fig. 5.11 in terms of the effect on the light current characteristics of the QD laser. The success in the formation of nonabsorbing mirrors is demonstrated by the enhancement in the optical output and slot efficiency of the QD laser. This is because LA has widened the energy
bandgap at the facets and hence reduced the carrier recombination velocity and optical absorption from the facets. The overall result is to greatly suppress thermal runaway and raise the COD threshold.

## Conclusions

Issues related to thermal runaway and COD in high power QD lasers with emission wavelength varying from 0.9 to $1.3 \mu \mathrm{~m}$ have been discussed. Contrary to previous expectations, QD lasers are just as susceptible to COD as QW structures and in fact may be even more degraded by an additional non-radiative recombination mechanism resulting from the relaxation of exposed QDs at the facet surface. For the effective use of QD lasers it is therefore important to find an approach to suppress this mechanism.

Existing methods to suppress the COD in semiconductor lasers have been assessed. These include facet passivation to reduce the recombination velocity of surface states; the introduction of a current blocking layer to reduce the carrier density and therefore the surface recombination current; the formation of NIMs to exclude the carriers from the facet region; and NAMs to increase in the local bandgap at the facet. While such methods have been proven to be effective, they can also show some degradation in properties such as lasing threshold which are a consequence of the need to thermal process the whole device. To address this issue, we describe a novel LA technique which has in situ control and monitor capabilities for the targeted formation of a non-absorbing laser facet. The setup utilizes an optical fiber splitter which delivers photons to selectively anneal the photonic device at a targeted area and simultaneously measures the emission spectra from the device to monitor the intermixing process in real time. The in situ monitoring of the LA process for the modification of a QD laser diode facet is demonstrated. A progressive blueshift in the emission wavelength of the QD laser can clearly be observed in real time while high energy photons are delivered to anneal the device facet, hence enabling the control on the degree of intermixing required. The approach is one which could easily lend itself to automation if combined with a high quality wafer translation stage.
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# Chapter 6 <br> Post-Growth Intermixing of GaAs Based Quantum Dot Devices 
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#### Abstract

Post-growth intermixing is a powerful technique currently applied in areas such as high power laser arrays and photonics integrated circuits. The application of this technique to quantum dot (QD) based laser materials is of significant interest offering new types of device and allows large-scale integrated devices, but brings about new challenges. In this paper, we will initially review quantum well (QW) intermixing processes and applications and move on to describe specific differences between QW and QD based materials and review the literature on various forms of QD intermixing. Structural and spectroscopic studies of intermixed QD materials will be discussed, and the importance of modulation p-doping of structures will be highlighted. We will then go on to describe active intermixed QD devices including both lasers and broadband devices such as super luminescent diodes and amplifiers, and conclude with our latest results on selective area intermixed devices.
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## Introduction

## Quantum Well Intermixing

Quantum well (QW) intermixing is a process in which atoms from QW and their surrounding matrix interdiffuse, to modify the shape and depth of the QW , and hence change the quantized energy state [1]. Generally, after the intermixing process, a blueshift of the quantized energy state is observed, due to the interdiffusion between the QW materials and the barrier materials. The interdiffusion can be enhanced by using; high annealing temperatures, long annealing duration times, or using enhanced intermixing techniques. Impurity-induced disordering (IID) utilizes impurities/ dopants to change the equilibrium defect concentration in the crystal and hence to enhance the group III or V self-diffusion length to promote the degree of intermixing [2]. Impurity-free vacancy disordering (IFVD) utilizes capping materials which introduce vacancies at the interface which are subsequently diffused into the crystal by a subsequent thermal annealing process. The propagation of these vacancies induces adjacent atoms to exchange places, therefore enhancing the intermixing process. For the GaAs material system, this method usually uses a $\mathrm{SiO}_{2}$ dielectric layer to induce the out-diffusion of Ga atoms into the $\mathrm{SiO}_{2}$ network to increase the Ga vacancies in the epitaxial structure hence promoting the degree of interdiffusion [3]. As it is essentially impurity free, the optical loss and degradation of electrical properties induced by free-carrier absorption can be avoided to a great extent, which makes IFVD exhibit advantages of maintaining a high degree of crystal quality and higher device performance. The ability to control the absorption band edge after epitaxial growth for QW materials provides great flexibility in many applications in photonic materials and devices [4]. The development of QWI technique becomes more attractive and promising along with the prospect of selective area QWI (SAQWI). Due to the ability to spatially modify the band-edge, SAQWI can be used for fabricating monolithic photonic integrated circuits (PIC), in which the ability to control the bandgap across one single semiconductor wafer is a key requirement to achieve passive waveguide element. To date, QWI has been recognized as a well-established technique, which has been widely investigated by many researchers/laboratories. There are many developed materials characterization techniques such as Auger electron spectra [5] and secondary ion mass spectroscopy [6] for analyzing the interdiffusion process in QW materials. And so far SAQWI has been successfully applied commercially to inhibit catastrophic optical damage of laser facets by making them non-absorbing to improve the device performance and reliability of laser diodes [7].

## Quantum Dot Intermixing

The optical and electrical properties of self-assembled quantum dots (SAQD) directly grown by the Stranski-Krastanow growth mode have attracted great interest in both fundamental physics and device applications in the past $\sim 30$ years.

For device applications, by utilizing the atom like density of states from SAQD's due to the three-dimensional quantum confinement of charge carriers, high performance lasers have been realized exhibiting low threshold current densities, low chirp under direct modulation, and reduced temperature sensitivity [8-10]. Exploiting the large dot size and composition inhomogeneous distribution and state filling effects, high power and broadband quantum dot (QD) light sources have been achieved [11-13]. The combination of band-gap tuning with the attractive characteristics which SAQDs offer, quantum dot intermixing (QDI) becomes a very attractive subject that is currently being pursued in a number of commercial and academic laboratories worldwide.

Similar to QWI, QDI takes place when the elements from surrounding barrier layers and the QD interdiffuse. But QDI is more complicated than QWI because the intermixing process is not only decided by the difference in thermal expansion coefficients between the QDs and the surrounding matrix, but is also strongly affected by the shape, size and strain distribution in and around QDs [14]. In addition, although cross-sectional tunneling and transmission electron microscopy can provide atomic resolution images before/after the intermixing process of similar QD, compared to QWI, the lack of precise materials characterization methods makes the QDI process difficult to be accurately understand and control. These are the main reasons why QDI has so far been limited to photoluminescence studies (PL) of materials and the creation of passive devices [15].

Generally, a narrowing of the PL linewidth, large blueshift of the emission spectrum and significant reduction in the energy separation of electronic states of the QDs has been observed, which are attributed to inter-diffusion between the QD and the surrounding barrier layers [16-18]. These properties are very promising for application in semiconductor QD lasers [19] and QD photo-detectors [20]. Furthermore, post-growth rapid thermal annealing (RTA) and laser-induced annealing (LIA) processes have been widely used to modify the optical properties of SAQD based devices. In addition to the PL linewidth narrowing by intermixing, it should also be noted that the In-Ga intermixing during the RTA or LIA process can also broaden the emission spectrum under appropriate "low" annealing temperatures due to the increased fluctuation of the interface between the QD and the surrounding matrix [21], which could be used for the fabrication of broadband light sources and amplifiers [22, 23]. Based on the above mentioned intermixing techniques to vary the peak emission wavelength and linewidth for QD based devices application, similar to the SAQWI, the development of selective area QDI (SAQDI) to implement a spatial variation in bandgap of QDs have also been attracting considerable interest and have been suggested as a feasible route leading to photonic integration. However, the study so far is limited to materials and passive devices, with only a few reports on active devices. One main reason is that QD structures are highly sensitive to the annealing parameters, with high annealing temperature or long annealing times sharply degrading the devices’ performances.

Fig. 6.1 A schematic of GaAs based InGaAs quantum dot laser diode epitaxial structure


## Effects of Intermixing on $\operatorname{In}(\mathbf{G a})$ As/GaAs Quantum Dot and Potential Device Applications

## Post-Growth Intermixing and High Temperature Epitaxial Growth

The initial studies of thermal treatment of QD structures by Leon et al., [24] and Kosogov et al. [25] investigated the luminescence characteristics from strained InGaAs/InAs QDs ensemble by post-growth annealing (PGA) and by raising the upper cladding layer growth temperature. They suggested that the observed emission wavelength shift is because of the interdiffusion/intermixing of the interfaces rather than strain effects due to the variation in capping layer thickness [24]. Temperature dependant PL indicated a change of the shape and depth of QD confining potential with this becoming less abrupt and well defined due to PGA or by high growth temperature capping. As PGA has similar thermal effects as high temperature epitaxial growth of waveguide and upper cladding layers, it is possible to directly compare with results from epitaxial growth studies of QD where the growth parameters and procedures are adjusted/modified. A schematic of a typical QD based laser diodes (QD-LD) structure, is shown in Fig. 6.1. This InGaAs/GaAs QD-LD epitaxial structure is based on a typical p-i-n configuration, which usually contains a thick p-AlGaAs top cladding layer above the $\operatorname{In}(\mathrm{Ga})$ As QD active layers. The high quality epitaxial p-AlGaAs/n-AlGaAs layers require high temperature growth, which is equivalent to a relatively strong annealing process for the QD active region. This will lead to a significant change of the optical properties and quality of the QDs. Too high a growth temperature or too long a duration time will induce dots/islands "dissolving" or with the appearance of dislocations by large strain relaxation. So carefully optimizing and controlling the growth parameter, and especially the growth temperature for the cladding layers is a key factor to realize high quality QD-LD epitaxial structures [26].


Fig. 6.2 A schematic of the evolution of InAs/GaAs QDs during intermixing process

## Post-growth Intermixing Induced Optical Properties and Quality Changing of InGa(Al)As/GaAs QDs and Potential Device Applications

Recent studies of thermal interdiffusion of QD have shown that in addition to a blueshift of the emission spectrum, there are reductions in the PL emission linewidth and the energy separation of confined states in the InGaAs/GaAs QDs. These changing optical properties and the related evolution of the QD structure with intermixing have been widely investigated by many research groups [14, 17, 27-30].

A schematic diagram of the evolution of the QD structures under different annealing parameters is shown in Fig. 6.2. Structural and spectroscopic studies of the QD material have been discussed in detail. As seen in Fig. 6.2, during the intermixing process, the interfaces between QDs and the surrounding matrix become rough due to interdiffusion, along with improved size uniformity by increasing the dot size. By very high temperature or very long duration time annealing process, the QDs will vanish, as the system becomes a random bulk


Fig. 6.3 77 K PL spectra of a $\mathrm{InGa}(\mathrm{Al}) \mathrm{As} / \mathrm{GaAs} \mathrm{QD}$ as grown sample and annealed samples under different annealing temperature. Adapted with permission from Ref. [26] (@2003 ELSEVIER)
alloy of InGaAs. For less extreme cases a thick 2D InGaAs layer or a QD/QW metamorphic structure may be formed, due to strong lateral $\mathrm{In} / \mathrm{Ga}$ Interdiffusion.

Figure 6.3 shows the PL spectra of a $\operatorname{InGa}(\mathrm{Al}) \mathrm{As} / \mathrm{GaAs} \mathrm{QD}$ sample. PL from the as grown sample and for a range of different annealing temperature treatments. This example depicts a range of changes to the optical properties during the intermixing process.
(1) PL emission peak. There are two key factors which dictate the emission wavelength shift. One is, during intermixing process, the QD size increases compared to that of the as grown QDs as seen in Fig. 6.2, which will lead to the quantized energy states red-shifting due to reduced confinement energy. The other effect is the increased Ga composition in QDs by In-Ga interdiffusion between the QDs and the surrounding matrix, which leads to a reduction in the depth of the confining potential and an emission blue-shift. Usually the second effect is dominant, so the emission wavelength is observed to blue-shift due to intermixing. This is observed in the PL spectra in Fig. 6.3, where the emission energy of the QDs continues shifting to higher energy with increasing annealing temperature. Moreover, a large tuning range of over 200 nm by intermixing is demonstrated, considerably larger than emission energy shifts reported by QWI [31], indicating possible greater functionality for QDI devices.
(2) PL emission linewidth. The PL emission linewidth initially broadens and subsequently narrows for high temperature annealing. As seen in Fig. 6.2, there are two main structural changes during intermixing; one is the dot size/composition uniformity is improved leading to a PL linewidth narrowing; the other is
attributed to increased interface fluctuations between the QD and the surrounding matrix. In the as grown case the inhomogeneous line-width is governed by QD size and composition variations. The inhomogeneity may increase when different intermixing effects due to differing composition gradients drive the diffusion process $[15,19]$. Under low temperature annealing process, the effect of broadening is dominant so the PL linewidth initially increases. This broadening of the emission spectrum makes QDI an attractive method to fabricate broadband QD light sources and amplifiers [16, 22]. Under relatively high annealing temperature, the effect of dot size uniformity improving becomes dominant, so the PL linewidth continues to narrow until the dot disappears. Dubowski et al. [32] reported a very small full width at half maximum (FWHM) of 8 meV in a 77 K spectrum from a laser annealed $\operatorname{InAs} / \mathrm{GaAs}$ QD sample. This significant reduction in FWHM for QD samples by intermixing may find use in enhancing device performance where peak gain is critical, such as for high characteristic temperature, high modulation rate, and low current density QD-LDs [7, 9].
(3) PL intensity. From Fig. 6.3, it can be seen that there is an increase in integrated PL intensity by annealing. This is attributed to a reduction in the density of grown-in defects and is a function of both the annealing process conditions and the epitaxial growth processes [18]. Sometimes, at higher annealing conditions, a reduction in integrated PL intensity compared to the case for PL intensity in as grown sample or low temperature annealed samples can be observed. This reduction in PL intensity is associated with the formation of dislocations by strain relaxation during the intermixing process or carrier escape from the more shallowly confined potential barrier due to the interdiffusion. The change of PL intensity is strongly affected by the annealing temperature, so careful optimization of the annealing temperature and duration is a key factor in determining the performance of intermixed devices.
(4) Energy Separation of QD transitions in PL spectra. InGaAs/GaAs QDs have an asymmetric shape, with the height being much smaller than the width. As a consequence the emission energy is mainly decided by the height of QDs, and the energy separation is governed by the width of QDs [22]. During the intermixing process, interdiffusion takes place in both vertical and horizontal directions. This is driven by the density of defects such as vacancies, interstitials, and dislocations. The small ratio of height to width for QDs will lead to an anisotropic strain distribution at the interface between the QDs and the surrounding matrix, so that the intermixing will mainly increase the lateral size of QDs rather than their height. This increased lateral size of QDs will lead to a reduced energy separation. A widely tuned energy spacing of QD optical transitions from 90.9 to 14.6 meV has been observed by Wang et al. [13]. In addition, Babinski et al. [26], has demonstrated that strong lateral interdiffusion is responsible for the fast disappearance of the QDs by the RTA process. The ability to widely tune the energy separation of QDs by intermixing offers many potential applications such as in infrared photo-detectors [33] and lasers based on intrasubband transitions of the QDs [34].

## Effects of Caps on the Post-Growth Intermixing of InGaAs/GaAs QDs

The QD intermixing process is strongly affected by the density of defects such as vacancies, interstitials and dislocations, so utilizing caps over QD samples during the annealing process will play a crucial role in determining the degree of intermixing. Many dielectric films, metal films and proximity caps have been used to enhance or inhibit QDI.

The thermal expansion coefficient of $\mathrm{SiO}_{2}$ is around ten times smaller than that of GaAs, so during the intermixing process, the GaAs surface is under compressive stress, which has the tend to relieve by out diffusion Ga . Due to the porous structure of $\mathrm{SiO}_{2}$ deposited by plasma-enhanced chemical-vapor deposition (PECVD) [3], the Ga has a high solubility in $\mathrm{SiO}_{2}$, and will form a number of Ga vacancies, and hence enhance QDI. Kowalski et al. [35] believed that the intermixing degree will be further enhanced if the $\mathrm{SiO}_{2}$ is deposited by a sputtering process due to the increased point defects induced by the bombardment of the Ar ion plasma. $\mathrm{Si}_{3} \mathrm{~N}_{4}$ and $\mathrm{SrF}_{2}$ have been used to partially suppress the degree of intermixing due to the low solubility of Ga in them, and hence the low density of Ga vacancies generated in the crystal [36, 37]. However, the density of vacancies is dependent on the $\mathrm{Si}_{3} \mathrm{~N}_{4}$ film growth condition, and $\mathrm{Si}_{3} \mathrm{~N}_{4}$ has also been found to enhance the degree of intermixing [38, 39]. $\mathrm{Si}_{3} \mathrm{~N}_{4}$ and $\mathrm{SrF}_{2}$ are usually combined with $\mathrm{SiO}_{2}$ to spatially control of the degree of bandgap energy shift across a single semiconductor wafer to realize a selective area intermixing process [3, 32]. Fu et al. [40] have proposed a $\mathrm{SiO}_{2} / \mathrm{TiO}_{2}$ bilayer cap technique, in which a significant increase in the overall thermal expansion coefficient of $\mathrm{SiO}_{2} / \mathrm{TiO}_{2}$ compared to a single layer of $\mathrm{SiO}_{2}$ results in a significant reduction in Ga diffusion, and hence a concomitant decrease in the density of Ga vacancies and an inhibition to the degree of intermixing. Similar to the above $\mathrm{SiO}_{2} / \mathrm{TiO}_{2}$ bilayer cap, a phosphorus-doped $\mathrm{SiO}_{2}\left(\mathrm{SiO}_{2}: \mathrm{P}\right)$ cap has also been demonstrated to suppress intermixing attributed to the fact that $\mathrm{SiO}_{2}$ : P is more dense and void free during the annealing process [41]. Contrary to the Ga vacancies, the Ga interstitials will suppress intermixing. The Ga interstitials can be formed by using an Al layer deposited upon the GaAs layer. During the intermixing process, the Al and $\mathrm{Ga}_{2} \mathrm{O}_{3}$ will interchange to form $\mathrm{Al}_{2} \mathrm{O}_{3}$ and Ga . The excess Ga interstitial concentration reduces the Ga vacancies to suppress the intermixing [42]. In addition, another simple method is using a GaAs proximity cap. During the annealing process As will be desorbed from the GaAs surface resulting in a Ga rich surface and subsequent diffusion of Ga into the sample increasing the concentration of group III interstitials to inhibit intermixing [43].

## QDI for Opto-Electronic Devices Application

The application of QDI technique, offering new types of devices and allowing large-scale integrated devices, but brings about new challenges. So far, most reports have focused on the investigation of materials or passive devices, with only
a few reports on active intermixed device fabrication [27, 41, 43, 44]. In this section, we describe active intermixed QD devices for both lasers and broadband devices such as QD super luminescent diodes (QD-SLED) and amplifiers, and conclude with our latest results on selective area intermixed devices.

## Tunable Interband and Intersubband Transitions in Modulation C-doped InGaAs/GaAs Quantum Dot Lasers by a Post-Growth Intermixing Process

As QDs are highly sensitive to the annealing process, in order to make a high performance intermixed active devices, it is necessary to find methods to weaken the degree of intermixing. As mentioned in "Effects of Caps on the Post-Growth Intermixing of InGaAs/GaAs QDs", Ga vacancies are a key driver in determining the interdiffusion, and some caps act as good candidates for this purpose. In addition to the capping techniques, engineering of the epitaxial structure of the QD active layers also provides an effective way to decrease the degree of intermixing. In this section, PGA is applied to modulation carbon-doped (C-doped) InAs/ InGaAs/GaAs QD structures [38]. As the propagation of Ga vacancies is suppressed in the p-type materials, the intermixing is significantly inhibited.

As seen in the insets of Fig. 6.4, the C-doped and un-doped QD samples were identical except for modulation p-doping with carbon to a concentration of 3 e 17 in a 10 nm wide layer located in the GaAs spacer layer 14 nm above each InAs/ InGaAs layer [38]. Figure 6.4a, b show the room temperature (RT) PL spectra of un-doped and C-doped samples respectively, as a function of annealing temperatures from 700 to $775^{\circ} \mathrm{C}$. Data for as grown material is also plotted. For the un-doped sample it is clear that for all annealing treatments, the PL intensity is significantly reduced as well as the emission wavelength is significantly blueshifted. The strong reduction in integrated PL intensity indicates that the optical quality is significantly degraded due to the formation of dislocations by strain relaxation during the intermixing process or carrier escape from the more shallowly confined potential barrier by interdiffusion procedure. This suggests that the intermixed un-doped QD sample is not a good candidate for subsequent device fabrication. However, for the C-doped samples, the $700^{\circ} \mathrm{C}$ annealed sample shows an almost identical integrated PL emission compared to the as grown material. For higher annealing temperatures a reduction in integrated emission intensity compared to the as grown sample is also observed. However, the rate of reduction of intensity is less severe as the case for the un-doped sample. There are two factors to determine the strong difference in optical quality of the annealed samples for un-doped and modulation p-doped samples. Firstly, modulation doping may assist in saturating non-radiative recombination centres. Secondly the modulation doping inhibit the diffusion of Ga vacancies [38], reducing the penetration of non-radiative centres into the active region of the device.


Fig. 6.4 (a) Room temperature PL spectra of un-doped as grown QD sample and annealed samples at different temperatures. Inset to Fig. 6.4a: schematic structure of the active region of the un-doped QD laser. (b) Room temperature PL spectra of C-doped as grown QD sample and annealed samples at different temperatures. Inset to Fig. 6.4b: schematic structure of the active region of the C-doped QD laser. Figure adapted with permission from Ref. [43] (@ 2008 AIP)

The as grown and $700^{\circ} \mathrm{C}$ annealed C-doped QD samples were selected for broad area ( $50 \mu \mathrm{~m}$ wide) LD fabrication, and the laser characteristics of these devices are shown in Fig. 6.5a, b. Simultaneous GS and ES lasing were observed in 1 mm long un-annealed lasers and 3 mm long annealed lasers. The intermixed laser exhibits comparable light-current characteristics after the GS bandgap is blueshift by 13 nm and the inter-sublevel energy spacing is reduced by 30 nm compare to the as grown device. In summary, modulation C-doped InAs/InGaAs/GaAs QD structures with PGA treatments are demonstrated as an effective method to tailor the bandgap energy and energy separation between quantized sates in QD lasers [43].


Fig. 6.5 (a) Light-injection current curve of the 1 mm as grown C-doped QD laser. Inset to (a): corresponding lasing spectra of the device under various injection currents. (b) Light-injection current curve of the 3 mm annealed C-doped QD laser. Inset to (b): corresponding lasing spectra of the device under various injection currents. Figure adapted with permission from Ref. [43] (@2008 AIP)

## The Fabrication of High Power and Broadband QD-SLEDs by Post-Growth Intermixing Process

## (1) 980 nm QD-SLEDs by intermixing based on a un-doped QD structure

As mentioned in "Post-growth Intermixing Induced Optical Properties and Quality Changing of $\operatorname{InGa}(\mathrm{Al}) \mathrm{As} / \mathrm{GaAs}$ QDs and Potential Device Applications", the broadening of the emission spectrum by low temperature intermixing makes QDI a very useful method to fabricate broadband QD light sources and amplifiers [16, 21].

The first demonstration of the creation of a broadband QD-SLED by RTA was reported in 2008 [21]. By carefully controlling the annealing process parameters, a CW QD SLED with a 146 nm broad emission spectra and output power as high as 15 mW was achieved at RT, utilizing an intermixing process. This result is in a calculated coherence length of $6.6 \mu \mathrm{~m}$. The bandwidth of the intermixed device was found to increase by $>2$ times with the central emission peak blueshifted by $\sim 50 \mathrm{~nm}$ compare to the as grown device. This band-width increase is at the expense of output power which is decreased by a factor of $\sim 6$ compared to the as grown QD-SLED, in line with the commensurate reduction in peak gain. This observation strongly suggests that the intermixing process has not significantly degraded the optical property of the QD active material. In addition, a QD-SLED under higher annealing temperature treatment also has been demonstrated exhibiting a 102 nm bandwidth with central emission wavelength further blueshift to 917 nm , but with no obvious state filling effects observed in the EL emission spectra [21]. This lack of state-filling suggests that a non-uniform QW or a QW/QD metamorphic structure is created by the high temperature annealing process, which is consistent with the evolution of QD materials during intermixing as described in "Post-growth Intermixing Induced Optical Properties and Quality Changing of $\operatorname{InGa}(\mathrm{Al}) \mathrm{As} / \mathrm{GaAs}$ QDs and Potential Device Applications".

Although high performance QD-SLEDs have been realized by a post-growth intermixing process, from our experiments, we found that the intermixing procedure is extremely difficult to control. It is well known that the QD materials are highly sensitive to the annealing parameters. For the fabrication of broadband intermixed QD-SLED, we require a broadening to the emission, corresponding to a low degree of intermixing. This is much more difficult to achieve than if only an emission wavelength shift is required, and results in significant effort to determine suitable annealing temperatures and times to achieve the desired effect.

## (2) $\mathbf{1 . 3} \boldsymbol{\mu} \mathbf{m}$ QD-SLEDs by intermixing based on a C-doped QD structure

The C-doped QD structure has been successfully utilized for fabricating a tunable interband and intersubband QD-LD [38], in which the p-doping has played a crucial role for inhibiting the degree of intermixing. This motivated us to make an intermixed QD-SLED based on a p-doped QD active region.

The RT-PL spectra under identical excitation power densities of the C-doped as grown sample, $700^{\circ} \mathrm{C}$ annealed $\mathrm{SiO}_{2}$ capped sample and $700^{\circ} \mathrm{C}$ annealed GaAs capped sample are shown in Fig. 6.6. It is clear that the energy separation between the GS and ES is significantly reduced from $95 \mathrm{~nm}(1,310-1,215 \mathrm{~nm})$ of as grown sample to $60 \mathrm{~nm}(1,286-1,226 \mathrm{~nm})$ of the $\mathrm{SiO}_{2}$ capped and annealed sample and $48 \mathrm{~nm}(1,292-1,244 \mathrm{~nm})$ of the GaAs capped and annealed sample. The linewidth of the GS is measured to be 45,53 and 62 nm for the as grown, $\mathrm{SiO}_{2}$ capped and GaAs capped samples, respectively. As the energy separation is reduced and linewidth is increased, a much smaller dip in the PL spectrum will be obtained, which is critical for getting a flat emission spectrum of a QD-SLED. The energy peaks and energy splitting between the two annealed p-doped QD samples are found to be different, which is attributed to the different caps used during annealing.


Fig. 6.6 RT-PL spectra of the p-doped as grown sample, p-doped $700^{\circ} \mathrm{C}$ annealed sample with $\mathrm{SiO}_{2}$ cap and p-doped $700^{\circ} \mathrm{C}$ annealed sample with GaAs cap. Figure adapted with permission from Ref. [23] (@ 2009 IOP)

A large number of Ga vacancies are known to form at the $\mathrm{SiO}_{2} / \mathrm{GaAs}$ interface during the annealing process with a $\mathrm{SiO}_{2}$ cap, and enhance the $\mathrm{In} / \mathrm{Ga}$ interdiffusion through the dot/cap interface, compared to that for the annealed sample with a GaAs proximity cap. This intermixing process mainly modifies the height of the QD, which results in a blueshift of the emission wavelength. Referenced to the as grown sample, the blueshift of the GS emission wavelength is $24 \mathrm{~nm}(1,310-1,286 \mathrm{~nm})$ for the $\mathrm{SiO}_{2}$ capped sample compare to 18 nm for the GaAs capped sample. The density of Ga vacancies introduced during annealing with a $\mathrm{SiO}_{2}$ cap is likely to be greater than the concentration of strain induced vacancies around the QD. So the lateral intermixing, which mainly influences the energy separation of the QD, may be weaker in the $\mathrm{SiO}_{2}$ capped QD sample compared to that for the GaAs capped QD sample [23]. This is consistent with the smaller reduction of energy splitting of 35 nm for the $\mathrm{SiO}_{2}$ capped sample compared to 47 nm for the GaAs capped sample.

Based on the PL results in Fig. 6.6, the $700^{\circ} \mathrm{C}$ annealed GaAs capped sample, with the smallest energy separation among those QD samples, was selected for subsequent QD-SLED fabrication. The QD-SLED was fabricated as a $15^{\circ}$ angled facet device structure by focus ion beam etching technique of a 2.7 mm long laser diode structure. A 3 dB bandwidth of 132 nm and very flat emission spectrum (spectral dip of $\sim 1.2 \mathrm{~dB}$ ) covering $1,325-1,193 \mathrm{~nm}$ with an output power of $\sim 2 \mathrm{~mW}$ was acquired which is attributed to the simultaneous contribution of the GS and ES1 of QDs. These states have significantly reduced energy separation and increased linewidth due to PGA [23].

Fig. 6.7 A broadband light source combining spatially varied emissions within one single wafer


## (3) $\mathbf{1 . 3} \boldsymbol{\mu} \mathbf{m}$ QD-SLEDs by intermixing based on a Be-doped QD structure

In order to achieve an ultra-broad-band source, one important approach for future research is to vary the emission wavelength spatially and selectively within a device as shown schematically in Fig. 6.7. This may be achieved by selective area epitaxy growth [45] or by selective area post-growth intermixing [22, 46]. As most high quality QD-SLED structures are grown by MBE, the later is preferred as selective area epitaxy is very challenging via MBE. Additionally, as mentioned above SAQDI has great potential for fabricating monolithic PIC, so SAQDI has been attracted considerable interests and has been widely investigated [29].

Modulation C-doped QD structures have been successfully employed as the active region for the fabrication of intermixed QD lasers and intermixed QD-SLEDs. These devices exhibited small emission wavelength shift of $\sim 10 \mathrm{~nm}$ blueshift of the GS emission, a decrease in splitting between GS and ES, and a broadening of the inhomogeneous broadening of these states. However, the very low diffusion rate of carbon dopants and the corresponding relatively high thermally stable nature of C-doped QD samples makes them unsuitable for SAQDI, which requires a combination of un-shifted and blue-shifted regions to contribute to the emission spectrum.

In this section, we discuss modulation-doped structures where beryllium (Be) replaces carbon as the p dopant in the QD active region for the fabrication of intermixed QD-SLEDs. Beryllium has a large diffusion rate compared to carbon, providing an additional degree of freedom in the design of an intermixed device [47].

Figure 6.8 shows RT-PL spectra of the samples under identical excitation power of 9.5 mW (HeNe laser emitting at 633 nm ), as a function of annealing temperature and time using a GaAs proximity cap and a $\mathrm{SiO}_{2}$ cap. Data for the as grown sample is also plotted. For the as grown sample the GS emission peak is at $1,296 \mathrm{~nm}$, and ES peak at $1,214 \mathrm{~nm}$. The FWHM of the GS and ES are $\sim 70$ and 90 nm , respectively. The PL linewidth of the $700^{\circ} \mathrm{C}$ annealed sample with GaAs proximity cap are significantly broadened with a GS emission peak blue-shifted to $1,234 \mathrm{~nm}($ FWHM $\sim 145 \mathrm{~nm}$ ) and an ES peak to $1,194 \mathrm{~nm}$ (FWHM $\sim 140 \mathrm{~nm}$ ). This increase in linewidth is attributed to increased interface fluctuations between the QD and the surrounding matrix. For the sample annealed for 5 min at $700^{\circ} \mathrm{C}$ the peak intensity is observed to reduce to around half that of the as grown sample.


Fig. 6.8 RT- PL spectra of the as grown QD sample and annealed QD samples by using different annealing temperature, different time, and different caps during annealing process. Figure adapted with permission from Ref. [47] (@ 2010 OSA)

However, the integrated intensity is very similar between these two samples due to the significant increase in line-width of the states. This suggests the optical quality of the QDs has been preserved at this annealing condition. The sample annealed at $700^{\circ} \mathrm{C}$ for 5 min with a $\mathrm{SiO}_{2}$ cap exhibits a larger GS emission peak blue-shift of $\sim 126 \mathrm{~nm}$ (from 1,296 to $1,170 \mathrm{~nm}$ ) with around a factor of six reduction in PL intensity compared to the as grown sample.

Samples annealed at $750^{\circ} \mathrm{C}$ for 5 min and 10 min with GaAs proximity caps also exhibit large GS emission peak blue-shifts to $\sim 1,155$ and $1,140 \mathrm{~nm}$, respectively with large PL intensity reductions compared to the as grown sample. These observations are in agreement with a stronger interdiffusion under these annealing conditions at higher temperatures and longer times than those discussed previously. Based on the observations from PL test samples, the as grown sample, and samples annealed at $700^{\circ} \mathrm{C}$ with GaAs proximity cap and $\mathrm{SiO}_{2}$ cap were fabricated into QDSLEDs. These selected samples were processed into $5 \mu \mathrm{~m}$ wide ridge waveguide structures, which oriented at $\sim 7^{\circ}$ from the facet normal to suppress lasing. 6 mm long bars were mounted on gold plated copper tiles without antireflection coating on the facets. Device characterisation was performed at RT under pulsed operations ( $5 \mu \mathrm{~s}$ pulse width, $1 \%$ duty cycle) to eliminate the effects of self-heating.

Figure 6.9a shows the EL spectra as a function of drive current for the as grown QD-SLED. Under low drive currents, the emission is mainly from the GS of the QDs with central emission peak at $\sim 1,316 \mathrm{~nm}$. With increasing injection current, the ES gradually dominates the emission spectra, with peak emission at around $1,242 \mathrm{~nm}$. This is due to the saturation of the GS and increased population of the ES due to Pauli-blocking. The large energy splitting of the ES and GS results in a large


Fig. 6.9 EL spectra as a function of drive currents of as grown QD-SLED, $700^{\circ} \mathrm{C}$ intermixed QD-SLED with GaAs proximity cap and $700^{\circ} \mathrm{C}$ intermixed QD-SLED with SiO 2 cap during annealing process. Figure adapted with permission from Ref. [47] (@ 2010 OSA)
spectral dip occurring in the EL spectrum. For single contact QD-SLEDs the length of the device dictates the power at maximum bandwidth, corresponding to the balance of GS and ES power. The presence of large spectral dips at this condition of maximum bandwidth is undesirable for interferometric applications [48].

The EL spectra as a function of injection current for the device fabricated from $700^{\circ} \mathrm{C}$ annealed material with GaAs proximity cap is shown in Fig. 6.9b. At low currents the emission is dominated by the QD GS emission which has been shifted
to $\sim 1,212 \mathrm{~nm}$. As current is increased, the ES emission (peak emission $\sim 1,176 \mathrm{~nm}$ ) increases in power to provide an equal contribution to total output power at $\sim 3 \mathrm{~A}$. Due to the significantly reduced energy separation of QD states in this intermixed device ( 40 nm compared to 82 nm in the as grown material from PL ) and an increase in inhomogeneous linewidth compared to that in the as grown material from PL as shown in Fig. 6.8, a flat topped (spectral dip $<0.8 \mathrm{~dB}$ ) emission spectrum was achieved. A small spectral modulation is highly desirable for high resolution optical coherence tomography image application [48]. A bandwidth of 78 nm from 1,155 to $1,233 \mathrm{~nm}$ with output power of 190 mW is achieved at 3 A drive current in this device.

The EL spectra as a function of injection current for the device fabricated from $700^{\circ} \mathrm{C} \mathrm{SiO}_{2}$ cap annealed material is shown in Fig. 6.9c. A single peak is observed at all powers centered at $\sim 1,190 \mathrm{~nm}$ with $\sim 30 \mathrm{~nm}$ bandwidth. The emission spectra show neither appreciable change in bandwidth nor strong shift in the emission peak with increasing injection current, which indicates a QD/QW metamorphic structure formed by this annealing condition.

## (4) QD-SLED fabrication by selective area intermixing on a Be-doped QD structure

Based on the above results, as the effects of inter-diffusion are quite different between the intermixed device with GaAs proximity cap and the intermixed device with $\mathrm{SiO}_{2}$ cap, a QD-SLED has been fabricated comprising regions with different cap along it's length. This was realized by combining the GaAs proximity cap with a sample selectively patterned with $\mathrm{SiO}_{2}$. The schematic for this device is shown in Fig. 6.10a. The device is identical to those discussed previously in $1.3 \mu \mathrm{~m}$ QDSLEDs by intermixing based on a Be-doped QD structure terms of length ( 6 mm ), ridge width $(5 \mu \mathrm{~m})$ and $7^{\circ}$ angle of the waveguide to the normal to the cleaved facet. This selective area intermixed QD-SLED device consists of a 4 mm long QD-SLED A (capped by a $\mathrm{SiO}_{2}$ layer during annealing) and a 2 mm long QDSLED B (GaAs proximity cap during annealing).

The L-I characteristics from the two different ends of this device are shown in Fig. 6.10b. The associated emission spectrum from each end of the device, obtained at the maximum current of 3 A is shown as an inset. As expected for such an asymmetric device, the power-current characteristics and emission spectrum are different for the two ends of the device. From facet $A$, a maximum power of $\sim 120 \mathrm{~mW}$ is obtained and at this maximum in drive current a $\sim 45 \mathrm{~nm} 3 \mathrm{~dB}$ band-width is measured centred at $\sim 1,185 \mathrm{~nm}$. From facet B a maximum power of $\sim 79 \mathrm{~mW}$ is obtained and at this maximum in drive current a $\sim 60 \mathrm{~nm} 3 \mathrm{~dB}$ band-width is measured centered at $1,170 \mathrm{~nm}$. The modeling of such a device is complex, requiring a time dependant travelling wave solution, incorporating a number of currently unknown material parameters for the two intermixed sections [49]. However, we are able to derive an expectation of the resultant device characteristics if we consider two SLEDs with different gain and ASE bandwidths acting as signal and amplifier. Due to the mismatch in bandwidths we can expect a lower power when compared to a single device of equivalent length. This is in


Fig. 6.10 (a) Schematic device structure of the selective area intermixed QD-SLED; (b). L-I curves of the selective area intermixed QD-SLED measured from front and back facet, respectively. Inset: the corresponding spectra of the device at 3A. Figure adapted with permission from Ref. [47] (@ 2010 OSA)
agreement with what we observe from both facets of the device. Similarly, the narrower bandwidth source can have its emission broadened due to the additional ASE of the other device in the case of a strong spectral overlap [47]. This is also observed from facet A. The spectral overlap of the current device is not optimal for obtaining ultra-broadband emission. However, we believe that if the spectral overlapping occurs at the edge of the two emission spectra, not overlapped centrally as in the present case as shown in Fig. 6.9, an ultra broad emission spectrum would be achieved. This may be possible via the use of different cap materials (e.g. sputtered $\mathrm{SiO}_{2}$ [35] and $\mathrm{TiO}_{2}$ [40]) or by laser annealing [46].

## Conclusion for QDI and Outlook for Further Developments

Following a review of QW intermixing processes, we have described specific differences between QW and QD materials and intermixing processes. The evolution of the optical properties and physical structure of QDs during intermixing
processes have been discussed in detail. Modulation p-doping with carbon and beryllium is demonstrated as a key factor in realizing high performance QD intermixed devices. A monolithically integrated QD-SLED is demonstrated utilizing a selective area intermixing process. Here, patterning of different cap layers plays a crucial role.

Within the last few years, many reports have appeared on the realization of high quality QD materials and high performance QD devices utilizing PGA processes. Post-growth intermixing has been employed as a very powerful technique for many applications, such as for the fabrication of high power QD-LD, wavelength tunable QD lasers, broadband QD LEDs and QD-SLEDs. The development of the QD intermixing technique is a very attractive research subject which is currently being pursued in a number of commercial and academic laboratories world-wide.

Future challenges and development of QD post-growth intermixing techniques will be mainly application driven, where the spatial variation of emission wavelength allows new device functionality. These include PIC incorporating active elements of different wavelengths and passive elements to act as waveguide elements. GaAs based QDs allow the access of $900-1,300 \mathrm{~nm}$ allowing frequency doubling to wavelengths of importance for display applications. These wavelengths are also of interest for biomedical imaging. GaAs based QDs are currently pushing towards $1,550 \mathrm{~nm}$, a crucially important wavelength for optical communications where non-linear absorbers play key roles in both edge emitting [50-52] and surface emitting devices [53, 54]. The modification of single QDs is also of importance for quantum information processing applications [55,56]. The development of this process in InP [36] and GaN [57] based systems is also expected. In all areas, the development of epitaxial structure hand-in-hand with intermixing process will be critical and the development of in situ control techniques for QDI will greatly accelerate the development of such intermixing process.
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# Chapter 7 <br> Photonic Crystal Cavity Lasers 

Yiyang Gong, Bryan Ellis and Jelena Vučković


#### Abstract

Photonic laser sources have great potential in communication and lighting applications. Optical resonators reduce the lasing threshold by enhancing the light-matter interaction, increasing the efficiency and modulation rate. We explore the design, fabrication, and characterization of lasers based on photonic crystal (PC) cavities. We first describe the fundamentals of the PC cavity in one dimensional (1D) and two dimensional (2D) settings, and how cavity designs enable high quality factor, low mode volume resonators that facilitate high Purcell enhancements. Next, we show how such designs are implemented to fabricate low threshold lasers using quantum $\operatorname{dot}(\mathrm{QD})$ materials. Experimentally under optical injection, we are able to obtain lasing thresholds of microwatts at room temperature and cryogenic temperature, fitting the behavior of different lasers to rate equations. We also theoretically and experimentally characterize the time dynamics of the lasers at cryogenic temperature under modulated pumping, observing that the lasers can be modulated at 30 GHz . Finally, we explore novel approaches to electrically inject PC cavity devices using a lithographically defined lateral p-i-n junction, and demonstrate a lateral junction PC cavity light-emitting device.
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## Introduction

In the information age, the need for bandwidth to pass data between computation centers has greatly increased. In addition to the growth of the fiber-optic communication bandwidth for long distance data transfer, the growth of the local data centers, computer clusters, and multi-core processors has motivated the development of optical communications for short distances. Here, and especially for chip-to-chip communications, optical interconnects have distinct advantages over conventional electrical interconnects as device sizes are decreased to increase the information density [1]. In particular, the resistance and time constant of wires transporting electrical data increase as device dimensions are scaled down, leading to high energy costs for transporting information. On the other hand, the energy cost for optical interconnects scale down with the size of the transmitter and receiver, and could be decreased with the device design.

The emission and control of light on such nanoscales could be done by a variety of optical cavities [2]. The two key figures of merit for an optical cavity at frequency $\omega$ (and wavelength $\lambda=2 \pi c / \omega$, where $c$ is the speed of light) are the quality $(Q)$ factor and the mode volume $\left(V_{\mathrm{m}}\right)$. The $Q$-factor can be defined in the optical spectrum of the cavity as $Q=\omega / \Delta \omega=\lambda / \Delta \lambda$, where $\Delta \omega$ and $\Delta \lambda$ are the full-width at half-maximum (FWHM) of the cavity spectrum in the frequency and wavelength domains, and is a measure of the temporal confinement of the photons. On the other hand, the mode volume of the cavity is a measure of the volume that the photonic field occupies when confined to the cavity. It is defined as:

$$
\begin{equation*}
V_{\mathrm{m}}=\frac{\int \varepsilon(\vec{r})|E(\vec{r})|^{2} \mathrm{~d} V}{\max \left[\varepsilon(\vec{r})|E(\vec{r})|^{2}\right]} \tag{7.1}
\end{equation*}
$$

where $E(\vec{r})$ is the spatial distribution of the electrical field of the cavity mode, and $\varepsilon(\vec{r})$ is the dielectric structure of the cavity. In short, it measures the spatial confinement of photons in the cavity. In particular, increasing $Q$ and decreasing $V_{\mathrm{m}}$ increases the light-matter interaction inside of a photonic cavity. In the weak-coupling, or Purcell, regime of cavity quantum electrodynamics (cQED), the spontaneous emission (SE) rate of an emitter coupled to a cavity is enhanced by the Purcell factor, defined as [3]:

$$
\begin{equation*}
F=\frac{3}{4 \pi^{2}}\left(\frac{\lambda}{n}\right)^{3}\left(\frac{Q}{V_{\mathrm{m}}}\right) \overline{\psi(\theta, \vec{r}, v)} \tag{7.2}
\end{equation*}
$$

where $\psi(\theta, \overrightarrow{\mathrm{r}}, v)$ includes the decrease of enhancement for spatially and spectrally detuned emitters from the cavity mode. Defined for a dipole emitter with frequency $v$ (spectrally detuned from the cavity frequency, $\omega$ ) at a position $\overrightarrow{\mathrm{r}}$ that forms an angle $\theta$ with the cavity $E$-field at the same position, $\psi(\theta, \vec{r}, v)$ takes the form:

$$
\begin{equation*}
\psi(\theta, \vec{r}, v)=\left|\frac{E(\vec{r})}{E_{\max }}\right|^{2} \frac{\left(\frac{v}{2 Q}\right)^{2}}{(v-\omega)^{2}+\left(\frac{v}{2 Q}\right)^{2}} \cos ^{2}(\theta) \tag{7.3}
\end{equation*}
$$



Fig. 7.1 a The 2D PC cavity system in a suspended membrane, with the cavity defect and the periodic air holes that form the triangular lattice PC. TIR confines the light in the out-of-plane directions of the membrane, while DBR confines the light in the directions in the plane of the membrane. The inset shows the irreducible Brillouin zone in the reciprocal space for the triangular lattice, along with the labeled high-symmetry points. b A representative band diagram for the TE-like polarization along the high-symmetry directions, for a slab with index of refraction $n=3.5$. The solid line is the light line, which separates the states confined by the TIR (below the line) from those that leak in the direction perpendicular to the membrane. The optical bandgap is seen below the light line and between normalized frequencies $\mathrm{a} / \lambda=0.25$ and 0.33 . c The $E_{\text {y }}$ field of the fundamental mode for the 2D PC cavity. d The 1D PC nanobeam cavity system. Here, DBR confines the light in the direction along the beam, and TIR confines the light in the other two directions. e Band diagram for the 1D system also for $n=3.5$. A bandgap forms around the same frequencies as the 2D PC system. f The $E_{\mathrm{y}}$ field of the fundamental mode for the 1D PC cavity
where $E_{\max }$ is the $E$-field amplitude at the location of the maximum $E$-field energy density, $\varepsilon|E|^{2}$. Intuitively, enhancing $Q$ increases the photon storage time, while decreasing $V_{\mathrm{m}}$ increases the local photon energy density, both increasing the interaction (emission and absorption) between the emitter and photons in the optical cavity mode and increasing the SE of emitters into the cavity mode [4].

Photonic crystal (PC) cavities have had a large impact in the field of low threshold lasers [5, 6], as these high $Q$ factor and small $V_{\mathrm{m}}$ resonators reduce the lasing threshold by enhancing the SE rate of the emitters into the cavity and lasing mode. In addition, the increased $Q$ and reduced $V_{\mathrm{m}}$ reduce the lasing threshold for active materials, as the increased photon storage time enhances stimulated emission processes, while the reduced mode volume allows inversion with reduced pump power by reducing the amount of active material in the cavity. Due to the low threshold and small volumes, PC cavities enable lasers with very fast direct modulation speeds exceeding 100 GHz [7, 8], which have the potential to be used in opto-electronic communications. Finally, the use of quantum dot (QD) active material inside PC cavity lasers to further lower the lasing threshold (by minimizing non-radiative surface recombination effects) has been studied [9-13]. Other potential applications of these devices include compact chemical or mass sensors [14].

The outline of this chapter will be as follows: In "PC Cavities", we discuss the basics of PC cavities. In "1D PC Laser", we discuss a one dimensional (1D) PC cavity laser. In "High Speed Modulation of PC Lasers", we discuss the dynamics of PC lasers and ultrafast operation. Finally, in "Electrical Pumping of PC Lasers", we introduce novel approaches to PC laser design and electrical injection of PC cavities.

## PC Cavities

The PC cavity system, with high $Q$-factor and low $V_{\mathrm{m}}$, can be employed to enhance the SE rate via Purcell enhancement and reduce the threshold to lasing. First proposed by Yablonovitch [15] and John [16], the PC is a structure with a periodic variation in dielectric constant. Much like how the periodic arrangement of atoms in solids leads to a bandgap in allowed energies for electrons, the periodic arrangement of the dielectric constant leads to a photonic bandgap in the allowed energies for photons. This photonic bandgap can be used to direct light, as photons with energies inside of the bandgap will be reflected by the PC structure.

The periodicity of the material system creates coupling between forward and backward propagating waves with certain wave vectors $k$ and frequencies $\omega$, and for certain ranges of the $\omega-k$ relationship can enable complete reflection in a process known as distributed Bragg reflection (DBR). Although 3D PCs can confine light in all directions and their fabrication has been recently improved (including high $Q$ cavities) [17-21], the fabrication process for these multilayered structures is extremely difficult. Similarly, 1D PCs made up of stacks of alternating materials have been used in vertical cavity surface-emitting lasers (VCSELs) [22],
but require very well-controlled growth of multilayer structures. In this chapter, we focus on 1D or 2D cavities that are fabricated in an one-step lithography and etching process to form suspended membranes. Because 1D and 2D PCs only confine light in the direction with periodic dielectric constant, total internal reflection (TIR) arising from the index contrast between the slab material and the surrounding medium is used to confine light in the remaining directions.

The basic 2D PC cavity system is shown in Fig. 7.1a, where a three-hole defect is formed in a periodic triangular lattice of air holes in a dielectric slab. As shown, the planar 2D PC confines light to the cavity defect by DBR in the plane of the structure, and by TIR out of the plane. By solving the electromagnetic eigenvalue equation in the infinitely periodic system (i.e., without the cavity defect):

$$
\begin{equation*}
\frac{1}{\varepsilon} \nabla \times \nabla \times \stackrel{\rightharpoonup}{E}=\left(\frac{\omega}{c}\right)^{2} \stackrel{\rightharpoonup}{E} \tag{7.4}
\end{equation*}
$$

for the possible directions of propagation $(\vec{k})$ in the plane of the membrane in the PC region, we obtain the energy band diagram of the photonic system shown in Fig. 7.1b. For infinitely periodic structures, the solutions to Eq. 7.4 must satisfy periodic Bloch boundary conditions: $E(\vec{r}+\vec{a})=e^{i \vec{k} \cdot a} E(\vec{r})$, where $\overrightarrow{\mathrm{a}}$ is a lattice vector of the periodic system. In this case, the allowable modes of the $\omega-k$ relationship is shown for the transverse-electric (TE)-like polarization, which has non-zero components for only ( $E_{\mathrm{x}}, E_{\mathrm{y}}, H_{\mathrm{z}}$ ) on the midplane of the z-direction, where $E_{\mathrm{x}}$ and $E_{\mathrm{y}}$ are in the plane of the membrane, and $H_{\mathrm{z}}$ is perpendicular to the plane of the membrane. The high symmetry directions of the triangular lattice, which forms the boundary of the irreducible Brillouin zone in the reciprocal lattice space, are plotted in Fig. 7.1a, inset. The solid lines in Fig. 7.1b correspond to the light line, which follow the relation $c|k| / n$, where $n$ is the refractive index of the PC material and $|k|=2 \pi / \lambda$ is the norm of the wave vector. The gray region of the band diagram (known as "above the light-line") denotes the region where TIR does not confine photons in the direction normal to the plane of the membrane. Below the light line, we see a range of energies where no photonic modes exist, and thus a range of energies where the PC would confine light through the combination of DBR and TIR. Because the photonic bandgap exists for all directions below the light line, photons confined to the cavity region would not be able to escape through the PC in directions parallel to the plane of the membrane. Thus, the confinement of a PC cavity is limited by the radiation lost in the directions not confined by the DBR, i.e., the cavity field components located above the light line. Designs to manipulate the spatial profile of the cavity mode and minimize radiation in the above light line directions have been implemented to improve $Q$-factors [23, 24].

From Fig. 7.1b, we also observe that the lattice constant that creates a bandgap is generally on the order of $a=\lambda / n$, where $n$ is the refractive index of the PC slab material. With proper design, the $V_{\mathrm{m}}$ of PC cavities is expected to be below $(\lambda / n)^{3}$. By simulating the three-hole defect cavity shown in Fig. 7.1a with finite different time-domain (FDTD) simulations, we find that the cavity supports a fundamental cavity mode (which satisfies Eq. 7.4 without periodic boundary conditions) with a
dominant $E_{\mathrm{y}}$ profile shown in Fig. 7.1c, $Q>4 \times 10^{4}$, and $V_{\mathrm{m}}<(\lambda / n)^{3}$. Compared to other cavities, such as the micropillar $\left(Q=2,000, V_{\mathrm{m}}>5(\lambda / n)^{3}\right)$, microdisk $\left(Q>10^{4}, V_{\mathrm{m}}>6(\lambda / n)^{3}\right)$, microtoroid $\left(Q>10^{8}, V_{\mathrm{m}} \sim 10^{2}(\lambda / n)^{3}\right)$, and microsphere ( $\left.Q>10^{9}, V_{\mathrm{m}}>10^{3}(\lambda / n)^{3}\right)$, the 2D PC cavity offers a different regime of moderate $Q$ and low $V_{\mathrm{m}}$, which is useful for reaching the Purcell regime and enhancing light emission into a particular mode [2].

The 2D PC cavity has been well established, with $Q>10^{6}$ having been theoretically and experimentally achieved in a high index material (silicon, $n=3.5$ ) [23, 25, 26]. In addition, moderate $Q$ cavities have been proposed in low index materials such as diamond $(n=2.4)$ [27,28] and silicon nitride $\left(\mathrm{Si}_{3} \mathrm{~N}_{4}, n=2.0\right)$ [29, 30], with experimental $Q>3,000$. While high $Q$ cavities in 2D PCs are difficult to achieve in low index materials, 1D nanobeam cavities support cavity modes in many materials. These beams confine modes by DBR with a periodic lattice along the length of the beam and by TIR in the two directions perpendicular to the length of the beam (Fig. 7.1d). In the 1D setting, photonic bandgaps formed in high index materials with $n=3.5$ are comparable to the bandgaps in 2D PCs (Fig. 7.1e), and bandgaps exist even for low index contrast systems [31]. As one of the first PC cavities designed and fabricated [32], the nanobeam cavity can achieve strong reflection along the length of the beam due to the photonic bandgap of reduced dimensionality, while TIR efficiently confines cavity modes derived from lossless waveguide modes of the beam. For example, the beam structure in Fig. 7.1d forms a cavity by removing holes from the beam and modifying the holes sizes around the defect. This structure supports the fundamental mode with a dominant $E_{\text {y }}$ field shown in Fig. 7.1f, with $Q>10^{5}$ and $V_{\mathrm{m}}<(\lambda / n)^{3}$. Recent developments in 1D nanobeam cavities with "potential well" designs have achieved the same $Q$-factors in silicon as in 2D PC cavities with comparable mode volumes [33], while also opening the door for high- $Q$ cavities in $\mathrm{Si}_{3} \mathrm{~N}_{4}$ for applications of optomechanics [34] and coupling to active materials [35]. In particular, the experimentally demonstrated $Q$ s exceed $10^{5}$ for Si [33], $10^{4}$ for $\mathrm{Si}_{3} \mathrm{~N}_{4}(n=2.0)$ [34], and $10^{3}$ for $\mathrm{SiO}_{2}(n=1.46)$ [31]. Because of their versatility, the nanobeam design can be applied to a variety of materials to engineer high- $Q$, low $V_{\mathrm{m}}$ cavity modes that enhance radiation from emitters embedded in the cavity.

The planar PC offers simple fabrication with one lithography step, such as the procedure shown in Fig. 7.2. First, the wafer is grown with the eventual PC membrane (including the active layer) on top of a sacrificial layer that offers selective etching properties compared to the PC membrane (Fig. 7.2a). Then a layer of resist (either polymer or deposited material) is coated on the wafer (Fig. 7.2b). Electron beam lithography is used to define the PC pattern into the resist, and the pattern is transferred into the PC membrane using a directional dry etch (Fig. 7.2c-d). Finally, the resist is removed, and a selective wet etch is used to remove the sacrificial layer under the PC membrane to form a free-standing planar PC (Fig. 7.2e-f).


Fig. 7.2 The PC fabrication process: a The grown wafer with layered structure. b Deposition of resist. $\mathbf{c}$ exposure and patterning of the resist. $\mathbf{d}$ Transfer of the resist pattern to the PC membrane. e Removal of resist. f Selective undercut of the sacrificial layer to suspend the membrane

## 1D PC Laser

In this section, we study the lasing properties of GaAs nanobeam cavities with InAs QDs at room temperature. 1D nanobeam cavities have been previously designed and fabricated in a variety of passive materials, such as $\mathrm{Si}[32,33], \mathrm{Si}_{3} \mathrm{~N}_{4}$ [34], and $\mathrm{SiO}_{2}$ [31]. Very recently, lasing in such cavities incorporating quantum well material has been demonstrated [36, 37, 38]. Because of their small footprint, such 1D PC cavities also have potential as compact light sources for on-chip optical communications, and proposals for employing nanomechanical properties of such structures to build tunable lasers have been made [39]. Much like 2D PC cavities, nanobeam cavities have high $Q$ and low $V_{\mathrm{m}}$, thereby potentially decreasing the lasing threshold via the Purcell enhancement of SE rate.

The cavity design is based on a beam having thickness $d$ and width $w$, and circular holes are patterned along the beam with period $a$ and radii $r=0.3 a$ in the PC mirror region (Fig. 7.3a). The cavity comprised of holes spaced at $a^{\prime}=0.84 a$ at the center of the cavity, and holes size of $r^{\prime}=0.84 r$. The hole spacing and size increased parabolically from the center of the cavity outwards, extending six holes on either side of the cavity. The cavity is designed with $d=0.7 a$ and $w=1.3 a$, and is simulated by the 3D-FDTD method with 20 units per lattice constant (a) and perfectly matched layer (PML) absorbing boundary conditions. We computed the $Q$ of the cavity using $Q=\omega U / P$, where $\omega$ is the frequency of the cavity, $U$ is the total energy of the mode, and $P$ is the time-averaged energy radiated transverse to the beam length (i.e., not through the ends of the beams, where the leakage is suppressed by the DBR). Using the FDTD simulation, we found the $|E|^{2}$ field profile of the fundamental TE-like cavity mode shown in Fig. 7.3b, which is dominated by the $E_{\mathrm{y}}$ component. We also found that further increase in the number of PC mirror layers beyond 15 did not increase the overall $Q$ of the cavity. Finally, from the simulations,


Fig. 7.3 a The fabricated 1D nanobeam cavity. b The electric field intensity $\left(|E|^{2}\right)$ of the fundamental mode supported by the cavity. Reproduced with permission from [38]. Copyright 2010 OSA
we obtained $Q=1.2 \times 10^{5}, V_{\mathrm{m}}=0.8(\lambda / n)^{3}$, and normalized frequency of $a / \lambda=0.25$. While the beam also supports higher order modes that sit farther from the central defect and have lower frequency [33, 34], we worked with the fundamental TE mode as it has the highest $Q$ and lowest $V_{\mathrm{m}}$ among all TE modes. In experiment, we observed a significant reduction in $Q$ relative to theoretical prediction (by a factor of 5-10), resulting from fabrication imperfections (such as edge roughness from the dry etch and lithographic tolerances to the hole position), or from absorption losses in the QDs and the wetting layer.

The employed membrane structure was grown by molecular beam epitaxy (MBE) and consists of a $1 \mu \mathrm{~m} \mathrm{Al}_{0.8} \mathrm{Ga}_{0.2} \mathrm{As}$ sacrificial layer and a 240 nm GaAs membrane that contains three layers of InAs QDs separated by 50 nm GaAs spacers. To achieve emission at $1.3 \mu \mathrm{~m}$, the dots were capped with a $6 \mathrm{~nm} \mathrm{In}_{0.15} \mathrm{Ga}_{0.85} \mathrm{As}$ strain-reducing layer. The QDs were formed by depositing 2.8 monolayers (ML) of InAs at $510^{\circ} \mathrm{C}$ using a growth rate of $0.05 \mathrm{ML} / \mathrm{s}$. These growth conditions result in a dot density of $3 \times 10^{10} \mathrm{~cm}^{-2}$, as estimated from atomic force microscopy (AFM) measurements of uncapped QD samples. Fabrication of the PC cavities is done by procedures similar to the one shown in Fig. 7.2. First, a 300 nm layer of the electron beam resist ZEP-520A is spun on top of the wafer, e-beam lithography is performed to define the cavity design. The written pattern is then transferred to the GaAs membrane using a $\mathrm{Cl}_{2}: \mathrm{BCl}_{3}$ dry etch. Finally, the nanobeam is undercut with a $7 \% \mathrm{HF}$ solution in water. An example fabricated structure is shown in Fig. 7.3a. In fact, by simulating this structure directly [40] without absorption losses, we observe a reduction in $Q$ to $Q=20,000$.


Fig. 7.4 a Experimental configuration. b Normalized PL spectra from representative cavities above lasing threshold (colored points). The PL spectrum from QDs in bulk (unpatterned film) is also shown (gray circles). The inset shows a zoomed-in cavity spectrum (pumped at $14 \mu \mathrm{~W}$, below the lasing threshold) and its fit to a Lorentzian lineshape, corresponding to $Q=9,700$. Reproduced with permission from [38]. Copyright 2010 OSA

We pump the cavities at both 780 nm (above the GaAs band gap positioned at $\lambda_{\mathrm{g}}=870 \mathrm{~nm}$ ) and at 980 nm (below $\lambda_{\mathrm{g}}$, but above the emission wavelength of the QDs, and slightly above the emission wavelength of the quantum well wetting layer at $1,000 \mathrm{~nm}$ ), both at room temperature using the micro-photoluminescence ( $\mu$-PL) setup shown in Fig. 7.4a. The continuous wave (CW) pump laser is focused onto the beam from normal incidence with a $100 \times$ objective lens with numerical aperture NA $=0.5$. The photoluminescence (PL) from the sample is also collected from the direction perpendicular to the plane of the chip and sent to a spectrometer with an InGaAs CCD array. Suspended bridge nanobeam cavities have been shown to have very small heat conduction [41]. However, the 980 nm pumping avoids heating of the cavity at high pump powers, and allows high power CW pumping. The PL from QDs in an unpatterned region of the sample is shown in Fig. 7.4b. The PL spectra of various cavities with slightly different lattice constants and radii are also shown in Fig. 7.4b, with pump powers above threshold
with the 980 nm pump. The Lorentzian fit to a cavity spectrum (pumped at $14 \mu \mathrm{~W}$, below threshold) with $Q=9,700$ is shown in the inset of Fig. 7.4b.

We studied the pump power dependence of cavities by varying the pump power of an unchopped CW 980 nm pump laser from as little as $0.1 \mu \mathrm{~W}$ to as much as 10 mW . The output power of the nanobeam laser as a function of the pump power is shown in Fig. 7.5a. The experiment is repeated with the same cavity, but with the 780 nm pump (Fig. 7.5b). We fit the data to the standard rate equations [42]:

$$
\begin{gather*}
\frac{\mathrm{d} N}{\mathrm{~d} t}=\eta \frac{L_{\mathrm{in}}}{\hbar \omega V_{\mathrm{a}}}-N\left(\frac{F}{\tau_{\mathrm{r}}}+\frac{1}{\tau_{\mathrm{nr}}}\right)-v_{\mathrm{g}} g P  \tag{7.5}\\
\frac{\mathrm{~d} P}{\mathrm{~d} t}=\Gamma v_{\mathrm{g}} g P+\Gamma \beta\left(\frac{N}{\tau_{\mathrm{r}}}+\frac{P}{\tau_{\mathrm{p}}}\right) \tag{7.6}
\end{gather*}
$$

where $N(P)$ represents the carrier (photon) density, $F$ is the Purcell factor, $\eta$ represents the fraction of incident pump power $\left(L_{\mathrm{in}}\right)$ absorbed in the active region, $V_{\mathrm{a}}$ is the active volume of the laser, $\tau_{\mathrm{r}}\left(\tau_{\mathrm{nr}}\right)$ is the radiative (non-radiative) recombination lifetime, $v_{\mathrm{g}}=1 \times 10^{10} \mathrm{~cm} / \mathrm{s}$ is the group velocity of light in the active medium, $\tau_{\mathrm{p}}$ is the photon lifetime of the cavity, $\beta$ is the fraction of SE coupled to the cavity mode, and $\Gamma$ is the mode overlap with the QDs. Because the homogeneous linewidth of such QDs at room temperature is approximately 10 meV [10], which far exceeds the cavity linewidth, the Purcell enhancement was negligible $(\mathrm{F} \sim 1)$ [43]. A logarithmic gain model $g=g_{0} \ln \left(N / N_{\text {tr }}\right)$ is used where $g_{0}$ is the gain coefficient in units of $\mathrm{cm}^{-1}$ and $N_{\mathrm{tr}}$ is the transparency carrier density in units of $\mathrm{cm}^{-3}$ [10]. The photon lifetime $\tau_{\mathrm{p}}=Q / \omega$ was estimated from the linewidth of the cavity resonance around threshold to be 7.1 ps . The QD radiative lifetime in bulk, $\tau_{\mathrm{r}}$, was estimated from the literature to be about 3 ns [10], and the non-radiative lifetime, $\tau_{\mathrm{nr}}$, was too long to significantly affect the fits. We also expect that the non-radiative recombination occurring at the surfaces in our structures is significantly lower than in quantum well lasers, as a result of the spatial confinement of the QD excitons. This small non-radiative recombination rate, in addition to low threshold, caused a soft turn-on of the laser structures shown in Fig. 7.5a.

Since it is difficult to estimate the gain parameters and the fraction of absorbed pump power in our structures, we fit the rate equations with $\beta, g_{0}, N_{\mathrm{tr}}$, and $\eta$ as variable parameters. We simultaneously fit the data from the 780 nm pump and the 980 nm pump to the model with the same $\beta, g_{0}$, and $N_{\mathrm{tr}}$, but different $\eta$. The best fit to the data was obtained with $g_{0}=6.2 \times 10^{4} \mathrm{~cm}^{-1}$ and $N_{\mathrm{tr}}=7.9 \times 10^{15} \mathrm{~cm}^{-3}$, comparable to previous studies with similar QDs [10]. For our lasers we find $\beta=0.88, \eta=1.3 \times 10^{-5}$ for the 980 nm pump, and $\eta=6.3 \times 10^{-4}$ for the 780 nm pump. The difference in $\eta$ for the two pump powers is expected, since the 980 nm pump laser has lower energy than the GaAs band gap and therefore is weakly absorbed (only by QDs and the wetting layer). Despite low Purcell enhancement, a high $\beta$ factor was achieved, resulting from redirection of SE into a single mode, similar to vertical nanowire antennas [44, 45]. To find the threshold


Fig. 7.5 The L-L curves of a representative cavity, using a the 980 nm pump, and $\mathbf{b}$ the 780 nm pump laser. Fits from the rate equations, and linear fits to the above threshold behavior are also shown. $\mathbf{c}$ The power dependence of the cavity wavelength with 780 and 980 nm pump. The redshift at high pump powers indicates structure heating, and it occurs at lower input powers if the above-GaAs bandgap laser ( 780 nm ) is employed, as expected. The inset shows the cavity intensity for larger pump powers, where the beginning of saturation is observed toward the end of both traces. d The power dependence of the cavity linewidth with 780 and 980 nm pump. The pump power (horizontal axis) is measured before the objective in all cases. Reproduced with permission from [38]. Copyright 2010 OSA
of the laser we used a linear fit to the light-in light-out (L-L) curve above threshold, and found the thresholds to be 19 and $0.3 \mu \mathrm{~W}$, for the 980 and 780 nm pump, respectively. Again, the reduction in threshold highlights the improved

Fig. 7.6 The thresholds of various nanobeam lasers obtained by linear fit to the above threshold behavior, using both the 780 nm and the 980 nm pump. Threshold pump powers are measured before the objective lens in all cases. The $Q$ s of various cavities (all below threshold) are also shown. Reproduced with permission from [38]. Copyright 2010 OSA

pump efficiency with the 780 nm pump. The threshold with the 780 nm pump is an order of magnitude lower than that $(25 \mu \mathrm{~W})$ reported in Ref. [10], where a chopped CW pump ( $100 \mu \mathrm{~s}$ on in a period of 1 ms ) was used to reduce heating effects, and that ( $2.5 \mu \mathrm{~W}$, in front of the objective) in Ref. [11], with CW pumping. We observed a reduction in threshold despite not using any chopping, which could come from the reduced number of QD layers in our structure, or from the high $\beta$-factor of this cavity design.

In addition, we noticed that two pump wavelengths create different behavior in the cavity heating. For both pump wavelengths, the cavity wavelength was unchanged at low pump powers, but red shifted at high pump powers (Fig. 7.5c). Moreover, the wavelength shift for the 780 nm pump began at lower powers than the one for the 980 nm pump, which is expected, as the 780 nm pump is more efficiently absorbed in the material. We also studied the cavity linewidth as a function of pump power, but observed only a small narrowing (Fig. 7.5d), as the cavity linewidth is near the resolution of our spectrometer and small linewidth narrowing at threshold is a signature of high $\beta$ factor lasers [46]. There was a noticeable increase in linewidth above $10 \mu \mathrm{~W}$ pump power associated with heating losses, and again occurring sooner with the 780 nm pump. Finally, in the inset of Fig. 7.5c, we show the high pump power dependence of the cavity output intensity, and the end of each trace represents the pump power where the cavity output started to decrease. While the two pump wavelengths show approximately the same power output, the cavity linewidth was irreversibly broadened with the 780 nm before the saturation behavior (as in Fig. 7.5d), suggesting heating damage to the cavity. On the other hand, damage to the cavity was not observed with the 980 nm pump.

We also investigated multiple cavities throughout the PL spectrum of the QDs, finding each threshold by a linear fit to the above threshold behavior and plotting the results in Fig. 7.6. First, we noticed that the thresholds increased by nearly an order of magnitude as we move toward the blue side of the PL spectrum, for both the 780 nm and the 980 nm pump. This results from the degradation of the cavity $Q$-factor with decreasing wavelength (Fig. 7.6). As more QDs are able to absorb the emission from the cavity, the $Q$ falls well below the radiation limited $Q$ found

Fig. 7.7 The L-L curve for the same cavity as in Fig. $7.5 \mathrm{a}-\mathrm{b}$, pumped with a pulsed 830 nm laser, and by a CW 830 nm laser. The emission from a portion of the PL spectrum not coupled to the cavity is also shown. Pump powers are measured in front of the objective. Reproduced with permission from [38]. Copyright 2010 OSA

by simulation. In addition, we also observed that the use of the 780 nm pump always results in lower thresholds than the 980 nm , by approximately two orders of magnitude. Again, this corroborates the fact that the pumping above the GaAs bandgap efficiently delivers carriers to the QDs.

In order to check the lossy mechanisms due to heating, we also pumped the cavity with a pulsed 830 nm laser ( 35 ns pulse, 150 ns repetition period). It should be noted that this corresponds to a quasi-CW regime, as the pulse duration is much longer than any recombination time scales of the system, but the modulation helps reduce heating losses. The cavity emission as a function of the peak CW power is plotted in Fig. 7.7 for the various cases of CW and pulsed pumping. Lasing was observed in both cases, but the pulsed pump generated a higher slope of the $\mathrm{L}-\mathrm{L}$ curve. Moreover, the saturation at higher pump powers was delayed in the case of the pulsed pumping. This is attributed to the reduction of the heating effect, which leads to higher laser efficiency.

## High Speed Modulation of PC Lasers

Many potential applications of 2D PC and nanobeam lasers such as short distance optical communications and optical interconnects require high speed modulation. Because edge-emitting and VCSELs cannot be modulated at very high speeds, an external modulator is used to modulate the laser source in conventional optical communication systems. Removing the optical modulator and directly modulating the laser would simplify the architecture and reduce the power consumption of the optical source. However, ultrafast optical sources would need to be developed to satisfy the bandwidth requirements of these applications. Although a practical demonstration of an electrically pumped PC laser modulated at frequencies exceeding those demonstrated in edge-emitting or VCSEL devices has not been achieved, researchers have theoretically and experimentally demonstrated that
high- $\beta$ lasers such as those discussed in this chapter can be modulated at ultrafast frequencies far exceeding those of conventional lasers [7, 47]. Modulation rates exceeding 100 GHz are feasible in quantum well PC lasers [7] and QD PC lasers have been demonstrated to have large-signal modulation rates of 30 GHz [9]. An optically pumped PC laser transmitter operating with only $13 \mathrm{fJ} /$ bit energy consumption has been demonstrated at $5.5 \mathrm{~Gb} / \mathrm{s}$, demonstrating that these devices can be practical in low-power optical communication links [48]. This section will discuss the theory and experimental demonstration of high speed modulation in PC lasers.

In theory it is not necessary to use a laser to achieve high modulation rates. Purcell enhancement can be used to speed up the maximum modulation frequency of a cavity-enhanced light-emitting diode (LED) [49]. In any LED, the modulation rate will be limited by the radiative recombination lifetime of the emitting medium, and thus high speed modulation can be achieved by coupling the active medium to a cavity. Since the unenhanced radiative recombination lifetime in practical emitters is slow compared to stimulated emission rates achieved in lasers, a very high Purcell factor is necessary to achieve high modulation speeds [50]. For example, the radiative recombination lifetime of InAs QDs is on the order of 1 ns . Therefore, to achieve modulation rates of 100 GHz , a Purcell factor of 100 averaged over the entire pumped active region is necessary. At present it is not clear that any micro- or nanocavity can be designed to achieve an average Purcell factor this high.

Another way to achieve this high speed modulation is to use non-radiative recombination. For example, surface recombination at the sidewalls of the etched holes in quantum well PCs causes the non-radiative recombination time constant to be only a few tens of picoseconds at room temperature [50]. If this quantum well PC is used to make an LED, modulation rates exceeding 10 GHz can be achieved. The main disadvantage of this technique is that LEDs with high non-radiative recombination rates will be very inefficient, as the non-radiative pathways channel excitation from radiative recombination. For example, in a quantum well PC laser below threshold, the non-radiative recombination lifetime was measured to be 36 ps while the radiative recombination lifetime was 654 ps [50]. This means that the maximum achievable efficiency of an LED made from this material is only:

$$
\begin{equation*}
\eta=\frac{1 / \tau_{\mathrm{r}}}{1 / \tau_{\mathrm{r}}+1 / \tau_{\mathrm{nr}}}=5 \% \tag{7.7}
\end{equation*}
$$

and is even lower if parasitic loss mechanisms such as light emitted into modes other than that of the PC or inefficient pumping are included.

Clearly, the best approach to achieve high modulation rates is to use a laser instead of an LED, as stimulated emission will direct a large fraction of the pumping energy into a single optical mode when a laser is pumped well above threshold, allowing the device efficiency to approach $100 \%$. At the same time, the stimulated emission rate can be very fast, meaning that high modulation rates can be achieved. The large-signal modulation properties of optically pumped quantum well PC lasers have been studied [7]. The lasers were made using quadrupole
modes in a square lattice PC, and InGaAs quantum wells were used as the gain material. The lasers were optically pumped with ultrashort pulses from a modelocked laser, and the response of the PC laser was measured. When pumped far above threshold, it was found that the rise time of the lasers could be as short as 1.5 ps , and the fall time was only 2 ps , comparable to the photon lifetime in the cavity. Pumping the cavity with a series of optical pulses demonstrated that it is feasible to modulate the lasers at speeds greater than 100 GHz . However, since the PC holes are etched through the active region exposing the quantum wells to the sidewall surfaces, the non-radiative recombination lifetime in these lasers is also very fast ( 31 ps ) [7]. This harmful effect increases the device's lasing thresholds $(10-100 \mu \mathrm{~W})$ and limits its practicality for low-power applications.

To develop optical sources with very low-power consumption and high modulation rates, researchers have developed QD-based PC lasers [9, 38]. Streak camera measurements of the rise time of PL from InAs QDs in bulk GaAs indicate that the carrier capture time is around 10 ps in InAs QDs for a wide range of pump powers. In practice, this short relaxation time means that non-radiative recombination at the etched sidewalls is negligible. Because of this, QD PC lasers have been demonstrated with thresholds of only a few nanowatts and high efficiencies [12]. In this section, we cover our experimental and theoretical results studying the modulation of QD PC lasers, showing that high modulation rates can be combined with ultralow thresholds.

To accurately model the PC laser modulation characteristics, the rate equations (Eqs. 7.5, 7.6) must be adapted to include the finite relaxation time into the QDs. We employed a three-level rate equation model adapted from references [42, 51]:

$$
\begin{gather*}
\frac{\mathrm{d} N_{\mathrm{w}}}{\mathrm{~d} t}=\eta \frac{L_{\mathrm{in}}}{\hbar \omega V_{\mathrm{a}}}-\frac{N_{\mathrm{w}}}{\tau_{\mathrm{w}}}+\frac{N_{\mathrm{w}}}{\tau_{\mathrm{c}}}  \tag{7.8}\\
\frac{\mathrm{~d} N_{\mathrm{g}}}{\mathrm{~d} t}=\frac{N_{\mathrm{w}}}{\tau_{\mathrm{c}}}-N_{\mathrm{g}}\left(\frac{F}{\tau_{\mathrm{r}}}+\frac{1}{\tau_{\mathrm{nr}}}\right)-v_{\mathrm{g}} g P  \tag{7.9}\\
\frac{\mathrm{~d} P}{\mathrm{~d} t}=\Gamma v_{\mathrm{g}} g P+\Gamma \beta\left(\frac{N_{\mathrm{g}}}{\tau_{\mathrm{r}}}+\frac{P}{\tau_{\mathrm{p}}}\right) \tag{7.10}
\end{gather*}
$$

To Eqs. 7.5 and 7.6, we have added a rate equation for $N_{\mathrm{W}}$ representing the carrier density in the wetting layer. $N_{\mathrm{g}}$ represents the carrier density in the ground state of the QDs, $\tau_{\mathrm{w}}$ represents the wetting layer lifetime, and $\tau_{\mathrm{c}}$ represents the carrier capture time into the QDs. For large-signal modulation, these rate equations must be solved numerically. To simulate the properties of these PC lasers, a linear gain model is assumed:

$$
\begin{equation*}
g=g_{\mathrm{o}}\left(N-N_{\mathrm{tr}}\right) \tag{7.11}
\end{equation*}
$$

Here $g_{\mathrm{o}}$ is the linear gain coefficient and $N_{\mathrm{tr}}$ is the transparency current density.
The laser cavities employed in our experiment are high- $Q$ linear three-hole defect PC cavities in a GaAs membrane. Finite-difference time domain simulations


Fig. 7.8 a Scanning electron microscope image of linear three-hole defect PC cavity. b Finitedifference time domain simulation of the electric field amplitude of the fundamental mode of the PC cavity. c Spectrum of the PC laser just above threshold showing single mode operation. Reproduced with permission from [9]. Copyright 2007 American Institute of Physics
were used to design the cavities to have a high- $Q$ resonance near the center of the QD gain spectrum (Fig. 7.8c). The membrane is approximately 135 nm thick and contains one layer of high density ( $600 \mu \mathrm{~m}^{-2}$ ) InAs QDs. The cavities were fabricated using the procedure illustrated in Fig. 7.2. After fabrication the structures were placed inside a He-flow cryostat and cooled to 5 K . This cooling was necessary because the InAs/GaAs QDs used in this work have shallow quantum confinement and do not emit at temperatures above about 50 K . InAs QDs with deeper quantum confinement have been used to demonstrate room temperature operation of QD PC lasers [10,38] and our results are applicable to more practical lasers working at higher temperatures.

The lasers were optically pumped using a mode-locked Ti-Sapphire laser, and the emission was detected using a spectrometer with a liquid nitrogen cooled InGaAs CCD camera for spectral measurements or a streak camera for time resolved measurements (similar to the setup in Fig. 7.3a). To determine the cavity photon lifetime $\tau_{\mathrm{p}}$, the quality factors of the cavities were measured well below threshold using CW pumping. Fits to a Lorentzian lineshape indicated that the cold-cavity quality factors were around 3,000 , corresponding to a cavity photon lifetime of about 1.5 ps . To investigate the dynamics of the structures, we pumped the cavities with 3 ps pulses at an 80 MHz repetition rate using the $\mathrm{Ti}-$ Sapphire laser, which corresponds to a duty cycle of $0.2 \%$. Streak camera measurements of the wetting layer response indicated that for our samples $\tau_{\mathrm{w}} \approx 100 \mathrm{ps}$. From the overlap of the mode volume with the gain medium found using FDTD, we estimate that $\Gamma=0.028$ in our lasers. The non-radiative lifetime of our QDs was assumed to be too long to affect the behavior of the lasers, as has been found previously using similar QDs [12]. To confirm that the SE rate in our cavities is significantly enhanced, we used a streak camera to compare the decay time of PL from QDs in bulk GaAs and cavity-coupled dots in non-lasing devices. The measurements show that the dot lifetime was significantly reduced from the bulk value of 2.5 ns to 300 ps when the QDs were on resonance and spatially coupled to the PC cavity. The parameters for this laser are summarized in Table 7.1.

Table 7.1 Parameters of the PC laser used in the dynamic simulation

| Name | Symbol | Value |
| :--- | :--- | :--- |
| Active volume | $V_{\mathrm{a}}$ | $4.2 \times 10^{12} \mathrm{~cm}^{3}$ |
| Mode volume | $V_{\text {mode }}$ | $1.5 \times 10^{14} \mathrm{~cm}^{3}$ |
| Confinement factor | $\Gamma$ | 0.028 |
| Wetting layer lifetime | $\tau_{\mathrm{w}}$ | 100 ps |
| Carrier capture time | $\tau_{\mathrm{c}}$ | 10 ps |
| Radiative recombination lifetime | $\tau_{\mathrm{r}}$ | 2.5 ns |
| Nonradiative recombination lifetime | $\tau_{\mathrm{nr}}$ | 10 ns |
| Photon lifetime | $\tau_{\mathrm{p}}$ | 1.5 ps |

Fig. 7.9 Pulsed L-L curve for the PC laser. The blue data points represent experimental data and the red line represents a fit to the rate equations (Eqs. 7.8-7.11). Reproduced with permission from [9]. Copyright 2007 AIP


Figure 7.9 shows an $\mathrm{L}-\mathrm{L}$ curve taken under pulsed optical pumping conditions (blue data points). The red line shows a fit to the rate equations (Eqs. 7.8-7.11) using the parameters shown in Table 7.1. The gain coefficient $g_{\mathrm{c}}$, the transparency carrier density $N_{\mathrm{tr}}, \beta$, and the carrier injection efficiency $\eta$ were variable parameters in the fit. From the fit we estimated that in our system $v_{\mathrm{g}} g_{\mathrm{o}}=8.13 \times 10^{-6} \mathrm{~cm}^{3} / \mathrm{s}, N_{\mathrm{tr}}=3.22 \times 10^{17} \mathrm{~cm}^{-3}$, and $\beta=0.2$. The $\mathrm{L}-\mathrm{L}$ curve exhibited a threshold kink around the pump power of $1 \mu \mathrm{~W}$, confirming that the structures were lasing. In the best structures (where the cavity mode is near the center of the gain spectrum) threshold values were around 250 nW average power, while in other structures with more absorption and less gain, threshold values were measured at several microwatts average power.

To investigate the large-signal modulation response, emission from the lasers above threshold was collected by the streak camera when the lasers are pumped by 3 ps pulses from the mode-locked laser. Figure 7.10a shows the response of the laser pumped at five times threshold, where the fall time ( 8.5 ps ) was found by fitting an exponential decay to the trailing edge of the pulse. One of the main advantages of cavity-QED enhanced lasers is the decreased rise time because SE rapidly builds up the photon number in the laser mode. Experimentally, we found that as the pump power is increased, the rise time is reduced to 7.5 ps when the laser is pumped at about five times threshold (Fig. 7.10b). Experiments performed at 10 and 15 times threshold indicated that the rise time is pinned at about 12 ps even at very high pump powers. This is close to the measured carrier capture time of the QDs, and by comparing with simulations we conclude that the rise time of QD lasers is limited by the carrier capture time. In high- $\beta$ lasers this limit is practically achievable because


Fig. 7.10 a Response of the PC laser to a pump pulse of 3 ps well above threshold. The fall time is found to be approximately 8.5 ps by fitting the exponential decay at the end of the pulse. b Measurement of the rise time of the PC laser well above threshold. The pump pulse is redirected onto the streak camera so that the pump pulse and laser response can be seen simultaneously. The left peak is the pump pulse, and the right peak is the laser response. Reproduced with permission from [9]. Copyright 2007 AIP


Fig. 7.11 a Experimental laser response taken at pump powers of around threshold, 1.5 times threshold and 2.5 times threshold (as labeled). b Simulated laser response based on the rate equations (Eqs. 7.8-7.11) and the parameters given in Table 7.1 showing good agreement with experiment. Reproduced with permission from [9]. Copyright 2007 AIP
it is approached at lower pump powers relative to threshold (as opposed to QD lasers not employing strong cavity effects where higher power pumping is needed).

Above threshold, higher pump powers lead to faster decay times due to increased stimulated emission rates. Figure 7.11a shows the laser response at various pump powers, demonstrating the reduction in decay time with increasing pump power. We observed a minimum decay time of 8.5 ps at pump powers around five times threshold (Fig. 7.10a). For higher pump powers the laser response appeared largely unchanged. We attribute this to large carrier densities causing the gain to saturate, preventing further decrease of the decay time, but more work is necessary to characterize saturation effects in our QDs. Figure 7.11b shows the simulated laser response at various pump powers based on the rate
equations (Eqs. 7.8-7.11) and the parameters given in Table 7.1, showing good agreement between theory and experiment. By numerically solving this model for realistic operating conditions, we predict that our lasers can be modulated at speeds up to 30 GHz . We believe that these results are also applicable to nanobeam lasers discussed earlier in this chapter.

This result shows that PC and nanobeam lasers with enhanced SE have an enhanced modulation bandwidth relative to conventional lasers. This is because in large-signal modulation, the enhanced SE into the cavity mode builds up the laser mode and the rise time of the lasers is limited only by the rate of carrier capture into the QDs, which can be as fast as a few picoseconds [52]. This can be compared to the turn-on delay times of conventional lasers which have been measured at around 1 ns [53].

## Electrical Pumping of PC Lasers

As emphasized above, PC nanocavities are an ideal platform for low-power laser sources because of the flexibility provided by the photonic bandgap. PC lasers have been proven to have the performance required in many emerging applications such as optical interconnects. However, in order for them to be practical for applications outside the laboratory, an electrical driving scheme must be developed. The main challenge of electrically pumping PC membrane nanocavities is efficiently injecting current into the cavity region. Due to the membrane geometry, this is very difficult to do using a vertical p-i-n junction. The reason is that the membrane typically has to be less than 200 nm thick so that the membrane is single mode and supports a photonic bandgap. This restricts the doped layers to be less than 100 nm thick (typically much less to avoid free carrier absorption). In practice, the layers are not thick enough to spread current effectively throughout the PC. In addition, since the vertical junction has uniform doping in the plane of the PC, there is no way to efficiently inject current to only the cavity region without incurring inefficient pumping to the rest of the device [54].

However, lasing has been demonstrated in an electrically pumped PC nanocavity by directing the current to the cavity region using a vertical p-i-n junction and a current post $[55,56]$. The disadvantage of using a current post is that the fabrication process is further complicated. The post must be small enough that it does not affect the optical properties of the cavity, but big enough to carry enough current to the active region. Therefore, the undercut step must be precisely timed [56] and the quality factor of the cavity is substantially degraded by the post. Because the size of the post depends on the size and location of the PC holes, an arbitrary PC design also cannot be used, limiting practical implementation options such as the addition of a waveguide to efficiently extract the laser emission. In addition, a high threshold current of $260 \mu \mathrm{~A}$ (corresponding to $260 \mu \mathrm{~W}$ power dissipation) was observed, significantly higher than in optically pumped PC devices and exceeding even that of VCSELs [57].


Fig. 7.12 Schematic of the fabrication process. a Si and Mg ions are implanted through a silicon nitride mask patterned by electron beam lithography. b The implanted dopants are activated by annealing at $900^{\circ} \mathrm{C}$ for 30 s with a nitride cap which is subsequently removed by dry etching. c The PC pattern is defined in a resist by electron beam lithography and transferred to the GaAs membrane by dry etching. d The sacrificial layer is oxidized and the p and n contacts are deposited by photolithography and liftoff. Reproduced with permission from [58]. Copyright 2010 AIP

Fig. 7.13 Density of implanted ions as a function of depth simulated by Monte Carlo simulations for the ion energies and doses given in the text. Reproduced with permission from [58]. Copyright 2010 AIP


A lateral p-i-n junction presents a solution to this problem since the current flow can be defined lithographically to be very efficient, and therefore is compatible with arbitrary PC designs [59]. Ideally this doping can be performed during growth using two regrowth steps. Because this is a time consuming and difficult process, ion implantation is typically used. Ion implantation is a standard method of doping in the electronics industry, and can also be used to dope III-V materials with a lateral junction on a submicron scale. Previous studies of edge-emitting lateral current injection lasers found that the performance was worse than in comparable vertical injection lasers due to a non-uniform carrier distribution in the active region [60, 61]. This is because the lasers were fabricated with intrinsic regions wider than the ambipolar diffusion length, which in most III-V materials is approximately $1 \mu \mathrm{~m}$. Improvements in fabrication technology have allowed the intrinsic region to be reduced significantly, leading to better performance. Here, we describe a practical technique to electrically pump PC devices using an ion implanted lateral p-i-n junction.

A schematic of the fabrication procedure is shown in Fig. 7.12. The wafer used in this experiment is the same as that described in the previous section. First, a dryetcher was used to define alignment marks. Next, Si ions at an energy of 71 keV and a dose of $4 \times 10^{13} \mathrm{~cm}^{-2}$ and Mg ions at an energy of 55 keV and a dose of $5 \times 10^{13} \mathrm{~cm}^{-2}$ were implanted using a 330 nm thick nitride mask that is patterned by electron beam lithography. Si and Mg ions were chosen because they offer the best combination of low damage, high activation efficiency, and a low diffusion coefficient. The depth distribution of the ions can be calculated with freely available Monte Carlo software and is shown in Fig. 7.13 [62]. To maximize the electrical pumping efficiency of the device, the energies of the ions were chosen so that the maximum of the dopant distribution is in the middle of the membrane and the doses were chosen to be well below the amorphization dose. Next, the samples were annealed at $900^{\circ} \mathrm{C}$ for 30 s to remove most of the ion implantation-induced damage and to activate the dopants. It was found that a 30 nm nitride cap was necessary to prevent arsenic outdiffusion during the anneal step. After the annealing, PC patterns were defined by electron beam lithography and dry-etched into the membrane. The sacrificial layer underneath the GaAs membrane was oxidized in an oxidation furnace. Next an $\mathrm{Au}-\mathrm{Ge}-\mathrm{Ni}-\mathrm{Au}$ n-type contact and an $\mathrm{Au}-\mathrm{Zn}-\mathrm{Au}$ p-type contact were deposited, and the contacts were annealed at $450^{\circ} \mathrm{C}$ for 1 min . Based on the results of Hall effect and electrochemical capacitance voltage measurements, we estimate the maximum n-type doping concentration in the middle of the membrane to be about $8 \times 10^{17} \mathrm{~cm}^{-3}$ and the maximum p-type doping concentration to be about $3 \times 10^{18} \mathrm{~cm}^{-3}$.

To study the effect of the doping process on the QD PL, the samples were cooled to 30 K . A continuous He-flow cryostat with a custom coldfinger was used, and the sample was attached to an alumina chip carrier with vacuum grease. Contact was made to the devices by wirebonding the gold pads to the pads of the chip carrier using aluminum wirebonds. Figure 7.14 shows the normalized QD PL from a region with no implanted ions before and after the activation anneal. The QD density in our wafer was too high to see the emission lines of individual QDs,


Fig. 7.14 Normalized QD PL before and after the activation anneal. The activation anneal blueshifts the PL and narrows the FWHM. Reproduced with permission from [58]. Copyright 2010 AIP


Fig. 7.15 a Schematic diagram of the doping layout of the PC LED. b AFM image of the doped region of a device without PCs. c Scanning capacitance microscopy image of the same doped region as in $\mathbf{b}$ showing the presence of the desired doping without topographical effects. d Current-voltage characteristics of 10 PC cavities connected in parallel showing low leakage current. Reproduced with permission from [58]. Copyright 2010 AIP
and we instead saw a Gaussian distribution of emission where the full-width halfmaximum (FWHM) was determined by the inhomogeneous broadening of the QD ensemble. The QD emission is grown to be centered at 940 nm ; however, the activation anneal step caused the dots to blueshift by about 30 nm . Interestingly, the FWHM of the QD emission was reduced by a factor of 2, indicating a reduction of the inhomogeneous broadening. Previous studies of this effect have found that rapid thermal annealing of QDs can actually be beneficial for laser applications because the FWHM of the dot distribution narrows, increasing the available gain [63]. However, the blueshift of the emission wavelength must be compensated for during the growth. Ion implantation-induced damage introduces non-radiative recombination centers, and the PL intensity was observed to decrease significantly in the implanted regions, similar to what has been observed in other experiments [60, 61]. The unimplanted regions are left undamaged, so the emission intensity there was unaffected.

A schematic diagram of the doping layout is shown in Fig. 7.15a, on top of a linear three-hole defect cavity design. The intrinsic region is wider than the ambipolar diffusion length outside of the cavity region. The combination of the wide intrinsic region of the diode and the PC holes form a high resistance region reducing the leakage current. In the cavity region the intrinsic region of the diode is designed to be between 200 and 400 nm wide. To confirm that dopant diffusion during the activation anneal does not drastically change the dopant layout, a scanning capacitance atomic force microscope (SCM) was used to image the dopant distribution on devices without PCs. SCM data are a combination of the phase and amplitude of capacitance data taken spatially across the sample, where the gold AFM tip and sample act as the capacitor plates and the native oxide as an insulator between them. The strength of the signal is directly proportional to the intensity of doping in the local region underneath the tip. Figure 7.15b shows the AFM topography image of the device, and Fig. 7.15 c shows the change in capacitance with applied voltage ( $\mathrm{d} C / \mathrm{dV}$ ) amplitude image. Together these indicate the presence of the desired doping without topographical effects. The current-voltage (IV) curve of 10 cavities in parallel is shown in Fig. 7.15d. From this we infer that the current density in the cavity region is high, around $10^{3} \mathrm{~A} / \mathrm{cm}^{2}$ at an applied voltage of 1.5 V . Previous studies of the electrical properties of doped PCs found that the surface depletion region around the holes affects the series resistance [64]. This is because the depletion regions at the top and bottom of the membrane, as well as at the hole edges, decrease the available volume for conduction. Carrier transport in the PC is determined by the electrical effective air fill factor [64]:

$$
\begin{equation*}
f_{\text {elec }}=\frac{\pi}{2 \sqrt{3}}\left[\frac{(d+2 \delta)^{2}}{a^{2}}\right] \tag{7.12}
\end{equation*}
$$

Here $\delta$ is the depletion width, $d$ is the membrane thickness, and $a$ is the spacing between PC holes. We estimate that the depletion width $\delta$ is approximately 45 and 30 nm in the n - and p-type regions, respectively, indicating that the membrane is not fully depleted.


Fig. 7.16 a Microscope image of PC cavities. b Corresponding image of the electroluminescence at 1.6 V . c Electroluminescence spectrum of the cavity on the top in part $\mathbf{b}$. The insets show Lorentzian fits (solid lines) to the experimental cavity spectrum (data points) to determine the quality factor. Reproduced with permission from [58]. Copyright 2010 AIP

To test the electroluminescence of the cavities, 1.6 V of forward bias was applied. The EL was imaged by a confocal microscope setup. Figure 7.16a shows the microscope image of the cavities under white light illumination, and Fig. 7.16b shows the corresponding image of the EL. The EL was confined to the cavity region, confirming the devices have low leakage current. A pinhole was used to collect the emission from only one cavity, and the spectrum of a single cavity is shown in Fig. 7.16c. Two cavity modes were observed with quality factors of approximately 400 . Finite-difference time domain simulations indicate that the highest wavelength mode is the fundamental mode of the cavity, with a simulated $Q$ of approximately 2,000 . The low $Q$ of the design is limited by the high refractive index ( $\mathrm{n} \approx 1.72$ ) aluminum oxide layer under the cavity.

As is demonstrated in Fig. 7.16, this technique is a very efficient way to electrically pump PC nanocavities. Recently this technique was used to demonstrate ultralow threshold electrically pumped PC lasers with thresholds of only 181 nA at 50 K [65].

## Future Directions and Outlook

In this chapter we have introduced the concept of PC and nanobeam lasers, and explained how high Purcell factor cavities can be used to make highly efficient and high modulation rate lasers. The basics of PC physics were introduced, and we covered our results on CW lasing in QD nanobeam cavities. Next, we examined the dynamics of low threshold QD PC lasers and introduced an efficient and practical technique to electrically pump PC and nanobeam devices.

A critical challenge for researchers in the field of PC nanocavity lasers is to demonstrate a practical electrically pumped room temperature laser with a high modulation rate. This would open up many new applications in low-power optical communication systems. In addition, many applications require high outcoupling efficiency, so techniques to efficiently extract the light from PC and nanobeam devices must be developed. Finally, PC devices have proven promising in many interesting applications such as sensing and optomechanics, and electrically pumped lasing devices provide a means to transition these laboratory demonstrations to practical implementation.
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# Chapter 8 <br> InGaAs Submonolayer Quantum-Dot Photonic-Crystal LEDs for Fiber-Optic Communications 

Hung-Pin D. Yang


#### Abstract

An InGaAs submonolayer (SML) quantum-dot photonic-crystal light-emitting diode (QD PhC-LED) with for fiber-optic applications is reported. The active region of the device contains three InGaAs SML QD layers. Each of the InGaAs SML QD layers is formed by alternate depositions of InAs ( $<1$ ML) and GaAs. A maximum CW output power of 0.34 mW at 20 mA has been obtained in the 980 nm range. The internally reflected spontaneous emission can be extracted and collimated out of the photonic-crystal etched holes. High-resolution imaging studies indicate that the device emits narrower light beams mainly through the photonic-crystal etched holes making it suitable for fiber-optic applications.


## Introduction

High brightness (HB) light-emitting diodes (LEDs) have drawn a lot of attentions because of their applications in mobile electronics, flat panel displays, automobiles, traffic signals, large outdoor displays, and general lighting [1]. More recently, photonic-crystal light-emitting diodes (PhC-LEDs) have achieved higher external quantum efficiency [2-17], as compared to conventional LEDs. The increase in series resistance of the PhC-LEDs is mainly

[^7]because of photonic-crystal ( PhC ) hole etching which partly blocks current conduction. For fiber-optic applications, LEDs made with smaller light-emitting apertures are needed because of their smaller optical beams and better opticalfiber coupling efficiency. For LEDs made with small oxide-confined structure, the device may have reliability problem, similar to that of vertical-cavity sur-face-emitting lasers (VCSELs) [18]. For LEDs made with integrated lenses, the deep wet chemical etch to form lenses is difficult to control uniformity in lens curvature and diameter. Small-aperture LEDs are designed for small light beam emission at lower currents for better optical-fiber coupling. The current spreading can be improved for devices with smaller aperture, as compared to the large-aperture LEDs ( $\geq 300 \mu \mathrm{~m}$ in diameter). Higher coupling efficiency can be achieved with the emitted light beam size smaller than core diameter of the optical fiber. Moreover, epitaxially grown distributed Bragg reflectors (DBRs) can be used to form microcavity for enhanced light emission of the microcavity (or resonant cavity) LEDs [19-36]. The absorption of the spontaneous emission by the substrate can be minimized. Also, microhole array LEDs have demonstrated enhanced light output recently [37]. The light emission can be extracted out of the microhole array. Moreover, holey LEDs made with different holey structures were reported [38, 39]. For longer wavelength applications, InAs and InGaAs quantum-dot (QD) edge-emitting lasers [40-47], VCSELs [48-53], and InAs photonic-crystal VCSELs (PhC-VCSELs) [54] achieved laser emission up to $1,300 \mathrm{~nm}$ and above. For shorter wavelength emission, InGaAs/GaAs submonolayer (SML) QD embedded in a GaAs matrix shows luminescence peaks and high-power lasing performance in the $0.92-1 \mu \mathrm{~m}$ range [55-64]. The thickness of the InAs QD layer is less than one monolayer ( $<1 \mathrm{ML}$ ), so that the emission wavelength of the device is shorter. The advantages of InGaAs SML QDs include better growth uniformity, narrower gain spectrum, higher differential gain, and lower threshold current density [55-64], as compared with the $980 \mathrm{~nm} \mathrm{In}_{0.2} \mathrm{Ga}_{0.8} \mathrm{As} / \mathrm{GaAs}$ QW VCSELs, lasers, and LEDs. Broad-area InGaAs SML QDs VCSELs very high output power was also reported [62]. In this chapter, we report our results on the InGaAs SML QD PhC-LEDs within the 980 nm range. The PhC structure in this work is the arrangement of etched holes as a triangular PhC structure with larger lattice constant $(5 \mu \mathrm{~m})$ and etched hole diameters $(2-2.5 \mu \mathrm{~m})$ [2-17]. The PhC structure of this work was made with larger lattice constant and etched hole diameters, which can also provide a similar intensity enhancement effect for the device. The unetched areas of the PhC structure can be used for current spreading so that the overall light emission can be improved. Two-dimensional (2-D) PhC etched holes were formed within the p-type ohmic contact ring for light extraction and collimation. The collimation of the output light beam can be further improved by using the sidewalls within the etched holes for light deflection. A maximum continuous-wave (CW) output power of over 0.34 mW has been obtained. High-resolution imaging studies show that the device emits light beams mainly through the etched holes.


Fig. 8.1 a Plane-view, and $\mathbf{b}$ cylindrical etched holes of the 2-D photonic-crystal $(\mathrm{PhC})$ structure

## Epitaxial Growth of the InGaAs SML QD LEDs and Device Fabrication of the PhC-LEDs

The schematic diagrams of the 2-D PhC structure (consists of an array of cylindrical air holes) are shown in Fig. 8.1. The lattice constant of the PhC structure is $\Lambda$, and the hole diameter is $\alpha$. The epitaxial layers of the InGaAs SML QD LED wafers (structure shown in Fig. 8.2a) were grown on 3-in. $\mathrm{n}^{+}$-GaAs (001) substrates by molecular beam epitaxy (MBE) in a Riber 49 chamber. The bottom DBR consists of a 33-pair n-type (Si-doped) quarter-wave stack ( $\lambda / 4$ ) of $\mathrm{Al}_{0.9} \mathrm{Ga}_{0.1} \mathrm{As} /$ GaAs. The top DBR consists of a 20-pair p-type (carbon-doped) $\mathrm{Al}_{0.9} \mathrm{Ga}_{0.1} \mathrm{As} /$ GaAs quarter-wave stack. Above the top DBR, is a heavily doped p-type GaAs contact layer. The undoped $1 \lambda$ cavity contains three 8 nm InGaAs SML QD layers, separated by 10 nm GaAs barrier layers. Each of the InGaAs SML QD layers is formed by alternate depositions of InAs ( $<1 \mathrm{ML}$ ) and GaAs. The current confinement of the device was carried out using a selectively oxidized $\mathrm{AlO}_{\mathrm{x}}$ tapered aperture. Firstly, mesas with diameters varying from 68 to $78 \mu \mathrm{~m}$ were defined by reactive ion etching (RIE). The mesa dimension of the device is designed to be close to the core diameter (typically $50-100 \mu \mathrm{~m}$ ) of the multimode optical fiber for better coupling efficiency. The p-ohmic contact ring with an inner diameter of $46-56 \mu \mathrm{~m}$ larger than the oxide aperture was formed on top of the p-contact layer. The AlAs layer within the $\mathrm{Al}_{0.9} \mathrm{Ga}_{0.1}$ As confinement layers was selectively oxidized to $\mathrm{AlO}_{\mathrm{x}}$. The oxidation depth was about $15-16 \mu \mathrm{~m}$ toward the center from the mesa edge so that the resulting oxide aperture varied from 36 to $48 \mu \mathrm{~m}$ in diameter. The oxide aperture was introduced in a minimum of optical field to reduce the lateral optical loss and the leakage current. The n-ohmic contact was formed at the bottom of the $\mathrm{n}^{+}-\mathrm{GaAs}$ substrate.

After that, triangular lattice patterns of PhC structure (Fig. 8.1a) with a singlepoint defect in the center were defined within the p-contact ring using deep ultraviolet (UV) photolithography and etched through the p-type DBR using RIE. The hole diameter $(\alpha)$ is $2-2.5 \mu \mathrm{~m}$ and the lattice constant $(\Lambda)$ is $5 \mu \mathrm{~m}$ in the PhC


Fig. 8.2 Schematics of the a epitaxial structure, and $\mathbf{b}$ device structure of the PhC-LED
structure (Fig. 8.1). The PhC structure in this work was made with larger hole diameters and lattice constant, as compared with the previously reported PhC LEDs [2, 3]. The etching depth of the holes is about 16 -pair thick into the 20-pair top DBR layer. The distance between etched holes is approximately $2.5-3 \mu \mathrm{~m}$ for conduction current to flow through and therefore better current spreading. The device structure is shown in Fig. 8.2b. We use the oxide aperture for current confinement and the PhC structure within the p-ohmic contact ring for light extraction.

## Measurement Results and Analysis of the InGaAs SML QD PhC-LEDs

Figure 8.3 shows the CW light-current-voltage (L-I-V) output of the InGaAs SML QD PhC-LEDs. The lattice constant $(\Lambda)$ is $5 \mu \mathrm{~m}$ and the hole diameter $(\alpha)$ is $2.5 \mu \mathrm{~m}$ for both the 68 and $78 \mu \mathrm{~m}$-mesa devices. Thermal rollover of the output power occurs near 13 mA for the $68 \mu \mathrm{~m}$-mesa devices. The average differential series resistances are 300 and $267 \Omega$ for the 68 and $78 \mu$ m-mesa devices, respectively. The differential series resistance increases with decreasing device mesa diameter. The differential series resistances of the PhC-LEDs are larger, as compared with the LEDs without PhC structure, mainly because of the reduced device areas by etching of the PhC structure. Figure 8.4 shows the CW lightcurrent (L-I) output of the two typical InGaAs SML QD PhC-LEDs with different mesa sizes. The PhC-LEDs show maximum output powers of 0.19 and 0.34 mW for the 68 and $78 \mu \mathrm{~m}$-mesa devices, respectively. The device emits a higher output power with larger oxide aperture and more etched holes. The lower output power of the devices is due to smaller oxide apertures for light emission (approximately 36 and $48 \mu \mathrm{~m}$ in diameter), as compared to other larger area LEDs.

Figure 8.5 shows the micrographs of the InGaAs SML QD PhC-LED at 0,5 , 10 , and 15 mA . The lattice constant $\Lambda$ is $5 \mu \mathrm{~m}$ and the hole diameter $\alpha$ is $2.5 \mu \mathrm{~m}$ for the PhC structure. The mesa of the device is $78 \mu \mathrm{~m}$ in diameter.


Fig. 8.3 L-I-V characteristics of the a $68 \mu \mathrm{~m}$-mesa, and b $78 \mu \mathrm{~m}$-mesa InGaAs SML QD PhCLEDs

Fig. 8.4 L-I-V characteristics of the 68 and $78 \mu$ m-mesa InGaAs SML QD PhC-LEDs


The micrographs were taken by a high-resolution charge-coupled device (CCD) imaging system. Figure 8.5 a was taken with additional light illumination on the device to clearly show the PhC structure of the device. As shown in Figs. 8.5b-f, the spontaneous emission mainly emits out of the PhC etched holes of the device. The intensity of the light emission increases with increasing current. The reflectance within the PhC etched holes is reduced by RIE ( 16 pairs of the top DBR being etched off), so that most of the internally reflected spontaneous emission (by the top- and bottom-DBRs) can be transmitted out of the PhC holes. Weaker light emission was also observed near the central un-etched device area. The light emission in this area is blocked by top DBR. The overall light emission in other area of the device is limited by $\mathrm{AlO}_{\mathrm{x}}$ layer

The 2-D intensity profile of the same device is shown in Fig. 8.6. The threedimensional (3-D) intensity profiles of the device are shown in Fig. 8.7. Neutral density (ND) filters were added to attenuate the output beam, to avoid saturation


Fig. 8.5 a Micrographs of the InGaAs SML QD PhC-LED at a 0 , b 5 mA , c 8 mA , d 10 mA , e 15 mA , and $\mathbf{f} 18 \mathrm{~mA}$. The lattice constant $(\Lambda)$ of the photonic-crystal structure is $5 \mu \mathrm{~m}$ and the hole diameter $(\alpha)$ is $2.5 \mu \mathrm{~m}$. The mesa of the device is $78 \mu \mathrm{~m}$ in diameter
of the high-resolution CCD system at higher currents, so that the light intensity variation out of the PhC etched holes could be observed. The output of the CCD system was connected to another image board of a computer, with a beam analyzing software (Beam View) to analyze the light output of the device.

The results in Figs. 8.5, 8.6 and 8.7 clearly show the spontaneous emission mainly emits out of the PhC etched holes of the device. The height of the 3-D intensity profile represents the intensity of the light output. As shown in Fig. 8.7, the light emits out of the PhC etched holes and the light intensity increases with increasing current. The reflectance within the etched holes are reduced by RIE (16 pairs of the top DBR being etched off), so that the internally reflected spontaneous emission (by the DBRs) and light emission under the etched hole region can be transmitted out of the PhC etched holes (Fig. 8.2b).


Fig. 8.6 2-D intensity profile at a 2 mA , b 5 mA , c $8 \mathrm{~mA}, \mathbf{d} 10 \mathrm{~mA}$, e 15 mA , and $\mathbf{f} 15 \mathrm{~mA}$ of the InGaAs SML QD PhC-LED. Neutral density (ND) filters were added to attenuate the beam, to avoid saturation of the charge-coupled device (CCD) imaging system. The lattice constant ( $\Lambda$ ) of the PhC structure is $5 \mu \mathrm{~m}$ and the hole diameter $(\alpha)$ is $2.5 \mu \mathrm{~m}$


Fig. 8.7 3-D intensity profile at a 2 mA , b 5 mA , c 10 mA , and d 15 mA of the InGaAs SML QD PhC-LED. Neutral density (ND) filters were added to attenuate the beam, to avoid saturation of the charge-coupled device (CCD) imaging system. The lattice constant $(\Lambda)$ of the PhC structure is $5 \mu \mathrm{~m}$ and the hole diameter $(\alpha)$ is $2.5 \mu \mathrm{~m}$

Fig. 8.8 Spectra of the InGaAs SML QD PhC-LED at 5 and 10 mA . The lattice constant ( $\Lambda$ ) of the photoniccrystal structure is $5 \mu \mathrm{~m}$ and the hole diameter $(\alpha)$ is $2.5 \mu \mathrm{~m}$


The spectra of the InGaAs SML QD PhC-LED at 5 and 10 mA are shown in Fig. 8.8. The peak emission wavelengths are 971.6 and 972.2 nm at 5 and 10 mA , respectively. The linewidth $(\Delta \lambda)$ of the light emission, which is the full width at half-maximum (FWHM) of the peak intensity value, are 8.4 and 8.5 nm at 5 and 10 mA , respectively. These linewidth values are slightly larger than the linewidths (3-6 nm) of typical Fabry-Perot (FP) lasers. The narrower linewidth of the emission spectra is mainly due to the highly uniform grown QDs size and narrower gain spectrum of the QDs. The narrower linewidth also related to the resonant cavity properties of the PhC-LED. The internally reflected light within the resonant cavity can transmit out of the PhC etched holes because of the lowered reflectance within the etched holes. The emission wavelength of the SML QD PhC-LED is similar to those of the $\mathrm{In}_{0.2} \mathrm{Ga}_{0.8} \mathrm{As} / \mathrm{GaAs}$ quantum-well (QW) LEDs. The InGaAs SML QD PhC-LEDs in this work emit with much narrower linewidths. Figure 8.9 shows the current-dependent peak wavelength of the InGaAs SML QD PhC-LED. The emission wavelength varies between 971 and 975 nm as current increases from 2 to 19 mA .

The light emission of SML QD PhC-LED is the combination of the confined emission from the InAs SML QD and the surrounding GaAs layers. The resonant light emission within the $1 \lambda$ cavity narrows the emission linewidth down to $\sim 8 \mathrm{~nm}$. For fiber-optic communications, narrower linewidth light sources can be used for longer distance transmission because of reduced dispersion in the optical fibers [65].

Compared to the previous studies of PhC-LEDs [2-17], our PhC-LEDs (oxide aperture $=48 \mu \mathrm{~m}$ in diameter) emit with higher output power of 0.34 mW . This output power value is lower than other PhC-LEDs [10] made with much larger device sizes $(500 \times 500 \mu \mathrm{~m}$ with output power larger than 44 mW$)$. The average out power per unit area of our PhC -LED is $18.8 \mathrm{~W} / \mathrm{cm}^{2}$, which is comparable to other PhC-LEDs at similar current levels $\left(17.6 \mathrm{~W} / \mathrm{cm}^{2}\right.$ at 60 mA$)$.

The sidewall of cylindrical PhC air holes in this work also deflect the output light so as to make the light beam more collimated. The collimated light beam can

Fig. 8.9 Current-dependent peak wavelength of the InGaAs SML QD PhC-LED. The lattice constant ( $\Lambda$ ) of the photonic-crystal structure is $5 \mu \mathrm{~m}$ and the hole diameter $(\alpha)$ is $2.5 \mu \mathrm{~m}$

therefore be more easily coupled into the core of the optical fiber so that the coupling efficiency is higher. The two $1 / 4-\lambda$ DBRs that form the reflectors of the resonant cavity of the LED can also make the output light emit with narrower linewidth. The reflectance of the top- and bottom-DBRs need to be greater than $98 \%$. The growth uniformity and high precision thickness control of the epitaxial layers are important issues to obtain exactly $1 \lambda$ optical cavity of the devices, so as to achieve cavity resonance of the light emission. The remaining DBR layers ( $\sim 4$ pair $\mathrm{Al}_{0.9} \mathrm{Ga}_{0.1} \mathrm{As} / \mathrm{GaAs}$ ) of the PhC etched holes still can be used as the lower reflectance top-reflector of the resonant cavity.

## Conclusions

In conclusion, we report $\operatorname{InGaAs}$ SML QD PhC-LEDs for fiber-optic communications. A maximum CW output power of 0.34 mW has been obtained. The present results indicate that a PhC-LED using an oxide layer for current confinement and a PhC structure for light extraction is an alternative approach to achieve small light beam output for optical-fiber coupling.
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# Chapter 9 <br> Quantum Optical Transistor and Other Devices Based on Nanostructures 

Jin-Jin Li and Ka-Di Zhu


#### Abstract

Laser and strong coupling can coexist in a single quantum dot (QD) coupled to nanostructures. This provides an important clue toward the realization of quantum optical devices, such as quantum optical transistor, slow light device, fast light device, or light storage device. In contrast to conventional electronic transistor, a quantum optical transistor uses photons as signal carriers rather than electrons, which has a faster and more powerful transfer efficiency. Under the radiation of a strong pump laser, a signal laser can be amplified or attenuated via passing through a single quantum dot coupled to a photonic crystal (PC) nanocavity system. Such a switching and amplifying behavior can really implement the quantum optical transistor. By simply turning on or off the input pump laser, the amplified or attenuated signal laser can be obtained immediately. Based on this transistor, we further propose a method to measure the vacuum Rabi splitting of exciton in all-optical domain. Besides, we study the light propagation in a coupled QD and nanomechanical resonator (NR) system. We demonstrate that it is possible to achieve the slow light, fast light, and quantum memory for light on demand, which is based on the mechanically induced coherent population oscillation (MICPO) and exciton polaritons. These QD devices offer a route toward the use of all-optical technique to investigate the coupled QD systems and will make contributions to quantum internets and quantum computers.


[^8]
## Introduction

Transistor is a semiconductor device used for amplification and switching electronic signals [1, 2]. It consists of three terminals for connecting to an external circuit, two in-port terminals and one out-port terminal (Fig. 9.1a). A voltage or current applied to one in-port of the transistor leads to the current change of another in-port terminal, and eventually results in the out-port signal switched or amplified. The transistor based on electrons was released in the early 1950s, which revolutionized the field of electronics, and paved the way for smaller and cheaper radios, computers, and networks.

Nowadays, more widespread and faster information transmission technology becomes the hot pursuit for scientific researchers, especially for the internet connections and computers, which need to be ever faster and more powerful. However, the information transmission that uses electron as signal carrier limits the performance of computers and networks due to the power dissipations, consequent hardware heating, and others. The continued increase in global network bandwidth demand highlights the need for new devices that reduce the effects of this electron bottleneck by operating entirely in the optical domain. Therefore, it has been a trend for scientists to try to find other objects to substitute electrons as signal carriers. Photon is a better choice than electron in powering processors because it causes much less heat than regular processors and enables much higher transfer rates within the device. Consequently, optical transistors are an attractive sought goal because they could form the basis of optical computers that use photons instead of electrons as signal carriers.

A photonic transistor is a device where a strong pump laser is used to control the propagation of another weak signal laser via a nonlinear optical interaction. In analogy with the electronic transistor, photons in optical transistor do not perturb each other that enhance the signal's transfer efficiency and increase the transfer speed. The transistor using photons other than electrons brings new hope for the development of internet connections and computers. Furthermore, a quantum optical transistor requires a nonlinear transmission medium (Fig. 9.1b). In general, the nonlinear response of most materials is too small to create an all-optical device that operates at the few-photon level, which requires strong nonlinear light-matter interactions. Some systems have a weak light-matter coupling and do not miniaturize conveniently due to the complex structures and the material properties, such as atomic gas [3], optical fibers [4], and so on. To this end, there has also been a notable effort to create all-optical devices using semiconductor materials where manufacturing and miniaturization processes are well understood.

Quantum dots (QDs), the most familiar and simple semiconductor structure, have been theoretically and experimentally studied very thoroughly over a long period of time [5]. The unique size-dependent, narrow, symmetric, bright, and stable fluorescence of QDs have made them the best choice in solar cells, LEDs, infrared photodetector, and medical imaging [6-8]. QDs, also known as quantum boxes, are nanometer scale structures in which electrons and holes are confined in 3D potential boxes. Because of strong confinement imposed on all three spatial


Fig. 9.1 Comparison of conventional electronic transistor and all-optical transistor. (a)Transistor based on electrons, which consists of three parts a base, a collector, and an emitter. The small change of $V_{\text {in }}$ produces large changes of $V_{\text {out }}$ via the collector of the transistor and makes the output signal switched or amplified. (b) Optical transistor, which is in analogy with electronic transistor. The output signal laser can be switched or amplified by regulating the input pump laser properly, via the pump laser passing through the specific media previously
dimensions, QDs are similar to atoms. They are often referred as artificial atoms. These attractive features of quantum dots have realized some QD devices [9]. In 1999, Imamog$l u$ et al. [10] have proposed quantum information processing in terms of QD spins and cavity QED. And then, quantum information, quantum storage, and quantum measurement based on QDs began to grow and became a separate subject itself. Recently, Heiss et al. [11] have reported the investigation of charge storage device based on a single quantum dot. The device allows selective optical charging of a single dot with electrons. The storage of these charges over timescales is much longer than microseconds. Another QD-based storage sensor has been proposed by Kłopotowskia et al. [12], who have demonstrated the storage of photoexcited electrons in a layer of the self-assembled CdTe QDs embedded in a field-effect structure. Using the QD, the persisting time of the electrons is as long as 9 ms , which may achieve the quantum information and storage. Additionally, there are a large number of QD devices, such as the infrared photodetector and Kerr devices based on surface plasmon coupled to QDs [13-15]. The QD infrared sensors with a photonic crystal (PC) cavity [16], Kerr modulator [17], and fast light/slow light switch [18] based on QDs coupled to a nanomechanical resonator (NR). These QDs-based quantum devices open a new chapter during these years in the field of nanotechnology [19-23].

In this chapter, attractive QD devices are introduced to extend the subject of QDs to high level photonic device, using the two-laser technique [24-27]. "A Quantum Optical Transistor with a Single QD in a Photonic Crystal Nanocavity" gives a physical illustration of a quantum optical transistor with a single quantum dot in a PC nanocavity [19]. Using experimental realistic parameters, theoretical analysis shows that such a quantum optical transistor can be switched on or off by turning on or off the pump laser, which corresponds to attenuation or amplification
of the signal laser, respectively. Furthermore, based on this quantum optical transistor, an all-optical measurement of the vacuum Rabi splitting is also presented. In "Light Manipulation Devices in a QD Coupled to a NR System", we investigate the coupled QD and NR system and demonstrate that it is possible to achieve the slow light and fast light effects, and even to store and read out the quantum signal pulse by switching off and on the pump pulse, respectively [18, 21]. It is shown that the vibration of NR leads to the dressed metastable energy level of QD, which provides a temporary accommodation for electrons. This dressed exciton dark-state polaritons can be reaccelerated and converted back into a photon pulse via a tunable pump laser.

## A Quantum Optical Transistor with a Single QD in a Photonic Crystal Nanocavity

Optical transistor is an attractive sought goal because it could form the basis of optical computers and quantum computers that use photons instead of electrons as signal carriers. Recently, a breakthrough of a single molecule optical transistor was achieved by Hwang et al. [28]. They experimentally described how the transmission of a light can be modulated by another light using just one molecule. However, because of the weak light-matter coupling and the unstable photonic signals, the practical optical transistors still possess a significant challenge, which will, to a large extent, limit the development of quantum transmission [29, 30]. A promising avenue is to trap a register of atoms inside an optical cavity [31, 32], where the high reflectivity of cavity can increase the optical path length and the strength of matter-light interaction. A inside atom/nanoparticle/QD can provide an extra energy and assist the light transmission. Furthermore, PCs have some advantages in optics, which make them the best optical cavity candidate to modulate the flow of light [33-35]. For example, optical devices enabled by PC designs can be smaller than the wavelength of light, operated at very low powers, and with bandwidths that are very difficult to achieve electronically.

In this section, by combining the advantages of photons as information carriers and QD as single quantum emitter, we report a quantum optical transistor where a two-level QD is embedded in a PC nanocavity. In the presence of a strong pump laser and a weak signal laser, the output signal laser can be switched on or off while turning on or off the input pump laser, respectively. Furthermore, we give an all-optical technique to detect the normal mode splitting of QD-cavity system (vacuum Rabi splitting), which is better than traditional circuit-assistant method [36]. The proposal of a quantum optical transistor will pave the way toward many important applications such as efficient photon detection and quantum information science.

Figure 9.2 shows the setup of how to realize a quantum optical transistor, where a single QD is embedded in a photonic crystal nanocavity, in the presence of two optical fields. In the PC nanocavity. the artificial defects, formed by small regions of disorder can serve as an effective resonant cavity, since they would be able


Fig. 9.2 Setup of a quantum optical transistor, where an InAs/GaAs QD is embedded in the center of a photonic crystal nanocavity. Two optical fields are aimed for the coupled system. The inset shows the energy levels of a QD, which is coupled to a single cavity mode and two optical fields
to control the behavior of photons and would hardly suffer any losses. Such a PC nanocavity has both high $Q$ and small modal volume $V$ as required for strong lightmatter interactions. Inside the PC nanocavity, a single quantum is placed in the center during growth. At low temperatures, the two-level QD consists of the ground-state $|0\rangle$ and the first excited state (single exciton) $|e x\rangle$, which can be characterized by the pseudospin $-1 / 2$ operators $\sigma^{ \pm}$and $\sigma^{z}$.

The master equation describing the dynamics of a coherently driven single QD coupled to a single cavity mode with the creation operator $a^{+}$and the annihilation operator $a$ is given by [19, 37]

$$
\begin{equation*}
\frac{\mathrm{d} \rho}{\mathrm{~d} t}=-\frac{i}{\hbar}[H, \rho]+\kappa \ell[a]+\Gamma_{1} \ell\left[\sigma^{-}\right]+\frac{\Gamma_{2}}{2}\left(\sigma_{z} \rho \sigma_{z}-\rho\right), \tag{9.1}
\end{equation*}
$$

where $\rho$ is the density matrix of the coupled cavity/QD system, $2 \Gamma_{1}$ and $2 \kappa$ are the QD spontaneous emission rate and the cavity field decay rate, respectively, $\Gamma_{2}$ is the pure dephasing rate of the $\mathrm{QD}, \ell[D]$ is the Lindbald operator corresponding to a
collapse operator $D$. This is used to model the incoherent decays and is given by: $\ell[D]=2 D \rho D^{+}-D^{+} D \rho-\rho D^{+} D$.

In the rotating frame at the pump field frequency $\omega_{p}$, the total Hamiltonian is described by

$$
\begin{align*}
H= & \hbar \Delta_{p} \sigma^{z}+\hbar \Delta \omega a^{+} a+\hbar g\left(\sigma^{+} a+\sigma^{-} a^{+}\right) \\
& -\hbar \Omega_{p}\left(\sigma^{+}+\sigma^{-}\right)-\mu E_{s}\left(\sigma^{+} e^{-i \delta t}+\sigma^{-} e^{i \delta t}\right) \tag{9.2}
\end{align*}
$$

where $\Delta_{p}=\omega_{e x}-\omega_{p}, \Delta \omega=\omega_{c}-\omega_{p}$, and $\delta=\omega_{s}-\omega_{p}$ are the exciton-pump laser detuning, the PC-pump laser detuning, and the signal-pump laser detuning, respectively. $\omega_{e x}$ and $\omega_{c}$ are the frequency of exciton and nanocavity, respectively. $g$ is the coupling strength between QD and cavity. We apply two classical optical fields in this system, where one is strong pump beam with amplitude $E_{p}$ and frequency $\omega_{p}$, the other is relatively weak signal beam with amplitude $E_{s}$ and frequency $\omega_{s} . \Omega_{p}$ is the Rabi frequency of the pump laser and is given by $\Omega_{p}=\mu E_{p} / \hbar$.

The Markovian interaction with reservoirs determining the decay rates $\Gamma_{1}$ and $\kappa$ for the QD exciton and the nanocavity mode, respectively, is described by the following Liouvillian terms: [37, 38] $\ell[a]=2 a \rho a^{+}-a^{+} a \rho-\rho a^{+} a, \ell\left[\sigma^{-}\right]=$ $2 \sigma^{-} \rho \sigma^{+}-\sigma^{+} \sigma^{-} \rho-\rho \sigma^{+} \sigma^{-}$.

Starting from Eq. 9.1, the equations of motion for the cavity field expectation values $\langle a\rangle \equiv \operatorname{Tr}[a \rho],\left\langle\sigma^{-}\right\rangle \equiv \operatorname{Tr}\left[\sigma^{-} \rho\right]$ and $\left\langle\sigma^{z}\right\rangle \equiv\left[\operatorname{Tr} \sigma^{z} \rho\right]$ can be obtained by

$$
\begin{gather*}
\frac{\mathrm{d}\langle a\rangle}{\mathrm{d} t}=-\left(i \Delta \omega+\frac{\kappa}{2}\right)\langle a\rangle-i g\left\langle\sigma^{-}\right\rangle  \tag{9.3}\\
\frac{\mathrm{d}\left\langle\sigma^{-}\right\rangle}{\mathrm{d} t}=-\left(i \Delta_{p}+\Gamma_{2}\right)\left\langle\sigma^{-}\right\rangle+2 i g\left\langle\sigma^{z}\right\rangle\langle a\rangle-2 i \Omega_{p}\left\langle\sigma^{z}\right\rangle-\frac{2 i \mu E_{s}}{\hbar} e^{-i \delta t}  \tag{9.4}\\
\frac{\mathrm{~d}\left\langle\sigma^{z}\right\rangle}{\mathrm{d} t}=-\Gamma_{1}\left(\left\langle\sigma^{z}\right\rangle+1\right)-i g\left(\left\langle\sigma^{+}\right\rangle\langle a\rangle-\left\langle\sigma^{-}\right\rangle\left\langle a^{+}\right\rangle\right) \\
+i \Omega_{p}\left(\left\langle\sigma^{+}\right\rangle-\left\langle\sigma^{-}\right\rangle\right)+\frac{i \mu E_{s}}{\hbar}\left(\left\langle\sigma^{+}\right\rangle e^{-i \delta t}+\left\langle\sigma^{-}\right\rangle e^{i \delta t}\right) \tag{9.5}
\end{gather*}
$$

In order to solve the Eqs. 9.3-9.5, use the following ansatz [39]: $\langle a(t)\rangle=$ $a_{0}+a_{+} e^{-i \delta t}+a_{-} e^{i \delta t},\left\langle\sigma^{-}(t)\right\rangle=\sigma_{0}+\sigma_{+} e^{-i \delta t}+\sigma_{-} e^{i \delta t},\left\langle\sigma^{z}(t)\right\rangle=\sigma_{0}^{z}+\sigma_{+}^{z} e^{-i \delta t}+$ $\sigma_{-}^{z} e^{i \delta t}$. Upon substituting these approximation to Eqs. 9.3-9.5, and upon working to the lowest order in $E_{s}$ but to all orders in $E_{p}$, we can obtain $\sigma_{+}$, which corresponds to the linear optical susceptibility through a single QD as follows: $\chi^{(1)}\left(\omega_{s}\right)=\mu \sigma_{+} / E_{s}=\left(\mu^{2} / \hbar\right) \chi\left(\omega_{s}\right)$, where $\chi\left(\omega_{s}\right)$ is given by

$$
\begin{equation*}
\chi\left(\omega_{s}\right)=\frac{i F_{6} f p-w_{0}}{i f p\left[\Omega_{p}+g F_{6}\left(F_{3}-F_{2}\right)\right]-q} \tag{9.6}
\end{equation*}
$$

where $\quad \Delta_{c}=\omega_{c}-\omega_{e x}, F_{1}=-i g /\left[i\left(\Delta_{c}+\Delta_{p}\right)+\kappa / 2\right], F_{2}=i g /\left[-i\left(\Delta_{c}+\Delta_{p}\right)+\right.$ $\kappa / 2], F_{3}=i g /\left[i\left(\delta-\Delta_{c}-\Delta_{p}\right)-\kappa / 2\right], \quad F_{4}=-i g /\left[i\left(\delta+\Delta_{c}+\Delta_{p}\right)-\kappa / 2\right], F_{5}=$
$\Omega_{p} w_{0} /\left(g w_{0} F_{1}-\Delta_{p}+i \Gamma_{2}\right), F_{6}=\Omega_{p} w_{0} /\left(g w_{0} F_{2}-\Delta_{p}-i \Gamma_{2}\right), p=g w_{0} F_{4}-\Delta_{p}-$ $i \Gamma_{2}-\delta, q=g w_{0} F_{3}-\Delta_{p}+i \Gamma_{2}+\delta$, and

$$
\begin{equation*}
f=\frac{2\left(\Omega_{p}-g F_{1} F_{5}\right)}{\left(i \delta-\Gamma_{1}\right) p+2 i\left(\Omega_{p}-g F_{2} F_{6}\right)\left[\Omega_{p}+g F_{5}\left(F_{4}-F_{1}\right)\right]} . \tag{9.7}
\end{equation*}
$$

The population inversion $\left(w_{0}=\sigma_{0}^{z}\right)$ of the exciton is determined by the following equation:

$$
\begin{align*}
& \left\{\Gamma_{1}\left(w_{0}+1\right)\left[\left(g^{2} w_{0}+\Delta_{p} \Delta \omega-\kappa / 2\right)^{2}+\left(\Delta \omega+\Delta_{p} \kappa / 2\right)^{2}\right]\right\} \\
& +4 \Gamma_{2} \Omega_{p}^{2} w_{0}\left(\Delta \omega^{2}+\kappa^{2} / 4\right)=0 \tag{9.8}
\end{align*}
$$

where $\Delta \omega=\Delta_{c}+\Delta_{p}$.
Figure 9.2 shows an InAs/GaAs QD embedded in a photonic crystal nanocavity system, in the simultaneous presence of a strong pump beam and a weak signal beam. In the weak coupling regime $\left(g<\Gamma_{1}, \kappa\right)$, the Purcell effect [40] can either enhance or inhibit the decay rate of irreversible spontaneous emission. On the other hand, when $g>\Gamma_{1}, \kappa$, this is in the regime of the strong coupling. Here we consider the strong coupling case for $\left(g, \kappa, \Gamma_{1}\right)=(25,8,5.2) \mathrm{MHz}$ [41]. This twolevel QD trapped inside the PC cavity is dressed by cavity photons as shown in the inset of Fig. 9.2. In the following, we will demonstrate that, under the radiation of two optical fields, such coupled QD-PC system can be used to measure the vacuum Rabi splitting and serve as a quantum optical transistor.

## Measurement of Vacuum Rabi Splitting

In the first step of protocol, we tune the cavity frequency and pump laser frequency simultaneously to the frequency of exciton $\Delta_{c}=\Delta_{p}=0$, and detect the signal transmission spectrum. Figure 9.3a plots the signal absorption spectrum versus the signal detuning $\left(\Delta_{s}=\omega_{s}-\omega_{\mathrm{ex}}\right)$. This spectrum contains two sharp peaks representing the vacuum Rabi splitting. This manifests itself as two distinct Lorentzian peaks and an anticrossing behavior. We note that the distance of these two peaks become larger as the QD-cavity coupling strength increases. Figure 9.3b illustrates the energy levels and transitions, where the excited state $|e x\rangle$ splits into two dressed state $|e x, n+1\rangle$ and $|e x, n\rangle$ after aiming for a strong pump laser on the QD. The energy gap of $|e x, n+1\rangle$ and $|e x, n\rangle$ is $2 g$. The linear relationship between the peak splitting distance and the QD-cavity coupling strength is shown in Fig. 9.3c, which provides an effective method to measure the vacuum Rabi splitting of a single QD in a PC nanocavity. Therefore, if we first fix the cavity frequency and the pump laser frequency on the resonance of exciton simultaneously, according to the distance of two sharp peaks, the vacuum Rabi splitting strength can be obtained in the signal absorption spectrum.


Fig. 9.3 (a) The absorption spectrum of the signal beam as a function of the detuning $\Delta_{s}$ for three different QD-cavity coupling strengths. The other parameters used are $\Omega_{p}^{2}=$ $(50 \mathrm{MHz})^{2}, \kappa=8 \mathrm{MHz}, \Gamma_{1}=5.2 \mathrm{MHz}, \Delta_{p}=0$ and $\Delta_{c}=0$. (b) The energy levels of the dressed states ( $|n\rangle$ denotes the number states of photons). (c)The linear relationship between the peak splitting distance and the QD-cavity coupling strength

## A Quantum Optical Transistor

If we tune the cavity frequency and the pump frequency away from the exciton frequency, the output signal field turns to different behavior. Figure 9.4a displays the situation when shelving the pump beam but only applying a signal beam, which shows that in the absence of the pump beam the system attenuates the weak signal beam totally. This dip arises from the usual excitonic absorption resonance. The inset of Fig. 9.4a gives a pictorial temporal view of the energy levels of the QD. However, when turning on the pump beam, the dip becomes a peak immediately. As the pump power increases even further, we can observe more


Fig. 9.4 The signal transmission spectrum with the parameters $g=25 \mathrm{MHz}, \kappa=8 \mathrm{MHz}$, $\Delta_{p}=0.2 \mathrm{GHz}$ and $\Delta_{c}=-0.4 \mathrm{GHz}$. (a) The attenuation spectrum of the signal beam as a function of its frequency detuning from the exciton in the absence of the pump beam. (b) When turning on the pump beam, the amplification of signal laser enlarges as the power of pump beam increases. (c) The relationship of the magnitude of amplification and the Rabi frequency of pump beam illustrates the characteristic of quantum optical transistor
amplification of the signal beam as shown in Fig. 9.4b. In this case, the pump beam, much like a switch, dramatically controls the transmission of the signal beam. The plots in Fig. 9.4b demonstrate that a single QD can indeed act as an optical transistor when coupled to a single mode nanocavity. The characteristic behavior of these transmission curves are in excellent agreement with the experimental results of a single-molecule optical transistor by Hwang et al. [28]. This amplification behavior is caused by quantum interference between the dressed states while applying two optical fields. The inset of Fig. 9.4b shows the origin of this three-photon resonance physical process. Here the electron makes a transition from the lowest energy level $|0,-\rangle$ to the dressed level $|e x, n,+\rangle$ by the simultaneous absorption of two pump photons and emission of a photon at $\Delta_{s}=0$, as indicated by the region of amplification of the signal beam in Fig. 9.4b. For more specific description, Fig. 9.4c gives a transistor characteristic curve by plotting the amplification of signal beam as a function of the pump beam power. The gain shown in Fig. 9.4c increases with the increase of pump laser power.

The amplification of the signal laser is a strong evidence for quantum optical transistor with a QD embedded in photonic crystal nanocavity. In the presence of
two optical fields, proper control of the input pump laser leads to the desirable output signal laser on-demand. The output signal laser can be turned off or amplified quickly by turning off or increasing the input pump laser directly. The scheme proposed here will provide an important clue toward the realization of all-optical logic elements and quantum computers.

## Light Manipulation Devices in a QD Coupled to a NR System

Bestriding the realms of classical and quantum mechanics, NR has limited environment, small size, high Q factor, and long vibration lifetime, which offers great promise for a huge variety of applications and fundamental research [42-44]. There has been a flurry of activity aiming at the development of NR and its coupled system, such as the detection of qubit-oscillator entanglement in nanomechanical systems by coupling a superconducting qubits [45], the investigation of dynamical properties of a vibrating molecular QD in a Josephson junction [46], and cooling the vibrations of a nanotubes with constant electron current [47]. Recently, Bennett et al. [48] have experimentally studied the strong coupling effects in an electromechanical system consisting of a QD and a mechanical resonator.

The interaction of light with matter can lead to extreme changes of light velocity, i.e., fast light, slow light, and even stored light, which have been investigated in several systems, mainly using electromagnetically induced transparency (EIT), coherent population oscillation (CPO), and stimulated Brillouin scattering (SBS). These phenomena have been investigated in different kinds of media ranging from atomic vapors [49], solid materials [50] to cavity optomechanical system [26]. The first published results of slow light is to minimize the signal absorption based on EIT, while retaining the large contribution to the group index associated with working close to an atomic absorption frequency. Like EIT, CPO is a process that can lead to decreased absorption and rapid spectral variation of the refractive index, and producing a strong slow-light effect. However, CPO is highly insensitive to the presence of dephasing collisions and thus can occur in room-temperature solids. For the light storage device, the major importance in precision measurements and quantum computing tasks is achieving long lifetime of coherence [51]. This requires to seek some special materials, which have relatively long coherence lifetime or elimination of decoherence arising from inhomogeneous external fields and trapping potentials. In atomic system, long coherence times have been observed using clock transitions, which are first-order insensitive to magnetic fields.

In the this section, we theoretically investigate the coupled QD and NR system, and propose three all-optical devices: slow light device, fast light device, and quantum memory device, according to mechanically induced coherent population oscillation (MICPO) [22]. Detailed analysis shows that the signal laser displays the superluminal and ultraslow light characteristics via passing through a coupled QD


Fig. 9.5 Schematic of a GaAs NR with an embedded InAs QD driven by a strong control laser and probed by a weak signal laser. The inset is energy level description of a QD, while dressing with the vibrational modes of NR. Here the vibrational modes of NR can be treated as phonon modes
and NR system, while the incident pump laser is off-detuned and detuned with the exciton frequency, respectively. And then we demonstrate that it is possible to store and read out the quantum signal pulse in this promising system, by switching off and on the pump pulse, respectively. The vibration of NR leads to the dressed metastable energy level of QD, which provides a temporary accommodation for electrons. This dressed exciton dark-state polaritons can be reaccelerated and converted back into a photon pulse via a tunable pump laser. Thanks to the long lifetime of NR, the signal pulse can stay for a long time compared with other semiconductor systems.

We consider a system composed of a two-level semiconductor quantum dot and a NR in the simultaneous presence of a strong pump field and a weak signal field, as shown in Fig. 9.5. Recently, the two-laser technique has been experimentally demonstrated by Kippenberg et al. [24, 27] in radiation-pressure coupling of an optical and a mechanical mode system. They predicted that this technique can be used for slowing and on-chip storage of light pulses in the future. At low temperatures, the two-level semiconductor QD consists of the ground state $|g\rangle$ and the first excited state (single exciton) $|e\rangle$. The QD via exciton interacts with a strong
pump field $\left(\omega_{p}\right)$ and a weak quantum signal field $\left(\omega_{s}\right)$. Such NR-QD system has been experimentally demonstrated by Bennett et al. [48] using atomic force microscope (AFM) to probe quantum electronic systems. As usual, the two-level QD system can be characterized by the pseudospin $-1 / 2$ operators $S^{ \pm}$and $S^{z}$. Then the Hamiltonian of this two-level exciton can be described as $H_{\mathrm{ex}}=\hbar \omega_{\mathrm{ex}} S^{z}$, where $\omega_{\text {ex }}$ is the frequency of exciton. Besides, we assume the doubly clamped suspended NR vibrates in its fundamental mode [52]. The lowest energy resonance of NR corresponds to the fundamental flexural mode with the frequency $\omega_{n}$ and the resonator is assumed to be characterized by sufficiently high quality factors [52]. The eigenmode of NR can be described by a quantum harmonic oscillator, with $a$ and $a^{+}$the bosonic annihilation and creation operators of energy $\hbar \omega_{n}$. The Hamiltonian of NR is given by $H_{n}=\hbar \omega_{n} a^{+} a$.

The Hamiltonian of this coupled QD-nanomechanical resonator and two optical fields in a rotating frame at the pump field frequency $\omega_{p}$ reads as follows [18]

$$
\begin{align*}
H= & \hbar \Delta_{p} S^{z}+\hbar \omega_{n} a^{+} a+\hbar S^{z} \omega_{n} \beta\left(a^{+}+a\right)-\hbar\left(\Omega S^{+}+\Omega^{*} S^{-}\right)-\frac{\mu}{\hbar}\left(S^{+} E_{s} e^{-i \delta t}\right. \\
& \left.+S^{-} E_{s}^{*} e^{i \delta t}\right), \tag{9.9}
\end{align*}
$$

where $\Delta_{p}=\omega_{\mathrm{ex}}-\omega_{p}, \beta$ is coupling strength of NR and $\mathrm{QD} ; \Omega=\mu E_{p} / \hbar$ is the Rabi frequency of the pump field; $E_{p}$ and $E_{s}$ are the slowly varying envelope of the pump field and signal field; $\mu$ is the electric dipole moment of the exciton, assumed to be real; $\delta=\omega_{s}-\omega_{p}$ is the detuning of the signal and the pump field, respectively.

According to the Heisenberg equation of motion $i \hbar \mathrm{~d} O / \mathrm{d} t=[O, H]$ and the commutation relation $\left[S^{z}, S^{ \pm}\right]= \pm S^{ \pm},\left[S^{+}, S^{-}\right]=2 S^{z},\left[a, a^{+}\right]=1$. The temporal evolutions of the exciton and NR system are given by setting $N=a^{+}+a$. For calculations of the absorption spectrum, we can use the semiclassical approach where the optical fields are taken to be classical. The results of calculations in the limits appropriated to this work are read as follows:

$$
\begin{gather*}
\frac{\mathrm{d} S^{-}}{\mathrm{d} t}=\left[-\Gamma_{2}-i\left(\Delta_{p}+\omega_{n} \beta N\right)\right] S^{-}-2 i \Omega S^{z}-2 i \frac{\mu}{\hbar} E_{s} e^{-i \delta t} S^{z}  \tag{9.10}\\
\frac{\mathrm{~d} S^{z}}{\mathrm{~d} t}=-\left(S^{z}+\frac{1}{2}\right) \Gamma_{1}+i \Omega\left(S^{+}-S^{-}\right)+i \frac{\mu}{\hbar}\left(S^{+} E_{s} e^{-i \delta t}-S^{-} E_{s}^{*} e^{i \delta t}\right)  \tag{9.11}\\
\frac{\mathrm{d}^{2} N}{\mathrm{~d} t^{2}}+\gamma_{n} \frac{\mathrm{~d} N}{\mathrm{~d} t}+\omega_{n}^{2} N=-2 \omega_{n}^{2} \beta S^{z} \tag{9.12}
\end{gather*}
$$

where $\Gamma_{1}$ is the exciton relaxation rate, $\Gamma_{2}$ is the exciton dephasing rate, $\gamma_{n}$ is the decay rate of the NR due to the coupling to a reservoir of "background" modes and the other intrinsic processes [52]. In order to solve Eqs. 9.10-9.12, we make the ansatz [39] $S^{-}(t)=S_{0}+S_{+} e^{-i \delta t}+S_{-} e^{i \delta t}, S^{z}(t)=S_{0}^{z}+S_{+}^{z} e^{-i \delta t}+$ $S_{-}^{z} e^{i \delta t}, N(t)=N_{0}+N_{+} e^{-i \delta t}+N_{-} e^{i \delta t}$. Upon working to the lowest order in $E_{s}$, but
to all orders in $E_{p}$, we can obtain $S_{+}$, which corresponds to the linear optical susceptibility as follows: $\chi_{\text {eff }}^{(1)}\left(\omega_{s}\right)=\rho \mu S_{+} / E_{s}=\rho \mu^{2} \chi^{(1)}\left(\omega_{s}\right) / \hbar \Gamma_{2}$, and the dimensionless susceptibility is given by

$$
\begin{equation*}
\chi^{(1)}\left(\omega_{s}\right)=\frac{2 B w_{0}\left(\Omega_{R}^{2}+C\right)-E w_{0}}{A E-2 B\left(\Omega_{R}^{2}+C\right)\left(B-\delta_{0}\right)} \tag{9.13}
\end{equation*}
$$

where we have assumed that many QDs couple to a single mechanical resonator, so here $\rho$ is the number density of QDs. $\Gamma_{1}=2 \Gamma_{2}, \omega_{n_{0}}=\omega_{n} / \Gamma_{2}, \gamma_{n 0}=\gamma_{n} / \Gamma_{2}, \Omega_{R}=$ $\Omega / \Gamma_{2}, \delta_{0}=\delta / \Gamma_{2}, \Delta_{p 0}=\Delta_{p} / \Gamma_{2}, A=\Delta_{p 0}-\omega_{n 0} \beta^{2} w_{0}-i-\delta_{0}, B=\Delta_{p 0}-\omega_{n 0} \beta^{2}$ $w_{0}+i+\delta_{0}, \quad C=\Omega_{R}^{2} \omega_{n 0} \beta^{2} \eta w_{0} /\left(\Delta_{p 0}-\omega_{n 0} \beta^{2} w_{0}-i\right), D=\Omega_{R}^{2} \omega_{n 0} \beta^{2} \eta w_{0} /\left(\Delta_{p 0}-\right.$ $\left.\omega_{n 0} \beta^{2} w_{0}+i\right), E=\left(2 \Omega_{R}^{2}+2 D-2 i B-B \delta_{0}\right)\left(B-\delta_{0}\right), \quad$ and $\quad \eta=\omega_{n 0}^{2} /\left(\omega_{n 0}^{2}-\right.$ $\left.i \delta_{0} \gamma_{n 0}-\delta_{0}^{2}\right)$ is the auxiliary function.

The population inversion of the exciton $w_{0}$ is determined by the following equation

$$
\begin{equation*}
\left(w_{0}+1\right)\left[\left(\Delta_{p 0}-\beta^{2} \omega_{n 0} w_{0}\right)^{2}+1\right]+2 \Omega_{R}^{2} w_{0}=0 \tag{9.14}
\end{equation*}
$$

In terms of this model, we can determine the light group velocity as $v_{g}=$ $c /\left[n+\omega_{s}\left(\mathrm{~d} n / \mathrm{d} \omega_{s}\right)\right]$, where $n \approx 1+2 \pi \chi_{\mathrm{eff}}^{(1)}$, and then

$$
\begin{equation*}
\frac{c}{v_{g}}=1+2 \pi R e \chi_{\mathrm{eff}}^{(1)}\left(\omega_{s}\right)_{\omega_{s}=\omega_{\mathrm{ex}}}+2 \pi \omega_{s} R e\left(\frac{d \chi_{\mathrm{eff}}^{(1)}}{d \omega_{s}}\right)_{\omega_{s}=\omega_{\mathrm{ex}}} \tag{9.15}
\end{equation*}
$$

It is clear from this expression for $v_{g}$ that when $\operatorname{Re} \chi\left(\omega_{s}\right)_{\omega_{s}=\omega_{\mathrm{ex}}}$ is zero and the dispersion is steeply positive or negative, the group velocity is significantly reduced or increased, and then

$$
\begin{equation*}
\frac{c}{v_{g}}-1=\frac{2 \pi \omega_{\mathrm{ex}} \rho \mu^{2}}{\hbar \Gamma_{2}} \operatorname{Re}\left(\frac{\mathrm{~d} \chi^{(1)}\left(\omega_{s}\right)}{\mathrm{d} \omega_{s}}\right)_{\omega_{s}=\omega_{\mathrm{ex}}}=\Gamma_{2} \Sigma \operatorname{Re}\left(\frac{\mathrm{~d} \chi^{(1)}\left(\omega_{s}\right)}{\mathrm{d} \omega_{s}}\right)_{\omega_{s}=\omega_{\mathrm{ex}}} \tag{9.16}
\end{equation*}
$$

where $\Sigma=2 \pi \omega_{\text {ex }} \rho \mu^{2} / \hbar \Gamma_{2}^{2}$.
Figure 9.6 shows the signal absorption spectrum as a function of signal-pump detuning. We notice that there are three prominent features in Fig. 9.6a: the left amplified peak (2), the middle peak (3), and the right absorption peak (4). These new peaks attribute to the longitudinal vibration of NR. In analogy with atomic two-level systems in quantum optics, we call this effect as MICPO. Figure 9.6b gives the origin of these new features. Part (1) of Fig. 9.6b shows the dressed states of exciton ( $|n\rangle$ denotes the number states of the NR). Part (2) shows the origin of mechanically induced three-photon resonance. Here the electron makes a transition from the lowest dressed level $|g, n\rangle$ to the highest dressed level $|e x, n+1\rangle$ by the simultaneous absorption of two pump beam photons and emission of a photon at $\omega_{p}-\omega_{n}$. This process can amplify a wave at $\delta=-\omega_{n}$, as indicated by the region of negative absorption in Fig. 9.6a. Part (3) shows the origin of mechanically induced stimulated Rayleigh resonance. The Rayleigh resonance corresponds
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Fig. 9.6 (a)The signal absorption spectrum as a function of signal-pump detuning $\delta$. The other parameters used are $\Omega^{2}=0.15(\mathrm{GHz})^{2}, \omega_{n}=1.2 \mathrm{GHz}, \Delta_{p}=1.2 \mathrm{GHz}, \gamma_{n}=4 \times 10^{-5} \mathrm{GHz}$, and $\beta=0.06$. (b) New features in the spectrum shown in (a) are identified by the corresponding transition between the dressed states of the exciton
to a transition from the lowest dressed level $|g, n\rangle$ to the dressed level $|e x, n\rangle$. Each of these transitions is centered on the frequency of the pump field. The rightmost part (4) corresponds to the mechanically induced absorption resonance as modified by the ac Stark effect.

## Slow Light and Fast Light

Figure 9.7 displays the fast light and slow light curves in the coupled QD and NR system. The left part shows the slow light spectrum with $\Delta_{p}=\omega_{n}$, while the right part exhibits the fast light situation with $\Delta_{p}=0$. Figure 9.7 a shows the imaginary part and real part of linear optical susceptibility while fixing $\Delta_{p}=\omega_{n}$, which correspond to the absorption and dispersion of the signal light, respectively.


Fig. 9.7 (a)The imaginary part and real part of the linear optical susceptibility as a function of the signal detuning form exciton resonance $\Delta_{s}$ with parameters $\Omega^{2}=0.15(\mathrm{GHz})^{2}, \omega_{n}=1.2 \mathrm{GHz}$, $\Delta_{p}=1.2 \mathrm{GHz}, \gamma_{n}=4 \times 10^{-5} \mathrm{GHz}$, and $\beta=0.06$. (b)The group velocity index $n_{g}\left(=c / v_{g}\right)$ of slow light (in units of $\Sigma$ ) as a function of Rabi frequency of pump laser. (c)The absorption and dispersion curves of fast light, while fixing $\Delta_{p}=0$. The other parameters are the same with (a). (d)The group velocity index $n_{g}\left(=c / v_{g}\right)$ of superluminal light (in units of $\Sigma$ ) as a function of the Rabi frequency of pump laser

From this figure, we find that the the imaginary part has a zero absorption and the real part has a positive steep slope at $\Delta_{s}=0$, which signifies the potential of slow light achievement. We next plot the group velocity index of signal laser $n_{g}$ (in the unit of $\Sigma$ ) as a function of the Rabi frequency $\Omega^{2}$, as shown in Fig. 9.7b. Figure 9.7b indicates that the output signal pulse can be about 1,800 times slower than input signal pulse in vacuum simply via tuning the $\Delta_{p}=\omega_{n}$. Furthermore, in the case of $\Delta_{p}=0$, the imaginary part and real part of linear optical susceptibility exhibit zero absorption and negative steep slope at $\Delta_{s}=0$ in Fig. 9.7c, which denotes the possibility of superluminal light realization. Figure 9.7d exhibits the fast light curve, where the most fast-light index can be produced in the coupled QD-NR device as 10 times. That is, the output signal pulse can be 10 times faster than the input light with the help of a single NR. The total magnitude of slow light and fast light is determined by the number density of NR. The physical origin of this result is the coupling between exciton and mechanical vibration, which makes


Fig. 9.8 (a) The initial model of a two-level QD and a nanomechanical resonator $(N R) .|g\rangle$ and $|e\rangle$ are the ground state and the excited state of QD , respectively, $\beta$ is the coupling between the QD and the NR. The vibration modes of NR are treated as phonons modes. (b) The split energy levels of QD when dressing with NR. $|g, n\rangle=|g\rangle|n\rangle$ and $|e, n\rangle=|e\rangle|n\rangle$, where $|n\rangle$ denotes the number states of the NR. (c) The process of quantum memory for light, where the $|g, 1\rangle \rightarrow|e, 0\rangle$ and $|g, 0\rangle \rightarrow|e, 0\rangle$ transitions can be induced by the pump beam and signal beam, respectively. $|g, 1\rangle$ denoted by $|p\rangle$ is the metastable state caused by mechanical vibration. The signal pulse is temporarily stored between $|g, 1\rangle$ and $|g, 0\rangle$
quantum interference between the NR and the two optical fields via the exciton. Such nonlinear process is due to MICPO, which has been discussed in Fig. 9.6.

Here coupling to a mechanical resonator seems to provide the exciton with additional energy level to realize MICPO effect. Therefore in our structure one can obtain the slow and superluminal signal light without absorption only by simply fixing the pump-exciton detuning equal to the frequency of NR and zero, respectively. Actually, this additional energy level produced by the mechanical vibration provides a temporary accommodation for electrons, which makes the long lifetime storage for light to become a reality.

## Quantum Memory for Light

Since achieving the slow light and fast light in a coupled NR-QD system, according to MICPO, we next demonstrate that it is possible to store and read out the quantum signal pulse in this promising system, by switching off and on the pump pulse. Detailed analysis shows that the vibration of NR leads to the dressed metastable energy level of QD, which provides a temporary accommodation for electrons. This dressed exciton dark-state polaritons can be reaccelerated and converted back into a photon pulse via a tunable pump laser. Thanks to the long lifetime of NR, the signal pulse can stay for a long time compared with other semiconductor systems.

As shown in Fig. 9.8b, the two-level exciton in QD can be dressed by an infinite number of possible phonon states. Compared with the transition from $|g, n\rangle$ to $|e, n\rangle$, the transition from $|g, n+1\rangle$ to $|e, n+1\rangle$ can be neglected when the system is radiated by a weak signal beam. In Fig. 9.8c, we select $|g, 0\rangle,|e, 0\rangle$ and $|g, 1\rangle$ as
a three-level system, while the transition from $|g, 0\rangle$ to $|e, 0\rangle$ corresponding to the zero-phonon line [53]. The mechanism of quantum memory by adiabatic passage is well-known when the medium is made of lambda three-state atoms. The storage is achieved through the coherence of the atomic ground states. The idea of present work is to replace the lambda atoms by a two-level QD dressed by the NR as done in [52] and to take advantage of the long coherence induced by the resonator.

We follow the treatment in [54, 55], which consists of one propagating beam $\hat{\varepsilon}(z, t)$ passing through a medium of length $L . \hat{\varepsilon}(z, t)$ is a weak signal field that couples the ground state $|g, 0\rangle$ and the first excited state $|e, 0\rangle$, and is related to the positive frequency part of the electric field by

$$
\begin{equation*}
\hat{E}_{s}^{+}(z, t)=\sqrt{\frac{\hbar \omega_{\mathrm{ex}}}{2 \varepsilon_{0} V}} \hat{\varepsilon}(z, t) e^{i\left(\omega_{\mathrm{ex}} / c\right)(z-c t)} \tag{9.17}
\end{equation*}
$$

where $\omega_{\mathrm{ex}}$ is the frequency of the $|e, 0\rangle \rightarrow|g, 0\rangle$ transition, $V$ is the quantization volume of the electromagnetic field, $\varepsilon_{0}$ is the free space permittivity, $z$ is the direction along the medium of length $L$.

In what follows, we introduce the locally averaged, slowly varying operators as $\hat{\sigma}_{\mu v}\left(z_{j}, t\right)=\frac{1}{N_{z_{j}}} \sum_{z_{j} \in N_{z}} \hat{\sigma}_{\mu v}^{j}(t) e^{i\left(\omega_{\mu \nu} / c\right)\left(z_{j}-c t\right)}$, where $\hat{\sigma}_{\mu v}^{j}(t)=\left|\mu^{j}(t)\right\rangle\left\langle v^{j}(t)\right|$ is the $j$ th QD ( $\mu, v=g, e, p$ ). In the continuum limit, the effective interaction Hamiltonian for the reduced three-level system can be written as [56]

$$
\begin{equation*}
\hat{H}=-\int \frac{N \hbar}{L}\left[g \hat{\sigma}_{\mathrm{eg}}(z, t) \hat{\varepsilon}(z, t)+\Omega_{p} \hat{\sigma}_{\mathrm{ep}}(z, t)+\text { H.c. }\right] \mathrm{d} z \tag{9.18}
\end{equation*}
$$

where $N$ is the number density of the QD. $g=\mu \sqrt{\omega_{\mathrm{ex}} / 2 \varepsilon_{0} V \hbar}$ is the excitonquantum signal field coupling constant. $\Omega_{p}=\langle 1, g| \mu_{\mathrm{ep}} \mathbf{E}(\mathbf{t})|e, 0\rangle / 2 \hbar$ describes the coupling between the pump field and the transition, where $\mathbf{E}(\mathbf{t})$ is the amplitude of the pump field, $\mu_{\mathrm{ep}}$ is the electric dipole moment that corresponds to the transition between $|e, 0\rangle$ and state $|g, 1\rangle$.

We make the approximation that the quantum signal field intensity is much less than the pump field and assume all the excitons are initially in the state $|g, 0\rangle$. Then the exciton evolution is governed by a set of Heisenberg-Langevin equations

$$
\begin{gather*}
\frac{\partial}{\partial t} \hat{\sigma}_{\mathrm{ge}}=-\gamma_{\mathrm{ge}} \hat{\sigma}_{\mathrm{ge}}+i g \hat{\varepsilon}+i \Omega_{p} \hat{\sigma}_{\mathrm{gp}}+\hat{F}_{\mathrm{ge}}  \tag{9.19}\\
\frac{\partial}{\partial t} \hat{\sigma}_{\mathrm{gp}}=-\gamma_{\mathrm{gp}} \hat{\sigma}_{\mathrm{gp}}++i \Omega_{p} \hat{\sigma}_{\mathrm{ge}}+\hat{F}_{\mathrm{gp}} \tag{9.20}
\end{gather*}
$$

where $\gamma_{\mathrm{ge}}$ and $\gamma_{\mathrm{gp}}$ are the decay rates of $|e, 0\rangle \rightarrow|g, 0\rangle$ and $|g, 1\rangle \rightarrow|g, 0\rangle$, respectively. If we assume the pump laser power changed slowly and neglect the decay rate $\gamma_{\mathrm{gp}}$ of the exciton [54], then $\hat{\sigma}_{\mathrm{ge}}(z, t) \approx-\frac{i}{\Omega_{p}} \frac{\partial}{\partial t} \hat{\sigma}_{\mathrm{gp}}(z, t), \hat{\sigma}_{\mathrm{gp}}(z, t) \approx$ $-g \frac{\hat{\varepsilon}(z, t)}{\Omega_{p}}$, and the propagation equation of quantum light pulse in the NR-QD system is written by

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+c \frac{\partial}{\partial z}\right) \hat{\varepsilon}(z, t)=-\frac{g^{2} N}{\Omega_{p}} \frac{\partial}{\partial t} \frac{\hat{\varepsilon}(z, t)}{\Omega_{p}} . \tag{9.21}
\end{equation*}
$$

We introduce a new quantum field operator $\hat{\Psi}(z, t)$,

$$
\begin{equation*}
\hat{\Psi}(z, t)=\cos \theta(t) \hat{\varepsilon}(z, t)-\sin \theta(t) \sqrt{N} \hat{\sigma}_{\mathrm{gp}}(z, t) \tag{9.22}
\end{equation*}
$$

where $\tan ^{2} \theta(t)=g^{2} N / \Omega_{p}^{2}(t)$. The operator $\hat{\Psi}(z, t)$ satisfies the following equation of motion

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}+c \cos ^{2} \theta(t) \frac{\partial}{\partial z}\right] \hat{\Psi}(z, t)=0 \tag{9.23}
\end{equation*}
$$

which describes a shape-preserving propagation with velocity $v=v_{g}(t)=$ $c \cos ^{2} \theta(t)$. It should be noted here that $\hat{\sigma}_{\mathrm{gp}}(z, t)$ corresponds to the creation operator of the $|g, 0\rangle \rightarrow|g, 1\rangle$, which is different from atomic spin operator as in three-level atomic systems [56]. In the linear limit, this operator obeys the Bosonic commutation relation and we can refer this new Bosonic particle to mechanically induced exciton polariton.

We can decelerate and stop the signal pulse by rotating $\theta$ from 0 to $\pi / 2$ via a tunable pump laser: (1) when $\theta \rightarrow 0, \Omega^{2} \gg g^{2} N$ (the strong drive field), the polariton has purely photonic character and the signal propagation velocity equals to the vacuum speed of light, where we have $\hat{\Psi}(z, t)=\hat{\varepsilon}(z, t) ;(2)$ when $\theta \rightarrow \pi / 2$, the polariton becomes exciton like, and the signal propagation velocity approaches zero. During this process, the quantum signal field are mapped onto mechanically induced excitons which are different from the atomic spins in three-level atomic systems. The mechanically induced exciton polariton can be reaccelerated to the vacuum speed of light in which the stored quantum states are transferred back to the photonic state. Here, we show an example of the signal storage and recall on demand. When the pump laser is switched off, the signal laser information is stored in the coherence between the $|g, 0\rangle$ and $|g, 1\rangle$ subbands. Turning on the pump laser results in a retrieved signal pulse. There is no additional distortion during the storage because the width of the signal pulse spectrum is much less than the width of the MICPO window [22].

Furthermore, the features of the field are described as a spin wave in the atomic ensemble, when storing light in atomic systems based on EIT effect. The storage time is determined by the coherence times of the hyperfine transitions. Here, the term "storage " in the NR-QD system denotes the conversion of signal pulse into the electronic coherence $\sigma_{\mathrm{gp}}$, whose lifetime is determined by the vibrational lifetime of NR. Recently, Verbridge et al. [57] experimentally showed that for a doubly clamped silicon nitride $N R$, the radiative lifetime of resonator can be reached from $0.8 \mu \mathrm{~s}$ to 0.1 s via different tensile stress. Such data provide us a tunable storage time in the coupled QD and NR system, which means the light storage time can reach a ideal situation if we select a long vibration lifetime of NR.

## Conclusions

In summary, based on pump-signal technique, in this chapter we propose some QD devices, such as the quantum optical transistor, the switch from slow light and fast light, and the quantum memory device. On the one hand, we demonstrate that a coupled QD-PC nanocavity system can act as quantum optical transistor media. The signal spectra indicates that this coupled system has the transistor properties such as the switching or amplification of the signal laser, under the radiation of another strong pump laser. This switched or amplified signal laser can be achieved by turning the strong pump laser appropriately via passing through the optical transistor media. Turning on and off the incident pump laser results in the amplification and attenuation of the signal laser, respectively. The pump laser, input signal, and output signal are analogous with the switch, signal carrier, and transmission channel, respectively. On the other hand, we theoretically present a highly efficient optical method to achieve the light manipulation in a coupled system consisting of a NR and a QD, i.e., slow light, fast light, and stopped light, in terms of MICPO. Turning on or turning off the specific detuning of pump field from exciton resonance, this coupling system can provide us a direct optical way to obtain the slow or fast group velocity without absorption. We further find that the vibration of NR leads to the dressed metastable energy level of QD, which provides a temporary accommodation for electrons. This dressed exciton dark-state polaritons can be reaccelerated and converted back into a photon pulse via a tunable pump laser, which realize the long lifetime storage for light. The two-laser technique would give rise to some new all-optical devices and solve some detection disadvantages existing in conventional electric measurement or singlelaser technique.

## Outlook

One of the most important applications of quantum optical transistor is the alloptical repeater in signal transmission, which may be a good substitute for electronic repeater. A conventional electronic repeater is a signal transmission device, which receives signal and retransmits it with higher power or transfers to another part of the obstacle, in order to make the signal amplified and cover longer distance. However, there are several conditions which limit the development of conventional repeater based on electrons. For example, the charges that electrons carry may interfere with each other and directly affect the signal's quality in turn. Several parts of carried signals may be lost via passing through the electronic repeater due to the perturbation of electrons. Besides, the transmission speed and the working temperature of electrons also limits the performance of electronic repeaters. With this backdrop, an optical-electrical-optical (OEO) repeater is invented in a fiber-optic communication system to regenerate an optical signal by


Fig. 9.9 Quantum optical transistor, in which the pump laser, input signal, and transmission media are in analogy with switch, signal carrier, and transmission channel, respectively. The transmission media can be a single QD embedded in a PC nanocavity, which has been discussed in "A Quantum Optical Transistor with a Single QD in a Photonic Crystal Nanocavity"
converting it to an electrical signal, processing electrical signal, and retransmitting it to optical signal. Unfortunately, there are several problems limiting the performance of OEO repeater, i.e., one wavelength of the signal requires one OEO repeater to support, thus many different wavelengths of light signal transmission require a lot of repeaters, which require a lot of equipments for each fiber. In this case, the practical OEO repeaters based on optical fibers are expensive and difficult to construct.

Figure 9.9 shows a simple model of all-optically controlled transistor, which consists of a weak signal laser to carry signals, a strong pump laser, and a specific transmission media. During the all-optical process, the pump laser like a switch supervises the magnitude of signal laser, where turning on and off the pump laser corresponds to the output signal on and off, respectively. Regulating the pump laser appropriately can make the output signal amplified efficiently. The optical transistor media will act as a light transmission channel while the strong pump laser serves as a switch controlling the signal light transmission through the transmission media. But most importantly, the key element of quantum optical transistor is the transmission media which generates the switch behavior and amplified behavior simultaneously. Obviously, the transmission media can be the coupled QD-photonic crystal system, which has some well-known advantages such as lower cost and mature production process. We believe that quantum optical transistors will make quantum internet and quantum information technology easier and faster, and bring people's life into a new chapter.

Acknowledgements This work was supported by the Natural Science Foundation of China (No. 10774101 and No. 10974133), the National Ministry of Education Program for Ph.D., the Foundation for Excellent Doctoral Dissertation of Shanghai Jiao Tong University, the Award for Excellent New Doctoral Student (Ministry of Education), and the Key Laboratory of Artificial Structures and Quantum Control (Ministry of Education).

## References

1. Amos, S.W., James, M.R.: Principles of transistor circuits. 9th edn. Elsevier (1969)
2. Bunis, M., Bunis, S.: Collector's guide to transistor radios identification and values, collector books publisher, Paducah (1996)
3. Ooi, C.H.R.: Controlling irreversibility and directionality of light via atomic motion: optical transistor and quantum velocimeter. New J. Phys. 10, 123024 (2008)
4. Kalithasan, B., Porsezian, K., Dinda, P.T.: Modulational instability in resonant optical fiber with higher-order dispersion effect. J. Opt. 12, 035210 (2010)
5. Zhang, J.J., Wang, Z.L., Liu, J., Chen, S., Liu, G.: Self-assembled nanostructures. Kluwer Academic/Plenum Publishers, NY (2003)
6. Fu, A., Gu, W.W., Larabell, C., Alivisatos, A.P.: Semiconductor nanocrystals for biological imaging. Curr. Opin. Neurobiol. 15, 568 (2005)
7. Jabbour, G.E., Doderer, D.: Quantum dot solar cells: the best of both worlds. Nat. Photonics 4, 604 (2010)
8. Liu, H.C.: Quantum dot infrered photodetector. Opto-electron. Rev. 11, 1-5 (2003)
9. Bimberg, D., Grundmann, M., Ledentsov, N.N.: Quantum dot heterostructures. Wiley, Chichester (1999)
10. Imamoḡlu, A., Awschalom, D.D., Burkard, G., DiVincenzo, D.P., Loss, D., Sherwin, M., Small, A.: Quantum information processing using quantum dot spins and cavity QED. Phys. Rev. Lett. 83, 4204-4207 (1999)
11. Heiss, D., Jovanov, V., Caesar, M., Bichler, M., Abstreiter, G., Finley, J.J.: Selective optical charge generation, storage, and readout in a single self-assembled quantum dot. Appl. Phys. Lett. 94, 072108 (2009)
12. Kłopotowskia, L., Gorycab, M., Kossackib, P., Kudelski, A., Krebs, O., Wojnara, P., Wojtowicza, T., Karczewskia, G.: Charge storage in self-assembled CdTe quantum dots. J. Phys.: Conf. Ser. 210, 012007 (2010)
13. Chang, C.-C., Sharma, Y.D., Kim, Y.-S., Bur, J.A., Shenoi, R.V., Krishna, S., Huang, D., Lin, S.-Y.: A surface plasmon enhanced infrared photodetector based on InAs quantum dots. Nano Lett. 10, 1704-1709 (2010)
14. Wang, H., Zhu, K.D.: Coherent optical spectroscopy of a hybrid nanocrystal complex embedded in a nanomechanical resonator. Opt. Express 18, 16175 (2010)
15. Wang, H., Zhu, K.D.: Large optical Kerr effect in a nanocrystal complex coupled to a nanomechanical resonator. Europhys. Lett. 92, 47008 (2010)
16. Posani, K.T., Tripathi, V., Annamalai, S., Weisse-Bernstein, N.R., Krishna, S., Perahia, R., Crisafulli, O., Painter, O.J.: Nanoscale quantum dot infrared sensors with photonic crystal cavity. Appl. Phys. Lett. 88, 151104 (2006)
17. Li, J.J., Zhu, K.D.: A tunable optical Kerr switch based on a nanomechanical resonator coupled to a quantum dot. Nanotechnol. 21, 205501 (2010)
18. Li, J.J., Zhu, K.D.: An efficient optical knob from slow light to fast light in a coupled nanomechanical resonator-quantum dot system. Opt. Express 17, 19874-19881 (2009)
19. Li, J.J., Zhu, K.D.: A quantum optical transistor with a single quantum dot in a photonic crystal nanocavity. Nanotechnology 22, 055202 (2011)
20. Li, J.J., Zhu, K.D.: A scheme for measuring vibrational frequency and coupling strength in a coupled annomechancial resonator-quantum dto system, Appl. Phys. Lett. 94, 063116-063118, 249903 (2009)
21. Li, J.J., Zhu, K.D.: Quantum memory for light with a quantum dot system coupled to a nanomechanical resonator. Quantum Inf. Comput. 11, 0456-0465 (2011)
22. Li, J.J., Zhu, K.D.: Mechanical vibration-induced coherent optical spectroscopy in a single quantum dot coupled to a nanomechanical resonator. J. Phys. B 43, 155504 (2010)
23. Li, J.J., Zhu, K.D.: Coherent optical spectroscopy due to lattice vibrations in a single quantum dot. Eur. Phys. J. D 59, 305-308 (2010)
24. Weis, S., Rivière, R., Deléglise, S., Gavartin, E., Arcizet, O., Schliesser, A., Kippenberg, T.J.: Optomechanically induced transparency. Science 330, 1520 (2010)
25. Teufel, J.D., Li, D., Allman, M.S., Cicak, K., Sirois, A.J., Whittaker, J.D., Simmonds, R.W.: Circuit cavity electromechanics in the strong-coupling regime. Nature 471, 204-208 (2011)
26. Safavi-Naeini, A.H., Mayer Alegre, T.P., Chan, J., Eichenfield, M., Winger, M., Lin, Q., Hill, J.T., Chang, D.E., Painter, O.: Electromagnetically induced transparency and slow light with optomechanics. Nature 472, 69-73 (2011)
27. Verhagen, E., Deléglise, S., Weis, S., Schliesser, A., Kippenberg, T.J.: Quantum-coherent coupling of a mechanical oscillator to an optical cavity mode. Nature 482, 63-67 (2012)
28. Hwang, J., Pototschnig, M., Lettow, R., Zumofen, G., Renn, A., Götzinger, S., Sandoghdar, V.A.: Single-molecule optical transistor. Nature 460, 76-80 (2009)
29. Nomura, M., Kumagai, N., Iwamoto, S., Ota, Y., Arakawa, Y.: Laser oscillation in a strongly coupled single-quantum-dot-nanocavity system. Nat. Phys. 6, 279-283 (2010)
30. Mücke, M., Figueroa, E., Bochmann, J., Hahn, C., Murr, K., Ritter, S., Villas-Boas, C.J., Rempe, G.: Electromagnetically induced transparency with single atoms in a cavity. Nature 465, 755-758 (2010)
31. Faraon, A., Majumdar, A., Kim, H., Petroff, P., Vučković, J.: Fast electrical control of a quantum dot strongly coupled to a nano-resonator. Phy. Rev. Lett. 104, 047402-047405 (2010)
32. Chauvin, N., Zinoni, C., Francardi, M., Gerardino, A., Balet, L., Alloing, B., Li, L.H., Fiore, A.: Controlling the charge environment of single quantum dots in a photonic-crystal cavity. Phys. Rev. B 80, 241306-241309(R) (2009)
33. Arlandis, J., Centeno, E., Pollès, R., Moreau, A., Campos, J., Gauthier-Lafaye, O., Monmayrant, A.: Mesoscopic self-collimation and slow light in all-positive index layered photonic crystals. Phys. Rev. Lett. 108, 037401 (2012)
34. Figotin, A., Vitebskiy, I.: Slow wave phenomena in photonic crystals. Laser Photonics Rev. 5, 201-213 (2011)
35. Kim, M.-K., Kim, J.-Y., Kang, J.-H., Ahn, B.-H., Lee, Y.-H.: On-demand photonic crystal resonators. Laser Photonics Rev. 5, 479-495 (2011)
36. Yoshie, T., Scherer, A., Hendrickson, J., Khitrova, G., Gibbs, H.M., Rupper, G., Ell, C., Shchekin, O.B., Deppe, D.G.: Vacuum Rabi splitting with a single quantum dot in a photonic crystal nanocavity. Nature 432, 200-203 (2004)
37. Gardiner, C.W., Zoller, P.: Quantum noise. Springer Verlag, Berlin (2005)
38. Scully, M.O., Zubairy, M.S.: Quantum optics. Cambridge University Press, Cambridge (1997)
39. Boyd, R.W.: Nonlinear optics, pp. 313. Academic, Amsterdam (2008)
40. Purcell, E.M.: Spontaneous emission probabilities at radio frequencies. Phys. Rev. Lett. 69, 681 (1946)
41. Duan, L.-M., Kimble, H.J.: Scalable photonic quantum computation through cavity-assisted interactions. Phys. Rev. Lett. 92, 127902 (2004)
42. Safavi-Naeini, A.H., Chan, J., Hill, J.T., Alegre, T.P.M., Krause, A., Painter, O.: Observation of quantum motion of a nanomechanical resonator. Phys. Rev. Lett. 108, 033602 (2012)
43. Massel, F., Heikkilä, T.T., Pirkkalainen, J.-M., Cho, S.U., Saloniemi, H., Hakonen, P.J., Sillanpää M., A.: Microwave amplification with nanomechanical resonators. Nature 480, 351-354 (2011)
44. Bagheri, M., Poot, M., Li, M., Pernice, W.P.H., Tang H., X.: Dynamic manipulation of nanomechanical resonators in the high-amplitude regime and non-volatile mechanical memory operation. Nat. Nanotechnol. 6, 726-732 (2011)
45. Schmidt, T.L., Børkje, K., Bruder, C., Trauzettel, B.: Detection of qubit-oscillator entanglement in nanoelectromechanical systems. Phys. Rev. Lett. 104, 177205 (2010)
46. Fransson, J., Balatsky, A.V., Zhu, J.X.: Dynamical properties of a vibrating molecular quantum dot in a Josephson junction. Phys. Rev. B 81, 155440 (2010)
47. Zippilli, S., Bachtold, A., Morigi, G.: Ground-state-cooling vibrations of suspended carbon nanotubes with constant electron current. Phys. Rev. B 81, 205408 (2010)
48. Bennett, S.D., Cockins, L., Miyahara, Y., Grütter, P., Clerk, A.A.: Strong electromechanical coupling of an atomic force microscope cantilever to a quantum dot. Phys. Rev. Lett. 104, 017203 (2010)
49. Wu, B., Hulbert, J.F., Lunt, E.J., Hurd, K., Hawkins, A.R., Schmidt, H.: Slow light on a chip via atomic quantum state control. Nat. Photonics 4, 776 (2010)
50. Stepanov, S., Sánchez, M.P.: Slow and fast light via two-wave mixing in erbium-doped fibers with saturable absorption. Phys. Rev. A 80, 053830 (2009)
51. Dudin, Y.O., Zhao, R., Kennedy, T.A.B., Kuzmich, A.: Light storage in a magnetically dressed optical lattice. Phys. Rev. A 81, 041805 (2010)
52. Wilson-Rae, I., Zoller, P., Imamoğlu, A.: Laser cooling of a nanomechanical resonator mode to its quantum ground state. Phys. Rev. Lett. 92, 075507 (2004)
53. Mahan, G.D.: Many-particle physics, 2nd edn. pp. 304. Plenum Press, NY (1990)
54. Fleischhauer, M., Lukin, M.D.: Quantum memory for photons: dark-state polaritons. Phys. Rev. A 65, 022314 (2002)
55. Peng, A., Johnsson, M., Bowen, W.P., Lam, P.K., Bachor, H.A., Hope, J.J.: Squeezing and entanglement delay using slow light. Phys. Rev. A 71, 033809 (2005)
56. Fleischhauer, M., Lukin, M.D.: Dark-state polaritons in electromagnetically induced transparency. Phys. Rev. Lett. 84, 5094 (2000)
57. Verbridge, S.S., Shapiro, D.F., Craighead, H.G., Parpia J., M.: Macroscopic tuning of nanomechanics: substrate bending for reversible control of frequency and quality factor of nanostring resonators. Nano Lett. 7, 1728 (2007)

# Chapter 10 <br> Quantum Dot Switches: Towards Nanoscale Power-Efficient All-Optical Signal Processing 

Chao-Yuan Jin, Mark Hopkinson, Osamu Kojima, Takashi Kita, Kouichi Akahane and Osamu Wada


#### Abstract

Photonic devices employing semiconductor quantum dots (QDs) are anticipated to play an important role within power-efficient optical networks. In this chapter, we consider the prospects for signal processing using all-optical QD switches. Vertical cavity structures have been developed to enhance the lightQD interaction and accordingly the optical nonlinearity of QDs which leads to low


[^9]energy consumption. Such structures show great potential for the realization of power-efficient, polarization-insensitive and micrometer-size switching devices for future photonic signal processing systems.

## Introduction

Semiconductor quantum dots (QDs) are known to demonstrate electronic structure resembling that of an artificial atom. Specifically they exhibit three dimensional confined quantum states localized within nm-sized clusters [1]. During the past 2 decades, the unique nature of their $\delta$-function-like density of states has lead to the demonstration of a number of revolutionary photonic device concepts [2], with the prospect of temperature-insensitive lasing characteristics initially predicted to be one of the major merits of QD-based photonic devices [3].

In the 1980s, Goldstein et al. demonstrated the possibility to self-assemble three dimensional InAs clusters in a GaAs matrix by molecular beam epitaxy (MBE) [4]. The clusters are formed by a surface instability which occurs when the thickness of the highly mismatched InAs exceeds a certain value ( $\sim 0.5 \mathrm{~nm}$ ). Over the next 2 decades this method, commonly ascribed as the Stransky-Krastanov growth mode [5], has made it possible to construct defect-free laser diodes based on semiconductor nanostructures. Following the first demonstration in 1994 [6], the performance of QD lasers has improved considerably with a significantly lower threshold and higher temperature stability achieved by many research groups [7-10].

In the meantime, QDs have found their various applications in ultrafast photonics. The ultrabroad optical spectrum of self-assembled QDs has been utilized as an absorption saturator in mode-locked QD lasers and QD semiconductor saturable absorber mirrors (QD-SESAMs) [11]. QD semiconductor optical amplifiers (QD-SOAs) have also been extensively investigated. Under high current injection such devices can demonstrate sub-picosecond $\left(<10^{12} \mathrm{~s}\right)$ gain recovery times [12, 13]. With this impressive early-stage performance, it is anticipated that QD photonic devices could constitute indispensable components in the future signal processing network and have a significant potential to be operated up to $1 \mathrm{~Tb} / \mathrm{s}$.

## Current Status of QD-Based Ultrafast Photonic Devices

Although semiconductor QDs have already shown their promise in various device applications, the practical advantages of QDs for ultrafast photonic devices are somewhat debated when compared to their counterparts such as quantum well (QW) devices. In Table 10.1, we attempt to list the current status of several typical QD devices which might find their way in the application of future optical signal processing systems. We can conclude from the table that QD-based ultrafast

Table 10.1 Current status of QD-based ultrafast devices and their major advantages compared to their QW counterparts

| QD Devices | Ultrafast parameters | Advantages compared to QW <br> devices |
| :--- | :--- | :--- |
| Lasers | Direct modulation <br> bandwidth $=11 \mathrm{GHz}[14]$ <br> for ridge-waveguide lasers, 13.7 <br> GHz for QD-VCSELs [15] | Low threshold current [7], <br> temperature-insensitive <br> threshold [9, 10] and emission <br> wavelength [16] |
| Mode-locked <br> lasers | Repetition rate $=80 \mathrm{GHz}[17]$, <br> pulse width $=393 \mathrm{fs}[18]$ | Ultra low noise [19], high <br> temperature stability [20], <br> ultralow jitter [21] |
| SOAs | Recovery time $=170 \mathrm{fs}[22]$, <br> repetition rate $=40 \mathrm{GHz}[23]$ | Low noise figure [24], broad <br> bandwidth [25], pattern effect <br> free [23] |
| SESAMs | Recovery time $=820 \mathrm{fs} \mathrm{[11]}$ | Broad bandwidth [26] |
| All-optical | Switching time $=16 \mathrm{ps} \mathrm{[27]}$, <br> repetition rate $=40 \mathrm{GHz}[28]$ | Broad bandwidth [29], low <br> operation power [30] |

[^10]devices could offer operation speeds from 10 to 100 GHz or even higher. This performance is potentially competitive to QW-based photonic devices that have been employed in present optical networks.

The major advantages of QD-based devices include: (1) Power efficiency, as shown in low-threshold QD lasers and low-operation-power QD all-optical switches. (2) High thermal stability, as shown in temperature-insensitive lasers and ultralow-noise pattern-effect-free QD-SOAs. (3) Broad bandwidth, as shown in SOA, SESAMs and also being applied as broadband incoherent sources (superluminescent diodes). These three advantages construct a solid ground for QD devices to be naturally attractive for the application in future power-efficient optical networks or sometimes referred as "Green internet" in a macro scale [31], which requires low-power, low-noise and broadband operation.

## Power-Efficient All-Optical QD Switches

One of the key devices to establish a high-bit-rate optical network is an optical switch which functions within an ultra-short delay time [32]. The idea of using alloptical switches to replace present day optoelectronic switches is driven by the power hungry nature of the electronic to optical conversion. There is also a speed
limitation for any electronic interface; despite impressive advancements in materials and device technology, the current record $f_{\text {max }}$ of any transistor technology lies at around 700 GHz [33], and the speed record of the off-chip interconnection is at around $10 \mathrm{~Gb} / \mathrm{s}$ [34]. The all-optical switch controls optical signals directly by another light beam without the need for an electronic interface. With potential recovery times in the picosecond range (or lower) has the capability for terahertz switching speeds. Its availability would provide therefore a promising step towards a high speed, cost-effective and power-efficient networks.

Despite the inherent advantages of the all-optical approach there is a major problem to source an optimum non-linear material to act as the switching medium. For most optical materials the excitation power required to access to the nonlinear operation regime is fairly high and device performance is therefore limited (the well-known problem of the "power/speed trade-off" [35, 36]). For the development of optical networks between chips and at chip level, the required energy per pulse is expected to be less than $1 \mathrm{pJ} / \mathrm{bit}$ [37, 38]. Most of the existing candidates for all-optical switching would fail this target [32, 39]. However, as we discussed above, semiconductor nanostructures such as QDs may be able to meet such a system goal as a consequence of their small volume and atom-like density of states which leads to very high differential gain/absorption parameters. For this reason, QD based structures are anticipated to generate high optical nonlinearity with ultralow energy consumption.

Figure 10.1 shows a schematic diagram of the all-optical switch using selfassembled InAs/GaAs QDs. The QD image is typical of that obtained by atomic force microscopy and shows an ensemble of QDs with an average surface density $N_{\mathrm{QD}}=3 \times 10^{10} \mathrm{~cm}^{-2}$. Due to the state filling effect in QDs, one dot only absorbs one phonon and as it does this it moves from absorption to transparency [40]. Assuming that the control light is fully absorbed by the QDs and turns the QD from absorption to transparency, the total energy consumption can be shown to be:

$$
\begin{equation*}
E=h v N_{\mathrm{QD}} \Gamma \sigma \cong 0.05 \mathrm{fJ} / \mu \mathrm{m}^{2} \times \alpha V \tag{10.1}
\end{equation*}
$$

where $\Gamma \approx \alpha L$ is absorption in QDs, $\alpha$ is the absorption coefficient, $\sigma$ is the effective absorption cross section, $L$ is the effective length of the QD region, and $V$ is the effective volume. Although the above equation depends on the particular device geometry employed, it is clear that ultra low energy consumption of less than femto-joule per pulse is possible in principle for these QD nanostructures. In comparison QW materials have density of states values above two orders of magnitude larger than QDs and therefore the transition to transparency in these materials requires correspondingly higher pulse energies.

## Optical Nonlinearity and Carrier Dynamics

In addition to the power efficiency, two other parameters, the differential reflectivity (or transmission) and the switching time, are particularly important for the characterization of all-optical switches [32]. In the case of QD switches, these

Fig. 10.1 Schematic diagram of all-optical switching using selfassembled QDs. The QD image is obtained from atomic force microscopy


Fig. 10.2 Schematic comparison between two QD switches using (a) photonic crystal waveguides, and (b) vertical cavities

parameters correspond to two major limitations of QDs, i.e. (1) the magnitude of the optical nonlinearity and (2) the speed of the carrier dynamics.

Firstly, the effective cross section and interaction length are extremely small in self-assembled QDs due to their dispersive distribution in both real and frequency space. An enhancement of the light-QD interaction is therefore required in practical devices to achieve high optical nonlinearity and through this a high differential reflectivity (or transmission). The problem of the weak interaction of light with QDs can be partially solved by combining QDs with either two dimensional photonic crystal waveguides or vertical cavities [29, 41]. Figure 10.2 shows schematically a photonic crystal waveguide switch and a vertical cavity switch. For the photonic crystal waveguide case, the waveguide size is of a few hundred microns aside with hundreds of photonic air holes, which makes the device relatively large area and potentially high cost. From Eq. 10.1, a large effective QD volume in the photonic crystal waveguide will also consume more energy. From a power efficiency point of view, vertical cavity QD switches would be a better choice. The vertical cavity, also known as a one-dimensional photonic crystal, enhances the light-QD interaction whilst preserving the advantage of low energy consumption. Such a vertical geometry structure could potentially provide powerefficient, polarization-insensitive and micrometer-size switching devices based on QD materials.

The second issue we must address is the carrier dynamics of the QDs. There is nothing intrinsically fast about QD interband transitions compared to say QW devices. The presence of such relatively slow recombination rates can limit the switching performance of the device. As with QW materials it is possible to introduce non-radiative channels using such methods as impurity doping or lowtemperature growth [42]. However, these methods reduce the absorption strength and hence degrade the optical nonlinearity. Such methods could be employed with

QDs, however, due to the low absorption values the application of defect-related methods needs to be handled extremely carefully. Fortunately, the presence of discrete energy states in the QDs offers another routing mechanism to manipulate the switching dynamics. The fast inter-subband carrier relaxation between QD high energy states and the ground state can be utilized to enhance the device performance.

This Chapter is organized as follows: We first describe the theory for the design of vertical cavities in Section "Design of Vertical Cavities". In Section "Growth of the Vertical Cavity and QDs", we present the growth of QD nanostructures. In Section "Switching Based on Absorption Nonlinearity", the device characterization and faster switching using interband transitions are discussed. We also show the initial results to utilize vertical cavity QD switches as a phase modulator in Section "Exploring the Phase Properties". Finally, we summarize our work in Section "Summary".

## Design of Vertical Cavities

## Zero Reflection Condition

Figure 10.3 schematically illustrates the operation principle of a QD switch using a vertical Febry-Perot (FP) cavity. The cavity consists of two distributed Bragg reflector (DBR) mirrors which consist of multiple pairs of alternating high and low refractive index layers. The two DBR mirrors are named the front and back mirrors according to the output direction. Each individual layer of the DBR mirror has a thickness of $\lambda / 4 n$, where $\lambda$ is the operation wavelength and $n$ is the refractive index of the corresponding layers. The cavity region between two DBR mirrors has a thickness $L$ equal to an integer multiple of $\lambda / 2 n$, which is the so-called $\lambda$ cavity. When a $\lambda$-cavity is considered, the reflectivity at the cavity mode is expressed as [30],

$$
\begin{equation*}
R_{\mathrm{CM}}=R_{\mathrm{F}}\left[\frac{1-\left(R_{\mathrm{B}} / R_{\mathrm{F}}\right)^{1 / 2} e^{-\Gamma}}{1-\left(R_{\mathrm{B}} R_{\mathrm{F}}\right)^{1 / 2} e^{-\Gamma}}\right]^{2} \tag{10.2}
\end{equation*}
$$

where $R_{\mathrm{F}}$ and $R_{\mathrm{B}}$ are the reflectivity of the front and back mirrors, respectively, and $\Gamma=2 \int_{L} \alpha(l) d l$ is the integrated absorption in QDs

When signal light is injected into the cavity, the light reflected by the front mirror can be fully cancelled by the effective reflection from the back mirror at the cavity resonant mode with these two reflected beams out of phase with one another. This mechanism has been employed in vertical-geometry optical switches using both QW and bulk materials [42-44]. This so-called 'zero reflectivity condition' can be described by the relation between the front and back reflectivity [30]

$$
\begin{equation*}
R_{\mathrm{F}}=R_{\mathrm{B}} e^{-2 \Gamma} \tag{10.3}
\end{equation*}
$$

Fig. 10.3 Schematic diagram for the operation principle of an all-optical switch using QDs in a vertical cavity. Zero reflectivity at cavity resonant mode holds when two reflected light beams from the front and back mirrors are out of phase


Fig. 10.4 Cavity reflectivity spectrum shown under the zero reflectivity condition (solid curve). The QD absorption spectra are plotted with GS (solid squares) and ES (solid circles) transitions matching at the cavity mode

where $R_{\mathrm{F}}$ and $R_{\mathrm{B}}$ are the optical reflectivity of the front and back mirrors at the cavity resonant mode, respectively.

Figure 10.4 presents a typical reflectivity spectrum from a $\lambda$ cavity at the zero reflectivity condition. A photonic bandgap region can be observed with high reflectivity close $100 \%$. At the cavity resonant mode, the light beam can fully penetrate into the cavity without reflection when the zero reflectivity condition holds. When strong optical pumping occurs at the cavity resonant mode, the absorption of the QDs saturates. This disturbs the zero reflectivity condition and the device switches mode. Efficient switching requires high differential reflectivity between the operation states of with and without optical pumping. To achieve a high differential reflectivity, the cavity should be operated under the following design criterion

$$
\begin{equation*}
R_{\mathrm{F}}=\left(\frac{\sqrt{3} R_{\mathrm{B}}^{1 / 2} e^{-\Gamma}-1}{\sqrt{3}-R_{\mathrm{B}}^{1 / 2} e^{-\Gamma}}\right)^{2}<R_{\mathrm{B}} e^{-2 \Gamma} . \tag{10.4}
\end{equation*}
$$

It should be noted that the above equations are derived at the cavity resonant wavelength. Both equations require an asymmetric geometry of the cavity. In the case of QW or bulk materials, a large $\Gamma$ value exists, which suggests a small

Fig. 10.5 The QD/cavity nonlinearity represented by the differential reflectivity at the cavity mode with $\Gamma=1 \times 10^{-4}$ (open triangles), $3 \times 10^{-4}$ (open circles) and $1 \times 10^{-3}$ (solid squares), respectively

reflectivity of the front mirror. A low-finesses cavity therefore works well for QW and bulk materials [42, 43]. However, the $\Gamma$ value is extremely small for QD structures, normally at a magnitude order of $10^{-4}$. Hence, a high-finesse design needs to be employed for the QD switch.

## Absorption Nonlinearity

To study the absorption nonlinearity of the QD-cavity combination, the relation between the front and back mirror periods is fixed at the maximum differential reflectivity condition. In Fig. 10.5, the cavity reflectivity with different periods of the back mirror is simulated by using Eq. 10.4. When the period of the back mirror increases, the reflectivity of the back mirror is significantly enhanced. After exceeding 20 periods, the reflectivity of the back mirror almost reaches one, whilst the differential reflectivity of vertical cavities increases rapidly. Three test values of $\Gamma$ are used in the figure, with $\Gamma=1 \times 10^{-4}$ (open triangles), $3 \times 10^{-4}$ (open circles) and $1 \times 10^{-3}$ (solid squares), respectively. The region of $20-30$ periods of the back mirror is so-called the high nonlinear region where we focused for the design of QD switches.

## Nonlinear Refractive Index

The refractive index change due to the Kramers-Krönig relation is usually considered as another optical nonlinear mechanism induced by the absorption nonlinearity, which can be described as [45],

$$
\begin{equation*}
\Delta n(\omega)=\frac{c}{\pi} P \int_{0}^{\infty} \frac{\Delta \alpha(\omega \prime)}{\omega \prime^{2}-\omega^{2}} d \omega \prime \tag{10.5}
\end{equation*}
$$



Fig. 10.6 The refractive index change within the QD ensemble calculated by using the KramersKrönig relation


Fig. 10.7 Detailed structure of the QD switch designed in this article. The distribution of the optical filed inside the cavity is plotted by an oscillation curve
where $\omega$ is the optical frequency, and $n$ is the refractive index. With considering a light beam injected into a large-finesses vertical cavity, the absorption linewidth is mainly determined by the homogenous broadening of QD materials. The refractive index change of QDs inside cavity is calculated using Eq. 10.5, as shown in Fig. 10.6.

## Designed Structure

Based on the principles discussed above, we have designed a cavity structure for the QD switch as shown in Fig. 10.7. Three layers of self-assembled InAs QDs have been inserted into a vertical cavity which consists of 12 (25) period GaAs/ $\mathrm{Al}_{0.8} \mathrm{Ga}_{0.2} \mathrm{As}$ for the front (back) mirror. Twenty percent Ga is added into the AlGaAs layer to prevent lateral oxidization of Al atoms. The thickness of the

GaAs and AlGaAs layers is chose to be 89 and 102 nm , respectively. The spatial distribution of the electric field inside the cavity is calculated by a transfer matrix method. An enhancement of 22 times is theoretically estimated for the optical field inside the cavity.

## Growth of the Vertical Cavity and QDs

The fabrication of vertical cavity structures places great emphasis on the accurate control and stability of growth rates during epitaxial growth processes [46]. It is necessary to have both an accurate placement of the cavity wavelength (set by the cavity thickness) and the DBR centre wavelength (set by the mirror thickness) with the optical spectrum of the QDs which of course should be at the designed operation wavelength of the optical switch. The relatively broad spectrum of an ensemble of QDs allows a little more freedom than for QW samples but nevertheless the required wavelength tolerance range is still in the range of $\pm 10 \mathrm{~nm}$ leading to a requirement for thickness accuracies in the range of $\pm 1 \%$.

The QD switch samples we have produced were grown by MBE using a VG V90 machine. Epitaxy took place on $3 \mathrm{in} . \mathrm{n}^{+}$doped GaAs (001) substrates. As previously discussed the samples are composed of three components, a back mirror, a cavity and a front mirror, with the mirrors being formed from $\mathrm{GaAs} /$ $\mathrm{Al}_{0.8} \mathrm{Ga}_{0.2} \mathrm{As} \lambda / 4 n$ pairs and the cavity of $3 \lambda / 2 n$ thickness and comprised of GaAs with a plane of InAs QDs at the three cavity antinodes.

Thickness control of $\pm 1 \%$ or better is highly demanding of any growth technique and two problems in particular affect MBE growth in this respect; source stability and source flux transients. The stability of MBE sources is generally good if allowed to thermally stabilize for a sufficient time and if temperature cycling is minimized. However, the sources also naturally deplete of material over time reducing the evaporant surface area and moving the melt further back in the crucible. The vertical cavity structures are $\sim 8 \mu \mathrm{~m}$ thick and have an $8-10 \mathrm{~h}$ growth duration, during which there is a small but significant source depletion. We have addressed this by introducing a small compensating temperature ramp $\sim+1-2^{\circ} \mathrm{C}$ to the cell temperature during the growth of these structures. The second relates to MBE source flux transients which occur as a consequence of opening and closing the shutters associated with each cell. This can lead to a difference between the steady state growth rate and the instantaneous growth rate after opening the shutter due to the differences in thermal environment. The typical flux transients we observe for the indium, gallium and aluminium sources are of the order of 2,3 and $8 \%$ respectively and last between 2 and 6 min . These values are not untypical of other MBE equipment. As a result, one must be careful to account for these effects. For aluminium in particular it is important to take into account that the growth rate of AlGaAs during the Bragg reflector sequence will be higher than its steady state value, since during that sequence the Al source is subjected to an open-close shutter cycle with a period $\sim 10 \mathrm{~min}$.

Fig. 10.8 Reflectivity profile during the initial growth of a DBR structure, measured at the temperature-shifted cavity wavelength


Due to the required thickness accuracy, it is often necessary to produce a number of calibration samples prior to attempting the full growth, for example of partical DBR structures with or without cavities and then assess them by optical reflectivity and x-ray diffraction. The data from these methods can be simulated and the growth thicknesses can be obtained to a reasonable accuracy, providing input for revised growth recipe timing. However, we also have access to in situ optical reflectivity (Laytec EpIR) via a window on the MBE which allows near surface normal light to access the wafer [47]. The use of in situ optical reflectivity provides a very useful short-cut to the calibration process. Its application is now commonplace in epitaxial growth systems, but it is useful to discuss the particular methods we have employed here.

For effective real time monitoring we observe the time dependence of the wafer reflectivity at a wavelength corresponding to the growth temperature shifted cavity wavelength. The structure is simulated and then the refractive index values adjusted to those calculated for the DBR growth temperature, which is $\sim 600^{\circ} \mathrm{C}$. At this wavelength the wafer reflectivity undergoes an oscillation which reaches a maximum or minimum every time a $\lambda / 4 n$ layer is completed, as shown in a typical trace in Fig. 10.8. If these layers remain in phase, the reflectivity maxima will rise towards $100 \%$ and the minima falls initially towards $0 \%$ and then rises to an intermediate value. To a good approximation, the switching between $\lambda / 4 n$ pairs must occur at these maxima and minima. Real time data can be observed and the MBE timing sequence can be adjusted if any drift in the coincidence is detected. The method can also be used to monitor the cavity thickness by observing oscillations due to $\lambda / 4 n$ GaAs pairs. However, it cannot be extended to effectively monitor the top pair since as the cavity is formed the time dependence of the reflectivity profile becomes very dependent on the precise positioning of the monitor wavelength with respect to the cavity.

Within the cavity of the switch samples are placed three layers of QDs. To access the wavelength range $\sim 1,300 \mathrm{~nm}$ we have used the dot-in-well (DWELL)


Fig. 10.9 DWELL QD schematic together with a typical cross sectional TEM image of one of the dots in the structure


Fig. 10.10 a Surface emission PL (solid curve) and cavity reflectivity spectra (open squares) near the cavity resonant mode. b Edge emission PL (solid curve). The cavity reflectivity spectra are obtained from the measurement (dashed curve) and calculation (dot-dashed curve), respectively
configuration in which InAs QDs are surrounded by an $\mathrm{In}_{.15} \mathrm{Ga}_{.85} \mathrm{As}$ cap layer and thin $\mathrm{In}_{.15} \mathrm{Ga}_{.85}$ As buffer layer. A schematic of this approach, which follows that published by of Lester [48] is shown in Fig. 10.9, together with a cross sectional transmission electron microscope image of a typical QD in the structure.

A layer of DWELL QDs is placed at each antinode of the GaAs cavity, a process which can be monitored using in situ reflectivity. At this point the substrate was cooled from the GaAs growth temperature of $\sim 580^{\circ} \mathrm{C}$ to a value $\sim 510^{\circ} \mathrm{C}$ and the deposition of $1-2 \mathrm{~nm}$ of $\mathrm{In}_{0.15} \mathrm{Ga}_{0.85} \mathrm{As}$ took place to form the lower buffer. InAs was then deposited to a thickness of 2.5 monolayers at a growth rate of $0.1 \mathrm{ml} \mathrm{s}^{-1}$ which are typical conditions to produce a mature array of QDs with a density in the range of $2-3 \times 10^{10} \mathrm{~cm}^{-2}$. The QDs were subsequently capped with 6 nm of $\mathrm{In}_{0.15} \mathrm{Ga}_{0.85} \mathrm{As}$. It is the presence of this layer and principally its effect on the strain of the QD which shifts the wavelength from around $1.1 \mu \mathrm{~m}$ in the case of InAs QDs on GaAs to around $1.3 \mu \mathrm{~m}$ in the case of the DWELL. On completion of the $\mathrm{In}_{0.15} \mathrm{Ga}_{0.85} \mathrm{As}$ cap, 2 nm of GaAs was grown at low temperature before an interrupt and high temperature anneal step ( $\sim 610^{\circ} \mathrm{C}, 2-3 \mathrm{~min}$ ) was performed. We have found this step to be important in reducing the density of large dots formed by coalescence and its effect on properties of laser samples using a similar method have been well reported [49].

## Switching Based on Absorption Nonlinearity

## Characterization of All-Optical QD Switches

The solid curve in Fig. 10.10a presents the photoluminescence (PL) spectra collected from the upper surface of the vertical cavity, which exhibits a significant narrowing of the QD emission. The reflectivity spectra near the cavity resonant mode is also plotted to give a comparison (open squares). Both the surface PL and reflectivity spectra have a linewidth around 2 nm , corresponding to a cavity quality factor of $\sim 600$. These results indicate the surface PL is strongly modified by the cavity resonance. The PL signal from the sample edge was also measured, as shown in Fig. 10.10 b by the solid curve. The edge emission PL gives QD GS emission peak at $1,235 \mathrm{~nm}$ and the first excited state (ES) peak at $1,170 \mathrm{~nm}$. Cavity reflectivity spectra are also shown in the figure by the dashed curve. The cavity mode wavelength is $1,238 \mathrm{~nm}$ which is close to the GS emission wavelength of QDs. The dot-dashed curve in the figure indicates a theoretical design from transfer matrix simulation. It is well matched by the experimental result.

## Switching Dynamics

Conventional pump-probe measurements (Fig. 10.11) were carried out at room temperature to study the switching dynamics using orthogonally polarized pump and probe beams. 130 fs optical pulses with a typical bandwidth of 20 nm and a repetition rate of 80 MHz were generated by an optical parametric oscillator (OPO). When the pump beam excited the front cavity mirror at the cavity resonant wavelength, the differential reflectivity was traced by the probe beam. A switching process with a time constant of 80 ps has been demonstrated for the GS-switching sample as shown in Fig. 10.12, which exhibits comparable results with previously reported values for a QD-based optical switch using two-dimensional photonic crystal waveguides [41]. An ultra-fast component within a few picoseconds was observed at the first part of the dynamic curve, in agreement with a previous report on QDs [50].

Since the QDs occupy a small volume within the cavity an ultra-low saturation power is expected for the operation of QD switches. In our measurement, the probe beam power is set at one hundredth of that of the pump beam. The optical pulse has a bandwidth of 20 nm which is about ten times of the cavity mode linewidth. Therefore to estimate the power consumption and differential reflectivity, we have simply assumed that one tenth of the power has been used in the switching process. Figure 10.12 b shows the differential reflectivity as a function of the excitation power density. An ultra-low power density less than $1 \mathrm{fJ} / \mathrm{\mu m}^{2}$ has been obtained.


Fig. 10.11 Schematic diagram of the pump-probe setup used for the measurement of the switching dynamics


Fig. 10.12 a Differential reflectivity as a function of delay time for a switching processes via GS transition of QDs. b Differential reflectivity (time $=0$ ) as a function of power density

The saturation behavior can be simulated assuming the QD absorption follows the saturation function,

$$
\begin{equation*}
\Gamma=\frac{\Gamma_{0}}{1+\left(P / P_{\mathrm{s}}\right)} \tag{10.6}
\end{equation*}
$$

where $P$ is the excitation power density and $P_{\mathrm{s}}$ is the saturation power density. $P_{\mathrm{s}}=0.9 \mathrm{fJ} / \mu \mathrm{m}^{2}$ is used for the simulation which makes good agreement with the experimental data.


Fig. 10.13 a Edge emission PL (solid curve) and the cavity reflectivity spectra (dashed curve). b Differential reflectivity as a function of delay time for switching processes via either ES transition (solid curve) or GS transition of QDs (dotted curve)

Fig. 10.14 Switching time as a function of cavity resonant wavelength from the measurement (open circles) and simulation (dashed curve). The inset gives two switching curves with operation wavelength at 1,240 and $1,219 \mathrm{~nm}$, which correspond to incident angles of 0 and $50^{\circ}$, respectively


## Excited State Switching

As discussed in the introduction, high energy states in QDs can be employed to enhance the switching dynamics. The edge emission PL from the ES switching sample gives peaks with the GS emission at $1,298 \mathrm{~nm}$ and the ES emission at $1,220 \mathrm{~nm}$ (solid curve). The ES transition is close to the cavity mode. This ES-switching sample shows a switching time of 32 ps as shown in Fig. 10.13b. The significantly faster response for the ES sample can be explained by the rapid intersubband relaxation of carriers [12]. The absorption of the ES becomes saturated when an ultra-fast optical pulse pumps at the ES wavelength. After the pump pulse is removed, a fast relaxation of carriers into the GS takes place, which recovers the absorption at the ES. As a consequence, a faster switching time is suggested and is now demonstrated in experiments.

## Broadband Operation with Angular-Dependent Switching

Since the cavity resonant mode determines the operation wavelength of the device, this QD switch can only work in a very narrow wavelength region. To overcome this drawback, we have investigated the incident angle dependence of the switching performance using the ES switching sample. By changing the incident angle of the optical pulses from 0 to $50^{\circ}$, the operation wavelength is varied near the ES emission peak from 1,240 to $1,210 \mathrm{~nm}$. This degree of tuning is certainly possible because the inhomogeneous broadening of QD absorption spectra is usually over a range of $40-50 \mathrm{~nm}$. The angle-dependent switching time (open circles in Fig. 10.14) decreases when the operation wavelength is going to shorter. A minimum switching time of 23 ps is reached using this configuration near the QD ES emission. For wavelengths shorter than $1,220 \mathrm{~nm}$, the switching time almost keeps constant. The inset in Fig. 10.14 presents two switching dynamics curves with operation wavelength at 1,240 and $1,219 \mathrm{~nm}$. The present QD switch using the ES has been shown to operate over a wavelength range of 30 nm with a 23-32 ps switching time.

The wavelength dependence of the switching time can be further explained by a photon coupling process, which occurs due to the overlap between the absorption spectra of the QD ES and GS [10, 51]. For $1.3 \mu \mathrm{~m}$ QDs with a DWELL structure, a bi-modal distribution of QDs has been always observed in our samples and appears to present in many other published reports [52]. The second subset of QDs in the bi-mode, most likely due to a distribution of smaller dots, presents an optical transition which partially overlaps the ES transition peak. The optical absorption near the ES emission peak therefore is from a combination of different-size QDs which may have either ES or GS transitions. If we assume the absorption intensities of the GS and ES are $A_{1}$ and $A_{2}$, respectively, the absorption change as function of time can be described by a summation of two exponential decays:

$$
\begin{equation*}
\Delta \alpha(t)=A_{1} \exp \left(-\frac{t}{\tau_{\mathrm{gs}}}\right)+A_{2} \exp \left(-\frac{t}{\tau_{\mathrm{es}}}\right) \tag{10.7}
\end{equation*}
$$

In the case of $A_{2} \gg A_{1}$, by using the second term expansion of the Taylor series,

$$
\begin{equation*}
\Delta \alpha(t) \approx\left(A_{1}+A_{2}\right) \exp \left(-\frac{t}{\tau_{1}}\right) \tag{10.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{1}=\left(\frac{A_{2}}{A_{1}+A_{2}} \tau_{0}^{-1}+\tau_{\mathrm{gs}}^{-1}\right)^{-1} \tag{10.9}
\end{equation*}
$$

is the observed angular-dependent switching time. In the simulation, we have assumed that the second distribution in the bi-mode has a GS peak at $1,260 \mathrm{~nm}$. The carrier decay times of the GS and ES are 80 and 23 ps as measured. This simulation reproduces very similar behavior to the wavelength-dependent
switching time in Fig. 10.14. The deviation in the longer wavelength region is caused by the increasing violation of the inequality, $A_{2} \gg A_{1}$, when the operating wavelength approaches that of the bi-modal GS peak.

## Enhance the Absorption Nonlinearity

In the characteristics of the switching device, the differential reflectivity indicates $2-3 \%$ variation of the cavity reflectivity, e.g. $\Delta R / R=2-3 \%$, as shown in Fig. 10.12. Through simulations, a contrast ratio of $2-3 \%$ corresponds to an absorption strength of $\Gamma \approx 2.5 \times 10^{-4} \mathrm{~cm}^{-1}$, which is close to one of the test values used in Fig. 10.5 (hollow circles). This small contrast ratio of the QD switch is caused by the small volume occupied by the QDs. The total number of carrier states in the QD layer is about one hundredth of its counterparts, such as the QW or bulk materials. The small number of carrier states requires fewer carriers to saturate the absorption. This is advantageous for ultra-low power consumption but the low contrast ratio is problematic for practical application. The contrast ratio can be optimized by increasing the optical enhancement inside the cavity, which would cause a trade-off between the contrast ratio and the cavity response time, or by simply increasing the number of carrier states in the active region using high density dots or multiple layers of QDs, which would cause a trade-off between the contrast ratio and the power consumption [30].

An increase of the QD density and number of QD layers in the cavity is an effective means to increase the optical nonlinearity. We have revised our design to include three closely spaced DWELLs at each antinode of the $3 \lambda / 2$ cavity. The structure therefore has $3 \times 3$ dot layers inside the cavity. The increased absorption dictates a small change in the design such that it now has $p=16$ and $q=30$ periods of GaAs/AlGaAs DBR mirrors. As for the previous samples, the QD ES emission peak is assigned to match the cavity resonant mode at $1,240 \mathrm{~nm}$. A switching process with a time constant of 20 ps has been demonstrated as shown in Fig. 10.15a. The power-dependent differential reflectivity measurement indicates a saturation power density of $2.5 \mathrm{fJ} / \mu \mathrm{m}^{2}$ and a maximum differential reflectivity close to $10 \%$ of the original intensity of the probe beam. The differential reflectivity is significantly enhanced from previous results, which indicates that the device is now working within a higher nonlinear region.

## Exploring the Phase Properties

It has been shown above that using inter-sublevel transitions is an efficient mean to accelerate the switching dynamics. However, this improved performance is still limited by the intrinsic carrier dynamics inside QDs, which has been realized not always fast. It is therefore worthwhile to examine other possibilities such as a


Fig. 10.15 a Switching dynamics from all-optical QD switches with $16 / 25$ periods GaAs/ AlGaAs for the front/back DBR mirror. b Differential refractivity as a function of pumping power density. The solid curve shows simulation results considering saturable absorption in the dot layers, using a theoretical model described in Ref. [29]

Fig. 10.16 A schematic diagram of working principles for a vertical cavity QD switch. The right hand side diagram shows both the differential absorption and refractive index change in the dot layer


Mach-Zehnder (MZ) configuration which employs the phase nonlinearity rather than the absorption dynamics. The optical phase nonlinearity of QDs has been observed in two dimensional photonic waveguides for the development of an alloptical MZ switch [41]. However, to employ this vertical structure as a practical optical nonlinear phase shifter, some further optimization of the device is required.

Figure 10.16 presents a schematic diagram of the vertical-cavity QD switch. In this structure, the centre wavelength of the absorption saturation is defined by the wavelength of the cavity mode. Pump light injected into the cavity saturates the QD absorption and hence results in a differential reflectivity of the probe light. The QD absorption saturates with a spectral linewidth of $\delta$, which is limited by the homogenous broadening of the absorption spectra of the QD ensemble. The change of the refractive index in the dot layer follows the Kramers-Kronig relation, as shown in the right hand side in Fig. 10.16. Assuming no carrier heating
effects occur in the passive QD structure, the refractive index change becomes close to zero at the centre wavelength. Away from the centre wavelength, if the probe light is tuned to a different value within the spectral linewidth of the ensemble, the probe light will now experience a small refractive index change in the dot layer. This small change of the refractive index induces a phase shift when the light passes though the whole structure. Assuming a transfer matrix for an approximately quarter-wave layer with a small thickness deviation of $\varepsilon \lambda / 2 \pi$ which has the form of

$$
M_{\lambda / 4}=\left[\begin{array}{cc}
-\varepsilon & i / n_{\mathrm{H}}  \tag{10.10}\\
i n_{\mathrm{H}} & -\varepsilon
\end{array}\right]
$$

where $n_{\mathrm{H}}$ is the refractive index of the GaAs. For the $m \lambda / 2$ cavity, the transfer matrix of the active region becomes

$$
M_{\text {active }}=\left[\begin{array}{cc}
-1 & -2 m i \varepsilon / n_{\mathrm{H}}  \tag{10.11}\\
-2 m i \varepsilon n_{\mathrm{H}} & -1
\end{array}\right]
$$

By writing down the transfer matrix for the whole structure including all DBR layers, the phase shift is derived as

$$
\begin{equation*}
\Delta \phi \cong \tan \Delta \phi=\frac{-2 m \varepsilon n_{\mathrm{H}}\left(\frac{n_{\mathrm{H}}}{n_{\mathrm{L}}}\right)^{2 p}}{1+n_{\mathrm{H}}\left(-\frac{n_{\mathrm{L}}}{n_{\mathrm{H}}}\right)^{-2 p+2 q}} \tag{10.12}
\end{equation*}
$$

where $n_{\mathrm{L}}$ is the refractive index of AlGaAs, and $p$ and $q$ are the period number of the $\mathrm{GaAs} / \mathrm{AlGaAs}$ layers in the front and back DBR mirrors. In the case of an asymmetric cavity with $q \gg p$, the phase shift can be simplified to be

$$
\begin{equation*}
\Delta \phi \cong-2 m \varepsilon n_{\mathrm{H}}\left(\frac{n_{\mathrm{H}}}{n_{\mathrm{L}}}\right)^{2 p} \tag{10.13}
\end{equation*}
$$

The factor $\left(n_{\mathrm{H}} / n_{\mathrm{L}}\right)^{2 p}$ represents the enhancement due to the vertical cavity. Hence, by increasing the number of periods of the front mirror, $p$, the optical phase shift for the whole structure can be amplified dramatically. It is therefore possible to achieve a large nonlinear phase shift in the vertical direction for QDs.

Following the above discussion, a switch device with $p=16$ and $q=30$ periods of $\mathrm{GaAs} / \mathrm{AlGaAs}$ DBR mirrors has been employed, with switching performance as shown in Fig. 10.15. Figure 10.17 describes a MZ interferometer setup for the evaluation of phase shifts in vertical cavity QD switches. To achieve the small wavelength shift between the pump and probe beams, as suggested in Fig. 10.16, the pump beam was slightly tilted with a angle $\theta=20^{\circ} \mathrm{C}$. Since the femtosecond pulses in the system have a spectral broadening of around 20 nm , the use of angled injection automatically selects a pump wavelength 5 nm shorter than the probe. Thus, a 5 nm detuning is achieved with the degenerated pump-probe setup. The spectral linewidth of the absorption saturation in the dot ensemble is limited by the homogeneous broadening linewidth at room temperature, which has


Fig. 10.17 A schematic diagram of a Mach-Zehnder interferometer setup for the evaluation of optical phase shifts inside QDs. Beam splitter ( $B S$ )


Fig. 10.18 a Interference patterns from the $M Z$ interferometer with and without optical pumping of the QD switch sample. The inset shows the phase dynamics (solid curve) compared to the absorption dynamics (dashed curve). b Phase shifts as a function of pumping power density. The inset shows simulation results assuming that the refractive index change inside QDs follows a saturation function. The solid squares are from the experimental data shown in the main figure. The open circle indicates a $\pi$ phase shift could be achieved with a pump power intensity of $7 \mathrm{fJ} /$ $\mu \mathrm{m} 2$ with the present device
a typical value around 6 meV [53]. Therefore the 5 nm detuning is approaching the maximum refractivity change defined by the Kromers-Kronig relation. In the MZ scheme, the probe beam is divided into two beams with an optical beam splitter (BS). One of the beams passes through the optically pumped QD switching sample and the other beam is modified by an optical phase compensator. Those two beams join together after a BS and give the output signal. All the optical components in this setup are integrated into a compact box with fiber based input and output connections to achieve high signal to noise ratio. Very small optical phase shifts $\left(\sim 0.5^{\circ}\right)$ can be evaluated by this arrangement by comparing the interference patterns with and without the pump beam.

Fig. 10.19 Comparison between the absorption and phase dynamics using the MZ interferometer setup


Figure 10.18 a shows the results of the phase shift measurement. By adjusting the phase compensator, the output intensity follows a sinusoid function with observable bright and dark regions in the interference pattern. By pumping the QD switch with a 20 pJ optical pulse, the pattern is shifted by $9.0 \mu \mathrm{~m}$, which corresponds to an $18^{\circ}$ phase shift inside the switching device. The phase dynamics has been measured by tracing the intensity change of the interference pattern in the time scale, which was further converted into the phase space as shown in the inset of Fig. 10.19. The switching curve in terms of the absorption dynamics (dashed curve) has been rescaled to compare with the phase dynamics (solid curve). The phase dynamics follows almost the same tendency as the absorption dynamics, although the last part of it is slightly slower, similar as the previous reports on the QD-photonic crystal switches [54] and the passive region of QD-SOAs [55].

Using Eq. 10.13, the refractive index change in the dot layer can be calculated

$$
\begin{equation*}
\Delta n_{\mathrm{QD}}=\frac{D_{\mathrm{a}}}{d_{\mathrm{QD}}} \times \frac{\varepsilon}{\pi / 2}=-\frac{D_{\mathrm{a}}}{d_{\mathrm{QD}}} \times \frac{\Delta \varphi}{\pi m n_{\mathrm{H}}\left(\frac{n_{\mathrm{H}}}{n_{\mathrm{L}}}\right)^{2 p}} \tag{10.14}
\end{equation*}
$$

where $D_{\mathrm{a}}=3 \lambda / 2$ is the thickness of the active region, $d_{\mathrm{QD}}=10 \mathrm{~nm}$ is the thickness of each individual dot layer. With $n_{\mathrm{H}}=3.461, n_{\mathrm{L}}=3.045$, and $m=3$, the refractive index change is evaluated to be $\sim 0.3 \%$ of the original value of QDs. This value of refractivity nonlinearity is smaller than previous reported values. The reason for this decrease is that the pump beam from the fiber has a spot size of $\sim 300 \mu \mathrm{~m}$, which provides a pump power density of $0.22 \mathrm{fJ} / \mu \mathrm{m}^{2}$. This is at least a decade below the saturation fluence, which will be around $2.5 \mathrm{fJ} / \mathrm{mm}^{2}$. A linear dependence of the optical phase shift on the pump beam power is observed, as shown in Fig. 10.18b. The inset in Fig. 10.17b presents the power-dependent phase shift in a large scale from the simulation result in which we assumes the refractive index change follows a saturation function. Accordingly, up to a $\pi$ phase shift from the device could be achieved if an additional focusing component were to be integrated into the compact system. Another possible approach to enhance
the phase shift is to increase the number of periods of the DBR mirror as indicated in Eq. 10.13, although this requires the growth of thicker vertical cavities.

Several approaches have been already proposed to accelerate the switching dynamics for vertical cavity QD switches down to the picosecond timescale using mechanisms such as the optical Kerr nonlinearity [56, 57], carrier tunneling mechanisms from an additional QW [58], or impurity doping [59]. Comparing these previous approaches to the optical phase nonlinearity in a MZ scheme, this new approach could potentially achieve ultrafast switching with fewer limitations placed on it by the carrier dynamics inside the QDs, whilst also retaining ultralow power operation $[60,61]$ at the femto-joule level.

## Summary

We have investigated in details all-optical QD switches using a vertical cavity approach which enhances the absorption and phase nonlinearity of QD materials. The device shows switching dynamics down to 20 ps , a differential reflectivity of $\sim 10 \%$, a broad modulation bandwidth of $\sim 30 \mathrm{~nm}$, and an ultralow energy consumption of $1-2.5 \mathrm{fJ} / \mu \mathrm{m}^{2}$. An $18^{\circ}$ phase shift has been initially observed in the vertical geometry using a tilted pumping scheme. These results demonstrate that QD nanostructures are promising candidates for next generation photonic devices needed for power-efficient optical networks.
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# Chapter 11 <br> Ultrafast Terahertz Dynamics and Switching in Quantum Dots 
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#### Abstract

In this Chapter we describe the experimental studies of ultrafast carrier dynamics and all-optical switching in semiconductor quantum dots (QDs) using ultrafast terahertz (THz) techniques. In the first part of this chapter we describe the studies of carrier capture into the QDs, and thermionic carrier release from the QDs with (sub-)picosecond time resolution, using optical pump-THz probe measurements. In the second part of this chapter we investigate the direct manipulation of the quantum confinement potential of the QDs by an electric field of a strong THz pulse. The resulting THz-driven quantum-confined Stark effect leads to a strong modulation of a ground-state optical absorption in the QDs. Dynamically, such a THz-induced electro-absorption modulation in QDs (near-)instantaneously follows the absolute value of the electric field of the THz pulse, providing the capability for Tbit/s-rate all-optical switching in QDs using THz signals. The principles of experimental techniques used in our studies: optical pump-THz probe, and THz pump-optical probe spectroscopies, and strong-field THz generation, are also described in this chapter.


[^11]
## Introduction

Understanding of ultrafast carrier dynamics in semiconductor quantum dots (QDs) is key to further improvement of operating performance of optoelectronic devices such as QD lasers [1, 2], QD infrared photodetectors (QDIPs) [3], and QD semiconductor saturable absorber mirrors (QD SESAMs) [4]. The growing demand for bandwidth in optical communications has already led to a demonstration of a fiber-optic communication systems operating at the data rates of several Tbit/s [5]. In order to support such an ultrahigh data rate, the subpicosecond switching times are required from individual optoelectronic components. Therefore, understanding of fundamental processes in semiconductors on ultrafast time scales, as well as demonstration of novel ultrafast modulation schemes leading to subpicosecond on/off switching in optoelectronic components become crucially important.

Here, we employ the combination of ultrafast optical and terahertz ( $\mathrm{THz)}$ techniques to study the ultrafast carrier dynamics, and to achieve femtosecond-fast contact-free all-optical switching in QDs. A frequency of 1 THz corresponds to: 1 oscillation of electromagnetic field per 1 picosecond; a wavelength of $300 \mu \mathrm{~m}$; or a photon energy of 4.1 meV . The use of ultrafast THz pulses in our experiment is dictated by their following advantages: First, the THz fields strongly couple to free, mobile charge carriers. This allows for observation of ultrafast dynamics in the systems where the carriers transit between the conducting states (CS) (e.g., barriers and wetting layers) which population is "visible" (i.e., absorbing) in the THz range; and the insulating states (e.g., QDs), which population will not contribute strongly to the absorption at THz frequencies. Second, ultrafast THz signals represent near-single cycle pulses of electric field, with the duration of less than a picosecond. Such pulses, incident onto a QD system, can therefore be used as ultrafast electrical switching signals applying the switching electric field to the QD system on a subpicosecond time scale, and, importantly, contact-free.

This chapter is structured as follows:
In "Ultrafast Dynamics of Capture and Release of Carriers in Quantum Dots" we will report on experiments elucidating carrier dynamics in QD systems using THz pulses as ultrafast conductivity probes. The principles of the underlying experiment, optical pump- THz probe spectroscopy will be also explained in this section.

In "Ultrafast All-Optical Switching in Quantum Dots with THz pulses: THz Electro-Absorption Effect" we will discuss ultrafast all-optical switching at THz frequencies, using the field of THz pulses to modulate the optical absorption in the QDs. A brief introduction to the underlying quantum-confined Stark effect in QD systems will be provided, the experimental demonstration of THz electroabsorption modulation in QDs will be presented, and potential applications will be discussed. The principles of the underlying experiment: THz pump-optical probe spectroscopy using strong-field THz pulses will be explained in this section.

## Ultrafast Dynamics of Capture and Release of Carriers in Quantum Dots

Ultrafast dynamics in QDs has been studied intensively in the past two decades using ultrafast optical methods such as time-resolved photoluminescence (PL) [6, 7], and optical pump-probe spectroscopy [8, 9]. Here we observe the carrier release and capture dynamics in $\mathrm{In}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As} / \mathrm{GaAs}$ QDs, using an optical pumpTHz probe technique. In such an experiment, an ultrafast optical excitation creates a population of electrons and holes, and the broadband THz probe pulse subsequently senses the change in the conductivity of the sample after the optical excitation. THz pulses are an ideal probe for conductivity since their frequency content is matched to the wavelength region of strong free carrier absorption in semiconductors, and subpicosecond pulse duration provides the corresponding time resolution in sampling of transient conductivity.

## Principles of Transient Conductivity Measurements Using Optical Pump-THz Probe Spectroscopy

The dielectric function of a doped or photoexcited semiconductor in the THz frequency range is usually well described using Drude conductivity model [10], initially formulated to describe the conductivity of metals. In this formalism, the metal consists of light and mobile electrons that form plasma, and of heavy and immobile ions that form the crystal lattice. The lattice ions are assumed to act as scattering centers for the electrons, and between the individual acts of collision of an electron and an ion all other interactions (such as interactions of a given electron with other electrons and ions) are neglected. The collisions are assumed to be instantaneous, and upon the collision the electron velocity is changed abruptly. The time between the collisions-the scattering time, is assumed to be independent of the electron velocity. Although the original idea of free electrons colliding with the lattice ions was not correct (the electrons are actually freely moving within the bands that are provided by the overlapping Coulomb potentials of lattice ions, while the electron momentum-scattering collisions occur with phonons and other electrons), the Drude dielectric function still provides a fairly good agreement with experimental observations.

In particular, the Drude model is extensively used for accurate description of free-carrier conductivity in semiconductors in the THz range either in its original form (see e.g., $[11,12]$ ), or with certain modifications (see e.g., [13-15]). An overview of the original Drude model and its various modifications applied to description of THz-range conductivity can be found in [16] and references therein. The free-carrier, Drude-like conductivity is usually the strongest factor contributing to the dielectric function describing the electronic response of semiconductor at THz frequencies. The contribution to the THz-frequency dielectric response
from the polarizability of localized carriers, or carriers bound into excitons, is usually much weaker $[17,18]$, and can often be neglected.

It is this high sensitivity of THz signals to the presence of free mobile carriers that makes the ultrafast THz probes an ideal tool to study the ultrafast carrier dynamics in the systems, where the carrier transitions between the conducting (i.e., strongly THz-absorbing) and localized (and thus not making significant contribution to the THz loss) states is of interest. The carrier dynamics in the systems where free carriers are captured onto (or released from) the localized crystal defects or 3D confinement potentials such as QDs or clusters have been studied successfully using optical pump-THz probe spectroscopy [9, 19-22].

The ultrafast THz pulses, the near-single-cycle transients of electromagnetic field with the duration on the order of (or even shorter than) a few hundreds of femtoseconds, can be generated by nonlinear optical downconversion of femtosecond laser pulses in a $\chi^{(2)}$-nonlinear crystal, phase-matched for co-propagation of both generating laser pulse and the generated THz signal. Since the resulting THz pulse is a product of coherent difference-frequency mixing of the laser modes within the bandwidth of the laser pulse, the THz pulse is per definition synchronized with the laser pulse in time, and is carrier-envelope stable.

One of the popular methods for coherent detection of THz pulses is free-space electro-optic sampling (FEOS) [23]—a method where the electric field of a THz pulse induces a Pockels effect in the electro-optic crystal, and a synchronized laser pulse senses the birefringence induced by the THz electric field with the time resolution corresponding to the laser pulse duration. Such a method allows to detect the electro-optic signal proportional to the electric field in the incident THz pulse including its sign, thus allowing for sampling of the complete THz waveform within the phase-matching bandwidth of the electro-optic crystal. This is in contrast to other methods of THz detection based on the intensity measurements, such as pyroelectric and bolometric detectors, Golay cells etc. The discussion on nonlinear optical THz generation and detection can be found in [16] and references therein.

An archetypal THz emitter and detector crystal used with the Ti:Sapphire femtosecond lasers operating around the wavelength of 800 nm is a $\langle 110\rangle \mathrm{ZnTe}$ crystal. The THz pulse generated and detected in a 1 mm thick $\langle 110\rangle \mathrm{ZnTe}$ crystal using 800 nm laser pulses of approximately 100 fs duration is shown in Fig. 11.1a. In Fig. 11.1b its Fourier amplitude and phase spectra are shown, covering the spectral range around $0-2.7 \mathrm{THz}$.

In Fig. 11.2 the layout of a typical optical pump-THz probe spectrometer is shown. Apart from the THs emitter and detector stages and guiding optics, it features two optical delay lines: DEL 1, used for scanning the FEOS delay, and thus to sample the waveform of the THz pulse; and DEL 2, used to control the delay of optical pump. By scanning the THz delay (DEL 1) at a fixed position of pump delay (DEL 2), a THz waveform transmitted through the sample at a fixed time-delay after excitation can be acquired. If a pump delay (DEL 2) is adjusted so that the probe THz pulse will interact with the sample before the pump pulse, then

Fig. 11.1 a A THz pulse generated and detected in $\langle 110\rangle \mathrm{ZnTe}$ crystal with 100 fs laser pulses of 800 nm central wavelength, produced by an amplified Ti:Sapphire femtosecond laser. b Fourier amplitude and phase spectra of the THz pulse from $\mathbf{a}$

the THz waveform transmitted through the unexcited sample will be acquired, which can serve as a reference measurement. Often, in order to increase the sensitivity of the transient THz spectroscopy measurements, only the transmitted THz signal associated with the pump interaction is recorded by modulating the pump beam at a certain modulation frequency and reading out the FEOS signals associated only with this modulation frequency. This signal is called a differential signal. The full shape of the THz waveform transmitted through the photoexcited sample is obtained by simple addition of the reference THz waveform (the one propagated through an unexcited sample), and the differential waveform associated with the modulated pump beam. The example of such measurements is shown in Fig. 11.3.

The differential THz signals recorded at various values of pump delays contain the spectral information of complex-valued photo-induced conductivity (or the equivalent properties such as absorption coefficient and refractive index), represented in temporal domain. In Fig. 11.4 the differential THz signals recorded at various time delays after 800 nm photoexcitation of a bulk intrinsic GaAs sample, and the sample containing one layer of $\mathrm{InAs} / \mathrm{GaAs}$ QDs are shown. Note the rapid decay of photoconductivity in the sample containing QDs, as opposed to a simple bulk GaAs. This decay is due to the rapid capture of the mobile carriers from the GaAs barriers and wetting layers into the localized QD states featuring a full 3D confinement, thus making the carriers immobile, and hence greatly reducing their interaction with the THz field. This phenomenon will be described in detail in the next section.


Fig. 11.2 The layout of a typical optical pump-THz probe spectrometer. DEL 1 and $D E L 2$ are the optical delay lines used for scanning the FEOS delay, and controlling the optical pump delay, respectively. $B S$-beam splitter, $O E M$-off-axis metallice mirror, $S T W$-semitransparent window which is highly reflective for the THz beam and transparent for the optical beam. FEOS optics: $P O L$-polarizer, $W P$-waveplate, $P D$-photodiode. From [24]


Fig. 11.3 Reference THz pulse propagated through the unexcited intrinsic GaAs sample (pump delay of -10 ps ), and the differential THz signal propagated through the GaAs sample 10 ps after the excitation with 800 nm laser pulse. The full THz waveform of the THz pulse propagated through the photoexcited sample, constructed from the reference and the differential, is shown as a dashed line. From [24]

Fig. 11.4 Differential THz waveforms-the photoinduced THz conductivity represented in time domain, for the bulk intrinsic GaAs sample, and for the same GaAs sample overgrown with one layer of InAs/GaAs QDs. The excitation wavelength is 800 nm . Note the rapid decrease of conductivity for the QD sample. From [24]


The set of differential THz signals acquired in this fashion for various pump delays, together with a reference THz signal acquired with the pump pulse adjusted to negative time delay, allows for a calculation of the transient evolution of complex THz conductivity spectra of the photoexcited sample after the act of optical excitation. In Fig. 11.5 the evolution of complex-valued conductivity spectra after the photoexcitation of the sample containing QDs is shown. The methods for calculation of such frequency-domain spectra from the experimental time-domain data, and the influence of dynamic processes such as, e.g., carrier diffusion during the THz pulse propagation can be found in [16] and references therein.

In certain cases, when the nature of the photoexcited conductivity does not change, and the conductivity modulation associated with optical excitation does not have a sharp spectral dispersion, a simplified method of transient conductivity

Fig. 11.5 Complex-valued THz conductivity of the GaAs sample containing one layer of InAs/GaAs QDs excited at 800 nm , calculated from the differential timetraces shown in Fig. 11.4. Time delay after excitation is indicated in the Figure

measurement can be used. In this case, instead of acquiring a full THz differential waveform by scanning the THz delay DEL 1, this delay is adjusted so that it coincides with the temporal position of the maximum of the differential THz pulse. Then, only the pump delay (DEL 2) is scanned, and the temporal evolution of the relative change in the maximum of the transmitted THz pulse $\Delta T(t) / T_{0}$ is recorded. Following the analysis presented in [25] and references therein, a THz frequency-integrated sheet conductivity can be calculated from such measurements using the equation:

$$
\begin{equation*}
\sigma_{2 \mathrm{D}, \mathrm{THz}}=e n \mu(t) d=\frac{1+N}{Z_{0}}\left(\frac{1}{1+\Delta T(t) / T_{0}}-1\right) . \tag{11.1}
\end{equation*}
$$

Here $e$ is an electron charge, $n$ is the carrier density, $\mu$ is the carrier mobility, $d$ is the thickness of photoexcited layer usually estimated as an inverse pump absorption coefficient in the sample material $d \approx 1 / \alpha_{\text {pump }}, N$-the THz refractive index of the unexcited sample, and $Z_{0}=377 \Omega$ is the impedance of the free space. In the section below we will use this method to analyze the transient conductivity dynamics associated with carrier capture and release in InGaAs/GaAs QDs.

We note here that the THz pulses are sensitive to the total conductivity of the sample, comprising both electronic and hole contributions $\sigma_{\text {total }}=|e|\left[\mu_{\mathrm{e}} n_{\mathrm{e}}+\right.$ $\mu_{\mathrm{h}} n_{\mathrm{h}}$ ]. However, owing to the fact that in many material systems (such as the $\operatorname{InGaAs} / \mathrm{GaAs}$ material system studied here) the hole effective mass is much larger than that of an electron, and thus the hole mobility is much smaller than that of an electron, in some cases it is safe to assume that the sample conductivity is dominated by the electrons, i.e., $\sigma_{\text {total }} \approx \sigma_{\mathrm{e}}$.

Fig. 11.6 a Schematic of InGaAs/GaAs QD SESAM sample. b Carrier dynamics processes in photoexcited QDs. CS-conducting state. $G S-\mathrm{QD}$ ground state. c Small signal reflectivity and room temperature optical emission spectra at 800 nm excitation of the QD SESAM. From [22]


## Ultrafast Carrier Dynamics in Quantum Dots Observed by THz Spectroscopy: Experimental Results and Discussion

Now we will describe our experiments aimed at observation of carrier release and capture dynamics in InGaAs/GaAs QDs. This section is based on our results published in [22]. Our experiment was driven by a regenerative Ti:Sapphire femtosecond amplifier, operating at a repetition rate of 1 kHz , and generating 45 fs pulses at 800 nm central wavelength. A part of the amplifier output was used as a pump pulse: either directly, for excitation of the barrier states of the QDs at 800 nm ; or after frequency conversion in an optical parametric amplifier (OPA) to 1024 nm , for resonant excitation of the QD ground state (GS), as shown in Fig. 11.6a. Another part of the amplifier output was used to power the nonlinear crystal-based THz time-domain spectrometer, such as described in the previous
subsection, with a sample positioned at its focal point. The THz probe pulses had a duration of approximately 300 fs , and were similar to the pulse shown in Fig. 11.1. All our measurements were performed at room temperature.

Our sample was a QD SESAM, grown by molecular beam epitaxy (MBE). It had 15 layers of $\mathrm{In}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As} / \mathrm{GaAs}$ QDs separated by GaAs spacers, grown on top of the $\mathrm{Al}_{0.9} \mathrm{Ga}_{0.1} \mathrm{As} / \mathrm{GaAs}$ Bragg reflector. The total thickness of QD and spacer region was 611 nm . The sample was grown on a 0.5 mm thick semi-insulating GaAs substrate. The schematic of the sample is shown in Fig. 11.6b.

Ultrafast processes such as carrier capture, release, and recombination in a QD structure are schematically shown in Fig. 11.6a, exemplified by electrons in the conduction band. Also important for the ultrafast carrier dynamics are processes such as intradot carrier relaxation and carrier-carrier and carrier-phonon scattering, and interplay between the carriers in QD and the wetting layer (WL) states. These processes are temperature- and carrier density- dependent [8, 26]. In our experiments, the population of CS, consisting of the WL and barrier states, was monitored after optical excitation by measuring the relative transmission $-\Delta T / T_{0}$ of the THz probe pulse through the photoexcited sample. Here $T_{0}$ is the THz transmission through the sample before photoexcitation. The measured time dependencies of $-\Delta T / T_{0}$ are then converted into a photo-induced THz-frequencyintegrated sheet conductivity $\Delta \sigma_{2 \mathrm{D}, \mathrm{THz}} \propto\left[\mu_{\mathrm{e}} n_{\mathrm{e}}+\mu_{\mathrm{h}} n_{\mathrm{h}}\right]$, as described in a previous subsection, where $\mu_{\mathrm{e}, \mathrm{h}}$ and $n_{\mathrm{e}, \mathrm{h}}$ are the mobility and concentration of electrons and holes, respectively [25]. Both optical pump and THz probe pulses were incident on the sample at normal incidence. Therefore, the in-plane conductivity of the photoexcited sample was probed with the THz pulse. The energetic range of the probed CS (for the case of conduction band) is marked in yellow in Fig. 11.6a. We note here that in our experiments we were not able to distinguish between the carriers confined in the WLs, and the carriers present in the barriers, since both of these states are conducting in the plane of the sample. For the same reason we were not able to distinguish between electrons and holes in CS. However, as mentioned before, the electron contribution to the sample conductivity will be dominating, owing to their higher mobility.

The small-signal reflectivity spectrum of the studied QD SESAM, as well as the room-temperature optical emission spectrum at 800 nm excitation, indicating the energetic position of the QD GS, is shown in Fig. 11.6c. The Bragg reflector has a 100 nm wide stop band centered at 1060 nm . The emission spectrum is centered at a wavelength of 1017 nm . The 1024 nm optical pump pulse has a full width at half maximum (FWHM) bandwidth of 45 nm , ensuring good overlap with a QD GS in the case of its resonant excitation. The Bragg reflector blocked the propagation of the 1024 nm pump pulse further into the thick GaAs substrate of the sample, thus preventing free carrier generation in GaAs by two-photon absorption (TPA). This was very important, since the TPA-generated free carriers in a thick GaAs substrate would easily obscure the signal from the carriers released from the QDs at the resonant GS excitation.

Fig. 11.7 Carrier release from the QD ground states: a Dynamics of photoinduced sheet conductivity $\Delta \sigma_{2 \mathrm{D}, \mathrm{THz}}$ at resonant optical excitation of QD GS at 1024 nm , with the pump fluence $2.1-22.8 \mu \mathrm{~J} / \mathrm{cm}^{2}$. b Maximum of $\Delta \sigma_{2 \mathrm{D}, \mathrm{THz}}$ traces as a function of pump fluence for 1024 nm excitation. Solid line fit to the saturable absorption function with saturation fluence $F_{s}=$ $40 \mu \mathrm{~J} / \mathrm{cm}^{2}$. From [22]



In order to observe carrier release from the QD GS to the CS, we performed resonant optical excitation of QD GS at the wavelength of 1024 nm , with pump fluences in the range $2.1-22.8 \mu \mathrm{~J} / \mathrm{cm}^{2}$. As can be seen in Fig. 11.7a, we observe a non-instantaneous rise in the sample conductivity, reaching its maximum at approximately 35 ps after photoexcitation, followed by a slow decay due to recombination in barriers, WLs, and QDs. The maximum of $\Delta \sigma_{2 \mathrm{D}, \mathrm{THz}}$ as a function of pumping fluence exhibits a sub-linear behavior as plotted in Fig. 11.7b, which suggests that the photoexcitation mechanism leading to the supply of carriers to the CS has a one-photon saturable nature (with a reasonable assumption of constant carrier mobility), exactly as expected from resonant excitation of the QD GS in this pump fluence range. Fit of this dependency with the saturable absorption [27] function $\propto F_{\mathrm{p}} \exp \left[-F_{\mathrm{p}} / F_{\mathrm{s}}\right]$, where $F_{\mathrm{p}}$ is the pump fluence, and $F_{\mathrm{s}}$ is the saturation fluence, revealed $F_{\mathrm{s}}=40 \mu \mathrm{~J} / \mathrm{cm}^{2}$. This is in reasonable agreement with the value of $F_{\mathrm{s}}=25 \mu \mathrm{~J} / \mathrm{cm}^{2}$, observed in [4] for a similar QD-based structure. Also, in the same Ref. [4] no TPA-driven carrier generation in the QDs was observed at resonant QD GS excitation with pumping fluences up to $1 \mathrm{~mJ} / \mathrm{cm}^{2}$, which agrees well with our observations. We note here that similar saturation fluence values were recently observed by us in saturable absorbers for THz frequency range, based on
completely different saturable absorption mechanism-the nonlinear carrier transport in doped bulk semiconductors in strong THz fields [28].

The $e 1 h 1$-WL energy gap was measured to be 252 meV in a similar structure, shared approximately in 60/40 proportion between the electron and hole states [8]. This largely exceeds $k_{\mathrm{B}} T=26 \mathrm{meV}$ at room temperature for both electron and hole GS-CS transitions. However, the large difference in densities of states between the QD GS and CS should increase the probability of thermionic GS-CS carrier release.

In order to observe the carrier capture dynamics, the carriers were excited directly into the barrier states of conduction band with 800 nm excitation. In Fig. 11.8a the corresponding time dependencies of $\Delta \sigma_{2 D, \mathrm{THz}}$ are shown for the pump fluences in the range $0.04-1.2 \mu \mathrm{~J} / \mathrm{cm}^{2}$. In case of the barrier excitation, a near-instantaneous rise in photo-induced conductivity is observed, followed by a fast decay, and by a very long-lived contribution. We attribute this fast decay to capture of the carriers into the QDs [9, 19, 20], as supported by a slower initial conductivity decay dynamics observed in a bulk semi-insulating GaAs sample used here for control (dashed line in Fig. 11.8a). A very long-lived contribution, persistent even after an experimental cycle of 1 ms in case of the strongest excitation, is most likely due to spatially separated electrons and holes via $\Gamma$ - X transfer [29] in the Type-II $\mathrm{Al}_{0.9} \mathrm{Ga}_{0.1} \mathrm{As} / \mathrm{GaAs}$ SESAM Bragg reflector, which was accessible to the pump light at this wavelength. This very long-lived contribution led to a small non-zero background in measured photoconductivities at time delays $t<0$. In the QD SESAM data shown in Fig. 11.8a this background has been subtracted. A small kink in the 800 nm traces at around 22 ps is an experimental artifact, arising from a double reflection in a 2 mm thick pump beam attenuator during the measurements. The initial rise of $\Delta \sigma_{2 \mathrm{D}, \mathrm{THz}}$ shows linear dependency on excitation fluence (see Fig. 11.9), as expected from a non-saturable one-photon excitation process.

In order to estimate the carrier capture time, we have measured the time it takes for the photo-induced conductivity to decay by $10 \%$ in respect to its maximum. A $10 \%$ benchmark was chosen because the maximum value of fast decay in our data only reaches $20 \%$ due to the presence of a very long-lived component. This $10 \%$ time constant demonstrates near-linear growth from 1.2 to 5.7 ps with increase in pump fluence, as shown in Fig. 11.8b. We attribute this growth in carrier capture time constant to filling of the QD (trap) states at stronger excitation, which is in accordance with the observations made in Refs. [19, 20, 25, 30]. We note here that our observations are in contrast with the speeding up of carrier capture with increase in pump fluence, mentioned in Refs. [8, 9]. In Ref. [8] the population dynamics of only the GS of the QD was observed. However, one may speculate that suggested trapping mechanism-electron-electron scattering, may also provide for the scattering of the carriers from higher lying QD states back into the CS, thus slowing down the decay dynamics of the conductivity (which was not monitored in that experiment). The reason for the disagreement between our observations and those of Ref. [9] is not clear at this point.

Fig. 11.8 Carrier capture from the conducting states into QDs: a Solid lines dynamics of photo-induced sheet conductivity $\Delta \sigma_{2 \mathrm{D}, \mathrm{THz}}$ of a QD SESAM at optical excitation of barriers at 800 nm , with the pump fluence varied between 0.04 and $1.18 \mu \mathrm{~J} / \mathrm{cm}^{2}$. Dashed line $\Delta \sigma_{2 \mathrm{D}, \mathrm{THz}}$ for a bulk GaAs sample at 800 nm excitation with the pump fluence of $0.9 \mu \mathrm{~J} / \mathrm{cm}^{2}$. b $10 \%$ decay time constant of the QD SESAM $\Delta \sigma_{2 \mathrm{D}, \mathrm{THz}}$ traces in Fig. 11.8a, as a function of 800 nm pump fluence. Inset Normalized $\Delta \sigma_{2 \mathrm{D}, \mathrm{THz}}$ traces for QD GS and barrier excitation with the pump wavelength and fluence of 1024 nm and $22.8 \mu \mathrm{~J} / \mathrm{cm}^{2}$, and 800 nm and $1.18 \mu \mathrm{~J} / \mathrm{cm}^{2}$, respectively. From [22]


Fig. 11.9 Maximum of $\Delta \sigma_{2 \mathrm{D}, \mathrm{THz}}$ traces as a function of pump fluence for 800 nm excitation. Solid line: linear fit, indicating that barrier excitation is a one-photon, non-saturable process


As a conclusion of this section, we have observed the conductivity dynamics in photoexcited $\mathrm{InGaAs} / \mathrm{GaAs}$ QD structures associated with the carrier release from, and capture to QDs at room temperature (see inset of Fig. 11.8b). The time constant of carrier capture was found to be in the range of one to few picoseconds,
and was growing with pump fluence as indicative of saturating trapping capacity of the QDs. The time constant of carrier release from the QDs was found to be of approximately 35 ps , and it was independent of the pump fluence.

## Ultrafast All-Optical Switching in Quantum Dots With THz Pulses: THz Electro-Absorption Effect

Recently demonstrated fiber-optic communication systems are reaching Tbit/s data rates in single serial communication channels [5]. Time and bandwidth considerations dictate that optical pulses of femtosecond duration and THz bandwidth should be used as data symbols in such systems. Following the same considerations, in order to implement a wireless (sub)Tbit/s system, such as, e.g., radio-over-fiber system, the signal frequency must be in the THz range [31, 32], and femtosecond, single-cycle THz pulses should be used as data symbols. On the receiver end of such a system, ultrafast THz signals should be encoded onto an optical carrier at (sub) THz repetition rate without the loss of bandwidth. In order to maintain the ultrafast speed of operation, the THz signal should bypass the inherently slow electrical domain, and should be encoded directly onto the optical signal. Therefore fast and direct THz-to-optical conversion devices have to be developed.

In this section we will describe ultrafast, contact-free electro-absorption modulation of optical absorption in $\operatorname{InGaAs} / \mathrm{GaAs}$ QDs by the electric field of a strongfield single cycle THz pulse. Our THz-rate electro-absorption modulation scheme is based on the quantum-confined Stark effect induced by the electric field of an incident THz pulse. Optical absorption at the GS of the QD is modulated by the electric field of the THz pulse in a (near-)instantaneous manner, resulting in encoding of high-speed, high repetition rate THz pulses onto an optical signal resonant with the QD GS absorption [33, 34].

## Principles of Strong-Field THz Pulse Generation, and THz Pump-Optical Probe Spectroscopy

As discussed in the Introduction, ultrashort near-single-cycle THz pulses are an excellent tool to study dynamical processes in various systems using time-resolved pump-probe spectroscopy. Changes in properties such as photoconductivity that are induced by an optical or near-infrared excitation pulse can be probed by a timedelayed THz pulse. A different class of experiments is based on taking advantage of strong THz fields that are used to change the optical properties of materials. Since these effects typically require high electric field strengths, and scale nonlinearly with the applied THz field, it is crucial to use THz sources with high
enough fields in the experiments. The typical electric field strength, at which the THz -induced nonlinearities in most semiconductor systems become observable is of the order of $100 \mathrm{kV} / \mathrm{cm}$.

The peak electric fields in the THz pulses used for the experiments described in "Principles of Transient Conductivity Measurements Using Optical Pump-THz Probe Spectroscopy" were relatively weak. These THz pulses were generated by optical rectification in a $\langle 110\rangle$ cut ZnTe crystal and had an energy in the order of 1 nJ , corresponding to the peak electric field strengths not exceeding a few $\mathrm{kV} / \mathrm{cm}$ (typically, less than $1 \mathrm{kV} / \mathrm{cm}$ ). The ZnTe crystal is the most commonly used material for creating THz pulses from 800 nm amplified femtosecond laser systems. Its main advantage is that phase-matching conditions for the efficient co-propagation of generating 800 nm laser signal, and generated THz signal are approximately fulfilled in collinear geometry for the crystal thicknesses reaching a few millimeters (typically, $1-2 \mathrm{~mm}$ ) and the THz frequencies below approxiamtely 3 THz . However, ZnTe has strong two-photon absorption at 800 nm , which leads to the generation of free carriers and, in turn, to increased THz reabsorption. Hence, the useful pump intensity is limited, which is a serious restriction in scaling up the process to higher generated THz pulse energies [35, 36].

Lithium niobate $\left(\mathrm{LiNbO}_{3}\right)$ is a material widely used in nonlinear optics and has favorable properties such as a high bandgap (which reduces two-photon absorption at 800 nm ) and large second-order nonlinear coefficient. However, the phasematching condition for THz generation by optical rectification of Ti :Sapphire laser pulses at 800 nm wavelength is not satisfied for a simple collinear geometry. This is caused by the large difference between group refractive index at optical frequencies $\omega_{0}$ and phase refractive index at THz frequencies. Typical values are $n_{\mathrm{g}}\left(\omega_{0}\right)=2.2$ for a Ti:Saphire laser pump pulse at 800 nm wavelength and $n(\Omega)=$ 5 at the frequency of 1 THz . In a purely collinear geometry, optical rectification in a non-phasematched crystal leads to an angle $\gamma$ between the propagation direction of an optical pump pulse and that of a resulting THz wave, given by the relation

$$
\begin{equation*}
\cos \gamma=n_{\mathrm{g}}\left(\omega_{0}\right) / n(\Omega) \tag{11.2}
\end{equation*}
$$

This is reminiscent of the Cherenkov effect in the sense that speed of the source of radiation inside a material is exceeding the speed of light for the generated radiation. THz generation in $\mathrm{LiTaO}_{3}$ and $\mathrm{LiNbO}_{3}$ using this Cherenkov geometry has been demonstrated and used for experiments as early as in 1984 [37]. However, the THz generation efficiency is comparatively low because of geometric constrains and the lack of coherent superposition of waves. In order to improve THz generation efficiency, tilted-pulse-front pumping (TPFP) was proposed and demonstrated by Hebling et al. in 2002 for THz pulse generation in $\mathrm{LiNbO}_{3}$ [38]. Here the intensity front of the pump laser is tilted at an angle corresponding to the Cherenkov angle $\gamma$. The THz radiation $(\Omega)$ generated by the tilted-pulse-front of the pump pulse propagates perpendicularly to this front with the THz phase velocity $v(\Omega)$ at an angle $\gamma$ to the direction of propagation of the optical pump, traveling with a speed $v\left(\omega_{0}\right)$ (see Fig. 11.10).


Fig. 11.10 THz generation by tilted-pulse-front pumping. The thick solid line indicates the pump pulse front, and the thick dashed line indicates the THz phase front. The arrows indicate the propagations direction and velocities of these two surfaces


Fig. 11.11 a Experimental setup for THz generation by TPFP in $\mathrm{LiNbO}_{3}$. b Typical pulse shape and spectrum obtained in our experiments

By adjusting the angle $\gamma$ to match the known material properties, this technique provides noncollinear phase matching. Further, the tilted-pulse-front pumping technique allows for using an extended pump spot, thereby enabling high-energy THz pulse generation. Due to the large difference between $n_{\mathrm{g}}\left(\omega_{0}\right)$ and $n(\Omega)$, TPFP in $\mathrm{LiNbO}_{3}$ requires a pulse front tilt as large as $63^{\circ}-65^{\circ}$. In order to provide such large tilt angle (and the corresponding large angular dispersion, see Eq. 11.2) a pulse-front-tilting setup consisting of a grating and a lens is used in experiments (Fig. 11.11). The angular dispersion introduced by the grating is further enlarged by the lens, which also recreates the original short pulse duration inside the medium by imaging the grating surface into the crystal. Additionally, a half wave plate is used to match the polarization of the pulse to the z -axis of the $\mathrm{LiNbO}_{3}$ crystal. The generated THz wave is coupled out into free space through the surface of the crystal cut at the tilt angle $\gamma$.

By using this method, THz energies of $10 \mu \mathrm{~J}$ [39] and $30 \mu \mathrm{~J}$ [40] have been reported with pump-to-THz energy conversion efficiencies of $5 \times 10^{-4}$ and $1.1 \times$ $10^{-3}$, respectively. These are the most energetic ultrashort THz pulses generated using a table-top source so far.

These strong THz pulses have been used in studies of semiconductors and semiconductor nanostructures to investigate strong field effects such as ballistic

Fig. 11.12 Experimental setup for measuring the THzinduced quantum-confined Stark effect in QDs in a reflection geometry, using a TPFP in lithium niobate crystal for THz pump pulse generation, and an OPA for optical probe signal generation. A pair of linear polarizers is used to controllably attenuate the electric field in the pump THz pulses incident onto the QD sample

carrier acceleration, impact ionization as well as nonlinear propagation effects [28, 41].

For the THz pump-optical probe experiments on QDs described below we used intense THz pulses with an energy of $2 \mu \mathrm{~J}$ generated from an 80 fs amplified Ti :Saphire laser system operating at 1 kHz repetition rate. The resulting THz pump pulses were focused tightly onto the QD sample yielding field strengths of $200 \mathrm{kV} / \mathrm{cm}$ as calibrated by electro-optical sampling. To controllably attenuate the THz pulses a pair of wire grid polarizers was used. A part of the laser output was split off and sent to an OPA and a SHG crystal to produce a tunable near-infrared probe signal at the wavelength around 1040 nm . This wavelength corresponded to the GS absorption in the QDs. These weak probe pulses were then delayed and detected. A sketch of the experimental setup is shown in Fig. 11.12. The change in the reflectivity of the optical probe pulse was recorded as a function of the timedelay between the optical probe pulse and a THz pump pulse.

## Electro-Absorption Modulation in Quantum Dots: Quantum-Confined Stark Effect

The electro-absorption effect in a QD, a quantum-confined Stark effect (QCSE) [42] arises from the tilt in the confinement potential of a semiconductor nanostructure in the applied electric field $\mathrm{E}: \mathrm{U}=E e x$, where $x$ is the coordinate along which the electric field $E$ is applied. The QCSE manifests itself in two ways, as shown in Fig. 11.13: (1) in a decrease of the optical transition energy between electron and hole states (Stark shift); and (2) in a spatial separation of the envelope wavefunctions of electrons $\psi_{\mathrm{e}}$ and holes $\psi_{\mathrm{h}}$ in the presence of electric field, which leads to a reduced wavefunction overlap integral $M(E)=\left\langle\psi_{\mathrm{e}} \mid \psi_{\mathrm{h}}\right\rangle$. The value of $|M(E)|^{2}$ dictates the optical transition probability, and hence the optical absorption


Fig. 11.13 An illustration of a quantum-confined Stark effect: application of electric field $E$ to the quantum-confined system with initially rectangular confinement potential is leading to a decrease in optical transition energy $\Delta \hbar \omega$ and reduction in wavefunction overlap $\Delta M$. The value of $M^{2}$ dictates the optical transition probability, and therefore the optical absorption coefficient
coefficient. Therefore, the optical absorption can be manipulated by the applied electric field.

Note, that in the case of a spatially-symmetric confinement potential at $E=0$, the strength of the electro-absorption modulation effect only depends on the absolute value of the electric field, and not on its sign.

In Fig. 11.14 we show the lateral projections of wavefunctions for GS electrons and holes in disk-like $\operatorname{In}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As} / \mathrm{GaAs}$ QD without and with external electric field applied in the plane of the QD. Only the lateral components of the wavefunctions are modified in this case, as the confinement potential in the vertical, out-of-plane dimension is not affected by the in-plane electric field applied to a disk-like QD with "vertical" potential walls. The modified variational method (Turchinovich and Monozon, unpublished), initially developed for calculation of the QCSE in quantum wells [43] was applied here for calculations of the wavefunctions and eigenenergies of the GSs in the QD for arbitrary electric field strength. The material parameters of $\mathrm{In}_{x} \mathrm{Ga}_{1-x}$ As compound were used [44], and the QD dimensions: radius of 5.3 nm , and height of 5 nm were chosen to approximately match the observed QD dimensions and GS optical transition wavelength around $1 \mu \mathrm{~m}$ [45].

In Fig. 11.15 the electric field dependency of Stark shift, and the values of wavefunction overlap integral $M$ and the optical transition probability $M^{2}$ (i.e., the measure of optical absorption strength) is shown, as calculated for the disk-like QDs described above.

## THz Switching in Quantum Dots: Experimental Results and Discussion

This subsection is based on our results published in [33] and [34]. Here we describe the femtosecond all-optical switching of optical absorption in InGaAs/ GaAs QDs via QCSE induced by the electric field of an incident THz pulse. The


Fig. 11.14 Calculated lateral projections of wavefunctions for ground-state electrons and holes in disk-like $\mathrm{In}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As} / \mathrm{GaAs}$ QD without (a, b) and with (c, d) electric field applied in the plane of the QD. The electric field strength is $100 \mathrm{kV} / \mathrm{cm}$. The QD dimensions are: radius of 5.3 nm , and height of 5 nm . The lateral projection of the physical dimensions of the QD is indicated with a dashed circle

Fig. 11.15 Calculated Stark shift, and the values of wavefunction overlap integral $M$, and the measure of optical transition probability $M^{2}$ as a function of applied electric field for the disk-like $\mathrm{In}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As} / \mathrm{GaAs}$ QD from Fig. 11.14


QCSE, induced by the ac electric field oscillating at lower THz frequencies can be considered as an instantaneous effect, i.e., there is no delay between the instant when the electric field is applied to the quantum-confined nanostructures, and the

Fig. 11.16 Small-signal reflectivity spectrum of the whole QD sample (solid line), a bare DBR (dashed line), and the intensity spectrum of the probe laser pulse at QD ground-state resonance at 1040 nm. From [34]

instant when the optical properties in this nano-structure change. Once the field is removed, the optical properties of the nanostructure instantaneously return to the initial state, i.e., the relaxation time is essentially zero.

The mechanism of the interaction of an electric field with the QDs and the resulting electro-absorption modulation in QDs via QCSE was discussed in the previous subsection. We remind here that for the spatially-symmetric quantum confinement potential such as a disk-like quantum dot, the strength of QCSE will depend only on the absolute value of the applied electric field, and not on its sign. In traditional electro-absorption modulators, the electric field is applied to the QD structure via an external circuit. In our work instead of applying the modulating electric field to the whole QD structure via the hard-wired electrodes, which would slow down the modulation rate due to a large RC-constant involved, we have modulated the confinement potential of the QDs (which are the smallest possible semiconductor elements with a negligible RC constant) directly by the electric field of single-cycle THz pulses directed at the QD sample at normal incidence angle. As a result, we achieved a direct all-optical encoding of a free-space, ultrafast, high-bandwidth, and high repetition rate THz signal onto an optical signal probing the absorption in the QDs. We note that theoretical studies of THzinduced electro-absorption modulation in semiconductors has been performed in the past (see e.g., Ref. [46]).

The sample used in this experiments was somewhat similar to the one described in "Ultrafast Dynamics of Capture and Release of Carriers in Quantum Dots", based on our work [22]. It was an InGaAs/GaAs QD-based SESAM, comprising of a broadband $\mathrm{GaAs} / \mathrm{Al}_{0.9} \mathrm{Ga}_{0.1} \mathrm{As}$ distributed Bragg reflector (DBR), and a QD absorber layer featuring 80 layers of submonolayer-grown $\mathrm{In}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As} / \mathrm{GaAs}$ QDs with the diameter of around 10 nm and the height of around 7 nm , alternated by the GaAs barriers of $10-14 \mathrm{~nm}$ thickness. Eight of these barriers were grown at low temperature (LT) in order to provide for the fast SESAM partial recovery with the exponential time constant of 4.3 ps for mode-locked laser applications, unrelated to this work. The QD absorber layer and the DBR were grown on a $(450 \pm 25)-\mu \mathrm{m}$ thick, $<100>$-oriented semi-insulating GaAs substrate. The small-signal optical reflectivity spectra of the whole QD sample, and of a bare DBR measured prior to

Fig. 11.17 a Electric field in free space as a function of time of the THz pulse with peak field strength of $220 \mathrm{kV} /$ cm . Inset: its amplitude frequency spectrum. b Solid line-temporal reflectivity modulation $\Delta R / R$ of the probe signal at 1040 nm in the QD sample, under influence of the incident THz pulse from a. Dashed linetemporal dependency of absolute value of the electric field in the THz pulse from a experienced by the QDs. Inset: intensity spectrum of the optical probe signal with and without peak electric field of the THz signal from a on the QD sample. From [34]

the growth of the QD absorber layer, are shown in Fig. 11.16. The dip in the reflectivity of a QD sample positioned around 1040 nm is due to the GS absorption in the QDs. As described in "Ultrafast Dynamics of Capture and Release of Carriers in Quantum Dots", the absence of the in-plane conductivity due to the carriers occupying the QD GS, and a 35 ps long carrier thermalization time was observed in a similarly grown structure, demonstrating the strong carrier confinement to the QDs at room temperature [22].

Single-cycle THz pump (i.e., switching) pulses were generated by TPFP in a lithium niobate crystal, yielding THz pulse energies of $2 \mu \mathrm{~J}$. We outlined the principles of strong-field THz pulse generation in the beginning of this section. The THz pulses were characterized in the time-domain using a standard free-space electro-optic sampling [23] in a combined "active-passive" [47] 0.2 mm $<110>-2 \mathrm{~mm}<100>$ undoped GaP crystal, and showed a spectrum covering the range $0.2-3 \mathrm{THz}$. The peak electric field of the strongest THz transient was estimated [36] to be $220 \mathrm{kV} / \mathrm{cm}$ in air. The THz waveform and its amplitude spectrum are shown in Fig. 11.17a. A weak optical probe pulse around the wavelength of 1040 nm , coinciding with the GS absorption feature in the QDs
(see Fig. 11.16), was produced by conversion of part of the 800 nm laser output, using an OPA (see Fig. 11.12 for a sketch of the experiment).

We performed a THz pump-optical probe experiment on our sample, where the probe pulse reflectivity of the QD structure was modulated by the incident THz pulse. We measured the absolute value and the sign of the change in the optical probe reflectivity as a function of the time delay between the optical probe and THz pump pulses, using the photodiodes in a balanced detection arrangement (this layout is not shown in the Fig. 11.12). The angles of incidence with respect to normal of the pump THz and probe optical beams on the sample were $0^{\circ}$ and $10^{\circ}$, respectively. The optical probe signal interacted with the QDs twice: on the way to and from the DBR. However, the total thickness of the QD absorber layer, including GaAs barriers, and spacer and cladding layers is only about $1.2 \mu \mathrm{~m}$, thus the interaction of both the THz pulse and the probe pulse with the QDs can be viewed as point interactions. All our measurements were performed at room temperature and in ambient atmospheric conditions. The dips in the amplitude spectrum of the THz signal in Fig. 11.17a are absorption lines of atmospheric water vapor.

In Fig. 11.17b our main result-a modulation of the reflectivity of the optical probe $\Delta R / R$ is shown, along with the absolute value of the electric field of the THz pulse $\left|E_{\mathrm{THz}}\right|$, experienced by the QDs. The latter was calculated taking into account the THz field transmission coefficient at the sample interface of 0.435 , given the THz refractive index of GaAs of 3.6 [48]. The observed $\Delta R / R$ of the optical signal follows the shape of $\left|E_{\mathrm{THz}}\right|$ in a temporally coherent manner, reproduces most of the features of the THz signal, and does not exhibit an exponential-like decay features attributed to a relaxation process of any sort. This is precisely as expected from an "instantaneous" effect such as QCSE at lower THz frequencies. The THz pulse features as fast as 460 fs at FWHM are encoded all-optically onto the probe optical signal transmitted through the QDs. Obviously, these femtosecond-scale features cannot originate from a carrier depletion mechanism in QDs related to carrier trapping from the QDs into lattice defects in the LT-GaAs barriers. This process with a decay time constant of 4.3 ps is nearly ten times slower than the observed fast modulations. The maximum observed $\Delta R / R$ value was about $3 \%$, at the peak THz electric field on the QDs of $96.5 \mathrm{kV} / \mathrm{cm}$. Following Ref. [49] we calculated the small-signal loss $S$ experienced by the optical probe with the spectrum $I(\lambda)$ in the QDs as $S=\int_{\lambda} I(\lambda)\left[R_{D B R}(\lambda)-\right.$ $\left.R_{Q D}(\lambda)\right] d \lambda / \int_{\lambda} I(\lambda) d \lambda=10.3 \%$, where $R_{D B R, Q D}$ are the reflectivity spectra of the bare DBR and of the whole QD sample (see Fig. 11.16). We were thus able to reach a $3 / 10.3=30 \%$ modulation of the total QD absorption experienced by the optical probe. This is comparable to the modulation depth observed in resonantly probed quantum wells (QWs) at similar static bias field strengths [49]. When the probe wavelength was detuned from the QD GS resonance, the magnitude of $\Delta R / R$ signal decreased by an order of magnitude, proving that the observed modulation is indeed due to the interaction of QDs with the THz field.


Fig. 11.18 a Temporal reflectivity modulation $\Delta R / R$ of the optical probe signal in the QD sample, under influence of the incident THz pulses with variable peak electric field strength. b Peak values of $\Delta R / R$ of the signals from as as a function of peak THz electric field on the QDs. From [34]

The sign of the observed reflectivity change $\Delta R / R$ is positive, corresponding to a decrease in optical absorption at the probe wavelength in the presence of THz electric field. This positive sign of $\Delta R / R$ suggests that both manifestations of the QCSE may play a role: overall optical absorption quenching; and Stark shift of the QD absorption spectrum towards longer wavelengths, i.e., out of the probe pulse spectrum [49]. The inset of Fig. 11.17b shows the spectrum of the optical probe pulse in the case when the maximum of the THz pulse was in temporal overlap with the probe pulse, and when the THz pulse was blocked. The change in the probe pulse amplitude is more or less spectrally homogeneous, suggesting that the absorption quenching in the QDs is likely to be a dominating electroabsorption modulation effect here.

Figure 11.18a shows the optical probe modulation signals $\Delta R / R$ for different THz field strengths. The THz electric field was controlled using a pair of wire-grid polarizers [28]. In Fig. 11.18b the peak value of $\Delta R / R$ as a function of the peak THz electric field experienced by the QDs is shown, demonstrating a pronounced nonlinear scaling with the electric field, typical for the QCSE [42]-see the discussion in the previous subsection and Fig. 11.15.

We note, that THz-induced electro-absorption modulation was also recently observed at the exciton resonance in QWs [50] and carbon nanotubes [51]. The excitons were polarized by the THz field in the plane of QWs or along the nanotube long dimension. The stronger THz fields lead to ionization of excitons in QWs [50]. The THz modulation rate limit of around 1 THz was observed in Ref. [51], and was related to the exciton dephasing time (also see discussion in Ref. [50]).

The QD geometry should allow for polarization independence of the THz electro-absorption effect, since the application of the electric field in any direction will affect the overlap of $3 D$ wavefunctions of electrons and holes, and will always lead to the Stark shift. This possibility of inducing the QCSE by THz pulses normal-incident onto the sample is an advantage of QDs over, e.g., QWs or bulk

Fig. 11.19 Temporal reflectivity modulation $\Delta R / R$ of the optical probe signal in the QD sample, provided by the multiple reflections of a single THz pulse in the QD sample. Inset: Amplitude Fourier spectra of the isolated first $\Delta R / R$ modulation pulse around 0 ps (dashed line), and of the full multi-pulse sequence. Amplitude Fourier spectrum of a single THz pulse is shown in the background. From [34]

semiconductors without a strong excitonic effect. As expected, we found no dependency of the electro-absorption modulation efficiency on the orientation of the THz polarization with respect to the polarization of the optical signal or the orientation of the QD sample rotated about its normal axis. We found a weak dependency on the polarization of the optical probe signal with respect to the orientation of the sample rotated about its normal axis, which is likely due to the known effect of optical absorption anisotropy in QDs [52].

Finally, in Fig. 11.19 we show the modulation of optical absorption in the QDs induced by a train of THz pulses incident at high repetition rate. Such a demonstration is needed to confirm the potential of the THz electro-absorption modulation effect in QDs in Tbit/s-data rate signal processing applications, where the individual signals following at extremely high repetition rate should be recognized and processed without the cross-talk between the neighboring signals in the sequence. The THz pulse train in our experiment was produced by the multiple reflections of a single THz pulse within the sample, which was attached to a metal mirror with the back side of its substrate.

The individual pulses of $\Delta R / R$ have a temporal width of around 2 ps . Importantly, the contrast between the peak $\Delta R / R$ and the background is rather high. A certain reshaping of $\Delta R / R$ pulses in the sequence is due to the dispersion and scattering of the THz pulse experiencing multiple reflections within the sample. The interpulse interval of 11.3 ps (i.e., repetition rate of 88 GHz ) corresponding to the round-trip time of the THz pulse within the sample shows the possibility of 88 Gbit/s data rate using this electro-absorption modulation scheme in RZ-OOK format. The ratio of interpulse interval to the individual pulse duration 11.3/ $2 \mathrm{ps}=5.65$ suggests that the demonstrated data rate can be scaled accordingly, and crosstalk-free data rates of $88 \mathrm{Gbit} / \mathrm{s} \times 5.65=0.5 \mathrm{Tbit} / \mathrm{s}$ can be supported.

In the inset of Fig. 11.19, the amplitude Fourier spectra of the isolated $\Delta R / R$ pulse, and of the whole multi-pulse sequence are shown, with the amplitude spectrum of the single THz pulse in the background. It can be clearly seen that the
full bandwidth of the THz pulse of 3 THz is encoded onto the optical probe signal. The spacing of $80 \pm 12.5 \mathrm{GHz}$ between the modes in the Fourier spectrum of the multipulse sequence reflects the pulse repetition rate of 88 GHz . These Fourier spectra of temporal $\Delta R / R$ signals are analogous to the THz sidebands observed in work [53], and demonstrate the coherence in encoding of a THz signal onto an optical signal.

We note here, that this coherence of THz-to-optical encoding in our experiments is ensured by the fact that the THz electric field only contributes to the modulation of the quantum-confinement potential of the QDs. Indeed, the THz photons with the frequencies of less than 3 THz have energies less than 12.3 meV . These photon energies are too small to participate in any transitions in the QDs. Therefore, the THz electric field can be safely considered a quasi-static field in our experiments, and the THz electro-absorption modulation is thus fully coherent with the THz field. However, at THz frequencies of around 10 THz and higher, the intraband $1 s-2 p$ absorption in the QDs can take place in the presence of the optical signal resonant with the QD GS. Therefore, these photon energies should be considered as a possible limit to the temporal coherence between the THz driving field and the electro-absorption modulation effect.

THz pulses with relatively high field strengths were used in our experiments, and the QD sample was not particularly optimized for the high THz-to-optical encoding efficiency. However, we note that the interaction between the QDs and THz field can be further enhanced considerably [33, 54]. This will lead to the emergence of QD-based optoelectronics components and devices capable of Tbit/ s-rate all-optical signal processing and direct THz-to-optical encoding at low switching THz fields. Such devices should become the key in realizing wireless short-range data links with Tbit/s capacity, such as Tbit/s radio-over-fiber systems with the THz free-space channel. Such systems can be used e.g., as wireless interconnects in internet data centers. The coherent nature of the demonstrated THz electro-absorption modulation effect in QDs can also be utilized for the purpose of simple THz detectors based on the THz side-band generation in the spectrum of a well-defined reference optical signal. Therefore, analyzing the optical spectra will reveal the spectral information about the detected THz signal.

## Conclusion

In conclusion, in this chapter we discussed the study of ultrafast phenomena in QDs related to carrier dynamics and ultrafast electro-absorption modulation, using ultrafast THz spectroscopy methods. We have described the foundations of the experimental techniques used in our studies: optical pump- THz probe spectroscopy for measurements of ultrafast conductivity dynamics, and high-field THz pulse generation and THz pump-optical probe spectroscopy for study of ultrafast THz switching in QDs. Also, the fundamentals of electro-absorption effect-the quantum-confined Stark effect in the QDs were presented.
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#### Abstract

The nonlinear optical response of self-assembled quantum dots (QD) is relevant to the application of QD-based devices in nonlinear optics, all-optical switching, slow light, and self-organization. Theoretical investigations are based on numerical simulations of a spatially and spectrally resolved rate equation


[^12]model, which takes into account the strong coupling of the quantum dots to the carrier reservoir created by the wetting layer (WL) states. The complex dielectric susceptibility of the ground state is obtained. The saturation is shown to follow a behavior in between the one for a dominantly homogeneously and inhomogeneously broadened medium. Approaches to extract the nonlinear refractive index change by fringe shifts in a cavity or self-lensing are discussed. Experimental work on saturation characteristic of $\mathrm{InGa} / \mathrm{GaAs}$ quantum dots close to the telecommunication O-band (1240-1280 nm) and of InAlAs/GaAlAs QD at 780 nm is described and the first demonstration of the cw saturation of absorption in room temperature QD samples is discussed in detail.

## Introduction

As witnessed by the contributions in this book, semiconductor quantum dots (QD) are finding considerable interest for laser, amplifier, and quantum information devices. The 3D quantum confinement leads to a 'quasi-atomic' behavior with a delta function-like density of states resulting, from the applications point of view, in many realized or anticipated benefits such as low threshold currents, low temperature sensitivity, and low phase-amplitude coupling.

From the fundamental point of view, it seems interesting to revisit linear and nonlinear effects known for atoms-or their archetypical abstraction, the 'two-level' atom, in QD 'artificial' atoms. In contrast to real atoms, QD size, density, and material composition can be used to tailor emission wavelengths and other characteristics. The analogy between QD and atoms was most explored for single dots due to their relevance for quantum information devices, e.g. [1-3]. Saturation behavior typical for two-level atoms is reported in these Refs. However, in order to take advantage of long dephasing times cryogenic temperatures are required. Moving over to ensembles of QD , but still at cryogenic temperatures, self-induced transparency was demonstrated as a specific phenomenon in nonlinear beam propagation in two-level systems [4], and spectral hole burning in [5] mimicking the corresponding effect in Doppler broadened atomic systems.

At room temperature, work on nonlinear optical properties focused on the gain regime due to the relevance for semiconductor optical amplifiers (SOAs), most often under pulsed excitation [6-12], but also under cw conditions [6, 9, 13-16]. In contrast, studies under absorptive conditions seem to be limited either to pulsed excitation [7, 8, 17-19], motivated by applications as semiconductor saturable absorption mirrors (SESAMs), or to collodial ensembles [20, 21].

However, absorptive and refractive index nonlinearities of ensembles of QD without inversion might be useful for photonic devices displaying optical bistability, optical pattern formation, spatial solitons, or slow light [22-26]. In particular, many of the current authors have an interest in spatial cavity solitons (CS), i.e. self-confined solitary states in cw driven nonlinear cavities (see [27-29] for a
review). CS are bistable and have 'mobility', i.e. are easily being steered around within the device aperture. Hence, they are attractive for all-optical processing applications [30-32]. Though CS should exist for self-focusing, absorptive, and even self-defocusing situations, the self-focusing case appears to be the most robust by far $[31,33]$. Hence the quasi-atomic character of the QD susceptibility is beneficial because a self-focusing or self-defocusing situation can be realized by simply changing the detuning whereas a bulk or quantum well semiconductor is always self-defocusing under absorptive and self-focusing under amplifying conditions. Obviously, this enhanced flexibility of QD might be not only beneficial for solitons but for nonlinear optics in general.

Moreover, characterizing the nonlinear index response to external optical driving provides also an alternative approach to the important problem of characterizing phase-amplitude coupling in QD. Due to their symmetric, atom-like gain spectrum, 'ideal' QD should have zero phase-amplitude coupling or linewidth enhancement factor (or $\alpha$-factor [34]) at gain maximum and hence a reduced tendency to instabilities compared to quantum well and bulk devices. Indeed, a reduced $\alpha$-factor and a reduced tendency to beam filamentation was observed in many QD samples under some operating conditions [35-38], but also fairly strong phase-amplitude coupling under different operating conditions [38-40]. Characterizing nonlinear phase shifts and/or the resulting self-lensing effects would give a direct indication of the tendency of the system to filamentation and help to identify the appropriate operation conditions for applications demanding low (lasers, amplifiers, absorptive nonlinearities) and high (dispersive optical nonlinearities) phase-amplitude coupling.

Hence, we are addressing in this chapter the room temperature, cw nonlinear optics of QDs. We review and give further details on a series of papers on modeling the complex nonlinear susceptibility of QD and more recently on the experimental observation of absorptive nonlinearities [22-25, 41, 42]. "Modeling and Simulation Results" provides the theoretical framework. Due to the significant coupling of QDs to the semiconductor matrix they are incorporated in, QDs are more complex than 'simple' atoms and we are adopting a model including QD and wetting layer (WL) dynamics with the basic coupling mechanisms using phenomenological rate constants. Another complication comes from the fact that QD spectra correspond to a 'Voigt'-profile where neither the homogeneous nor the inhomogeneous broadening is strongly dominant. We derive the nonlinear dielectric susceptibility of the QD ground state (ES) and how it couples to nonlinear propagation and cavity equations. Predictions for the saturation behavior, nonlinear phase shifts, self-lensing, $\alpha$-factor, and optical bistability are discussed. In "Experiments on InAs/GaAs QD Around $1,250 \mathrm{~nm}$ ", we investigate the saturation of InAs QD in a GaAs matrix emitting close to the telecommunication O-band. We demonstrate cw saturation of absorption and gain using a tunable Chromium forsterite laser as a pump laser. InAs/GaAs maybe the most established QD material system due to the fact that it provides good quality lasing devices in the $1,100-1,250 \mathrm{~nm}$ wavelength range, where quantum well-based devices are highly strained, and allows devices to reach the $1.3 \mu \mathrm{~m}$ telecommunication band
using the beneficial GaAs material system. This maturity and applicability at telecommunication wavelengths, where all-optical processing applications should happen, makes InAs QD attractive for these studies. They have, however, also a drawback, which is that their internal structures is not really simple but permits one or two excited QD states (ES) in addition to the GS. Hence, we are investigating in "Experiments on InAlAs/GaAlAs QD at 780 nm " InAlAs QD in an AlGaAs matrix operating around 780 nm . These QD are highly confined dots and a possible ES should be very close in energy to the WL, much closer than the energy difference between ES and GS. Hence, treating WL and ES as a common reservoir is expected to be a better approximation than in InAs QD. They can be also conveniently driven with a titanium-sapphire laser. We demonstrate saturation of absorption under cw driving also for these. "Summary and Conclusion" provides a brief summary of the issues discussed and an outlook on improving the nonlinear figure of merit of devices.

## Modeling and Simulation Results

## The Model

The modeling of semiconductor QD requires a number of assumptions, according to a variety of preconditions: in the first instance, the growth and sample characteristics, as well as the current and/or optical injection conditions. The most appealing feature of QD being their quasi-atomic susceptibility, one aims to have a clear set of discrete states from quantum confinement, the best separated as possible from the carriers states defined in the WL which is generally considered as a quantum well and the barrier substrate where the carriers are injected via electric contacts. The description of the QD states depends, in turn, on the sample inasmuch as, e.g. Stranski-Krastanow (SK) growth induces an inhomogeneous broadening of the energy dot states, while a submonolayer deposition yields a larger homogeneity of the dot size [36]. In this work, we will consider a system of small and/or shallow confined QD so that either there is only one electron and one hole bound states, or in case other discrete states exists, these are well separated from the inhomogeneously broadened fundamental transition. The InAlAs/AlGaAs QD discussed in "Experiments on InAlAs/GaAlAs QD at 780 nm " are an example for the latter, whereas in the InAs/GaAs QD discussed in "Experiments on InAs/ GaAs QD Around $1,250 \mathrm{~nm}$ " several ES roughly equally spaced between WL and GS exist. In our treatment, the carriers in the ES [14, 16] are not explicitly taken into account but it is assumed that WL and excited states constitute a common reservoir for the QD ground state population [13]. Due to the large separation between the lifetimes of the carriers in the QD ground state ( 100 ps to 2 ns ) and the fast coupling between the other states to the ground state ( 100 fs to some ps ) $[9,16]$ the details of this coupling are not very important for the properties of the cw state, if probing and pumping are done at the same frequency. Hence, we will
use 'QD population' synonymous to 'QD ground state population' and 'WL layer population' synonymous to 'WL and excited QD state population'.

The WL continuum states are expected not to significantly contribute to the optical susceptibility in the vicinity of the fundamental transition. Hence, we are only taking into account the contribution of the GS transition to the susceptibility. However, the electromagnetic field couples to the GS transition of all the QDs, with varying strength, which reflects the inhomogeneous broadening. In addition, the optical response is affected indirectly by the WL states because they couple to the GS via the carrier dynamics and a change of carrier density in the GS changes the susceptibility. The optical response of our model is thus characterized by the nonlinear coupling of the QD fundamental transition to the WL. The presence of other discrete and continuous states is taken into account via the relaxation mechanism between the GS states and the outside world (WL).

In the model we describe the articulate and still partially unclear relaxation mechanisms of QD ensembles through phenomenological transition and escape/ capture rates for intra-dot decays/recombinations and QD-WL carrier relaxations. The spin dynamics is neglected since the spin memory is lost very fast at room temperature [43, 44].

The coupling mechanisms between the WL and the QD considered are the carrier escape and capture by the dot via thermo-activation through emission or absorption of lattice phonons and Auger processes at first order in the WL populations, which include Pauli blocking effects, under the assumption that the sample is passive or weakly pumped [45].

## Carrier Dynamics and Dielectric Susceptibility

Following [23], we derive the equations for the expectation values of the number of particles operator for the electrons and holes and for the corresponding polarization $p$ :

$$
\begin{gather*}
\frac{\mathrm{d} n^{e, h}}{\mathrm{~d} t}=-\gamma_{\mathrm{nr}} n^{e, h}-\Gamma_{\mathrm{sp}} n^{e} n^{h}+\frac{i}{\hbar}\left(\mu p^{*}-\mu^{*} p\right) \mathrm{E}+\left.\frac{\mathrm{d} n^{e, h}}{\mathrm{~d} t}\right|_{\mathrm{QD}-\mathrm{WL}}+\left.\frac{\mathrm{d} n^{e, h}}{\mathrm{~d} t}\right|_{\mathrm{QD}-\mathrm{WL}} ^{\mathrm{Auger}}  \tag{12.1}\\
\frac{\mathrm{~d} p}{\mathrm{~d} t}=-\left(i \omega_{a}+\gamma_{p}\right) p-\frac{i}{\hbar}\left[n^{e}+n^{h}-1\right] \mu \mathrm{E} \tag{12.2}
\end{gather*}
$$

where $\gamma_{\mathrm{nr}}$ is the non-radiative recombination rate, $\Gamma_{\mathrm{sp}}$ the bimolecular coefficient for spontaneous recombination, $\omega_{a}$ the electron-hole recombination pulsation, $\gamma_{p}$ the polarization damping, $\mathrm{E}=E \exp \left(-i \omega_{0} t\right)+$ c.c. is the electric field and $\mu$ the dipole transition matrix element.

If we consider the level degeneracy $\Pi=2$ for the two opposite spins, we can introduce the QD population $n_{\mathrm{QD}}^{e, h}=\Pi n^{e, h}$, the total polarization $p_{\mathrm{QD}}=\Pi p$ and assume a real dipole moment $\mu$. In the rotating wave approximation and introducing $p_{\mathrm{QD}}=P_{\mathrm{QD}} \exp \left(-i \omega_{0} t\right)+$ c.c., Eqs. 12.1, 12.2 become

$$
\begin{align*}
\frac{\mathrm{d} P_{\mathrm{QD}}}{\mathrm{~d} t} & =-\gamma_{p}(i \Delta+1) P_{\mathrm{QD}}-\frac{i \mu E}{\hbar}\left[n_{\mathrm{QD}}^{e}+n_{\mathrm{QD}}^{h}-\Pi\right]  \tag{12.3}\\
\frac{\mathrm{d} n_{\mathrm{QD}}^{e, h}}{\mathrm{~d} t}= & -\gamma_{\mathrm{nr}} n_{\mathrm{QD}}^{e, h}-\frac{\Gamma_{\mathrm{sp}}}{2} n_{\mathrm{QD}}^{e} n_{\mathrm{QD}}^{h}+\frac{i \mu}{\hbar}\left(E P_{\mathrm{QD}}^{*}-E^{*} P_{\mathrm{QD}}\right) \\
& +\left.\frac{\partial n_{\mathrm{QD}}^{e, h}}{\partial t}\right|_{\mathrm{QD}-\mathrm{WL}}+\left.\frac{\partial \mathrm{e}_{\mathrm{QD}}^{e, h}}{\partial t}\right|_{\mathrm{QD}-\mathrm{WL}} ^{\text {Auger }} \tag{12.4}
\end{align*}
$$

where we have introduced the detuning from a single dot resonance $\Delta=\left(\omega_{a}-\omega_{0}\right) / \gamma_{p}$.

The first QD-WL relaxation term describes the thermo-activated processes. For the sake of simplicity we ignore the possible non-local interaction between the QD and the WL, drop the subscript QD in the variable names and write

$$
\begin{equation*}
\left.\frac{\partial n^{e, h}}{\partial t}\right|_{\mathrm{QD}-\mathrm{WL}}=-\gamma_{\mathrm{esc}}^{e, h} n^{e, h}+\sigma_{\mathrm{cap}}^{e, h} N_{\mathrm{WL}}^{e, h}\left[\Pi-n^{e, h}\right], \tag{12.5}
\end{equation*}
$$

where $N_{\mathrm{WL}}^{e, h}$ is the surface density carrier population in the WL. $\gamma_{\mathrm{esc}}^{e, h}$ and $\sigma_{\text {cap }}^{e, h}$ are respectively the escape rate from the QD and the capture rate cross section into the QD. The second QD-WL relaxation terms describe the Auger processes [45]. For a low WL carrier density, we retain only those terms that are in first order in $N_{\mathrm{WL}}^{e, h}$ :

$$
\begin{equation*}
\left.\frac{\partial n^{e}}{\partial t}\right|_{\mathrm{QD}-\mathrm{WL}} ^{\text {Auger }}=-B_{\mathrm{he}} N_{\mathrm{WL}}^{h} n^{e}\left[\Pi-n^{h}\right]+B_{\mathrm{eh}} N_{\mathrm{WL}}^{e} n^{h}\left[\Pi-n^{e}\right] . \tag{12.6}
\end{equation*}
$$

The first term describes the excitation of an electron to the WL via the interaction of a hole in the WL and in the QD, and the second term is a symmetric process that describes the capture of a WL electron in the QD via the interaction of a WL and a QD hole. For the sake of conciseness, we will refer to the symmetric process in the following by "sym." in the equations. $B_{\text {he,eh }}$ has the units of a cross-sectional rate (area/time). A similar term exists for the holes:

$$
\begin{equation*}
\left.\frac{\partial n^{h}}{\partial t}\right|_{\mathrm{QD}-\mathrm{wL}} ^{\text {Auger }}=-\left.\frac{\partial n^{e}}{\partial t}\right|_{\mathrm{QD}-\mathrm{wL}} ^{\text {Auger }} \tag{12.7}
\end{equation*}
$$

The QD polarization $P_{\mathrm{QD}}$ can be adiabatically eliminated due to the fast polarization decay time $\gamma_{p}^{-1}$ with respect to the other ones so that its steady state values are:

$$
\begin{equation*}
P_{\mathrm{QD}}=-\frac{i \mu}{\hbar \gamma_{p}}\left(\frac{1-i \Delta}{1+\Delta^{2}}\right)\left[n^{e}+n^{h}-\Pi\right] E \tag{12.8}
\end{equation*}
$$

and can be substituted into Eq. 12.4 to obtain

$$
\begin{align*}
\frac{\mathrm{d} n_{\mathrm{QD}}^{e, h}}{\mathrm{~d} t}= & -\gamma_{\mathrm{nr}} n_{\mathrm{QD}}^{e, h}-\frac{\Gamma_{\mathrm{sp}}}{2} n_{\mathrm{QD}}^{e} n_{\mathrm{QD}}^{h} \\
& -\frac{2 \mu^{2}}{\hbar^{2} \gamma_{p}}\left(\frac{1}{1+\Delta^{2}}\right)\left[n^{e}+n^{h}-\Pi\right]|\mathbf{E}|^{2}  \tag{12.9}\\
& +\left.\frac{\partial n_{\mathrm{QD}}^{e, h}}{\partial t}\right|_{\mathrm{QD}-\mathrm{WL}}+\left.\frac{\partial n_{\mathrm{QD}}^{e, h}}{\partial t}\right|_{\mathrm{QD}-\mathrm{WL}} ^{\text {Auger }}
\end{align*}
$$

The rate equation for the WL carrier population is given by

$$
\begin{align*}
\frac{\partial N_{\mathrm{WL}}^{e, h}}{\partial t}=\Lambda & -\gamma_{\mathrm{nr}}^{\mathrm{WL}} N_{\mathrm{WL}}^{e, h}+\left.\frac{\partial N_{\mathrm{WL}}^{e, h}}{\partial t}\right|_{\mathrm{QD}-\mathrm{WL}}  \tag{12.10}\\
& +\left.\frac{\partial N_{\mathrm{WL}}^{e, h}}{\partial t}\right|_{\mathrm{QD}-\mathrm{WL}} ^{\mathrm{Auger}}+D \nabla_{\perp}^{2} N_{\mathrm{WL}}^{e, h}
\end{align*}
$$

where $\gamma_{\mathrm{nr}}^{\mathrm{WL}}$ is the non-radiative decay term, $\Gamma_{\mathrm{sp}}^{\mathrm{WL}}$ is the spontaneous recombination term (that will be neglected consistently with the hypothesis of a low WL population), and $\Lambda$ is a pumping term accounting for a possible current injection into the WL, moderate enough such that Coulomb effects remain negligible. Note the diffusion coefficient $D$ which spreads out any initially localized excitation in the transverse plane and may contribute to diffusively couple QD at different locations. Again, spontaneous emission processes in the WL have been disregarded when considering first-order processes in $N_{\mathrm{WL}}$. For a constant spatial density of $\mathrm{QD} N_{\mathrm{QD}}$, the Auger term and the capture term read:

$$
\begin{align*}
& \left.\frac{\partial N_{\mathrm{WL}}^{e, h}}{\partial t}\right|_{\mathrm{QD}-\mathrm{WL}} ^{\text {Auger }}=-\left.N_{\mathrm{QD}} \frac{\partial n^{e, h}}{\partial t}\right|_{\mathrm{QD}-\mathrm{WL}} ^{\text {Auger }}  \tag{12.11}\\
& \left.\frac{\partial N_{\mathrm{WL}}^{e, h}}{\partial t}\right|_{\mathrm{QD}-\mathrm{WL}}=-\left.N_{\mathrm{QD}} \frac{\partial n^{e, h}}{\partial t}\right|_{\mathrm{QD}-\mathrm{WL}} \tag{12.12}
\end{align*}
$$

It is now crucial to introduce the distribution of QD heights, intrinsic of the SK-growth, a phenomenon known to introduce an inhomogeneous broadening of the spectral linewidth of the dot ensemble. The contribution of each class of dots is weighed by a statistical factor,

$$
\begin{equation*}
G_{\Delta_{i}}(\Delta)=\frac{1}{\Gamma / \gamma \sqrt{\pi}} \exp -\left(\Delta_{i}-\frac{\gamma}{\Gamma} \Delta\right)^{2} \tag{12.13}
\end{equation*}
$$

as determined by the detuning from the center $\omega_{i}$ of the inhomogeneously broadened line as in [22]. $\Delta_{i}=\left(\omega_{i}-\omega_{0}\right) / \Gamma$ denotes the field detuning from the QD population line center and $\Gamma$ is the inhomogeneous QD linewidth.

The WL Eq. 12.10 is only modified through the QD-WL interaction terms (12.11, 12.12). Since Auger or capture processes cannot involve two different dots, the carriers captured by all the dots (which equals the total population lost by the WL) is then just the capture rate for one spectral class of dots summed over the whole distribution :

$$
\left.\begin{array}{rl}
\left.\frac{\partial N_{\mathrm{WL}}^{e, h}}{\partial t}\right|_{\mathrm{QD}-\mathrm{WL}} ^{\mathrm{Auger}}= & -N_{\mathrm{QD}} \gamma_{p} \times \int\left(\mp B_{\mathrm{eh}} N_{\mathrm{WL}}^{e, h} n^{h, e}\left[\Pi-n^{e, h}\right] \pm s y m .\right) \times G_{\Delta_{i}}(\Delta) \mathrm{d} \Delta \\
\begin{array}{rl}
\left.\frac{\partial N_{\mathrm{WL}}^{e, h}}{\partial t}\right|_{\mathrm{QD}-\mathrm{WL}}= & \\
& -N_{\mathrm{QD}} \gamma_{p} \times \int\left(-\gamma_{\mathrm{esc}}^{e, h} n^{e, h}+\sigma_{\mathrm{cap}}^{e, h} N_{\mathrm{WL}}^{e, h}\left[\Pi-n^{e, h}\right]\right) \times G_{\Delta_{i}}(\Delta) \mathrm{d} \Delta .
\end{array} \\
& =  \tag{12.15}\\
& =12.14 \\
& =1
\end{array}\right]
$$

If we concentrate on the role of QD-WL interactions in determining the $\alpha$-factor in a QD-based microcavity, a fundamental feature that must be taken into account is the distribution of the dot inhomogeneous sizes which changes the spectral distribution of carrier occupancy. A deeper QD will have a larger energy gap, so that when the difference in energy between the WL and the QD is larger, the carrier lasts longer in the GS, i.e. it is more difficult for it to escape into the WL [46, 47]. The rate $\gamma_{\text {esc }}$ is just the inverse of the escape time and hence its dependence is proportional to $\exp \left[\left(E_{\mathrm{QD}}-E_{\mathrm{WL}}\right) / k_{B} T\right]$. For the carrier capture $\sigma_{\text {cap }}$ the situation is the opposite in the sense that the transition from the WL into the excited state is favored when the difference $E_{\mathrm{WL}}-E_{\mathrm{QD}}$ is larger. If we account for this mechanism in the derivation of our model, it turns out that the escape and carrier rates depend on the spectral class of the carrier considered and, after some manipulations reported in [24], should be modified as:

$$
\begin{align*}
\gamma_{\text {esc }}(\Delta) & =\gamma_{\text {esc }}^{o} \exp \left(-\frac{\Gamma}{\gamma_{p}} \beta \Delta i\right) \exp (\beta \Delta)  \tag{12.16}\\
\sigma_{\text {cap }}(\Delta) & =\sigma_{\text {cap }}^{o} \exp \left(\frac{\Gamma}{\gamma} \beta \Delta i\right) \exp (\beta \Delta) \tag{12.17}
\end{align*}
$$

Here,

$$
\begin{equation*}
\beta=\hbar \gamma_{p} / k_{B} T \tag{12.18}
\end{equation*}
$$

and its typical value at room temperature is around $0.01-0.02$.
Finally, we introduce the same scalings reported in [23] to make the model compact, make all the interaction terms explicit and write the final form for the carrier equations as:

$$
\begin{align*}
\frac{\mathrm{d} n_{\mathrm{QD}}^{e, h}}{\mathrm{~d} t}= & -\gamma_{\mathrm{nr}}\left[n^{e, h}+\frac{\Gamma_{\mathrm{sp}}}{2} n^{e} n^{h}+\frac{|\mathbf{E}|^{2}}{1+\Delta^{2}}\left[n^{e}+n^{h}-\Pi\right]\right. \\
& \pm B_{\mathrm{he}} N_{\mathrm{WL}}^{h} n^{e}\left[\Pi-n^{h}\right] \mp B_{\mathrm{eh}} N_{\mathrm{WL}}^{e} n^{h}\left[\Pi-n^{e}\right]  \tag{12.19}\\
& \left.+\gamma_{\mathrm{esc}}^{e, h} n^{e, h}-\sigma_{\mathrm{cap}}^{e, h} N_{\mathrm{WL}}^{e, h}\left[\Pi-n^{e, h}\right]\right] \\
\frac{\partial N_{\mathrm{WL}}^{e, h}}{\partial t}=- & \gamma_{\mathrm{nr}}^{\mathrm{WL}}\left[-\Lambda+N_{\mathrm{WL}}^{e, h}-D \nabla_{\perp}^{2} N_{\mathrm{WL}}^{e, h} .\right. \\
\mp & B_{\mathrm{he}} N_{\mathrm{WL}}^{h} \int n^{e}\left[\Pi-n^{h}\right] G_{\Delta_{i}}(\Delta) \mathrm{d} \Delta \pm B_{\mathrm{eh}} N_{\mathrm{WL}}^{e} \int n^{h}\left[\Pi-n^{e}\right] G_{\Delta_{i}}(\Delta) d \Delta \\
- & \left.\gamma_{\mathrm{esc}}^{e, h} \int n^{e, h} G_{\Delta_{i}}(\Delta) \mathrm{d} \Delta-\sigma_{\mathrm{cap}}^{e, h} N_{\mathrm{WL}}^{e, h} \int\left[\Pi-n^{e, h}\right] G_{\Delta_{i}}(\Delta) \mathrm{d} \Delta\right] . \tag{12.20}
\end{align*}
$$

For our purposes, the most important scaling going from Eqs. 12.9-12.19 is the one of the field via the saturation field strength

$$
\begin{equation*}
E_{\mathrm{S}}=\sqrt{\frac{\hbar^{2} \gamma_{p} \gamma_{\mathrm{nr}}}{2 \mu^{2}}} \tag{12.21}
\end{equation*}
$$

The saturation intensity is given by

$$
\begin{equation*}
I_{\mathrm{s}}=\frac{c n_{b} \varepsilon_{0} \hbar^{2} \gamma_{p} \gamma_{\mathrm{nr}}}{\mu^{2}} \tag{12.22}
\end{equation*}
$$

$n_{b}$ denoting the background refractive index. The (normalized) susceptibility $\chi_{I}$ of the inhomogeneously broadened QD population then stems from the summation of the responses of individual QD weighed by their Gaussian statistical contribution,

$$
\begin{equation*}
\chi_{I}\left(\Delta_{i}, n_{e}, n_{h}\right)=\int \frac{1-i \Delta}{1+\Delta^{2}}\left(n^{e}+n^{h}-\Pi\right) G_{\Delta_{i}}(\Delta) \mathrm{d} \Delta . \tag{12.23}
\end{equation*}
$$

In order to make a connection to experiments, the scaled units need to be related to real ones. The unscaled susceptibility is:

$$
\begin{equation*}
\chi\left(\Delta_{i}, n_{e}, n_{h}\right)=\left(\frac{\mu^{2} N_{D}}{\hbar \varepsilon_{0} \gamma_{p}}\right) \chi_{I}\left(\Delta_{i}, n_{e}, n_{h}\right) \tag{12.24}
\end{equation*}
$$

Here, $N_{D}$ defines an effective volume density. In vertical-cavity devices (VCSEL),

$$
\begin{equation*}
N_{D}=\frac{N_{\mathrm{QD}} N_{l}}{L_{A}} \tag{12.25}
\end{equation*}
$$

whereas in edge-emitting devices or lasers (EEL)

$$
\begin{equation*}
N_{D}=\frac{N_{\mathrm{QD}} N_{l}}{d}, \tag{12.26}
\end{equation*}
$$

where $N_{l}$ is the number of QD layers, $d$ is the total thickness of the active zone (EEL) and $L_{A}$ the total length of the active zone (VCSEL). From this, the absorption coefficient for the intensity can be obtained as

$$
\begin{equation*}
\alpha\left(\Delta_{i}, n_{e}, n_{h}\right)=\frac{\omega_{0}}{n_{b} c} \operatorname{Im} \chi\left(\Delta_{i}, n_{e}, n_{h}\right) \tag{12.27}
\end{equation*}
$$

Analogously, the refractive index can be determined from the real part of the scaled susceptibility as:

$$
\begin{equation*}
n=\frac{1}{2 n_{b}} \chi=\Delta n_{0} R e \chi_{I} \tag{12.28}
\end{equation*}
$$

where $\Delta n_{0}$ is equal to

$$
\begin{equation*}
\Delta n_{0}=\frac{\mu^{2}}{2 n_{b} \hbar \varepsilon_{0} \gamma_{p}} N_{D} \tag{12.29}
\end{equation*}
$$

Note that these are the material coefficients, to obtain the modal coefficients for devices in which there is only a partial overlap between the active region and the field distribution (e.g. in EEL) one needs to multiply with a confinement factor $\Gamma_{\text {trans }}$, which is given by an overlap integral over the fast direction between the fundamental waveguide mode intensity distribution and the thin active layer.

## Cavity Equation

The field equation is derived here in the case of a broad-area resonator, by following the same procedure as in [48, 49]. In the mean-field limit and introducing the appropriate scalings as in [23], we can write the equation for the intracavity field as:

$$
\begin{equation*}
\frac{\partial E}{\partial t}=-\left[(1+i \theta) E-E_{I}-i \nabla_{\perp}^{2} E-2 C \chi\left(\Delta_{i}, n_{e}, n_{h}\right) E\right] \tag{12.30}
\end{equation*}
$$

The time here has been scaled to the field decay rate $\kappa=c T / 2 n_{b} L$ in the cavity. We also have introduced $\theta=\left(\omega_{c}-\omega_{0}\right) / \kappa$, the scaled cavity-field detuning and the cooperativity parameter

$$
\begin{equation*}
2 C=\frac{\mu^{2} \omega_{0} N_{\mathrm{QD}}}{\varepsilon_{0} \hbar \gamma_{p} n_{b} c T} . \tag{12.31}
\end{equation*}
$$

$E_{I}$ is an injected field while the transverse Laplacian $\nabla_{\perp}^{2}$ accounts for the diffraction inside the cavity. The spatial transverse coordinates are rescaled to the
diffraction coefficient $a=c / 2 n_{b} k_{o} \kappa . L$ is the cavity length and $T$ the mirror transmission.

Equation 12.19 for the electrons and holes and 12.20 for the WL with Eq. 12.30 for the field are the self-consistent set for a general description of a broad-area QD microresonator. (Due to the scaling of time with $\kappa, \gamma_{\mathrm{nr}}$ and $\gamma_{\mathrm{nr}}^{\mathrm{WL}}$ in Eqs. 12.19, 12.20 need to be scaled also to $\gamma_{\mathrm{nr}} / \kappa$ and $\gamma_{\mathrm{nr}}^{\mathrm{WL}} / \kappa$.)

## Propagation Equations

The paraxial wave equation describing single-pass propagation of a light field $E(x, x, z)$ in a medium with a susceptibility $\chi$ is

$$
\begin{equation*}
\partial_{z} E=i \frac{c}{2 n_{b} \omega_{0}} \nabla_{\perp}^{2} E+i \frac{\omega_{0}}{2 n_{b} c} \Gamma_{\text {trans }} \chi E . \tag{12.32}
\end{equation*}
$$

The transmitted field after a thin layer of matter with thickness $\delta z$ is (thin enough such that diffraction can be neglected)

$$
\begin{equation*}
E(x, y, z+\delta z)=\exp \left[i \frac{\omega_{0}}{2 n_{b} c} \chi(x, y, z) \delta z\right] E(x, y, z) \tag{12.33}
\end{equation*}
$$

In most investigations presented below, we will assume that this description is fine for the whole sample, i.e. we set $\delta z=L_{A}$ neglecting pump depletion (or amplification) and diffraction within the medium.

## Numerical Results: Single-Pass Propagation

## Parameters and Numerical Scheme

Calculations can be performed for the (two-dimensional) case of a surface-emitting geometry or for a (quasi-one-dimensional) edge-emitter. We concentrate on the latter because of the smallness of the optical density in a surface-emitter. Then, Eqs. $12.19,12.20$ are solved numerically for a cw Gaussian input beam $E(x)=$ $E_{0} \times \exp \left(-x^{2} / w_{x}^{2}\right)$ on a numerical grid with 64 space points and a beam waist $w_{x}$ of 15 points or $15 \mu \mathrm{~m}$. We resolve spectrally 61 size classes. About 8,000 iterations are needed until the solutions to the carrier equations relax to the stationary state. Due to the thinness of the active zone in the fast direction $(y), E(x)$ can be taken as the peak value of the field profile of the fundamental mode of the waveguide in the fast direction (with radius $w_{y}$ ) with the form $E(x, y)=$ $E(x) \times \exp \left(-y^{2} / w_{y}^{2}\right)$. Note that we do not consider any built-in waveguide in the $x$-direction. The resulting spatial distributions $n^{e}(x)$ and $n^{h}(x)$ are then used to calculate the spatial distribution of the susceptibility by Eqs. 12.23 and 12.24.

In the experiment, one is not measuring the absorption coefficient (12.27) directly but transmission. Typically, the latter will be integrated over the beam in addition:

$$
\begin{equation*}
T=\int \exp \left[-\Gamma_{\text {trans }} \alpha(x) L_{a}\right]\left(\frac{2}{\pi}\right)^{1 / 2} \frac{1}{w_{x}} \exp \left(\frac{-2 x^{2}}{w_{x}^{2}}\right) \mathrm{d} x \tag{12.34}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{\text {trans }}=\frac{\int_{-d / 2}^{d / 2}|E(y)| \mathrm{d} y}{\int|E(y)| \mathrm{d} y} \tag{12.35}
\end{equation*}
$$

is the confinement factor for an edge-emitting structure.
We are choosing parameters typical for InAs QD emitting in the $1.3 \mu \mathrm{~m}$ region at room temperature $[9,15,16,50,51]$. We assume the following set of parameters in normalized units: $B_{\text {eh,he }}=200, \sigma_{\text {cap }}=500, \gamma_{\text {esc }}^{e}=0.01, \gamma_{\text {esc }}^{h}=100, \gamma_{\mathrm{nr}}^{\mathrm{WL}}=0.15$ and a time unit of 11.7 ps . This translates to a rate of ( $1 / 160 \mathrm{fs}$ ) for the capture and Auger processes coupling the WL to the QD in agreement with measurements for the refilling of the QD ground state from WL and excited states [9, 16].

Other parameters are [15,51,52]: $N_{\mathrm{QD}}=5 \times 10^{10} \mathrm{~cm}^{-2} \mathrm{QD}$ dot sheet density, $N_{l}=10, d=10 \times 3.9 \times 10^{-8} \mathrm{~m}, \omega_{0}=1.45 \times 10^{15} \mathrm{~s}^{-1}, \lambda=1.3 \mu \mathrm{~m}, \beta=0.02$, $L_{a}=1 \mathrm{~mm}, \gamma_{p}=7.1 \times 10^{12} \mathrm{~s}^{-1}, \Gamma / \gamma_{p}=4$, corresponding to an inhomogeneous broadening of about 40 nm . A dipole matrix element of $\mu=1.23 \times 10^{-28} \mathrm{Cm}$ corresponding to a radiative lifetime of $1 / \Gamma_{1}=0.5 \mathrm{~ns}$ results then in a small-signal modal absorption coefficient in line center (Eq. 12.27 for $n_{e}=n_{h}=0$, $\left.\Gamma_{\text {trans }}=0.094\right)$ of $\alpha_{0}=26.7 / \mathrm{cm}$. Since reported small-signal modal gain values for these structure are between about 19 and $24 / \mathrm{cm}$ in the $1,250-1,290 \mathrm{~nm}$ range [9,51] with small-signal absorption being about $30-100 \%$ larger than the small-signal gain [9], this is a conservative estimate. Note that in the remainder of "Modeling and Simulation Results" and in "Experiments on InAs/GaAs QD Around $1,250 \mathrm{~nm}$ " $\alpha, \alpha_{0}, n, C$ denote modal absorption coefficients, refractive indices, and cooperativity parameters, whereas in "Experiments on InAlAs/GaAlAs QD at 780 nm " they denote the material parameters.

## Results: Saturation of Absorption and Gain

Figure 12.1 displays the gain, respectively absorption, coefficient obtained from Eq. 12.34 in dependence of the input intensity for different detunings. For all curves, it starts at the small-signal value and then drops to the vacuum value of zero due to the generation of carriers and the resulting bleaching. Obviously, the small-signal absorption/gain is highest at $\Delta_{i}=0$ and decreases for increasing modulus of detuning according to Eq. 12.27. The intensity where saturation becomes apparent seems to increase with increasing modulus of detuning.

Fig. 12.1 (Color online) Modal gain coefficient as a function of the normalized intensity in the center of the Gaussian input beam for different values of the detuning in the absorption (circles) and gain regimes (squares). (Adapted from [25])


Since the ratio of $\Gamma / \gamma_{p}=4$ refers to a Voigt-profile situation where neither homogeneous nor inhomogeneous broadening are clearly dominating, we fit the dependence of the gain coefficient on intensity with different models that describe saturable absorption in the case of two-level systems with inhomogeneous,

$$
\begin{equation*}
\alpha=\alpha_{0} / \sqrt{\left(1+E^{2} / E_{s}^{2}\right)}, \tag{12.36}
\end{equation*}
$$

and homogeneous,

$$
\begin{equation*}
\alpha=\alpha_{0} /\left(1+E^{2} / E_{s}^{2}\right), \tag{12.37}
\end{equation*}
$$

broadening [53]. The latter proves to fit best the simulation. We show in Fig. 12.2, the modulus squared of the saturation field strength vs $\Delta_{i}$ as extrapolated from the above formula. The saturation intensity is minimal at $\Delta_{i}=0$ and is slightly different, about a factor of two, for the gain $\left(E^{2}=3.6\right)$ and the absorption case $\left(E^{2}=1.8\right)$. It strongly increases in both cases for increasing modulus of the detuning, whereas it should be constant in the strongly inhomogeneous limit [53]. As indicated above, a ratio of $\Gamma / \gamma_{p}=4$ corresponds neither to strongly inhomogeneous broadening nor to pure homogenous one. Additional coupling is provided by the fact that different size classes of QD are coupled via the escape and recapture processes via the WL and lead to a stronger homogeneous broadening at room temperature than at lower temperatures [54]. Nevertheless, at least in quantum dash samples there is evidence for a strong coherent hole (the equivalent to the so-called Lamb-dip in Doppler-broadened atomic ensembles) at room temperature [55] indicating at least partial inhomogeneous broadening. This coherent hole is observed in our simulations also. Hence it seems to make sense that the saturation behavior shares features known from homogeneous and inhomogeneously broadened systems.

For an experimental situation with $w_{x}=15 \mu \mathrm{~m}$ and $w_{y}=0.5 \mu \mathrm{~m}, E^{2}=1$ corresponds to a power of 7.1 mW . Hence the minimum value of the saturation power is 13 mW in the absorption case and 26 mW in the gain case. If instead of $\gamma=0.15$

Fig. 12.2 (Color online)
Modulus squared of saturation field strength (proportional to saturation intensity) obtained from a fit of the curves in Fig. 12.1 to Eq. 12.36 as a function of detuning. Squares represent the gain case (red online), circles the absorptive case (blue online). The lines are only a guide for the eye. (Adapted from [25])

(or 78 ps lifetime), the purely radiative lifetime is considered, the corresponding values are about a factor of 10 lower and easily accessible experimentally.

As indicated, the simulations presented neglect pump depletion within the medium. We have preliminary results using a split-step beam propagation method [56]. The term 'split-step' implies that the simultaneous action of diffraction and nonlinear refraction (determined by $\chi$ ) in Eq. 12.32 is replaced by a step-wise scheme of alternating diffraction and refraction steps. This works by splitting the medium in $m$ layers with a thickness $\delta z=L_{A} / m$. The diffraction part is solved in Fourier (transverse wave number) space, the refraction is solved in real space via Eq. 12.33. In each layer the carrier equations need to be solved providing a significant computational load. We find that for our case, $m=16$ provides enough resolution (for $L_{A}=1 \mathrm{~mm}$ ) so that the results do not depend on discretization. The principal shape of the saturation curves is not strongly affected by taking into account pump depletion but the saturation intensity for the absorption increases by a factor of about 1.6 and the saturation intensity for the gain decreases by a factor of about 0.7 (for $\Delta_{i}=0$ ). As a result, the gain saturates now slightly easier than the absorption. This is easily understandable because the pump depletion due to absorption will hinder saturation in the subsequent layers. On the other hand, the amplification due to gain will help to saturate the gain in the subsequent layers. Similar considerations will be important in "Experiments on InAs/GaAs QD Around $1,250 \mathrm{~nm}$ " to interpret multi-pass effects.

## Results: Self-Lensing

One effective method to assess the strength of a $\chi_{3}$ - or saturable refractive index nonlinearity is to look for self-lensing, e.g. in a so-called z-scan geometry [57]. Since the input beam is spatially varying, also the refractive index is. Around the
beam center, the variation is necessarily parabolic. According to [58] the radius of curvature acquired by a wave propagating a distance $L_{a}$ in a medium is given by

$$
\begin{equation*}
\frac{1}{R(r)}=\frac{1}{r} \frac{\partial}{\partial r} n(r) L_{a} \tag{12.38}
\end{equation*}
$$

From that we can identify an effective focal power:

$$
\begin{align*}
& \frac{1}{f}(x)=-\frac{1}{x} \frac{\partial}{\partial x} n(x) L_{a}  \tag{12.39}\\
= & -\Delta n_{0} L_{a}\left(\frac{1}{x} \frac{\partial}{\partial x} \operatorname{Re} \chi_{I}(x)\right) \tag{12.40}
\end{align*}
$$

If the refractive index distribution would be a pure parabola, the focal power would be constant over the whole beam, thus implying an aberration-free equivalent lens. In reality, this is obviously not the case because the pumping Gaussian has an inflection point. Nevertheless the parabola is often a good approximation in beam center where most of the beam energy is. This was studied in detail in atomic vapors [59] and we will discuss it for the QD below. In any case, the curvature will give a quantitative indicator for the strength of beam shaping even if the lens is not perfect. The focusing can be experimentally detected by a change of the beam width in far field [60] or at some distance after the medium [59] (similar as in z-scan techniques [57]). In this first treatment, we will confine to a thin lens to demonstrate the principles. For a quantitative description of a real experiment it might be necessary to include absorption and nonlinear beam reshaping during propagation.

Figure 12.3 shows the spatial profile of the real part of the susceptibility imposed by the Gaussian pumping profile for low, intermediate, and high peak intensity. For low intensity it follows roughly the Gaussian intensity distribution of the input beam ('Kerr-limit') whereas at high intensities there is a broad plateau in beam center because the beam has sufficient intensity to saturate the sample even in the beam wings. At beam center, the variation is parabolic leading to lensing. Figure 12.4 shows how the lens power changes as function of input intensity for different detunings in the absorption case (a) as well as in the gain case (b). Apart from the $\Delta_{i} \approx 0$-case (discussed separately below), the focal power increases from zero with increasing intensity, reaches a peak at an intermediate intensity and decreases again if the intensity is increased further. The sign of the lensing depends on the sign of detuning and whether the sample is absorbing or providing gain, as expected. The maximum lens effect occurs at $\Delta_{i}=1.1$ and $E^{2}=9(P=64 \mathrm{~mW})$. The focal power is maximum at an intermediate input power a few times higher than the saturation power. The intensity needed to obtain maximum lens power increases for increasing modulus of detuning. This is probably due to the fact that the saturation intensity increases with detuning and the maximum effect is found for the same saturation condition.

The fact that the maximum focal power is obtained at intermediate input intensity can be explained by looking at Fig. 12.3. For low intensity the curvature follows the curvature of the input profile ['Kerr-limit', $\Delta n(x) \sim|E|^{2}(x)$ ], but the

Fig. 12.3 (Color online) Spatial profile of the real part of the susceptibility for, from top to bottom line, low (blue line, amplitude enhanced by a factor of 10), intermediate (black line), and high excitation (red line). $\Lambda=0, \Delta_{i}=1.1$. The total excursion is $\Delta n=$ $1.6 \times 10^{-4}$. (From [25])

total effect is low because the excursion from the background refractive index is small (note that the curve is blown up by a factor of 10). For high intensity, the excursion is large $\left(\operatorname{Re}\left(\chi_{I}\right)\right.$ becomes nearly zero) but the total focal power is again low because the curvature is strongly reduced. This is due to the fact that saturation is effective over a large area at high intensities. The case of intermediate intensity is in between: On the one hand the excursion is of reasonable size, about half the maximal effect, on the other hand the curvature is still quite close to the one of the input beam. Both is characteristic for intensity levels around the saturation intensity, i.e. for the onset of saturation, and hence the total effect is maximal. Similar characteristics were found for atomic vapors [59]. Here, in the homogeneously broadened case, it can be demonstrated analytically that maximum focal power is found at the saturation power [59].

The lensing effect is minimal at $\Delta_{i}=0$. Indeed, in a purely two-level system no effect at all is expected for $\Delta_{i}=0$ because the contributions of blue and red detuned size classes cancel. It is the thermally induced coupling to the WL (described by the parameter $\beta$ ) which breaks that symmetry (see "Nonlinear Refractive Index and $\alpha$-Factor").

In the peak, the predicted lensing effect is actually quite substantial, $\left|f_{\min }\right| \approx$ 1.7 mm , in a sense, because the focal length reaches the length of the medium (assumed to be $L_{a}=1 \mathrm{~mm}$ ), i.e. the point where the approximation by a thin lens becomes questionable. These values were calculated assuming an input beam radius of $w_{x}=15 \mu \mathrm{~m}$ chosen because it would be conveniently to work with experimentally and being somewhat larger than typical fundamental mode sizes in EEL, i.e. in a range where filamentation phenomena might occur. The size of cavity solitons is also in that range (about $10 \mu \mathrm{~m}$ [30, 61]).

Nevertheless, it turns out that an experimental confirmation is not straightforward. The modification of the input beam by the lensing of the sample can be detected by either measuring the on-axis amplitude (being proportional to the square of the new beam waist of the transmitted beam, $w_{x}^{\prime 2}$ ) or the beam width in far field $\left(\sim 1 / w_{x}^{\prime 2}\right)$ [60] or, more sensitively, by measuring the beam size either


Fig. 12.4 (Color online) Focal power as function of normalized peak intensity for different detunings in the absorption case (a) and the gain case (b). ( $\Lambda=1.8$ was chosen because it reproduced the experimental finding that maximal gain is about half the absorption coefficient.) (From [25])
directly or via the transmission through a pinhole at some suitable chosen distance after the medium as it is done in usual z-scan techniques [57]. Replacing the medium by a thin lens of focal length $f$, the size of the new beam waist $w_{x}^{\prime}$ can be calculated by ABCD-matrix theory as

$$
\begin{equation*}
w_{x}^{\prime}=w_{x} \frac{1}{1+\frac{\pi w_{x}^{4}}{\lambda^{2} f^{2}}} . \tag{12.41}
\end{equation*}
$$

For an input beam waist of $w_{x}=15 \mu \mathrm{~m}$ and a thin lens with $f \approx 1.7 \mathrm{~mm}$, the new beam waist is $w_{x}=14.3 \mu \mathrm{~m}$ at a distance of 0.16 mm . This rather small change in beam is quite difficult to detect. Equation 12.41 says that the effect becomes more pronounced if the initial beam radius is increased (at constant $f$ ), being substantial if the Rayleigh length of the input beam $z_{r}=\pi w_{x}^{2} / \lambda$ is of the order of $f$. In reality, however, the focal length scales like $f \sim w_{x}^{2}$, since, as discussed for Fig. 12.3, the curvature of the susceptibility profile follows the curvature of the input beam in first approximation for not too strong saturation (see [59] for an analytical treatment). Hence, actually the strength of the detected signal cannot be influenced by choice of the input beam size.

However, due to the approximately quadratic dependence of the new beam waist on ratio of $w_{x}^{2} / f$, the situation rapidly improves with increasing focal power. For example, a change of size by $20 \%$, which should be experimentally detectable, is reached already for a focal power of about $1,000 / \mathrm{m}$, i.e. only about two times the maximum value reported in Fig. 12.4.

Since it appears that the numbers are somewhat at the edge, it is useful to discuss the influence of other uncertainties, e.g. the exact nature of the relaxation processes between the QD and WL states. Results reported in [25] indicate that the

Fig. 12.5 (Color online) Real and Imaginary part of the linear susceptibility as function of detuning for different ratios between inhomogeneous and homogeneous broadening. (From [25])

changes are within the $20 \%$ range for the dominating part (real or imaginary) of the susceptibility for reasonable adjustments of parameters. The carrier lifetime in the QD was assumed to be 78 ps , much smaller than the radiative lifetime of 500 ps . This was done on the one hand to be on the conservative side with respect to the possible influence of defect induced recombination and on the other hand to reduce the computational load, which is rather high due to the separation of timescales between scattering processes between WL and QS and carrier lifetime in QD and due to the fact that the carrier density needs to be spectrally and spatially resolved in our case. We did some test runs using a lifetime of 0.5 ns which yield an increase of $10 \%$ in saturation and negligible effect in lensing. Note that the influence of the lifetime on the scaling of the saturation power can be treated exactly without additional calculations (as discussed above) due to the way the equations are scaled.

Finally, Fig. 12.5 shows how real and imaginary part of the linear susceptibility change as function of detuning for different ratios between homogeneous and inhomogeneous broadening. Since the linear susceptibility defines the maximum value of the nonlinear index change, this provides a good guidance on the maximum effect to be expected. Choosing a ratio of $\Gamma / \gamma_{p}=10$ instead of 4 decreases the maximum of the real part of the susceptibility by a factor of 2.1 . For a ratio of $\Gamma / \gamma_{p}=1$, it is a factor of 2 higher. Hence, at constant $\gamma_{p}$, one can expect to benefit from improved growth with a reduced inhomogeneous broadening. Note that increasing $\gamma_{p}$ at constant $\Gamma$ is not beneficial because the increase of the scaled susceptibility is sublinear (cf. Fig. 12.5) and is overcompensated by the dependence of the proportionality factor between scaled and unscaled susceptibility on $\gamma_{p}$, see Eq. 12.24. We conclude that though uncertainties in the relaxation constants will influence the measurements quantitatively, our overall conclusion that the lensing is at the edge of being detectable is not changed. One reason for the somewhat low nonlinear phase shift is the inhomogeneous broadening. The peak phase shift from Fig. 12.5 for $\Gamma / \gamma_{p}$ is only $40 \%$ of what a homogenously broadened transition with the same total QD density would give.

At this point it is worthwhile to note that a possible susceptibility contribution of the WL carrier population or ES population should be introduced here. Taking for example the curve with $\Gamma / \gamma_{p}=4$ considered relevant here, the refractive index contribution of an ES 100-120 nm away from the GS (roughly the situation in InAs QD) will partially overlap and counteract the effect of the GS transition: With an inhomogenous broadening of $\Gamma \approx 40 \mathrm{~m}$ the distance between the ES and the GS on the $\Delta_{I}$-axis in Fig. 12.5 is 3 . (The contribution is smaller for the imaginary part of the susceptibility (our main focus in the experiment later) because that tails off fast than the real part with detuning.) In particular, that implies that there might be a nonzero $\alpha$-factor around the gain peak of the GS due to the off-resonant contributions from WL and ES. Though there are reports of fairly low $\alpha$-factors [35-37] on the one hand, there is also significant evidence of contributions from the other states, discrete or continuous (WL or barrier based), whose contribution to the refractive index in particular could be significant for high injection values (and thus large carrier densities in the ES or WL) [38-40]. Modeling more complex contributions has been dealt with by means of properly balanced rate-equations models for the carriers and/or by inclusion of a contribution from the continuum and discrete states in WL and QD either in a semi-phenomenological or more first-principle way [39, 62-65].

## Numerical Results: Cavity Dynamics

## Nonlinear Refractive Index and $\alpha$-Factor

As just discussed, the $\alpha$-factor is an important, but still controversial factor in QD-based photonic devices. It depends very much on operating conditions and also on measurement method (see, e.g. the discussion in [39]). Commonly used techniques to measure the $\alpha$-factor (e.g. [39]) are based on the FM/AM response of the laser output or the amplified spontaneous emission spectrum to a small modulation or variation of the injection current using the relation

$$
\begin{equation*}
\alpha_{H}=\frac{\frac{\mathrm{dRe}_{\chi}}{\mathrm{d} N}}{\frac{\mathrm{dIm} \chi}{\mathrm{~d} N}}, \tag{12.42}
\end{equation*}
$$

where the change in carrier density (being it in the QD or the WL) is introduced via the variation of current around some working point. In another method one analyzes the output of a laser with injection (Huyet, 2005, "personal communication"). Since this latter method can be easily described by our formulation, Eq. 12.30, we use it here to point out one aspect of the carrier dynamics leading to an asymmetric gain spectrum and hence a nonzero $\alpha_{H}$ at gain peak in addition to the off-resonant effects of the WL and ES states. This is the different thermal occupation of the size dispersed QD GS states described by the factor $\beta$ introduced in Eq. 12.18 .


Fig. 12.6 Plot of the real and imaginary parts of the susceptibility spectrum versus the detuning from the QD population line center for $\beta=0$ and for five values of the pump $\Lambda$ from absorption to gain. Other parameters for these simulations are $\sigma_{\text {cap }}^{e, h}=500, \gamma_{\text {esc }}^{h}=100, \gamma_{\text {esc }}^{e}=0.01, B_{\text {he,eh }}=$ $500, \gamma_{p}=15, \Gamma=60, \Gamma_{\mathrm{sp}}=2.5, \gamma_{\mathrm{nr}}=\gamma_{\mathrm{nr}}^{\mathrm{WL}}=0.15, C=25, \Theta=-2,|E|=20$. (Reprinted with permission from [24]. Copyright 2007, American Institute of Physics)

We considered a pumped device with currents spanning from absorption to gain and evaluated the $\alpha$-factor defined as in [24]. For vanishing $\beta$ (meaning the neglect of the thermal distributions of the capture and escape rates) a symmetric, two-level like profile of the gain spectrum is maintained as shown in Fig. 12.6. The inhomogenous broadening does not influence the symmetry but decreases only the peak effect (as discussed above).

Figure 12.7 shows the situation for $\beta=0.02$. When $\beta>0$, the gain spectrum shows an asymmetry steadily growing with $\beta$ and with carrier injection $\Lambda$ (Fig. 12.7b) thus implying a non-vanishing $\alpha$-factor. The real part of the susceptibility (Fig. 12.7a) is less affected, the point where all dispersion curves approximately intersect and hence where $\alpha_{H} \approx 0$ moves to slightly positive detuning (here $\Delta_{i} \approx 0.015$ ).

The $\alpha$-factor can be evaluated by using the definition at the beginning of this section, i.e. varying $\Lambda$ by a small amount around a working point and calculating the resulting differentials numerically. For a bias of $\Lambda=2.36$ (pump slightly below transparency) and $\beta=0.01$, we plot its value in Fig. 12.8.

By inspecting it, we see that for fixed current pump (below threshold) and input field values, the system exhibits a negative $\alpha$-factor for higher energy (smaller wavelength) spectral values, consistently e.g. with [62], which increases to positive values, again, with a behavior qualitatively not dissimilar from the ones reported e.g. in Fig. 12.6 of [66], and experimentally in (Huyet, 2005, "personal communication"). The dispersion curve is strongly asymmetric, though the zero point is actually not much shifted for this relatively low values of $\beta$.

## Nonlinear Phase Shift and Fabry-Perot Fringes

We discussed in "Results: Self-Lensing" self-lensing as a possible method to assess the nonlinear, intensity-dependent, phase shift and found that it is close to


Fig. 12.7 Plot of the real and imaginary parts of the susceptibility spectrum versus the detuning from the QD population line center for $\beta=0.02$ and five values of the pump $\Lambda$ from absorption to gain. Other parameters as in Fig. 12.6. The inset is a blow-up of the curve for $\Lambda=2.4$. (Reprinted with permission from [24]. Copyright 2007, American Institute of Physics)

Fig. $12.8 \alpha$-factor versus the detuning from the QD population line center for $\beta=0.01$ and $\Lambda=2.36$. Other parameters as in Fig. 12.6 except $C=20, \Theta=-3,|E|=30$.

the detection limit. Interferometric methods are an attractive alternative in which a probing beam after having passed the QD sample might be interfered with a reference beam. Alternatively, one might measure the shift of cavity resonances with intensity. Note that contrary to the way the $\alpha$-factor is normally measured, i.e. by changing the carrier density via changing the injection current (see previous section), we are interested here in the index shift generated by a coherent light beam via the carriers it generates (or takes out via stimulated emission).

In a Fabry-Perot cavity a refractive index change of $\delta n$ causes a shift of the wavelength resonance by

$$
\begin{equation*}
\delta \lambda=\lambda_{0} \frac{\delta n}{n_{b}} \tag{12.43}
\end{equation*}
$$

where $\lambda_{0}$ is the resonance wavelength belonging to the background index $n_{b}$. In order that a shift is detectable, it should be about half of a free spectral range


Fig. 12.9 Bistable and monostable steady state curves for the intracavity vs injected field amplitudes: (a) resonant case $\theta=\Delta_{i}=0$ with $C=12,9,8$ (respectively, full, dotted, and dashed lines) representatives of bistable, threshold, and monostable regimes; (b) dispersive case $\theta=-1, \Delta=0$ with $C=15,11,10$ (respectively, full, dashed, and dotted lines); representatives of bistable, threshold, and monostable regimes. Other parameters as specified in the text
(FSR) of the cavity given by $\Delta \lambda_{\mathrm{FSR}}=\lambda_{0}^{2} /\left(2 n_{b} L\right)$. From this the detectable refractive index should be

$$
\begin{equation*}
\delta n=\frac{\lambda_{0}}{4 L} . \tag{12.44}
\end{equation*}
$$

For the simulation parameters used in "Parameters and Numerical Scheme", the maximum index shift is $1.6 \times 10^{-4}$ at $1,280 \mathrm{~nm}$. Hence, the nonlinear shift should be detectable in cavities of length of $2-4 \mathrm{~mm}$. Note that this is only a rough estimation. On the one hand a shift of the fringes of less than half a FSR is detectable, on the other hand, the numbers given assume optimal tuning for the maximal index effect (Fig. 12.5) and complete saturation.

## Optical Bistability

The set of equations proposed in "The Model" can be directly exploited to investigate the stationary emission states of a microresonator with coherent injection. In particular, an interest resides in the regimes where the stationary curve has a bistable character. This issue is interesting 'per se' for all-optical processing applications, but also because bistability is the fingerprint of highly nonlinear regimes and has also been investigated in relation to the search for modulational instabilities leading to pattern formation and cavity solitons (see, e.g. [27-29] for reviews).

In this research, the mainstream of the experimental investigations has been performed in absence of carrier pumping and with an injection resonant with the QD centerline and the cavity reference frequency (purely absorptive regime); in Fig. 12.9 a we show the steady state field curves for the case $\theta=0, \Delta_{i}=0$ and we


Fig. 12.10 (Color Online) a LI-curve (squares) of device with linear fit (straight line), $T=15^{\circ} \mathrm{C}$. b Spontaneous emission spectra from the QDD for different injection currents below threshold. (Reprinted with permission from [41]. Copyright 2010, American Institute of Physics)
evidence the existence of a threshold in the $C$ parameter, approximatively equal to 9 , below which the curve is monostable. Other parameters in the simulations are the same as in "Nonlinear Refractive Index and $\alpha$-Factor".

In the dispersive case, when the injected field is detuned from the cavity resonance, the bistability conditions are somewhat more demanding due to the diminished fraction of the spectral population distribution resonant with the external drive, as reported in Fig. 12.9b. The threshold for C is close to 11 for this case. Note that, there being no analytical expression for the steady states of the population variables, the threshold must be calculated by integrating the dynamical model to a stationary regime and identifying the curve where extrema disappear.

Globally, our model predicted bistability for $C$ values of about 10-20 [23], within experimental reach, in principle. The cooperativity parameter of the edgeemitting InAs-based structure investigated in "Experiments on InAs/GaAs QD Around $1,250 \mathrm{~nm}$ " is estimated to be about 5 (with background waveguide losses of $1.5 / \mathrm{cm}$ determined for devices of this kind), i.e. roughly half the requirement for bistability. The analysis of Fig. 12.11 suggest an optical density of only $\alpha_{0} \approx 14.5 / \mathrm{cm}$ giving $C \approx 3$. The InAlAs-based structure investigated in "Experiments on InAlAs/GaAlAs QD at 780 nm " is estimated to be about 7 (assuming the same background losses) or about 3 , assuming losses of $10 / \mathrm{cm}$ suggested by the analysis in "Absorption Saturation". This means all present samples fall short of the requirement for bistability, but an optimization in terms of length and/or an improvement in growth density, number of layers, or a reduction in inhomogeneous broadening should open suitable parameter regimes (see also the discussion in "Summary and Conclusion").

The determination of the C parameter required for pattern formation has been discussed in [24] and suggested that QD densities needed (via Eq. 12.31) for such scopes are not outside reach. More precisely, pattern formation is predicted in the order of $N_{\mathrm{QD}} \approx 10^{12} \mathrm{~cm}^{-2}$ (longitudinally integrated density for vertical-cavity devices) [22].


Fig. 12.11 (Color Online) a Linear reflection spectrum of QDD (squares) displaying FabryPerot fringes and fit to a sine-wave $\left(T=15^{\circ} \mathrm{C}, I=0 \mathrm{~mA}\right)$. b Calculated Airy function in reflection for a Fabry-Perot interferometer for $R_{1}=0.18, R=0.99$ and internal (intensity) losses of $16 / \mathrm{cm}$

## Experiments on InAs/GaAs QD Around 1,250 nm

## Devices and Experimental Setup

The investigated sample is a quantum dot diode (QDD) from Innolume GmbH with a cavity length of $L=1.5 \mathrm{~mm}$. It contains ten layers of InAs QD in a GaAs matrix. The epitaxial structure is similar to the one described in [9]. A single-mode ridge-waveguide ensures spatial fundamental mode operation. The device is designed as a laser with a front reflectivity of $R_{1}=0.18$ and a back reflectivity of $R_{2}=0.99$. The light-current (LI) characteristic is shown in Fig. 12.10, from which a threshold current of $I=26.6 \mathrm{~mA}$ at $T=15^{\circ} \mathrm{C}$ is inferred. However, in our investigations, it is used only in absorptive mode (i.e. without current injection) or as an amplifier below threshold.

Figure 12.10 b shows the spontaneous emission spectra taken with an optical spectrum analyzer (OSA, resolution 0.07 nm ) for three injection current levels. The luminescence is centered around $\lambda=1,255 \mathrm{~nm}$. No distinctive peaks or shoulders from excited state or WL emission are visible. The spectrum becomes somewhat jagged around the gain peak at high currents because the finesse of the cavity improves. We choose a current of 24 mA for the detailed investigations under gain conditions.

Figure 12.11a shows a linear reflection spectrum of the QDD obtained from a tunable laser (Santec TSL-210V). The free spectral range is fitted to be 0.15 nm in agreement with the length specification of the QDD by the manufacturer. The apparent Finesse is about 1. Finesse and modulation depth can be approximately fitted by a modal loss of $16 / \mathrm{cm}$ (see Fig. 12.10b), somewhat less than the $28.2 / \mathrm{cm}$ ( $1.5 / \mathrm{cm}$ waveguide loss and $26.7 / \mathrm{cm}$ absorption) expected from structures of this kind from "Parameters and Numerical Scheme", but indicating still a very reasonable interaction strength.


Fig. 12.12 a Experimental setup: Chromium forsterite laser $\left(\mathrm{Cr}^{4+}: \mathrm{Fr}\right)$, beam splitter $(B S, B S 1)$, half-wave plate ( $H W P$ ), optical isolator ( $O I$ ), microscope objective ( $M O, 40 \times$ ), optical spectrum analyzer ( $O S A$ ), mirror ( $M$ ), anamorphic prism pair (APP), aspherical collimator ( $C 1, f=3 \mathrm{~mm}$; $C 2, f=13.9 \mathrm{~mm}$ ), lenses ( $L 1, f=50 \mathrm{~mm}$; L2, $f=35 \mathrm{~mm}$ ), amplified photodiode ( $P D 1, P D 2$ ). b Examples for variation of spectra of $\mathrm{Cr}: \mathrm{Fr}$ laser over time. (Reprinted with permission from [41]. Copyright 2010, American Institute of Physics)

The experimental setup is illustrated in Fig. 12.12a. The driving laser is a home-built Chromium forsterite ( $\mathrm{Cr}: \mathrm{Fr}$ ) laser [67]. The 4-mirror asymmetric astigmatically compensated z-fold cavity was developed for mode-locked operation but had been re-configured to run in cw mode with a multi-mode output (see Fig. 12.12b); the free spectral range of about 100 MHz is obviously not resolved. A prism was included in the laser cavity to allow simple tunability of the system. The output spectra have a full width at half maximum of $0.3-0.2 \mathrm{~nm}$, covering several longitudinal modes of the QDD. Hence, the coherence length of the $\mathrm{Cr}: \mathrm{Fr}$ laser is less than the QDD cavity length and cavity resonance effects are expected to be weak. Since the laser is not optimized for cw operation, its modal envelope fluctuates slightly over time (some typical examples are shown in Fig. 12.12b). However, the fluctuations are small against the spectral broadening of the QD, which is on the several nm to tens of nm level.

After the laser a half-wave plate (HWP) and an optical isolator (OI) are present to avoid back reflection into the laser and for adjusting the power. The beam passing the OI is coupled through a microscope objective (MO) to a single-mode fiber. The single-mode fiber is then connected to a polarization controller (PC) and to a fiber coupler that splits the incoming beam into $10 \%$ and $90 \%$ components. The weak beam is sent to the OSA to monitor the spectra of the $\mathrm{Cr}: \mathrm{Fr}$ laser. The main part ( $90 \%$ ) is collimated by an aspherical lens (C2) with a maximum power of about 100 mW at $\lambda=1,240-1,280 \mathrm{~nm}$. An anamorphic prism pair (APP) transforms the circular beam coming out of the fiber to an elliptical beam matching the waveguide mode of the QDD. The PC is used to select the polarization of the beam to be horizontal, matching the dominant polarization of the QDD (TE-polarized). With this scheme we have 100 mW
input power available at the QDD. In principle, further optimization is possible because the $\mathrm{Cr}: \mathrm{Fr}$ laser is capable of producing up to 1 W in the gain maximum around $1,270 \mathrm{~nm}$.

Then the beam is coupled into the QDD with an aspherical lens (C1). The procedure for the coupling is actually the opposite: The light coming out from the QDD diode is fiber coupled first, with an efficiency of $37 \%$. Then we can conclude that the effective coupling efficiency of the $\mathrm{Cr}: \mathrm{Fr}$ beam coupled out of the fiber to the QDD waveguide is $c_{\text {eff }}=0.37$. The data given below uses the raw data, i.e. the power incident on the device.

The light reflected by the sample and the light coming out of it is collected via a beam splitter (BS1, Fresnel reflection of $1 \%$ from front surface, back surface AR-coated) and focused onto the output photodiode (PD1). A similar photodiode monitors the input beam as well (PD2). In this experiment, the incident power is varied by turning the HWP and PD1 and PD2 are simultaneously monitored with a digitizer with 16 bit resolution. The reflection coefficient is derived from the ratio of the signal of the two detectors taking the known offsets and sensitivities into account. We plot in the following: $R$ (in logarithmic scale) and $\ln R$ (in linear scale) because $\ln R$ should relate to the absorption (gain) coefficient as displayed in Fig. 12.1 without multi-pass effects, i.e. for a device with perfect anti-reflection coated input facet. Note that in [41] the data were presented as gain (absorption) coefficient per unit length with $L=1.5 \mathrm{~mm}$ in order to facilitate comparison with usual gain coefficients, but we prefer not to do the conversion here due to its strong limitations.

## Experimental Results on Saturation of Gain and Absorption

Figure 12.13a shows how the gain coefficient changes as function of input power for $\lambda=1,245 \mathrm{~nm}$ under gain, $I=24 \mathrm{~mA}$, and absorptive conditions, $I=0 \mathrm{~mA}$. The reflection coefficient from the QDD shows a pronounced power dependence starting at power levels slightly less than 10 mW for the absorptive case indicating bleaching of absorption. The reduction of reflectivity due to gain depletion sets in somewhat earlier. Figure 12.13b shows the corresponding curves for $\lambda=$ $1,255 \mathrm{~nm}$ showing similar trends.

The same holds for Fig. 12.14a displaying the situation for $\lambda=1,265 \mathrm{~nm}$ though the small-signal intercepts seem to be slightly reduced. This effect is much stronger in Fig. 12.14b displaying the data for $\lambda=1,280 \mathrm{~nm}$. This is due to the increased detuning to line center. Under gain conditions, there is still a saturation effect, but the absorption is essentially constant (the small decrease at high power is probably an experimental artifact).

The curves in Figs. 12.13, 12.14 show the typical behavior of saturation curves, converging at high power to the linear background losses of the structure without active medium, e.g. Fig. 12.1 in "Results: Saturation of Absorption and Gain". Though the effective power within the structure will be affected by multi-pass


Fig. 12.13 (Color Online) Reflection coefficient as function of input power [dark gray (blue) data points for $I=24 \mathrm{~mA}$, light gray (red) data points for $I=0 \mathrm{~mA}$ ] and fit to an inhomogeneous broadening model [dark gray (red) line for $I=24 \mathrm{~mA}$, light gray (blue) line for $I=0 \mathrm{~mA}$ ). a $\lambda=1,245 \mathrm{~nm} . \mathbf{b} \lambda=1,255 \mathrm{~nm}$. (Reprinted with permission from [41]. Copyright 2010, American Institute of Physics)


Fig. 12.14 (Color Online) Gain coefficient as function of input power at (a) $\lambda=1,265 \mathrm{~nm}$, (b) $\lambda=1,280 \mathrm{~nm}$. Legend as in Fig. 12.13. (Reprinted with permission from [41]. Copyright 2010, American Institute of Physics)
effects (see below), it seems to be instructive to use the incident powers only for a first analysis because the power within the sample is affected by the saturation level itself in a nontrivial manner. Hence, the dependence of the gain coefficient on power has been fitted with two models that describe saturable absorption in the case of two-level systems with inhomogeneous, Eq. 12.36, and homogeneous, Eq. 12.37, broadening. The results show that both models fit the data at $\lambda=$ $1,255 \mathrm{~nm}$ and $\lambda=1,265 \mathrm{~nm}$ quite well but the inhomogeneous model proves to fit better and is the only model that fits the data well at $\lambda=1,245 \mathrm{~nm}$ and $\lambda=$ 1, 280 nm , Figs. 12.13a, 12.14b.

Fig. 12.15 (Color Online) Saturation power as function of wavelength in absorption and gain cases. (Reprinted with permission from [41]. Copyright 2010, American Institute of Physics)

Figure 12.15 shows the saturation power under absorptive and gain conditions as function of wavelength as obtained from the fits displayed in Figs. 12.13, 12.14. The minimum saturation power is reached at $\lambda=1,255 \mathrm{~nm}$, i.e. line center, as expected, and is $P_{\text {sat }}=9 \mathrm{~mW}$ in the absorptive case and $P_{\text {sat }}=1.4 \mathrm{~mW}$ in the gain case. The saturation power increases for increasing detuning. These tendencies are in qualitative agreement with the simulations presented in "Numerical Results: Cavity Dynamics".

## Analysis and Discussion

Via $I_{\text {sat }}=2 P_{\text {sat }} C_{\text {eff }} /\left(\pi \mathrm{w}_{x} \mathrm{w}_{y}\right)$, where $\mathrm{P}_{\text {sat }}$ are the saturation powers reported in Fig. 12.15 and $w_{x}=3 \times 10^{-6} \mathrm{~m}$ and $w_{y}=0.5 \times 10^{-6} \mathrm{~m}$ are the beam radii in the slow, respectively fast, axis, a saturation intensity in line center of $I_{\text {sat }}=$ $1.4 \times 10^{9} \mathrm{~W} / \mathrm{m}^{2}$ is obtained for the absorptive case. This value agrees with numerical predictions using the parameters from "Numerical Results: Cavity Dynamics" and Eq. 12.22 for a carrier lifetime in the ground state of 60 ps, i.e. a rather small value.

A qualitative difference between the experimental results and the simulations is that in the simulations the absorption saturates earlier than the gain, i.e. the theoretical expectation for the gain case based on "Numerical Results: Cavity Dynamics" is $I_{\text {sat }}=2.8 \times 10^{9} \mathrm{~W} / \mathrm{m}^{2}$, whereas the fit from the experiments yields $I_{\text {sat }}=0.2 \times 10^{9} \mathrm{~W} / \mathrm{m}^{2}$.

This feature, as well as the absolute scaling of the reflection coefficients, is strongly influenced by the fact that the sample does not have AR-coatings on both ends but the coatings are designed for laser operation. As indicated, we do not expect strong cavity resonance effects because of the low coherence length of the input laser, but nevertheless the device will behave as a two-pass amplifier due to

Fig. 12.16 (Color Online)
Reflection coefficient calculated from Eq. 12.45 versus modal gain coefficient [Light gray (red) solid line]. Dashed lines: Value for high power asymptote $(g=0)$. Solid black line: Estimated maximal linear gain. Dotted lines: Reduction of linear absorption and gain by factor of $\sqrt{2}$.

the high reflectivity of the back mirror. Some portion of the light attenuated or amplified after one double pass $2 L$ will be in turn retro-reflected into the sample due to the finite reflectivity of the front facet. The expected total reflectivity can be estimated from the incoherent sum of intensities of the multi-pass configuration,

$$
\begin{equation*}
R=R_{1}+c_{\mathrm{eff}}\left(1-R_{1}\right)^{2} \frac{R_{2} e^{\left(-\alpha_{g}+g\right) 2 L}}{1-R_{1} R_{2} e^{\left(-\alpha_{g}+g\right) 2 L}}, \tag{12.45}
\end{equation*}
$$

where $\alpha_{g} \approx 1.5 / \mathrm{cm}$ represents the waveguide loss and $g=-\alpha$ is the modal gain coefficient. (Qualitatively similar results are obtained if one averages the coherent Airy function over the resonator phase.) The corresponding function is displayed in Fig. 12.16 as the solid curve.

Obviously, the small-signal coefficient in the absorptive case ( $g \approx-27 / \mathrm{cm}$ ) is totally determined by the reflectivity $R_{1} \approx 0.18$ of the front facet. This is in rough agreement with the experiment assuming some additional linear losses. The reflection coefficient for the completely bleached $\mathrm{QD}, g=0 / \mathrm{cm}$, is about 0.36 (dashed black lines in Fig. 12.16) in rough agreement with the high power asymptotes. Finally, the threshold gain for the laser structure can be estimated to be $7.25 / \mathrm{cm}$. Assuming a gain of $6.5 / \mathrm{cm}$ for the just below threshold case analyzed experimentally, the reflection coefficient is about 5.7 (solid black line in Fig. 12.16), again in rough agreement with the experiment assuming some additional linear losses. These multi-pass effects explain also the difference in saturation power between gain and absorption: A change of modal gain from $6.5 / \mathrm{cm}$ to only $5.7 / \mathrm{cm}$ is required to change the externally observed reflection coefficient by a factor of $\sqrt{2}$, whereas the modal absorption needs to change from -27 to $-4.6 / \mathrm{cm}$ to achieve the same effect. This is easy to understand hence absorption will reduce the intensity propagation further down into the structure and thus hinder saturation. In contrast, with gain the intensity increases with propagation in the structure and hence saturation becomes easier. Hence, the multi-pass effects delay saturation in absorption and favor it in gain explaining the observed asymmetry.

Fig. 12.17 (Color Online)
Reflection coefficient calculated from Eqs. 12.36, 12.45 versus normalized intensity. Black line: $g(0)=$ $-27 / \mathrm{cm}$, red (light gray) line: $g(0)=-14.5 / \mathrm{cm}$, blue (dark gray) line: $g(0)=$ $+6.5 / \mathrm{cm}$. Dashed lines denote fits of these plots to the saturation law (12.36) and are essentially not distinguishable from the data


One can now use the saturation law (12.36) to supply the intensity dependence of $g$ in (12.45). The resulting reflection coefficient is displayed in Fig. 12.17 for different small-signal absorption and gain values. It is apparent that the curves have a qualitative similarity to the experimental curves in Fig. 12.13. Furthermore, they can be essentially perfectly fitted by the saturation law (12.36). From the fit one obtains $E_{s}^{2}=0.29$ for the gain case, $g(0)=$ $+6.5 / \mathrm{cm}$, and $E_{s}^{2}=33.3$ for the absorptive case, $g(0)=-27 / \mathrm{cm}$. This confirms the asymmetry between saturation of absorption and gain discussed above, but the ratio between these values is very high, about 110, whereas the experimentally observed ratio is significantly smaller, around 7. It turns out that these values are very sensitive to the total absorption, e.g. for $g(0)=-14.5 / \mathrm{cm}$ (inferred earlier from Fig. 12.11) $E_{s}^{2}=9.6$. This is reasonable since the depletion of the pump-and hence the delay of saturation-will be stronger, if the linear absorption coefficient is stronger. For this value of $g(0)$ the ratio between the saturation intensity of gain and absorption is about 30 , still larger than in the experiment. In view of the uncertainties, one cannot make strong statements but it appears that the 'material' (i.e. not influenced by multiple-pass effects) saturation intensity is about $5 \times 10^{8} \mathrm{~W} / \mathrm{m}^{2}$, in between the values observed for the gain and the absorption case. This would correspond to a lifetime of the GS of 170 ps , which is a low though still reasonable value.

For SESAM applications, saturation fluences for 1,280-1,340 nm QD under short-pulse excitation are reported to be $0.02-0.25 \mathrm{~J} / \mathrm{m}^{2}[7,8,18]$. If the carrier decay within the width of the probing pulse can be neglected, the saturation fluence can be converted to an equivalent cw saturation intensity by multiplying it with the carrier decay rate. Hence for a lifetime of 100 ps one concludes on saturation intensities of $(0.2-2.5) \times 10^{9} \mathrm{~W} / \mathrm{m}^{2}$ in line with our observation.

## Experiments Addressing Nonlinear Index Shifts

As indicated from the discussion above, the data for the saturation of the imaginary part of the refractive index (i.e. gain or absorption) would be much cleaner and more straightforward to analyze if the sample would have been AR-coated at both input facets (or the waveguide would have been tilted with respect to the facets). The choice for a laser samples instead of an AR-coated amplifier stemmed from the desire to probe nonlinear index shifts via the shift of Fabry-Perot fringes as explained in "Nonlinear Refractive Index and $\alpha$-Factor"

We briefly describe the experiment. A low-amplitude beam of a tunable laser was injected into the other input of the 90:10 fiber splitter. It is scanned over 0.5 nm , i.e. several FSR of the QDD, and its reflection is measured in presence of the strong pump laser. The tunable probe beam is chopped at a frequency of 800 Hz and its weak signal is filtered out of the total reflection signal with the help of a lock-in amplifier. We observe a change in shape and Finesse of the Airy function, i.e. a nonlinear version of Fig. 12.11a, dependent on the pump power, which is qualitatively as expected. This indicates that the idea of the measurement works in principle. However, the shift is about $0.001 \mathrm{~nm} / \mathrm{mW}$ (external power) independent of wavelength and current. As one expect a different sign of the shift under absorptive and gain conditions, we conclude that we do not probe a carrier effect but some background absorption. For comparison, the fringe shift with temperature was determined to be $0.1 \mathrm{~nm} / \mathrm{K}$, i.e. the effect can be caused by very small temperature variations. The origin of this shift is unclear at the moment.

## Experiments on InAlAs/GaAlAs QD at $780 \mathbf{n m}$

While QD have been developed first in the InAs/GaAs [68] system which operates typically at wavelengths larger than $1 \mu \mathrm{~m}$, the question of connecting with wavelength domains compatible with the GaAlAs material system and with $\mathrm{Ti}: \mathrm{Sa}$ lasers is actually being raised. InAs/GaAs QD can obviously not provide the solution since they lead to very shallow dots improper to the proposed target of realizing quasi 2 -level electronic systems in this spectral range. Increasing the barrier height may be obtained by evenly incorporating aluminum in both the barrier and the dot materials leading to a higher confinement of quantum states and to the forsaken spectral overlap with the GaAlAs system. In this framework, InAlAs/GaAlAs QD [69, 70] open very promising perspectives both for cw and pulsed nonlinear or even self-organizing optical systems. Structural and optical properties of MBE-grown InAlAs/GaAlAs QD were investigated as a function of the growth kinetic and thermodynamical conditions [42]. Appropriate choice of growth conditions allows to control the density as well as the average size of QD and the carrier lifetimes during the growth stage [42], and introduces means of realizing either a slow focusing Kerr effect (FKE) material (ns-scale) or a fast (psscale) saturable absorber, as started in [12].

In this section, we report on linear and nonlinear measurements of the susceptibility of InAlAs/GaAlAs QD, after describing their growth conditions, which correlate to their structural properties in terms of dot and dislocation densities. Optical quality is established through spectral and temporal photoluminescence (PL) measurements. The core of the section is dedicated to the measurement of group index and nonlinear absorption using a long (high-order) Fabry-Perot cavity embedding InAlAs/GaAlAs QD. This approach leads to unprecedented measurements for this material and establishes, though not yet fully exploited, quite an efficient saturation behavior.

## Description of the Experiments

## Material Properties and Device Structure

The sample was MBE-grown on a GaAs substrate, using the Stransky-Krastanov growth regime. According to the criteria developed in the model, "The Model", there is a necessity to obtain a large volume of interaction between QDs and light by increasing the overall density of dots, and thereby the sensitivity of our experimental setup to the QD contribution to the susceptibility. Hence we were growing five superimposed planes of $\mathrm{In}_{0.67} \mathrm{Al}_{0.33} \mathrm{As}$ QDs with $\mathrm{Ga}_{0.67} \mathrm{Al}_{0.33} \mathrm{As}$ barriers as the nonlinear material (Fig. 12.18a). The symmetric step-graded barrier and cladding layers with corresponding material concentration follow and a GaAs cap terminates the structure. A cross-sectional visualization of QD was performed that gave information on the relaxation degree of the QDs which revealed appropriate for optical experiments. Due to the depth at which QD layers are located with respect to the surface, the density of dots $\rho_{D}$ could only be inferred from a cross-sectional TEM image and lead to an integrated density for the 5 layers such as $2 \times 10^{11}<\rho_{D}<5 \times 10^{11} \mathrm{~cm}^{-2}$. One-layer samples grown under nominally the same growth conditions had a density of about $2 \times 10^{11} \mathrm{~cm}^{-2}$.

The PL spectrum of this sample is sketched in Fig. 12.19. It exhibits a $40-\mathrm{nm}$ wide inhomogeneous peak around 780 nm well separated from the other transitions with the $\mathrm{In}_{0.67} \mathrm{Al}_{0.33} \mathrm{As} \mathrm{WL}$ and the $\mathrm{GaAl}_{0.33}$ As barrier.

The complete structure was designed so as to form a planar waveguide inducing a vertical optical confinement (Fig. 12.18a and b). It comprises two $1.5 \mu \mathrm{~m}$-thick $\mathrm{Ga}_{0.14} \mathrm{Al}_{0.86} \mathrm{As} \mathrm{cladding} \mathrm{layers} \mathrm{sandwiching} \mathrm{the} \mathrm{core} \mathrm{layer} \mathrm{consisting} \mathrm{of} \mathrm{the} \mathrm{five}$ layers of $\mathrm{In}_{0.67} \mathrm{Al}_{0.33} \mathrm{As}$ QDs spaced by 41.7 nm-thick $\mathrm{Ga}_{0.67} \mathrm{Al}_{0.33} \mathrm{As}$ barrier spacers. Finally, lateral optical confinement is introduced by etching the surface with a $0.4 \mu \mathrm{~m}$ deep, $3 \mu \mathrm{~m}$ wide ridge. The values were retained on the basis of finite element optical modeling with the finite element program © ALCOR warranting the monomode character of this waveguide around 800 nm . The optical mode area at half-intensity is $3 \times 0.250 \mu \mathrm{~m}$ (Fig. 12.18b).
(a)

(b)


Fig. 12.18 a 5-layer AlGaAs/AlInAs QD structure. b Ridge waveguide formed by the initial stack modified for waveguiding properties (see text). The single-mode size calculated with a finite element program (ALCOR) is $3.0 \times 0.250 \mu \mathrm{~m}^{2}$. (Reprinted with permission from [42]. Copyright 2012, American Institute of Physics)

Fig. 12.19 PL spectrum of the InAlAs/GaAlAs QD used in the experiment at different excitation levels


## Principle of the Experiment

In contrast to "Experiments on InAs/GaAs QD Around 1,250 nm", the driving TiSalaser is a highly coherent single-frequency laser and hence interference effects in the Fabry-Perot sample investigated need to be taken into account. The measurements
rely on the use of the technique described in "Results: Saturation of Absorption and Gain and Nonlinear Phase Shift and Fabry-Perot Fringes" with $R=0.30$ reflectivity mirrors provided by the uncoated cleaved facets of the sample.

In the presence of absorption with coefficient $\alpha$, one uses the transmittance $T$ defined as the ratio of the transmitted $\left(I_{t}\right)$ to incident $\left(I_{i}\right)$ intensities [71, 72]

$$
\begin{equation*}
T=\frac{(1-R)^{2} e^{-\alpha L}}{\left(1-R e^{-\alpha L}\right)^{2}+4 R e^{-\alpha L} \sin ^{2}(\phi)} \tag{12.46}
\end{equation*}
$$

where $\Phi$ is the phase accumulated during the propagation of light inside the cavity of length $L$. If it is filled with a material of intensity-dependent refractive index $n(I)$ the single-pass phase accumulated is

$$
\begin{equation*}
\phi \equiv \phi(I, L)=\int_{0}^{L} \frac{2 \pi n(I(z))}{\lambda} \mathrm{d} z \tag{12.47}
\end{equation*}
$$

We neglect the eventual dependence of the intracavity intensity on the position and use instead the longitudinal average intensity $\bar{I}=\frac{1}{L} \int_{0}^{L} I(z) \mathrm{d} z . T$ is thus a function of the intracavity intensity via $\phi$ and $\alpha$. Similarly the incident intensity $I_{i}$ can be connected to $\bar{I}$ via [72]

$$
\begin{equation*}
I_{i}=\frac{\alpha L}{(1-R)\left(1+R e^{-\alpha L}\right)\left(1-e^{-\alpha L}\right)}\left[\left(1-R e^{-\alpha L}\right)^{2}+4 R e^{-\alpha L} \sin ^{2}(\phi)\right] \bar{I} \tag{12.48}
\end{equation*}
$$

From this point we shall drop the bar and write the average intensity as $I$. The general resolution for arbitrary and eventually nonlinear $\phi$ 's may be found in solving Eq. 12.46 for $A=e^{-\alpha(I) L}$. Defining $S(I, \lambda) \equiv \sin ^{2}(\phi)$ this leads to the equation

$$
\begin{equation*}
R^{2} T A^{2}+\left[2 R T(2 S-1)-(1-R)^{2}\right] A+T=0 \tag{12.49}
\end{equation*}
$$

with the minus signed retained solution

$$
\begin{equation*}
A=\frac{-\beta-\sqrt{\beta^{2}-4 R^{2} T^{2}}}{2 R^{2} T} \tag{12.50}
\end{equation*}
$$

where $\beta(I, \lambda)$ is the coefficient of $A$ in the second order Eq. 12.49. This gives in turn an experimental access to the nonlinear coefficients as the absorption coefficient comes straightforwardly as $\alpha=-\ln A / L$ and can be deduced from the knowledge of the transmission $T$. In turn, the nonlinear index determination is not straightforward and can only be accessed through the determination of the phase as an adjustable parameter. However, in the present case, the QD are supposed to have a saturating absorption,

$$
\begin{equation*}
\alpha(I)=\alpha_{0} \frac{I_{s}}{I+I_{s}} \tag{12.51}
\end{equation*}
$$

and a saturating index

$$
\begin{equation*}
n(I)=n_{b}-\delta n_{s} \frac{I_{s}}{I+I_{s}} \tag{12.52}
\end{equation*}
$$

This corresponds to the theory developed in "The Model", however, assuming strong homogeneous broadening for simplicity. Equation 12.50 reads as an implicit equation in $A$ where the RHS of Eq. 12.50 depends on the transmission $T$ and on $A$ via $\beta$. This derivation of optical coefficients from experimental transmission measurements can be obtained via numerical or converging fit techniques.

The transmitted intensity $I_{t}$ is known to be directly related to the intracavity field intensity $I$

$$
\begin{equation*}
I_{t}=\frac{\alpha L e^{-\alpha L}(1-R)}{\left(1+R e^{-\alpha L}\right)\left(1-e^{-\alpha L}\right)} I . \tag{12.53}
\end{equation*}
$$

Under the effect of the real and imaginary parts of the nonlinear susceptibility, both the transmission spectrum-via $\phi$-and the transmission amplitude maximum—via saturation-are modulated. The combined measurement of $I_{t}$ and $I_{i}$ as a function of the wavenumber (wavelength) gives thus access to the transmittance and to the intracavity intensity. In the case of a waveguide, we use also the transverse confinement factor $\Gamma_{\text {trans }}$ which weighs the QD layer contribution to the nonlinear index with respect to the mode area. As a general formulation, $n(I) \equiv$ $n_{0}+\Gamma_{\text {trans }} \delta n(I)$, should the dependence on $I$ be linear or saturating.

The five InAlAs QD layers have a total thickness of approximately $5 \times 64=$ 30 nm . As they only partially overlap with the mode transverse dimension 250 nm we deduce a transverse confinement factor $\Gamma_{\text {trans }} \simeq 0.12$. Bulk and MQW semiconductors are known to exhibit nonlinear index saturation of the order of $10^{-2}$ [73]. Under these assumptions (other parameters in caption of Fig. 12.20) one can calculate now the expected transmission characteristics of the nonlinear FabryPerot interferometer in dependence on wavelength and intensity. Figure 12.20 shows the characteristic ripple structure of the transmission of a Fabry-Perot cavity. The modulation depths increases with intensity due to the increase of Finesse with saturation of absorption. The fringes shift due to the nonlinear index change. The figure confirms the back-of-the envelope calculation in "Nonlinear Phase Shift and Fabry-Perot Fringes" that phase shifts of some $10^{-4}$ should be detectable in mm -sized cavities due to the high interference order.

## Experimental Setup

The experimental setup (see Fig. 12.21), similar to that used in "Experiments on InAs/GaAs QD Around $1,250 \mathrm{~nm}$ " uses a Ti-Sa laser source operating in the short wavelength range between 760 nm and 810 nm and emitting $100-500 \mathrm{~mW} \mathrm{cw}$ power. A small fraction is collected via a beamsplitter (BS) into a Burleigh WA1100 wavemeter. In order to prevent thermal drifts of the sample properties, the beam intensity is modulated by an acousto-optic modulator (AOM) in the


Fig. 12.20 Calculation of the transmission of nonlinear saturating Fabry-Perot resonator. The data used are: $R=0.3, \Gamma_{\text {trans }} \alpha_{0}=14 \mathrm{~cm}^{-1}, \alpha_{g}=10 \mathrm{~cm}^{-1}, L=0.23 \mathrm{~cm}, I_{s}=2.8 \mathrm{~kW} / \mathrm{cm}^{2}$, $\Gamma_{\text {trans }} \delta n_{s}=1.75 \times 10^{-3} . I$ is scaled to the saturation intensity (Reprinted with permission from [42]. Copyright 2012, American Institute of Physics)
deflection mode into rectangular or triangular envelopes with a 10 kHz frequency and a duty cycle ranging from 10 to 20 converted from an electrical signal produced by an ANALOGIC 2000 arbitrary function generator. The modulated beam is then injected into a monomode fiber and directed to the monomode waveguide containing the QDs. In the path, light intensity is adjusted by a PC injecting a 10/90 directional coupler whose $10 \%$ branch allows the measurement of a signal proportional to the incident power onto the signal on Photodiode PD1. The $90 \%$ branch is coupled via the lensed end of a tapered fiber into the waveguide and its output, collected by a MO (L6), is detected by a second photodiode PD2 (Fig. 12.21).

The sample is mounted on a Peltier element holder giving a temperature control better than 0.1 K . The alignment procedure is performed with the help of two cameras. Camera 1 allows the precise pre-positioning of the fiber with respect to the front facet of the waveguide and Camera 2 allows the visualization of the rear facet and the optimization of the optical injection. Finally, three parameters could be measured: $I_{i}, I_{t}$ and $\lambda$. In practice, the measurement sequence consisted in ramping $I_{i}$ for a given $\lambda$ and measuring $I_{t}$, then deducing the intracavity intensity $I$ through Eq. 12.53 and finally recording and plotting the $3 D$ curve

$$
T \equiv T(I, \lambda)
$$



Fig. 12.21 Experimental setup: Ti:Sapphire laser (Ti-Sa), beam splitter ( $B S$ ), half-wave plate ( $H W P$ ), optical isolator ( $O I$ ), acousto-optic modulator ( $A O M$ ), lenses L1 $(f=10 \mathrm{~mm}$ ), $\mathrm{L} 2(f=10 \mathrm{~mm}), \mathrm{L} 3(f=35 \mathrm{~mm}), \mathrm{L} 4(f=50 \mathrm{~mm}), \mathrm{L} 5(f=35 \mathrm{~mm}), \mathrm{L} 6(f=35 \mathrm{~mm}), \mathrm{L} 7$ $(f=35 \mathrm{~mm})$; mirror $(M)$, filters $(F 1, F 2)$, photodiodes (PD1,PD2). (Reprinted with permission from [42]. Copyright 2012, American Institute of Physics)

## Experimental Results on Saturation of Absorption

## Measurements on Fabry-Perot Fringes

A first series of measurements was performed in order to detect the nonlinear index variation under increasing illumination. The waveguide length is $L=0.23 \mathrm{~cm}$. Incident and transmitted intensities were recorded by ramping the incident intensity through the AOM at a fixed wavelength and iterating with 1 pm wavelength steps over a 14 pm range around the central wavelength. Such recordings were performed around $765,780,787,790,795$, and 800 nm in order to scan different detunings from the inhomogeneously broadened line. Regular modulation is displayed at wavelengths around $\lambda=787 \mathrm{~nm}$ (Fig. 12.22a).

At low intensities, it was not possible to observe any drift of the Fabry-Perot resonances under increasing illumination while at higher intensities, absorption saturation restores the phase modulation, qualitatively as in Fig. 12.20 discussed above, but with a contrast poorer than expected. Both were attributed to the existence of a nonsaturable part of the absorption $\left(\alpha_{g}\right)$ that probably enforces the damping of the intracavity interferences at low intensities and maintain the cavity at a finesse lower than that of the cold cavity. This is confirmed by calculations (Fig. 12.22b) where absorption was modified as


Fig. 12.22 a Plot of the transmission as function of wavelength for different transmitted intensities. b Theoretical plot assuming the fitting parameters obtained including nonsaturable losses as input parameters. (Reprinted with permission from [42]. Copyright 2012, American Institute of Physics)


Fig. 12.23 Transmission spectrum at high intensities with saturated absorption at constant intracavity intensity around 787 nm . (Reprinted with permission from [42]. Copyright 2012, American Institute of Physics)

$$
\begin{equation*}
\alpha(I)=\alpha_{g}+\alpha_{0} \frac{I_{s}}{I+I_{s}} . \tag{12.54}
\end{equation*}
$$

From data at high transmission (see Fig. 12.23), a rather precise measurement of the free spectral range as 15.6 GHz or $0.52 \mathrm{~cm}^{-1}$ wavenumbers allowed to calculate the group index, incorporating the modal and spectral contributions to dispersion. This leads to the group index value $n_{g}=4.16$. This is in good


Fig. 12.24 a Plot of the transmission as a function of the incident intensity. b Material absorption vs incident intensity as deduced from Eq. 12.50, red (experimental), black (theoretical). The inset displays the same data in the form $1 / \alpha=f\left(P_{\text {inc }}\right)$ the linear dependence assesses a saturation law of the absorption. (Reprinted with permission from [42]. Copyright 2012, American Institute of Physics)
agreement with the literature value of 4.12 for the group index of $\mathrm{Al}_{0.28} \mathrm{Ga}_{0.72} \mathrm{As}$ at 787 nm [74] allowing for waveguide dispersion.

In view of the fact that the measurement was done close to the absorption maximum, where the phase shifts are small (e.g. Figs. 12.5, 12.7) it is consistent that no shift of the Fabry-Perot fringes was detectable. Further investigations need to be focused on higher detunings to probe for phase shifts.

## Absorption Saturation

As Fig. 12.22 indicated already, the experimental setup can be used to measure the absorption of the QD embedded in the waveguide section. The wavelength $\lambda=$ 789.00 nm is chosen so as to lie rather close to the maximum of QD absorption line. Transmission measurements as expressed by Eq. 12.50 give indeed access to absorption. This was done as previously by ramping the incident intensity and measuring the transmittance. Figure 12.24a shows the transmission as a function of the incident intensity. Figure 12.24 b plots the absorption as deduced from Eq. 12.50 applied to the experimental data and fitted with the ansatz of Eq. 12.51. The difficulty lies in the dependance of $T$ upon the nonlinear index via $\phi$. Therefore, instead of using the intracavity intensity, which depends on this phase term, we used the measured incident intensity with the assumption that they are in a quasi constant ratio. We first adjusted the saturation parameters of the absorption in Eq. 12.24 so as to obtain the best possible fit. However, we noted that in a second step additional adjustments can be made by fine tuning the wavelength i.e the position with respect to the resonance and the saturation index. Further experiments will attempt to elucidate this point. However, from these adjusted values, we could extract the significant parameters of the QD material.

The calibration of the intracavity power was performed by using its relationship (Eq. 12.48) with incident power ( $P_{\max }^{\mathrm{in}}=5.2 \mathrm{~mW}$ ). In addition, we introduced the
coupling coefficient of light into the waveguide $\gamma=0.083$ defined as the overlap ratio of the focused beam area $3 \times 3 \mu m^{2}$ to that of the mode $S=0.250 \times 3 \mu m^{2}$. The maximum intracavity power is therefore $P_{\max } \simeq 0.54 \mathrm{~mW}$.

The absorption curve appears indeed to have a saturation behavior leading to a vanishing absorption coefficient at high intensities. In Fig. 12.24b two curves are presented for $\alpha$ and for $1 / \alpha$ in the inset calculated with Eq. 12.50 and fitted according to a saturation ansatz also corrected with the transverse confinement factor $\Gamma_{\text {trans }}$

$$
\alpha_{\text {measured }}(I)=\alpha_{g}+\Gamma_{\text {trans }} \alpha_{0} \frac{P_{s}}{P+P_{s}}
$$

where we used $\alpha_{g}=10 \mathrm{~cm}^{-1}$, as suggested by the analysis of Fig. 12.22. They yield an unsaturated absorption value of $\Gamma_{\text {trans }} \alpha_{0}=13.8 \mathrm{~cm}^{-1}, \alpha_{0}=115 \mathrm{~cm}^{-1}$ and a saturation power $P_{s} \simeq 0.021 \mathrm{~mW}$ with excellent fidelity. The deduced saturation intensity is

$$
\begin{equation*}
I_{s}=\frac{P_{s}}{S}=2.8 \mathrm{~kW} / \mathrm{cm}^{2} \tag{12.55}
\end{equation*}
$$

It could be interesting to compare this value with those obtained in other experiments. However the comparison must be performed accounting with the experimental conditions at which they were performed, cw or pulsed. In the cw regime, QD are expected in general to have a lower saturation intensity than material of lower confinement dimensionality. In [73] for example, a series of measurements were performed on bulk and MQW Urbach's tail, yielding a saturation intensity of $1-3 \times 10^{5} \mathrm{~W} / \mathrm{cm}^{2}$ depending on detuning. In [73] it is argued also that-due to the detuning dependence-the relevant parameter for comparison is the factor $\alpha_{0} I_{s}$ proportional to the transparency carrier density. We obtain here $\alpha_{0} I_{s} \simeq 3 \times 10^{5} \mathrm{Wcm}^{-3}$ which confirms the reduction of the saturation parameters in InAlAs/GaAlAs QDs whose values were respectively in the range $0.1-1 \times 10^{8} \mathrm{Wcm}^{-3}$ for bulk GaAs and $\mathrm{AlGaAs} / \mathrm{GaAs}$ multi quantum wells. In parallel, the saturation index was of the order of $\delta n_{s} \simeq 2-3 \times 10^{-2}$. These comparisons are only qualitative and would require a specific study including the dot density as one of the parameters where the techniques reported here may certainly be pursued.

## Summary and Conclusion

In this chapter, we have discussed in detail the cw nonlinear optics of QD ensembles at room temperature. The model developed considers the important coupling between the QD states and the WL and the inhomogeneous broadening in determining the carrier populations in the dot in dependence on the incident light field. However, only the dielectric susceptibility of the GS is taken into account to
calculate the back action (absorption and refractive index) of the QD medium back onto the light. We find saturation behavior of the absorption and gain in between the ones expected for purely homogeneously or purely inhomogeneously broadened media reflecting the complex intermediate situation in typical QD. Experiments on InAs and InAlAs QD yield the first demonstration of the saturation of absorption and thus open up the prospect of cw room temperature nonlinear optics of QD. The saturation intensities inferred are about $5 \times 10^{8} \mathrm{~W} / \mathrm{m}^{2}$ for the InAs QD and $0.3 \times 10^{8} \mathrm{~W} / \mathrm{m}^{2}$ for the InAlAs QD. A detailed comparison between the values and with the theory is not only difficult because of the different nature of multi-pass effects involved in the measurements, but also because many of the other parameters involved are quite uncertain (e.g. defect density determining nonradiative lifetimes, the homogeneous broadening parameter $\gamma_{p}$ ) but the lower value observed for the InAlAs QD might indicate a better sample quality and less interaction with the semiconductor matrix due to the fact that there is only one well confined state. These uncertainties also make it difficult to compare the values obtained for the QD quantitatively to saturation intensities in bulk and quantum well samples. Values reported for good quality samples (i.e. lifetimes in the ns range) center around $2-8 \times 10^{7} \mathrm{~W} / \mathrm{m}^{2}$ [75-77], but can reach $4 \times 10^{8} \mathrm{~W} / \mathrm{m}^{2}$ [78] whereas the excitonic contribution (lifetime of 20 ns ) saturates already at $5.8 \times$ $10^{6} \mathrm{~W} / \mathrm{m}^{2}$ in the same sample [78]. We mentioned already that [73] reported a saturation intensity of $1-3 \times 10^{5} \mathrm{~W} / \mathrm{cm}^{2}$ for detuned excitation in the band tail of $\mathrm{Ga} / \mathrm{AlGaAs}$ QW.

The modal absorption was determined to be about $14 / \mathrm{cm}$ for the InAlAs QD (material absorption about $120 / \mathrm{cm}$ ) and about $14.5 / \mathrm{cm}$ (material absorption about $150 / \mathrm{cm}$ ) for the InAs QD. The latter value is somewhat smaller than the estimated one of $27 / \mathrm{cm}$. The maximum (modal) refractive index shift in edge-emitting samples is estimated to be on the order of $10^{-4}$, up to a few times $10^{-4}$, depending on the number of layers used. This should create a detectable phase shift in a nonlinear Fabry-Perot of a mm length or so, but preliminary corresponding experiments were unsuccessful in detecting these phase shifts, possibly the nonlinear interaction is reduced as indicated by the lower than expected values for the absorption.

For a clarification on the saturation behavior, future work should access the saturation properties of AR-coated or tilted samples such that the saturation is not influenced by multi-pass effects. Lifetime measurements need to be done on the very same samples in order to enable a more detailed comparison with the theoretical expectation. This can be expected to shed also some light on the influence of the coupling between WL (and ES) and GS states.

In order to promote devices for bistability, all-optical processing and solitons a high QD density, i.e. a high cooperativity parameter, and a low inhomogeneous broadening are important, as well as a low defect density. For the point of growth, these are partially conflicting aims and one needs to aim for a good compromise. State-of-the-art InAs QD devices as investigated in this chapter have a density of $N_{\mathrm{QD}} \approx 5 \times 10^{10} \mathrm{~cm}^{-2}$ and an inhomogeneous broadening of about 40 nm or

30 meV . Estimations indicate that in an edge-emitting device with 10 QD layers a cooperativity parameter of about $C \approx 20$, i.e. in the regime where bistability might be accessible, can be reached in a cavity with $L=1.5 \mathrm{~mm}$ provided the Finesse is high enough ( $R_{1}=R_{2}=0.99$ ). A VCSEL with 20 QD layers could reach $C \approx 10$. Recent papers [79, 80] report $N_{\mathrm{QD}} \approx 5.9 \times 10^{10} \mathrm{~cm}^{-2}, 8$ layers and an inhomogeneous broadening of about 24 meV giving $C \approx 30$ for an edge-emitting cavity with the parameters given above. Similarly, Ref. [81] reports $N_{\mathrm{QD}} \approx 8 \times 10^{10} \mathrm{~cm}^{-2}, 3$ layers and an inhomogeneous broadening of about 24 meV . Hence it appears that optimized SK-growth can reach interesting nonlinear regimes, but it should be cautioned that for SK-growth inhomogenous broadening is intrinsic. The broadening can be reduced by seeding techniques (e.g. 21 meV [82], 17.5 meV [83]), but currently only at a density of $N_{\mathrm{QD}} \approx 10^{10} \mathrm{~cm}^{-2}$. Alternative growth techniques like sitecontrolled growth [84, 85] yield inhomogeneous broadening as low as 4 meV [84], but no QD density is given. Sub-monolayer QD are another promising material system with high gain and low broadening [84]. It should be noted that the single sheet density of $N_{\mathrm{QD}} \approx 2 \times 10^{11} \mathrm{~cm}^{-2}$ reported for InAlAs QD in "Experiments on InAlAs/GaAlAs QD at 780 nm " is probably close to the highest one achievable in a single layer before QD coalesce and optical properties degrade. This is in line with the fact that very high density samples with $N_{\mathrm{QD}} \approx 7.8 \times 10^{11} \mathrm{~cm}^{-2}$ were reported in [86], but apparently no devices were realized, yet.

In summary, it is hence our belief that devices based on staggered growth of optimized SK-layers or other advanced growth technologies can reach interesting nonlinear regimes and that the numerical and experimental investigations discussed in this chapter open up the prospect of cw nonlinear optics of QD, especially in the absorptive regime. Obviously, many details on the influence of inhomogeneous broadening and the influence of higher discrete and continuous states need to be worked out and explored, especially in view of devices relying on nonlinear phase shifts.
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# Chapter 13 <br> Quantum Dots with Built-in Charge <br> for Enhancing Quantum Dot Solar Cells and Infrared Photodetectors 

Kimberly A. Sablon, V. Mitin, J. W. Little, A. Sergeev<br>and N . Vagidov


#### Abstract

We present theoretical and experimental results of electron kinetics and transport in quantum dot structures with potential barriers created around dots via intentional or unintentional doping. Monte Carlo simulations demonstrate that photoelectron capture is substantially enhanced in strong fields and electron kinetics can be controlled by potential barriers. Therefore, by creating potential barriers around dots, we found that our novel quantum dots with built-in charge (Q-BIC) solar cells and infrared (IR) photodectors enhance electron intersubband transitions and suppress fast electron capture processes. These factors lead to a $60 \%$ increase in the photocurrent of the Q-BIC solar cells (without degradation of the open circuit voltage) and $\sim 25$ times increase in the photoresponse of the Q-BIC photodetectors.


## Introduction

This chapter focuses on a novel approach for engineering nanostructures with advanced properties due to quantum dots with built-in charge (Q-BIC). By implementing this approach, a $50 \%$ increase in the photovoltaic efficiency in n-doped InAs/GaAs quantum dot solar cell (QDoSC) with a built-in-dot charge of $\sim 6$ electrons per dot have been achieved. In addition, we have also demonstrated

[^13]$\sim 25$ times increase in the photoresponse of a quantum dot infrared photodetector (QDIP), with increasing the built-in-dot charge from one to six electrons per dot.

Self-assembled quantum dots have emerged as one of the most promising systems for a plethora of applications, including quantum computing, infrared (IR) sensing, solid-state lighting and lasing, and energy harvesting due to their fully quantized electron and hole states [1-7]. While knowledge of the tunable energy levels in QDs, which ultimately govern the electrical and optical properties, has been fully exploited, little efforts have been directed to controlling carrier kinetics within QD structures. For example, the phonon bottleneck concept assumes that the phonon-assisted bound-to-bound transitions in QDs are prohibited, unless the energy between two discrete levels matches the phonon energy [8], but completely ignores the interaction between electrons and corresponding modification of electron states. As a result, experimentally measured phonon-mediated electron relaxation turns out to be much faster than expected in the phonon bottleneck concept [9]. In response to this fundamental issue which impedes the performance of QD devices, an unique approach has been proposed for suppressing photoelectron relaxation and increase the photoelectron lifetime. This approach involves manipulating the interdot kinetics by using specially engineered potential barriers $[10,11]$. As it will be shown in the next sections, there are two fundamental effects supporting the radical improvements observed in the QDoSCs and QDIPs as a result of these potential barriers. First, the built-in-dot charge strongly increases electron coupling to IR radiation, because a large electron population in QDs enhances the photoinduced intraband transitions in dots and transitions from QD localized states to conducting states in the matrix. Second, the built-in-dot charge creates potential barriers around dots and these barriers suppress capture processes for photocarriers of the same sign as the built-in-dot charge. As a result, the barriers decrease recombination via QDs and increase the photocarrier lifetime. High scalability of QD nano-blocks (single QDs, QD clusters, chains, etc.) allows for numerous possibilities for nano-engineering specifically three-dimensional (3D) potential barriers which provide unique optoelectronic characteristics.

This chapter begins with a brief description of the Stranski-Krastanow growth mode used for the self-assembled growth of InAs QDs. The photoelectron capture from a fundamental point of view with emphasis on controlling electron-hole kinetics via selective doping of the interdot space is then described followed by a detailed discussion on the effect of the potential barriers on the performance of QDoSCs and QDIPs.

## Self-Assembled Growth of InAs/GaAs Quantum Dots Using MBE

Several methods including lithography have been reported for the fabrication of QDs, but most lithographic techniques suffer from size limitations, material defect formation, and poor interface quality [12, 13]. However, there are three


Fig. 13.1 The Stranski-Krastanow heteroepitaxial growth mode for the case of InAs/GaAs systems
well-established methods that are utilized in the heteroepitaxial growth of nanostructures [14]. The first is the Volmer-Weber growth mode which results in a direct 3D formation of islands. This occurs when deposited atoms strongly interact with each other rather than the surface. The second is the Frank van der Merwe mode which results in two-dimensional (2D) films via a 2D extension of clusters which in this case are interacting more strongly with the surface. The third is the Stranski-Krastanow growth mode which is the method of choice for fabricating the QD devices discussed in this chapter.

The Stranski-Krastanow mode has been extensively used in III-V material systems. This growth mechanism proceeds via a 2D-3D transition after depositing one or two monolayers (ML) of materials. Stranski-Krastanow growth is complex and extremely sensitive to surface stress, thickness, composition of the film, and lattice mismatch and typically results in high density defect-free QDs. This method is commonly used for lattice-mismatch systems of InAs/GaAs, where there is about a $7 \%$ lattice mismatch. Therefore, in this mode, the mismatched deposited material is accompanied by a compressive strain during the layer-by-layer 2D growth, which is generally referred to as the wetting layer. As more materials are deposited, the strain energy increases in the growth direction. Finally, after reaching a critical thickness, which has been found to be $\sim 2 \mathrm{ML}$, the lattice relaxes, giving rise to 3 D islands, termed QDs [15]. Figure 13.1 illustrates the Stranski-Krastanow growth mode for the InAs/GaAs heteroepitaxial system.

The advantage of the Stranski-Krastanow growth mode is that no ex-situ surface processing such as etching is required for the fabrication of QDs. Vertical ordering of QDs takes advantage of strain fields and have been predicted and observed experimentally [16-21] with the Stranski-Krastanow method. Nonetheless, this technique results in a random spatial ordering of QDs for single layers

Fig. 13.2 Potential barriers around single dots in evenly distributed QD structures

[22]. Recent measurements [23] demonstrate that electron coupling between dots is in fact not essential for the operation of QDoSCs because the transitions via localized QD levels provide absorption of IR radiation. Therefore, employing more sophisticated growth approaches such as droplet epitaxy (DE) [24] for achieving spatial ordering of QDs is not a prerequisite for the devices explored in this chapter.

## Potential Barriers in QD Structures

## Photoelectron Capture

Progress in the field of QD technologies shows great potential for utilizing QD structures in solar cells and IR detectors. Nonetheless, a number of issues associated with the complex band structure, various electron transitions, and non-equilibrium processes in QD structures should be addressed to enhance the performance of QD devices. For example, electrons and phonons in QDs, and especially photocarrier capture processes in QDs play a crucial role in the optimization of photovoltaic power conversion in the case of solar cells [10] and detectivity and responsivity as in the case of photodetectors [11]. Therefore, complex optimization of QD structures and operating regimes can significantly improve the device performance.

An effective way to control the kinetics of electrons and phonons is to create potential barriers around the dots by selectively doping the interdot space [25, 26]. Potential barriers are created when electrons from dopants outside QDs are captured by the dots. For example, Fig. 13.2 shows the local potential barriers around single dots evenly distributed in QD planes (ordinary QD structures). The barriers are created by localized electrons within the dot and dopants within the interdot space. These barriers separate the dots from the conducting channel preventing photoelectron capture. As illustrated in Fig. 13.3, the carrier capture can be realized via electron tunneling (a) or via thermo-excitation above the potential barriers (b).

Relative probability of tunneling and thermo-excitation capture processes can be evaluated taking into account the position of the turning point for electron tunneling. Assuming that the barrier potential near the dot is close to the Coulomb

Fig. 13.3 Photoelectron capture due to electron tunneling (a), and thermo-excitation (b)

potential, the position of the turning point, $R_{\mathrm{t}}$, averaged over the thermal electron distribution is given by [27]

$$
\begin{equation*}
R_{\mathrm{t}}=a_{\mathrm{B}}\left(\frac{R \mathrm{y}}{k T}\right)^{2 / 3}\left(Z m^{*}\right)^{1 / 3} \tag{13.1}
\end{equation*}
$$

where $a_{\mathrm{B}}$ is the Bohr radius, $R \mathrm{y}$ is the Rydberg constant, $Z$ is the charge of the dot, and $m^{*}$ is the electron effective mass. In particular, for GaAs at room temperatures, $R_{\mathrm{t}}$, is about 4 nm . If dot radius is larger than $R_{\mathrm{t}}$ the thermo-excitation will dominate over tunneling. In the rest of the chapter, we will consider exactly this case. The photoelectron capture rate for the case of themo-excitation is given by

$$
\begin{equation*}
\tau_{\text {capt }}^{-1}=N_{\mathrm{d}} \sigma \tilde{v} \tag{13.2}
\end{equation*}
$$

with the trapping cross-section [27]

$$
\begin{gather*}
\sigma=\pi \alpha a^{2} \exp \left(-\frac{e V_{\mathrm{m}}}{k T}\right)\left(1+\frac{3}{4} \frac{\alpha a}{\ell} F(V)\right)^{-1}  \tag{13.3}\\
F=a \exp \left(-\frac{e V_{\mathrm{m}}}{k T}\right) \int_{a}^{b} \frac{d r}{r^{2}} \exp \left(\frac{e V(r)}{k T}\right) \tag{13.4}
\end{gather*}
$$

where $\tilde{v}$ is the electron thermal velocity, $N_{\mathrm{d}}$ is the concentration of quantum dots, $a$ is the radius of the dot, $\ell$ is the electron mean free path with respect to elastic electron scattering, $\alpha$ is the probability for an electron at $r \leq a$ to be captured by the quantum dot, and $V_{\mathrm{m}}$ is the maximum value of the potential barrier, i.e., $V_{\mathrm{m}}=V(a)$. Describing the thermo-excitation processes, we accept that the inelastic interdot relaxation processes [28] are described by the relaxation time $\tau_{\varepsilon}^{\prime}$. In this case, the coefficient $\alpha$ can be evaluated as $\alpha \approx a / \ell_{\varepsilon}^{\prime}$, where $\ell_{\varepsilon}^{\prime}=\tilde{v} \tau_{\varepsilon}^{\prime}$ and $\tilde{v}$ is the electron thermal velocity. Then, at $a^{2}>\ell \ell_{\varepsilon}^{\prime}$, the capture rate is independent of the coefficient $\alpha$ and is given by [24]

$$
\begin{equation*}
\frac{1}{\tau_{\text {capt }}}=\pi N_{\mathrm{d}} D a^{3} \frac{\tilde{v}}{\tilde{v}} \frac{1}{\tau_{\varepsilon}^{\prime}} \exp \left(-\frac{e V_{\mathrm{m}}}{k_{\mathrm{B}} T}\right) \tag{13.5}
\end{equation*}
$$

where $D=\tilde{v} \ell / 3$ is the diffusion coefficient. In the opposite case, $a^{2}<\ell \ell_{\varepsilon}^{\prime}$, the capture rate is

$$
\begin{equation*}
\frac{1}{\tau_{\text {capt }}}=\pi N_{\mathrm{d}} a^{3} \frac{\tilde{v}}{\tilde{v}^{\prime}} \frac{1}{\tau_{\varepsilon}^{\prime}} \exp \left(-\frac{e V_{\mathrm{m}}}{k_{\mathrm{B}} T}\right) \tag{13.6}
\end{equation*}
$$

In both cases the exponential factor describes the effect of the potential barriers on capture processes. We would like to emphasize that Eqs. 13.3 and 13.4 are valid for any relation between $\ell, a$ and $\alpha a$ as well as for a wide variety of potentials.

In structures where the interdot space is homogeneously doped, the average number of electrons, $N$, trapped by a quantum dot is determined by the concentration of donors, and the potential barriers are given by [27]

$$
\begin{equation*}
V(r)=V_{0}\left(\frac{b}{r}+\frac{r^{2}}{2 b^{2}}-\frac{3}{2}\right), V_{0}=\frac{e N}{\varepsilon b\left(1-(a / b)^{3}\right)} \tag{13.7}
\end{equation*}
$$

where $a$ is the dot radius, $b$ is the distance between dots, and $\varepsilon$ is the dielectric permittivity of the interdot matrix. Thus, even in the case of homogenous doping, the potential barriers can be modified by changing the geometrical parameters of the structure and/or the doping level.

In summary, we should note that, while the formalism is general enough, it is applicable only for quasi-equilibrium electron distributions, i.e., in small electric fields. At the same time, optimal regimes for operating semiconductor devices are always achieved in strong fields, which generate non-equilibrium carrier distributions.

## Carrier Capture in an Electric Field

By using a Monte Carlo simulation tool, the transport of 3D electrons in a GaAs matrix with dots was explored to investigate the dependence of the carrier capture on the electric field at various values of the potential barrier. The model assumes a regular lattice arrangement of dots with an interdot distance of $b$ and a dot concentration, $N_{\mathrm{d}}$ which is given by $1 / b^{3}$. If the interdot relaxation processes are described by the relaxation time $\tau_{\varepsilon}^{\prime}$, which is associated with inelastic electronphonon scattering in the dot area (Fig. 13.4), the carrier capture process can be considered as a specific scattering process. This scattering process is limited in space by the dot volume and will occur when carriers transition from a conducting state with energy $E_{\mathrm{c}}$ above the potential barrier to a bound state $E_{\mathrm{b}}$ below the potential barrier.

By assuming that any carrier from the bound state will relax to the deep dot states much faster than it will return back to the conducting state, the capture time was found to be independent of the electric field up to the critical field, $F_{\mathrm{c}}$ which is in the order of $10^{3} \mathrm{~V} / \mathrm{cm}$, and decreases substantially as the field increases as seen in Fig. 13.5. On the other hand, significant changes in the dependence of capture

Fig. 13.4 The carrier capture as a result of electron-phonon scattering


Fig. 13.5 Carrier capture as a function of the electric field at various potential barriers

time on the electric field are observed only for the case where the field is larger than $1 \mathrm{kV} / \mathrm{cm}$ as illustrated in Fig. 13.6.

A more important evaluation is the dependence of the capture time on the radius of the QD. To determine this, we compared data of the Monte Carlo simulations with analytical results taking into account that at room temperature, the electron mean free path, $\ell$, is significantly larger than the dot radius. In this case, where the product of $\tau_{\text {capt }}$ and $a^{3}$ is a universal function of the electric field $F$, we can expect the capture rate to be proportional to $a^{3}$ as described by Eq. 13.5 and confirmed by the Monte Carlo modeling (see Fig. 13.7).

Analyzing the modeling data in terms of electron thermal energy, $\bar{\varepsilon}$, we see that the potential barriers do not change the average energy attained in the electric field. In fact, if we evaluate the logarithmic dependence of the capture time on the inverse value of $\bar{\varepsilon}$ (see Fig. 13.8), for various potential barriers the $\log \tau_{\text {capt }}$ is proportional to $1 / \bar{\varepsilon}$. In other words, the capture rate $\tau_{\text {capt }}$ is proportional to $\exp$ $(1 / \bar{\varepsilon})$. This means that the carrier capture in the electric field can be described by Eq. 13.5 , where the thermal energy $k T$ is replaced by a factor of $\sim 2 \bar{\varepsilon} / 3$.

In summary, a wide range of novel properties can be realized through the manipulation of dots and potential barriers created by selectively doping QD structures. By employing potential barriers around the dots, we can separate the localized interdot electron states from the conducting states in the matrix and control all electron processes. In structures with barriers, electron kinetics and

Fig. 13.6 Capture time as a function of the barrier at various electric fields


Fig. 13.7 Product of $\tau_{\text {capt }}$ and $a^{3}$ as a function of electric field

transport in the electric field based on the model of electron heating is well understood. Because the potential barriers strongly suppress the capture processes to the point where the average electron energy is comparable to the barrier height enabling better control and management of electron kinetics, a significant increase in the photocurrent and photovoltage in QDoSCs and device detectivity, photoconductive gain, and responsivity in QD IR detectors can be expected.

In the following sections, we will discuss the fundamental issues in QDoSCs and QDIPs and the effect of potential barriers in QD structures on the performance of these devices.


Fig. 13.8 The capture time as a function of inverse average electron energy attained in the electric field

## Strong Enhancement of QD Solar Cell Efficiency due to Potential Barriers

## Fundamental Issues in Solar Cells

According to Shockley and Queisser [29], the maximum efficiency for the conversion of unconcentrated solar radiation is $31 \%$. One of the major factors that have limited the conversion efficiency in single junction cells is that subbandgap photons are not absorbed. In response, several approaches including heterostructure cells, multijunction cells, hot carrier cells, intermediate band cells, and cells based on multiple exciton generation through impact ionization were proposed to reduce losses in efficiency. Heterostructure solar cells, first proposed by Alferov [30] in 1966 are presently dominating the market of concentrator solar cells with a record conversion efficiency (up to $40 \%$ ) and high degradation robustness. Despite the impressive achievements in the field of heterostructure solar cells, their efficiency remains at or below $40 \%$ primarily due to: thermalization loss, low junction voltage, contact-voltage drop, recombination loss, contact non-radiative recombination, resistivity-related heating (see Fig. 13.9). Thermalization loss is an important and fundamental problem. The bandgap of the solar cell should be small enough to absorb the major part of the solar spectrum. However, the shorter wavelength part of the solar spectrum generates hot electron-hole pairs, and most of the photon energy is lost via a thermalization process.

Multijunction cells are currently the state of the art and are based on stacking junctions with different badgaps [31]. Each p-n junction cascade is designed to effectively absorb photons, within a certain window of energies, close to the bandgap for better use of the solar spectrum. This approach has a predicted efficiency of $52 \%$ in the case of three cascades and $70 \%$ for four or more cascades.

Fig. 13.9 Losses in a solar cell: 1 thermalization losses, 2 and 3 losses related to junction and contact voltages, and 4 recombination losses


However, the need for lattice matching, current matching, and use of tunnel junctions to cascade the junctions presently enables only triple-junction cells (Ge-substrate junction-InGaAs-AlInGaP) with a maximum conversion efficiency of $41 \%$.

Recently, low-dimensional quantum structures were proposed to be used in solar cells, providing an approach complementary to the multijunction solar cells. A significant enhancement in the short circuit current and conversion efficiency were observed in solar cells based on planar quantum wells (QW) [30, 32, 33]. However, due to the continuum nature of states in QWs, losses due to thermalization of carriers cannot be avoided. For that reason, QDs have attracted much interest for photovoltaic applications [23, 34-42]. QDs have the potential to create energy levels that can better match the solar spectrum, i.e., for minimization of thermalization losses, and provide greater freedom in absorption band and strain engineering as compared with bulk materials and QWs, with predicted efficiencies of $\sim 64 \%$ for a single junction cell [38]. However, experimental results remain substantially lower than this limit. In fact, introducing dots into the intrinsic region of solar cells gives rise to additional channels of recombination, which increases the recombination losses. Thus, while QD structures minimize thermalization losses, they simultaneously increase recombination losses.

## Q-BIC Solar Cell

To increase IR harvesting and minimize the recombination losses in QDoSCs, we have identified the physical mechanisms that control recombination processes in QDs heterostructures and propose a novel approach for improving the basic parameters of QDoSCs. Our approach is based on the effective control of photoelectron capture into QDs by selectively doping the interdot space to create potential barriers around the dots. As discussed in "Photoelectron Capture", potential barriers are created when electrons from dopants outside QDs are captured by the dots. By charging the QDs, we can drastically affect photoelectron capture processes.


Fig. 13.10 a Photogeneration of electron-hole pairs into the ground QD state $\left(E_{0}\right)$ and into the excited QD state $\left(E_{1}\right)$ followed by either thermionic emission ( $E_{\text {therm }}$ ) or intersuband photoexcitation ( $E_{\mathrm{isb}}$ ) into the conducting channel; $E_{\mathrm{m}}$ is the direct photogeneration in the GaAs matrix. b Process induced by n-doping with IR transition of an electron from the localized to the conducting state. c Another doping-induced process, where the radiation excites two electrons to the QD excited states, then due to strong interelectron interaction in a QD one of these electrons transfers to the conducting state and the other transfers to a low-energy state

If we consider the positive effects of doping on the open circuit voltage ( $V_{\mathrm{OC}}$ ) and IR harvesting of solar energy, we can expect that doping will stabilize the $V_{\mathrm{OC}}$ as well as generate additional carriers in QDs, enhance the IR absorption and photocurrent as shown in Fig. 13.10.

Figure 13.10a presents the processes in a QD structure without doping. Figure 13.10b and c shows the doping-induced process associated with free electrons in the ground state due to intentional doping of dots. Figure 13.10c demonstrates a two-step process, where two electrons are excited by IR radiation to the excited localized QD states. Consequently, strong electron-electron interaction in QDs [43, 44] causes one of these electrons to transfer to some low-energy state (for example, to the ground state) while another electron transfers to the conducting state and leaves the dot. N -doping enhances electron interdot transitions shown in Fig. 13.10b and c without substantially changing the hole kinetics.

In undoped QDs, differences in the capture rates of electrons and holes can lead to an accumulation of the built-in dot charge. As we have demonstrated in "Potential Barriers in QD Structures", capture rates depend strongly on the electric field even in relatively small fields. Therefore, the built-in dot charge can substantially affect the electric field around the dot and alter capture processes. For that reason, both the potential barriers around dots and the built-in dot charge will play a significant role in the IR harvesting and carrier capture processes in QDoSCs. To evaluate the proposed approach on the solar cell parameters (short circuit current, $J_{\mathrm{SC}}$; open circuit voltage, $V_{\mathrm{OC}}$; efficiency, $\eta$ ) and understand the IR-induced transitions and capture processes, we investigated p- and n-doped InAs/GaAs QDoSCs with various doping levels compared with GaAs reference and undoped QD cells.

Fig. 13.11 I-V
characteristics under 1 Sun at $100 \mathrm{~mW} / \mathrm{cm}^{2}$ of QDoSCs as a function of doping: p-doped QD cell with four holes per dot, GaAs reference cell, undoped QD cell, n-doped QD cells with two, three, and six electrons per dot


Figure 13.11 shows the current-voltage (I-V) curves obtained under 1 Sun (AM1.5G) illumination. This result demonstrates that while p-doping degrades the $J_{\mathrm{SC}}$, the n-doped structures show a monotonic increase in $J_{\mathrm{SC}}$ with increasing doping level. Similarly, the power conversion efficiency increases by 4.5, 30, and $50 \%$ for doping levels of two, three, and six electrons per dot, respectively. To determine the exact contribution of the IR portion of the solar spectrum to the overall photoresponse of our QDoSCs, a GaAs filter was used to block all wavelengths below 880 nm . The I-V characteristics obtained with the filter is shown in Fig. 13.12.

The photoresponse due to radiation at wavelengths greater than 880 nm increases substantially with doping. Photocurrents of $\sim 7.0$ and $\sim 9 \mathrm{~mA} / \mathrm{cm}^{2}$ were observed in the devices doped to provide two and six electrons per dot, respectively, compared with the undoped sample. As expected, the GaAs reference cell does not show any photoresponse to the long-wavelength part of solar spectrum.

To further determine the harvesting role of IR photons, we measured the spectral dependence of the photocurrent under low illumination conditions using a Nicolet Fourier Transform Infrared (FTIR) spectrometer. Figure 13.13 shows partial contributions of the band-to-band, wetting layer, QD ground state, and subband transitions to the photocurrent. The photocurrent due to band-to-band transitions (below $\sim 880 \mathrm{~nm}$ ) and transitions in the wetting layer ( $\sim 880-920 \mathrm{~nm}$ ) are not significantly affected by n-doping. However, the IR harvesting via electron transitions shown in Fig. 13.10b and c increases with n-doping. In fact, it was observed that doping further reduces the photoresponse due to short-wavelength (above bandgap of GaAs) photons while enhancing the long-wavelength photons contribution via QDs. Interestingly, the spectral density monotonically decreases when the radiation wavelength increases up to $4.8 \mu \mathrm{~m}$. From the onset of Fig. 13.13b, the spectral density for the sample with six electrons per dot shows a sharp rise at $4.8 \mu \mathrm{~m}(250 \mathrm{meV})$, which we believe corresponds to the transition from the dot ground state to the low-energy resonance conducting state ( $E_{\text {isb }}$ in Fig. 13.10b). A broad peak is observed between 4.8 and $\sim 8 \mu \mathrm{~m}$ which is close to

Fig. 13.12 The longwavelength photoresponse for undoped QD solar cell and n-doped cells with two and six electrons per dot under 1 Sun (AM1.5G) light passed through short-wavelength GaAs absorber

the cutoff of the experiment. As the doping level decreases, the peak decreases and completely disappears in the reference cell.

So far, we have discussed the effect of doping on the generation of free electrons and subsequent harvesting of IR radiation. How does doping affect the carrier capture and relaxation processes via the built-in-dot charge? To understand relaxation processes via the built-in dot charge, we studied potential barriers around QDs as a function of dot population using a simulation tool based on the nextnano ${ }^{3}$ software [45]. The potential profile in QD structures where the positions of dots are correlated in QD planes is shown in Fig. 13.14a. As seen, the potential barriers in the QD planes are smaller than those between QD planes. Therefore, photoelectron capture via thermo-excitation is mainly expected to come from the QD planes. Figure 13.14 b shows the potential barriers around single dots in QD planes as a function of the quantum dot population.

According to these results, the barrier height is proportional to the number of electrons trapped in a dot, i.e., $V_{\mathrm{b}}=k_{\mathrm{e}} \times n$, where $n$ is the dot population and $k_{\mathrm{e}}=2.5 \mathrm{meV}$. The coefficient $k_{\mathrm{e}}$ depends on the dot form and increases for smaller dots. The built-in negative charge suppresses the fast electron capture processes and accelerates the capture of holes. Taking into account an exponential dependence of the capture rates on the built-in charge [11, 46], the corresponding dot population may be evaluated as

$$
\begin{equation*}
n_{\mathrm{d}} \approx\left(k_{\mathrm{B}} T / k_{\mathrm{e}}\right) \ln \left(\tau_{\mathrm{c}}^{\mathrm{p}}(0) / \tau_{\mathrm{c}}^{\mathrm{n}}(0)\right) \tag{13.8}
\end{equation*}
$$

where $1 / \tau_{\mathrm{c}}^{\mathrm{p}}$ and $1 / \tau_{\mathrm{c}}^{\mathrm{n}}$ are capture rates for holes and electrons, respectively. Therefore, even a relatively small difference in initial capture rates may provide a very significant built-in-dot charge. The study on quantum well structures by Ridley [47] has shown that a difference in electron and hole capture rates can lead to charge accumulation in the wells. In fact, experimental works, where both


Fig. 13.13 a Spectral response of GaAs reference, doped and undoped solar cell structures. b Magnified view of the spectral response in the range from 1,000 to $1,150 \mathrm{~nm}$. The inset shows the spectral response of QD structures with six electrons per dot in the range of $4-8 \mu \mathrm{~m}$
(a)

(b)


Fig. 13.14 a 3D potential profile of the conduction band in the QD solar cell with correlated positions of QDs. Inset: Potential barriers around QD suppress the capture of photoelectrons. In the QD plane $\mathrm{A}-\mathrm{B}$ the potential between QDs varies from the maximum ( D ) to minimum (C). b Corresponding potential barriers for electrons in QD plane $\mathrm{A}-\mathrm{B}$ as a function of built-in electron charge
capture processes have been studied, show electron relaxation via emission of an optical phonon is much faster than the corresponding hole relaxation in QDs which is different from bulk materials. Although there has been some controversy in the reported values of capture rates for electrons and holes, if as an example, we use the ratio obtained from Ref. [48] which was determined to be $\tau_{\mathrm{c}}^{\mathrm{p}}(0) / \tau_{\mathrm{c}}^{\mathrm{p}}(0)=$ $2 \mathrm{ps} / 0.5 \mathrm{ps}=4$, we get seven electrons localized in the dot at room temperature. This suggest that if the built-in-dot charge is not provided by doping, then the corresponding charge comes from $\mathrm{p}^{+}$and $\mathrm{n}^{+}$contacts and changes the potential profile in the active area. Therefore, to avoid this negative effect, the doping level that provides the dot population given by Eq. 13.7 should be considered.

Table 13.1 QD solar cell parameters

| Dot population | $J_{\mathrm{SC}}\left(\mathrm{mA} / \mathrm{cm}^{2}\right)$ | $V_{\mathrm{OC}}(\mathrm{V})$ | Fill factor $(\%)$ | Efficiency $(\%)$ |
| :--- | :--- | :--- | :--- | :---: |
| 0 | 15.1 | 0.77 | 77 | 9.31 |
| 2 | 17.3 | 0.74 | 76 | 9.73 |
| 3 | 18.5 | 0.79 | 75 | 12.1 |
| 6 | 24.3 | 0.78 | 72 | 14.0 |

N -doping of the interdot space of QDoSCs has shown to enhance the harvesting of IR energy. As it is summarized in Table 13.1, the efficiency of the photovoltaic conversion increases from $9.3 \%$ in QDoSCs without doping to $14 \%$ in cells doped to provide $\sim 6$ electrons per dot, which was the maximum doping level in our investigations.

Further improvements are expected with higher doping levels. The improvement of IR harvesting is anticipated to be even stronger at higher radiation intensities due to an optical pumping effect which will be discussed in the following section.

## Application of Potential Barriers for QD IR Ohotodetectors

Currently, IR technologies based on quantum well IR photodetectors (QWIPs) are widely utilized in various sensors and imaging devices operating at 77 K and below [49-52]. However, QWIPs have drawbacks such as insensitivity to the normal incidence radiation and fast carrier capture at room temperature [51, 52]. Consequently, the detectivity and responsivity decreases drastically at room temperature. The factors limiting the high temperature operation of QWIPs are well understood. In fact, various reports in the literature have unambiguously demonstrated that this limitation is caused by the reduced photocarrier lifetime at temperatures above 77 K . Fast electron relaxation increases the generationrecombination noise, hence compromising the sensitivity of the detector. To solve the sensitivity and responsivity issue, QDs are widely considered for use in IR photodetectors due to the many possible routes for manipulating electron processes in QD structures. In fact, QDIPS have already demonstrated detectivities of $D^{*} \sim 10^{8} \mathrm{~cm} \mathrm{~Hz}^{1 / 2} / \mathrm{W}$. To further enhance the sensitivity and responsivity of QDIPs, local potential barriers around QDs were explored for suppressing fast electron capture processes.

To determine the effects of potential barriers on the photoresponse of QDIPs, we studied variations of potential barriers and their effects on the device performance. Since barriers can be controlled by varying the dot size, doping levels, and host materials, we modified dopant positions and levels and computed the corresponding barrier height. The doping levels were varied to provide 2.4, 2.8, 4.7, and 6.1 electrons per dot as shown in Table 13.2.

Table 13.2 Device variations explored

| Device | Dopant position | Dopant <br> concentration <br> $\left(\mathrm{cm}^{-2}\right)$ | Electrons <br> per dot | Barrier <br> height <br> $(\mathrm{meV})$ |
| :--- | :--- | :--- | :--- | :--- |
| B44 | QD layer | $2.7 \times 10^{11}$ | 2.4 | 25 |
| B45 | Middle of AlGaAs layers | $2.7 \times 10^{11}$ | 2.8 | 70 |
| B52 | QD layer | $5.4 \times 10^{11}$ | 4.7 | 79 |
| B53 | Middle of AlGaAs layers | $5.4 \times 10^{11}$ | 6.1 | 130 |

The height of the potential barriers for electrons located in the interdot area is defined as the difference between the maximum of the conduction band in QDs and minimum in the depletion regions that occur as a result of interdot doping, as shown in Fig. 13.15. Comparing the photoresponse of structures doped in the QD layer (B44), middle of the AlGaAs layer (B45), and modulately doped (B46), we observed that the photoresponse of structures doped at the interdot space, i.e., in the middle of the AlGaAs layers is several times larger than that of the other samples. Figure 13.16 shows the photoresponse as a function of the built-in-dot charge at 80 K for the various device geometries. The photoresponse increases with increasing dot population.

To verify the effect of the potential barriers on the performance of the QDIPs, the potential height was computed as a function of dot population. As it is shown in Fig. 13.14, the 3D potential barriers around dots are strongly anisotropic. The barriers in the QD planes, i.e., in the direction perpendicular to the current, are substantially smaller than the barriers in the direction of the current. Therefore, the thermo-activated capture processes occur mainly in QD planes. Calculating the height of the potential barriers in the direction perpendicular to the current, we found that the barrier height is proportional to the QD charge: $V=k_{\mathrm{e}} q$, where $q$ is the dot charge, i.e., $q=n$ is the dot population in the case of the interdot doping, and $q=n-p$ is the dot population $n$ reduced by the number of dopants $p$ in the dot in the case of the interdot doping. The coefficient $k_{\mathrm{e}}$ depends on the dot size and concentration and was found to be $\sim 2.5 \mathrm{meV}$.

In Fig. 13.16, we present the fitting of the experimental data for the photoresponse of samples B44, B45, B52, and B53 (blue squares) by the theoretical dependence

$$
\begin{equation*}
I=A \times n \exp \left(k_{\mathrm{e}} q / k_{\mathrm{B}} T\right) \tag{13.9}
\end{equation*}
$$

where the pre-exponential factor $A \times n$ describes the probability of the photo excitation, which is proportional to the number electrons in dot, $n$, and the exponential factor describes the suppression of the photocarrier capture processes due to potential barriers around dots and the built-in-dot charge, $q$. As seen, the theoretical modeling (red circles) is in a very good agreement with experimental data (blue squares). The red dashed line shows the modeling results for the interdot doping ( $q=n$ ), which was used for doping of the samples B45 and B53.

Fig. 13.15 A 2D slice of the calculated conduction band structure of sample B45, where the dopant was inserted in the middle of the AlGaAs layers with a concentration of $2.7 \times 10^{11} \mathrm{~cm}^{-2}$


Fig. 13.16 QDIP
photoresponse ( $\mathrm{T}=80 \mathrm{~K}$ ) vs the dot population; blue squares are for experimental data, red circles show modeling results, and the red line is for the theoretical prediction for the interdot doping


For samples B44 and B52 with the doping of QD layers, the dot charge was formed by the electrons captured in the dot and dopants placed in the dot. From the fitting of experimental data, the parameter $k_{\mathrm{e}}$ was found to be equal to 2.7 meV , i.e., $k_{\mathrm{e}} / k_{\mathrm{B}} T=0.4$, which is in a good agreement with $k_{\mathrm{e}}=2.5 \mathrm{meV}$ that we obtained from the independent modeling of the potential barriers. Thus, our model provides an adequate description of the photoresponse enhancement due to potential barriers.

To further understand IR harvesting in Q-BIC structures, we investigated the IR photocurrent under high optical pumping. A red light-emitting diode (LED) with a 620 nm wavelength was used to optically pump the samples. Figure 13.17 shows the photocurrent densities for sample B45 at different intensities. The measurements demonstrate an increase by three orders of magnitude in the photocurrent density due to the short-wavelength pumping. This result is in agreement with Ref. [53] which demonstrated that the IR response is significantly enhanced by optical pumping. In this case, optical pumping is equivalent to the effects of doping QDs. As seen in Fig. 13.17, the high-energy radiation increases the number of carriers captured into QDs, which in turn significantly enhances the IR electron transitions from localized states in QDs to the conducting states in the matrix as it is shown in Fig. 13.10b and c.

Fig. 13.17 Photocurrent density of sample B45 at $\mathrm{T}=80 \mathrm{~K}$ as a function of optical pumping from a red LED


Let us note that the same effect known for QDIPs, where the IR response is significantly enhanced by the optical pumping could potentially provide a significant increase in the photocurrent of our Q-BIC solar cells. The difference between the photoresponse under high illumination (Fig. 13.11) and the low intensity spectral response (Fig. 13.13) could be the result of optical pumping under high intensity conditions. Therefore, due to the optical pumping effect we can expect strong enhancement of IR harvesting and conversion in concentrator Q-BIC solar cells.

## Conclusion

To conclude, this chapter reviewed both theoretical and experimental studies of Q-BIC devices. We presented the effects of the built-in-dot charge on the solar energy harvesting, IR transitions, and recombination processes. By using an analytical approach and Monte Carlo simulations, the capture rates of photocarriers in Q-BIC structures were investigated as a function of the built-in-dot charge, dot concentration, dot radius, and electric field. Based on this analysis, we optimized our devices and demonstrated the effects of potential barriers due to interdot n -doping on the overall performance of our QD devices. As the theoretical models predicted, the effective separation of conducting and localized states by potential barriers provides a $60 \%$ increase in the photocurrent of the QDoSCs (without degradation of the open circuit voltage) and $\sim 25$ times increase in the photoresponse of the QDIPs. Further improvements due to the built-in-dot charge are expected for higher doping levels. The IR harvesting in Q-BIC solar cells is anticipated to be even stronger at higher radiation intensities due to the optical pumping effect.
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# Chapter 14 <br> Semiconductor Quantum Dot-Sensitized Solar Cells Employing TiO $\mathbf{T}_{2}$ Nanostructured Photoanodes with Different Morphologies 

Qing Shen and Taro Toyoda


#### Abstract

CdSe quantum dot (QD)-sensitized solar cells (QDSCs) were synthesized by adsorbing CdSe QDs onto $\mathrm{TiO}_{2}$ nanostructured electrodes with different morphologies, i.e., nanoparticles, nanotubes, and inverse opals. The optical absorption, photoelectrochemical, and photovoltaic properties of the QDSCs were characterized and the dependences of these properties on the QD deposition time and the $\mathrm{TiO}_{2}$ nanostructure are discussed. To improve the photovoltaic performance of the CdSe QDSCs, surface passivation with a ZnS coating was introduced and $\mathrm{Cu}_{2} \mathrm{~S}$ counter electrodes were applied. All aspects of the photovoltaic performance, including the short-circuit photocurrent density, open-circuit voltage, fill factor, and efficiency, were found to be significantly improved by the surface modification with ZnS . For the counter electrode, the $\mathrm{Cu}_{2} \mathrm{~S}$ electrode was demonstrated to be more efficient than platinum against the polysulfide electrolytes usually used as redox couples in CdSe QDSCs. Moreover, CdS QD adsorption on the $\mathrm{TiO}_{2}$ electrodes prior to CdSe QD adsorption also resulted in better solar cell performance. In addition, we found that the morphology of the $\mathrm{TiO}_{2}$ electrodes had a great influence on the photovoltaic properties of the QDSCs. Finally, a power conversion efficiency as high as $4.9 \%$ was achieved for a combined $\mathrm{CdS} / \mathrm{CdSe}$ QDSC under solar illumination of $100 \mathrm{~mW} / \mathrm{cm}^{2}$.


[^14]
## Introduction

The increasing demand for renewable and low-cost energy has engendered some outstanding research in the field of photovoltaics, especially, next generation solar cells. Potential candidates for next generation solar cells are dye-sensitized solar cells (DSCs). Much attention has been directed toward DSCs employing nanostructured $\mathrm{TiO}_{2}$ photoanodes and organic-ruthenium dye molecules as lightharvesting media. The high porosity of nanostructured $\mathrm{TiO}_{2}$ photoanodes enables a large concentration of the sensitizing dye molecules to be adsorbed. The attached dye molecules absorb light and inject electrons into the $\mathrm{TiO}_{2}$ conduction band upon excitation. The electrons are then collected at a back conducting electrode, generating a photocurrent. DSCs exhibit high photovoltaic conversion efficiencies of about $11 \%$ and good long-term stability. In addition, they are relatively simple to assemble and are low cost [1-3]. However, in order to replace conventional Si-based solar cells in practical applications, further effort is needed to improve the efficiency of DSCs and also the production cost should be lowered.

One key factor in improving the performance of DSCs is the design of the photosensitizer. The ideal dye photosensitizer for DSCs should be highly absorbing across the entire solar light spectrum, bind strongly to the $\mathrm{TiO}_{2}$ surface, and inject photoexcited electrons into the $\mathrm{TiO}_{2}$ conduction band efficiently. Many different dye compounds have been designed and synthesized to fulfill the above requirements. It is likely that the ideal photosensitizer for DSCs will only be realized by co-adsorption of a few different dyes, for absorption of visible light, near infrared (NIR) light, and/or infrared (IR) light [4, 5]. However, attempts to sensitize electrodes with multiple dyes have achieved only limited success to date. Narrow-bandgap semiconductor quantum dots (QDs), such as $\mathrm{CdS}, \mathrm{CdSe}, \mathrm{PbS}$, PbSe , and InAs, have also been the subject of considerable interest as promising candidates for replacing the sensitizer dyes in DSCs [6-26]. These devices are called QD-sensitized solar cells (QDSCs) [22, 27, 28]. Figure 14.1 shows the working principle of QDSCs, which is very similar to that of DSCs (only the sensitizer is changed from dyes to semiconductor QDs). A comparison of the working principles between QDSCs and DSCs was given by Hodes in his seminal review [29]. The use of semiconductor QDs as sensitizers has some advantages over the use of traditional dyes (such as Ru-polypyridine complexes and organic dyes) in solar cell applications [27, 28] due to the unique properties of QDs. First, the energy gaps of the QDs can be tuned by controlling their size, and therefore the absorption spectra of the QDs can be tuned to match the spectral distribution of sunlight. Second, the semiconductor QDs have large extinction coefficients due to the quantum confinement effect. Third, these QDs have large intrinsic dipole moments, which may lead to rapid charge separation. Finally, semiconductor QDs have the potential to generate multiple electron-hole pairs with one single-photon absorption [27, 28, 30], which would lead to incident photon-to-current (IPCE) efficiencies of over $100 \%$. Therefore, it has been predicted theoretically that the maximum thermodynamic efficiency for photovoltaic devices with a single


Fig. 14.1 Schematic illustration of the working principle of quantum dot-sensitized solar cells
sensitizer could be improved to as much as $\sim 44 \%$ by employing semiconductor QDs [31]. Since QDSCs could be made very cheaply using simple chemical methods, the expectation was that QDSCs would become one of the promising next generation cost-effective high efficiency solar cells and would attract much attention.

However, at present, the maximum reported energy conversion efficiency of QDSCs is in the range of $4-5 \%$ [32,33], which is significantly lower than the maximum efficiency of DSCs, which is more than $11 \%$. Therefore, fundamental studies on the mechanism and preparation of QDSCs, including the development of materials, such as light-harvesting QDs, nanostructured photoanodes, electron and hole conductors and counter electrodes, and appropriate surface modification, are necessary and very important for boosting the photovoltaic performance of QDSCs.

One of the main factors limiting the photovoltaic performance of QDSCs is the assembly of the QDs onto the $\mathrm{TiO}_{2}$ photoanode, which is related to the QD deposition method. Usually there are two different deposition methods for adsorbing QDs onto $\mathrm{TiO}_{2}$ photoanodes. One is a pre-synthesis method, in which the semiconductor QDs are pre-synthesized and attached to the photoanodes directly or with the aid of bifunctional linker molecules [14, 15]. The other is the direct growth of the QDs on the $\mathrm{TiO}_{2}$ photoanode surface by chemical bath deposition (CBD) [13, 34] or by successive ionic layer adsorption and reaction (SILAR) [33, 35]. So far, better photovoltaic performance has been achieved by the latter method because of the effective coverage of the QDs on the surface of the $\mathrm{TiO}_{2}$ nanostructured photoanode.

The morphology of the $\mathrm{TiO}_{2}$ nanostructured photoanodes is very important for satisfactory assembly of the QDs and for improving the energy conversion efficiency. On the other hand, another limiting factor for the overall photovoltaic performance of the QDSCs is the transport of photogenerated electrons through the $\mathrm{TiO}_{2}$ nanostructure network. Thus, $\mathrm{TiO}_{2}$ photoanodes with a higher degree of order than those made from a disordered assembly of nanoparticles, such as 1D
nanorods, nanowires, nanotubes, are desirable for achieving high efficiency QDSCs through improvements in the electron transfer rate and the effective QD assembly, as well as good hole electrolyte penetration [17-19, 21, 36, 37].

This chapter will focus on some of our recent studies on CdSe and combined CdS/ CdSe QDSCs, of which the various morphologies of $\mathrm{TiO}_{2}$ photoanodes, such as nanoparticulate, nanotube, and inverse opal, were employed [12, 13, 17-21, 38-40]. The optical absorption, photoelectrochemical properties, and photovoltaic characteristics of the QDSCs are discussed. It is very interesting that the photovoltaic properties of the QDSCs were found to depend greatly on the $\mathrm{TiO}_{2}$ morphology. The effects of surface modification and the type of counter electrodes on the photovoltaic properties are also described. For further details on recent general studies of QDSCs, readers are referred to a number of excellent review articles listed at the end of the chapter [22, 26, 29].

## Sample Preparation and Characterization

## $\mathrm{TiO}_{2}$ Nanoparticulate Photoanodes

$\mathrm{TiO}_{2}$ nanoparticulate photoanodes were made from nanocrystalline particles with a diameter of $10-30 \mathrm{~nm}$ [41]. First, a $\mathrm{TiO}_{2}$ paste was prepared by mixing the $\mathrm{TiO}_{2}$ nanocrystals (with diameters of 15 nm ) and polyethylene glycol (PEG) [molecular weight (MW) of PEG was 500,000 ] in pure water. The resultant paste was then deposited onto transparent conducting substrates [F-doped $\mathrm{SnO}_{2}$ (FTO)]. The $\mathrm{TiO}_{2}$ films were sintered in air at $450^{\circ} \mathrm{C}$ for 30 min to obtain good necking. Thus, highly porous nanostructured $\mathrm{TiO}_{2}$ films with a continuous network (pore sizes were of the order of a few tens of nanometers) were formed, which was confirmed through scanning electron microscopy (SEM) images (Fig. 14.2). To improve the light absorption in the long wavelength region by enhancing the optical light path, a scattering $\mathrm{TiO}_{2}$ layer made from larger nanoparticles (300-400 nm in diameter) was added to the $\mathrm{TiO}_{2}$ photoanodes in some experiments [32].

## $\mathrm{TiO}_{2}$ Nanotube Photoanodes

Ti foils ( $0.25 \mathrm{~mm}, 99.7 \%$ purity, Aldrich) were degreased by sonicating in acetone, isopropanol, and methanol, rinsed with deionized water and dried in a nitrogen stream. The Ti foils were anodized in ethylene glycol containing $0.25 \mathrm{wt} \% \mathrm{NH}_{4} \mathrm{~F}$ using a conventional two-electrode configuration with a platinum gauze as a counter electrode [42]. The applied voltage was changed from 20 to 50 V , and anodization was performed at different temperatures (from 10 to $40^{\circ} \mathrm{C}$ ). After anodization, the samples were annealed at $480^{\circ} \mathrm{C}$ for 3 h in air. XRD patterns

Fig. 14.2 SEM image of a nanostructured $\mathrm{TiO}_{2}$ film made from nanoparticles

show that the crystal structure of the $\mathrm{TiO}_{2}$ nanotubes was anatase. Figure 14.3 shows top (a), bottom (b), cross sectional (c), and lateral views of FESEM images of $\mathrm{TiO}_{2}$ nanotubes prepared at a potential of 50 V for 1 h at $30^{\circ} \mathrm{C}$. The average inner and outer diameters of the $\mathrm{TiO}_{2}$ nanotubes are around 100 and 120 nm , respectively. The length of the $\mathrm{TiO}_{2}$ nanotubes is about $10 \mu \mathrm{~m}$. It was found that the diameters and lengths depend greatly on the applied potential and anodization temperature. Figure 14.4 shows top (a) and cross sectional (b) views of FESEM images of $\mathrm{TiO}_{2}$ nanotubes prepared at a potential of 20 V for 1 h at $30^{\circ} \mathrm{C}$. Figure 14.5 shows top views of FESEM images of $\mathrm{TiO}_{2}$ nanotubes prepared at a potential of 20 V for 1 h at different temperatures. It was confirmed that both the diameters and lengths increased as the applied potential and anodization temperature increased.

## $\mathrm{TiO}_{2}$ Inverse Opal Photoanodes

Inverse opal $\mathrm{TiO}_{2}$ films were prepared on fluorine-doped tin oxide (FTO)-coated glass by the replication of a self-organizing material used as a template [38, 39, 43]. Substrates were cleaned ultrasonically with soap, KOH , water, and methanol. Monodispersed polystyrene latex suspensions were sonicated for 30 min to break down the aggregated particles. The synthetic opal templates were assembled by immersing the FTO substrates vertically in a $0.1 \mathrm{wt} \%$ monodispersed polystyrene suspension and evaporating the solvent in an oven at $40^{\circ} \mathrm{C}$ for $1-2$ days until the solvent had completely disappeared, leaving behind a colloidal crystal film on the substrate. Then $\mathrm{TiO}_{2}$ was brought into the void of the template by the following method. A $10 \mu \mathrm{l}$ drop of $2 \% \mathrm{TiCl}_{4}$ in methanol was added via a micropipette onto the $1.3 \times 2.3 \mathrm{~cm}^{2}$ colloidal crystal surface. After hydrolysis for 30 min , the sample was subsequently heated to $80^{\circ} \mathrm{C}$ in air for 10 min . This process was


Fig. 14.3 Top (a), bottom (b), cross sectional (c), and lateral views of SEM images of $\mathrm{TiO}_{2}$ nanotubes prepared at a potential of 50 V for 1 h at $30^{\circ} \mathrm{C}$


Fig. 14.4 Top (a), and cross sectional (b) views of SEM images of $\mathrm{TiO}_{2}$ nanotubes prepared at a potential of 20 V for 1 h at $30^{\circ} \mathrm{C}$
repeated several times to ensure the filling of all the voids. Finally, the sample was heated at $450^{\circ} \mathrm{C}$ for 1 h in air with a heating rate of $0.5^{\circ} \mathrm{C} / \mathrm{min}$ to calcinate the template and anneal the $\mathrm{TiO}_{2}$.


Fig. 14.5 Top views of SEM images of $\mathrm{TiO}_{2}$ nanotubes prepared at a potential of 50 V for 1 h at different temperatures

The XRD pattern shows that the inverse opal $\mathrm{TiO}_{2}$ has the crystalline structure of anatase. Typical SEM images of the latex sphere template, with sphere diameters of 309 nm , and the obtained $\mathrm{TiO}_{2}$ inverse opal are shown in Fig. 14.6. The latex spheres are arranged in the fcc lattice (Fig. 14.6a) with a thickness (Fig. 14.6b), depending on the concentration of the original colloidal latex suspension, before the vertical immersion of the FTO substrate and evaporation of the aqueous solvent. After the calcination process, replication of this template with the titanium dioxide resulted in a honeycomb structure with an ordered hexagonal pattern of spherical pores that connected each sphere to its nearest neighbors, as shown in Fig. 14.6c. The diameter or center to center distance of the pores, referred to as the periodic lattice constant of the inverse opal $\mathrm{TiO}_{2}$, was determined to be $\sim 270 \mathrm{~nm}$ (Fig. 14.6c) which shows the latex spheres had shrunk from their initial diameter of 309 nm . This structure also consists of several layers, connected to each other, as shown in Fig. 14.6d with a possible maximum thickness similar to the initial latex film. The thickness of the obtained $\mathrm{TiO}_{2}$ inverse opal film was measured to be the same as that of the latex film, while thinner inverse opal films could be made using smaller amounts of $\mathrm{TiCl}_{4}$.

## Adsorption of CdSe QDs and Combined CdS/CdSe QDs

For combined CdS/CdSe QD-sensitized $\mathrm{TiO}_{2}$ photoanodes, CdS QDs were first adsorbed using a CBD method before CdSe QD adsorption [16, 40]. CdS QDs were adsorbed from the common $\mathrm{NH}_{3}$ bath with a solution composition of 20 mM $\mathrm{CdCl}_{2}, 66 \mathrm{mM} \mathrm{NH} 44,140 \mathrm{mM}$ thiourea, and 0.23 M ammonia with a final $\mathrm{pH} \sim 9.5[16,40,44]$. The $\mathrm{TiO}_{2}$ electrodes were immersed in a container filled with the final solution. The adsorption was carried out at a constant temperature in the dark for various times.

CdSe QDs were adsorbed onto the $\mathrm{TiO}_{2}$ nanostructured electrodes using CBD [13, 34]. First, for the Se source, an 80 mM sodium selenosulfate $\left(\mathrm{Na}_{2} \mathrm{SeSO}_{3}\right)$ solution was prepared by dissolving elemental Se powder in a $200 \mathrm{mM} \mathrm{Na} \mathrm{NO}_{3}$


Fig. 14.6 SEM images of a latex sphere template (diameter of 309 nm ) a surface, b cross section, together with the replicated inverse opal $\mathrm{TiO}_{2}$, $\mathbf{c}$ surface, $\mathbf{d}$ cross section
solution. Second, $80 \mathrm{mM} \mathrm{CdSO}_{4}$ and 120 mM of the trisodium salt of nitrilotriacetic acid $\left(\mathrm{N}\left(\mathrm{CH}_{2} \mathrm{COONa}\right)_{3}\right)$ were mixed with the $80 \mathrm{mM} \mathrm{Na}_{2} \mathrm{SeSO}_{3}$ solution in a volume ratio of $1: 1: 1$. The $\mathrm{TiO}_{2}$ films were placed in a glass container filled with the final solution at a constant temperature (from 2 to $40^{\circ} \mathrm{C}$ ) in the dark for various times to promote CdSe adsorption. Afterwards the samples were rinsed with water and dried in an $\mathrm{N}_{2}$ flow.

After the adsorption of CdSe QDs , the samples were coated with ZnS to surface passivate the QDs by SILAR for several times in $0.1 \mathrm{M} \mathrm{Zn}\left(\mathrm{CH}_{3} \mathrm{COO}\right)_{2}$ and 0.1 M $\mathrm{Na}_{2} \mathrm{~S}$ aqueous solutions for 1 min for each dip [20, 45].

## Optical Absorption Measurements

The optical absorption properties of nanostructured $\mathrm{TiO}_{2}$ electrodes adsorbed with and without QDs were investigated using photoacoustic (PA) spectroscopy [46]. The scattering effects in the optical absorption by nanostructured $\mathrm{TiO}_{2}$ electrodes and the adsorbed QDs can be minimized by employing the PA method [12, 13, 20]. A typical gas-microphone method was applied in the PA spectroscopic investigation [8, 46]. Figure 14.7 shows a schematic diagram of the PA spectrometer.


Fig. 14.7 Schematic diagram of a photoacoustic (PA) spectrometer, comprising a light source, monochrometer, mechanical chopper, photoacoustic cell, preamplifier, lock-in-amplifier, etc

The PA cell is composed of an aluminum cylinder with a small channel at the periphery in which a microphone is inserted. The inner volume of the cell is approximately $0.5 \mathrm{~cm}^{3}$ and the cell is suspended by four rubber bands to prevent interference from external vibration. The cell window, made of quartz, is highly transparent throughout the observed wavelength range, and the sample holder can be easily removed from the cell to maintain the optical configuration. A 300 W Xe arc lamp is used as the light source. Monochromatic light is modulated at 33 Hz by the mechanical chopper. The modulated light is focused on the sample inside the PA cell and the PA signal is monitored with a microphone and amplified using a preamplifier and a lock-in amplifier. Spectra were measured at room temperature in the wavelength range of $250-800 \mathrm{~nm}$ and normalized using a PA spectrum obtained with a carbon black sheet.

## Incident Photon-Current Conversion Efficiency (IPCE) and Photovoltaic Property Measurements

The IPCE and photovoltaic measurements were performed in a sandwich structured cell (i.e., in the two-electrode configuration) with a counter electrode. An FTO electrode with sputtered platinum ( 200 nm thick) (termed the Pt counter electrode) or a $\mathrm{Cu}_{2} \mathrm{~S}$ film on brass (termed the $\mathrm{Cu}_{2} \mathrm{~S}$ counter electrode) was used as the counter electrode. The electrolyte used was polysulfide solution $\left(1 \mathrm{M} \mathrm{Na}_{2} \mathrm{~S}+1 \mathrm{M} \mathrm{S}\right.$ ) for both CdSe and combined CdS/CdSe QDSCs. It is well known that the electrocatalytic activity of Pt in a polysulfide electrolyte is not

Fig. 14.8 SEM image of the surface of a $\mathrm{Cu}_{2} \mathrm{~S}$ counter electrode

satisfactory for photovoltaic cell applications and alternative counter electrode materials with higher activity such as $\mathrm{Cu}_{2} \mathrm{~S}$ and CoS have been reported by Hodes and co-workers [47, 48]. The higher electrocatalytic activities of these materials are due to a reduction in the charge transfer resistance between the redox couple and the counter electrode [23]. The $\mathrm{Cu}_{2} \mathrm{~S}$ counter electrodes were prepared by immersing brass in HCl solution at $70^{\circ} \mathrm{C}$ for 5 min and subsequently dipping them into polysulfide solution for 10 min [40, 47, 48], resulting in porous $\mathrm{Cu}_{2} \mathrm{~S}$ electrodes, as shown in Fig. 14.8. The solar cells were prepared by sealing the $\mathrm{Cu}_{2} \mathrm{~S}$ counter electrode and nanostructured $\mathrm{TiO}_{2}$ electrode adsorbed with QDs using a silicone spacer $(\sim 50 \mu \mathrm{~m})$ after the introduction of the polysulfide electrolyte.

The IPCE value, determined by the sensitizer's light-harvesting efficiency, the quantum yield for electron injection from the excited sensitizer to the conduction band of the semiconductor $\left(\mathrm{TiO}_{2}\right)$, and the collection efficiency of the injected electrons at the back contact, was measured from the short-circuit photocurrent with a zero shunt meter using the same apparatus and conditions used for the PA measurements shown in Fig. 14.7. For the IPCE measurement, the incident light was directly irradiated onto the sample, without modulation through the chopper. The incident light intensity was measured by an optical powermeter. The conditions for all the measurements (optical configuration, path-length, irradiation area, excitation light intensity, etc.) were fixed as much as possible to compare the IPCE values and spectra directly. The photovoltaic properties were characterized under illumination of one sun (AM 1.5: 100 mW / $\mathrm{cm}^{2}$ ) using a solar simulator by measurements of the photocurrent versus photovoltage to investigate the short-circuit current ( $J_{\text {sc }}$ ), open-circuit voltage ( $V_{\text {oc }}$ ), fill factor (FF), and photovoltaic conversion efficiency ( $\eta$ ), together with the series and parallel resistance values.


Fig. 14.9 XRD patterns of $\mathrm{TiO}_{2}$ electrodes $\mathrm{A}(15 \mathrm{~nm})$ a without, and $\mathbf{b}$ with CdSe deposition (at $20^{\circ} \mathrm{C}$ for 120 h ) [12]

## Results and Discussion

## CdSe and Combined CdS/CdSe QDSCs Employing TiO ${ }_{2}$ Nanoparticulate Photoanodes

$\mathrm{TiO}_{2}$ nanoparticulate photoanodes are most easily prepared and most commonly used for QDSCs. We used these photoanodes for CdSe and combined CdS/CdSe QDSCs. In this section, we will describe the dependences of the optical absorption, photoelectrochemical, and photovoltaic properties of the QDSCs on the QD deposition time. We will discuss how ZnS surface modification and the type of counter electrode influence the photovoltaic performance of QDSCs.

Figure 14.9 shows the X-ray diffraction (XRD) patterns of $\mathrm{TiO}_{2}$ nanoparticulate electrodes without (a) and with (b) CdSe deposition (120 h) at $20^{\circ} \mathrm{C}$, respectively [12]. The pattern without CdSe deposition (Fig. 14.9a) can be matched with the anatase form of $\mathrm{TiO}_{2}$ and the FTO substrates. The formation of CdSe QDs on the $\mathrm{TiO}_{2}$ electrodes can be confirmed clearly in Fig. 14.9b, although the peak at $2 \theta=25.5^{\circ}$ is substantially broadened at the base. In Fig. 14.9b, two new diffraction peaks appear at $2 \theta=42.4^{\circ}$, and $50.0^{\circ}$. These three peaks correspond to the (111), (220), and (311) reflections of the cubic CdSe crystal [34]. The broadening of the peaks implies that the size of the CdSe particles is very small. The average size of the CdSe crystals was estimated to be approximately 6 nm from the full-width at half maximum of the diffraction peaks, using the Scherrer equation [49].

Figure 14.10 displays SEM micrographs of $\mathrm{TiO}_{2}$ photoanode surfaces with different CdSe deposition times ((a) without, (b) 5 h , (c) 13 h , and (d) 60 h [12]). It is clearly seen that small particles (white dots) were formed after CdSe deposition and that the number of particles increases with increased deposition time. From SEM images on a high magnification scale, spherical particles with an average size of a few tens of nm can be seen. This size deviates greatly from the


Fig. 14.10 SEM images of $\mathrm{TiO}_{2}$ nanoparticulate electrode surfaces with different CdSe deposition times (a without, b 5 h , c 13 h , and $\mathbf{d} 60 \mathrm{~h}$ ) [12]
average size calculated from the XRD results. The CdSe particles observed in the SEM micrographs can be considered to be secondary particles of aggregations of small CdSe QDs. This result can also be confirmed from the results of the optical absorption spectra measured by PA spectroscopy, which is shown below. TEM observations also confirmed that the average size of cdSe QDs is a few nm.

Figure 14.11a shows the PA spectra of $\mathrm{TiO}_{2}$ electrodes with CdSe adsorption for different deposition times before the ZnS coating. The spectra are normalized at the photon energy of 3.75 eV . Compared with the PA spectrum of a bare $\mathrm{TiO}_{2}$ electrode, optical absorption in the visible light region due to the adsorbed CdSe QDs can be observed. With increasing adsorption time, a redshift of the optical absorption shoulder point (indicated by arrows) can be clearly observed, implying growth of the CdSe QDs. An increase in the PA intensity at the shoulder with increasing adsorption time can also be observed, indicating an increase in the amount of CdSe adsorbed. Relative to the bandgap energy of $1.73 \mathrm{eV}\left(\mathrm{E}_{\mathrm{g}}\right)$ for bulk CdSe, as shown in Fig. 14.11a the optical absorption shoulder points in the PA spectra of the CdSe -adsorbed samples show blueshifts, which is indicative of the quantum confinement effect. This implies that the radii of the CdSe QDs are smaller than the Bohr radius of the exciton in bulk CdSe, i.e., 5.6 nm . We assumed


Fig. 14.11 a Photoacoustic ( PA ) spectra of the nanostructured $\mathrm{TiO}_{2}$ electrodes with and without CdSe adsorption, as well as the PA spectrum of bulk CdSe. $\mathrm{E}_{1}$ is the photon energy of the optical absorption shoulder of each PA spectrum and Eg is the bandgap energy of bulk CdSe. b Variation of the average diameter of the CdSe QDs with adsorption time


Fig. 14.12 Photocurrent density-photovoltage characteristics of CdSe quantum dot-sensitized solar cells with different adsorption times ( 21,30 , and 43 h ) without a ZnS coating (a), and with a ZnS coating (b) [20]
that the photon energy of the optical absorption shoulder point corresponds to the lowest excitation energy $\mathrm{E}_{1}$ of the CdSe QDs [12, 13, 20]. The average diameter of the CdSe QDs for each deposition time can be estimated using Eq. 14.1 with an effective mass approximation [12, 13, 20, 49, 50]:

$$
\begin{equation*}
\Delta E=E_{1}-E_{\mathrm{g}}=\frac{h^{2}}{8 r^{2}}\left(\frac{1}{m_{\mathrm{e}}}+\frac{1}{m_{\mathrm{h}}}\right) \tag{14.1}
\end{equation*}
$$

where $\Delta E$ is the bandgap shift, $r$ is the QD radius, and $m_{\mathrm{e}}, m_{\mathrm{h}}$, and $m_{0}$ are the effective electron mass, the hole mass, and the electron rest mass, respectively ( $m_{\mathrm{e}}=0.13 m_{0}, m_{\mathrm{h}}=0.44 m_{0}$, and $m_{0}=9.11 \times 10^{-31} \mathrm{~kg}$ ) [49]. The dependence of the average diameter on the adsorption time is shown in Fig. 14.11b. It can be seen that the QDs grow rapidly during the initial adsorption process, and, after a certain time, the crystal growth rate slows down [51]. When the adsorption time is sufficiently long, the QD diameter becomes constant at about 5.5 nm .

This result is in good agreement with that estimated from the XRD measurements [12] and also with that obtained from TEM observations. The PA spectra of the CdSe QDs with the ZnS coating were also measured and no changes in the PA spectra in the wavelength range of $320-800 \mathrm{~nm}$ were observed after the ZnS coating.

The photocurrent density-voltage $(J-V)$ curves of the sandwich-type CdSe QDSCs with different CdSe adsorption times were measured under illumination of one sun (AM1.5, $100 \mathrm{~mW} / \mathrm{cm}^{2}$ ), in which Pt counter electrodes were used. Figure 14.12 a and b show the $J-V$ characteristics of the CdSe QDSCs with adsorption times of 21,30 , and 43 h , without and with the ZnS coating, respectively [20]. The dependences of the values of the short-circuit current density $\left(J_{\mathrm{sc}}\right)$, the open-circuit voltage ( $V_{\text {oc }}$ ), the FF, and the photovoltaic conversion efficiency $(\eta)$ on the CdSe deposition time are shown in Fig. 14.13. For the electrodes without the ZnS coating, $J_{\text {sc }}$ increases as the adsorption time increases and has a maximum value of $5.53 \mathrm{~mA} / \mathrm{cm}^{2}$ at 24 h . It then decreases as the adsorption time increases and has a value of around $4.3 \mathrm{~mA} / \mathrm{cm}^{2}$ at longer adsorption times. On the other hand, $V_{\text {oc }}$ decreases a little from 0.49 to 0.46 V and the FF remains almost constant ( $0.42-0.43$ ) with increasing adsorption time up to 48 h . As a result, with increasing CdSe adsorption time, the photovoltaic conversion efficiency $\eta$ first increases, and then decreases after reaching a maximum value of $1.16 \%$ for 24 h CdSe adsorption. For the CdSe QDSCs with the ZnS coating, as shown in Fig. 14.13, $J_{\text {sc }}$ increases with adsorption time and has a maximum value of $12.2 \mathrm{~mA} / \mathrm{cm}^{2}$ at an adsorption time of 30 h . Then, $J_{\mathrm{sc}}$ decreases with further increases in adsorption time and at 48 h reaches a value of about $6.5 \mathrm{~mA} / \mathrm{cm}^{2} . V_{\text {oc }}$ increases with adsorption time and reaches a maximum value of 0.56 V for 24 h adsorption, after which it decreases. The FF is around $0.3-0.4$. As a result, the photovoltaic conversion efficiency $\eta$ first increases with increasing CdSe adsorption time, and has a maximum value of $2.02 \%$ at 30 h , and then decreases to $1.29 \%$ at 48 h . For both without and with the ZnS coating, the photovoltaic conversion efficiency $\eta$ depends predominantly on the short-circuit current density $J_{\text {sc }}$ as shown in Fig. 14.13 and there is an optimum CdSe adsorption time for achieving the maximum energy conversion efficiency. We can understand the results as follows. The amount of CdSe adsorbed onto the electrodes increases as the adsorption time increases; thus, initially, $J_{\text {sc }}$ increases with increasing adsorption time. However, there is also an increase in the $\mathrm{CdSe}-\mathrm{CdSe}$ boundaries present in the nanostructured $\mathrm{TiO}_{2}$ electrodes with longer CdSe adsorption times. The increased $\mathrm{CdSe}-\mathrm{CdSe}$ boundaries cause an increase in the loss of electrons and holes during their transport from the CdSe QDs to the $\mathrm{TiO}_{2}$ nanoparticles and the electrolyte, due to increased exciton recombination in the QDs before the electrons and holes can completely separate, and also due to increased trapping at the interfaces. Thus, $J_{\text {sc }}$ decreases for longer CdSe adsorption times and there is an optimum adsorption time at which the maximum values of $J_{\mathrm{sc}}$ and $\eta$ occur. The FFs of the CdSe QDSCs in this study are poor compared to those of the DSCs, which are normally around 0.7 . The poor FFs are attributable to resistance losses in the system, such as those at the $\mathrm{CdSe} / \mathrm{TiO}_{2}$ interface, the $\mathrm{CdSe} / \mathrm{CdSe}$ interface, the CdSe /polysulfide electrolyte interface, the Pt counter electrode/polysulfide


Fig. 14.13 Dependences of the short-circuit current density Jsc (a), open-circuit voltage Voc (b), fill factor $\mathrm{FF}(\mathbf{c})$, and (d) the photovoltaic conversion efficiency of CdSe quantum dot-sensitized solar cells on the CdSe adsorption time with (square) and without (circle) a ZnS coating
electrolyte interface, and those in the electrolyte. It is worth noting that the Pt counter electrode used here is not a good electrocatalyst for the polysulfide redox reaction, as reported by Hodes and co-workers [47, 48]. We confirmed that much higher FF and much higher photovoltaic conversion efficiency can be achieved by using an optimum counter electrode for the polysulfide solution, such as $\mathrm{Cu}_{2} \mathrm{~S}$, as shown below [23, 40].

Compared to the CdSe QDSCs without the ZnS coating, the values of $J_{\mathrm{sc}}$ for the electrodes with the ZnS coating increase dramatically and almost double (e.g., from 5.34 to $12.2 \mathrm{~mA} / \mathrm{cm}^{2}$ for the electrodes with 30 h CdSe adsorption) for those electrodes with optimum CdSe adsorption times, as shown in Fig. 14.13. $V_{\text {oc }}$ also increases greatly as a result of the ZnS coating (e.g., from 0.49 to 0.56 V for the electrodes with 24 h CdSe adsorption). On the other hand, the FFs of the coated samples decrease a little compared to the samples without coating. Figure 14.13d shows the dependences of the photovoltaic conversion efficiencies of the CdSe QDSCs on the CdSe adsorption time without and with the ZnS coating. The maximum value of $\eta$ increases from 1.16 to $2.02 \%$ after the ZnS coating. The above results can be explained as follows. One of the main effects of the ZnS coating is to passivate the surface states of CdSe , which results in suppression of the surface trapping of photoexcited electrons and holes in the CdSe QDs. Thus, the photoexcited electrons can transfer efficiently into the $\mathrm{TiO}_{2}$ conduction band, and a higher photocurrent density $J_{\text {sc }}$ is obtained. This is also demonstrated by the large increase in the IPCE values of the CdSe QDSCs with the ZnS coating

Fig. 14.14 The incident photon to current conversion efficiency (IPCE) spectra of CdSe quantum dot-sensitized solar cells for 30 h CdSe adsorption with (square) and without (circle) a ZnS coating [20]
compared to those without it. As an example, Fig. 14.14 shows the IPCE spectra of the CdSe QDSCs with and without the ZnS coating for 30 h CdSe adsorption. The IPCE peak value increases from 23 to $67 \%$ after the ZnS coating. Accordingly, $V_{\text {oc }}$ is also enhanced because the quasi-Fermi level in the $\mathrm{TiO}_{2}$ increases with the increase in density of the electrons injected from the CdSe QDs into the $\mathrm{TiO}_{2}$ conduction band [52]. The ZnS coating can also be considered to be a potential barrier at the CdSe/electrolyte interface, since the ZnS band gap of 3.8 eV is much larger than that of CdSe . Consequently, the leakage of electrons from the CdSe into the electrolyte can be suppressed. This might also help to enhance both $J_{\mathrm{sc}}$ and $V_{\mathrm{oc}}$. Based on the above interpretation, an increase in the FF of the CdSe QDSCs with the ZnS coating is predictable. However, the ZnS coating resulted in a small decrease in the FF . One possible reason for this phenomenon is blocking of the mesopores in the nanostructured $\mathrm{TiO}_{2}$ electrodes by the ZnS coating. Thus, the electrolyte in the pores would decrease, resulting in a small decrease in the FF. Recently, through electrochemical (including impedance spectroscopy) and ultrafast photoexcited carrier dynamic measurements, Guijarro et al. have demonstrated that the ZnS layer plays a 3-fold role: (1) passivation of the QDs, (2) blockage of the $\mathrm{TiO}_{2}$ surface, and (3) increase of the electron injection rate [53].

To improve the photovoltaic performance of QDSCs based on a CdSe QD sensitizer on a nanostructured $\mathrm{TiO}_{2}$ electrode, Hodes and co-workers proposed the idea of adsorbing a pre-adsorbed layer of CdS QDs between the $\mathrm{TiO}_{2}$ and the CdSe QDs (termed the combined CdS/CdSe QDs) [16]. This was then developed by other groups [54]. We investigated the detailed function of the combined CdS/ CdSe QD sensitizer on the performance of the QDSCs, together with basic studies of the optical absorption and photocurrent characteristics [40]. Optical absorption spectra were measured using PA spectroscopy and the average diameter of the CdSe QDs was determined from the optical spectra using the effective mass approximation equation as described above. The dependence of the average diameter on the CdSe adsorption time is shown in Fig. 14.15, both for combined

Fig. 14.15 Dependence of the average diameter on the adsorption time, both of combined CdS/CdSe (black dot) and CdSe without a pre-adsorbed CdS layer (circle) [40]


CdS/CdSe (black dot) and CdSe without a pre-adsorbed CdS layer (circle) (the CdS deposition was carried out at $10^{\circ} \mathrm{C}$ for 40 min .) [40]. It can be observed that the CdSe QDs on the nanostructured $\mathrm{TiO}_{2}$ electrodes with a pre-adsorbed CdS layer grow rapidly during the initial adsorption process (less than 2 h adsorption). After a certain time, the crystal growth rate slows down, which is similar to the previous results [51]. When the adsorption time is sufficiently long (in this case $\sim 24 \mathrm{~h}$ ), the average diameter of the CdSe QDs becomes constant at about 7.1 nm . On the other hand, it can be observed that the CdSe QDs adsorbed on the nanostructured $\mathrm{TiO}_{2}$ electrodes without a pre-adsorbed CdS layer show very slow growth or no growth during the initial adsorption process (less than 8 h ). Therefore, the crystal growth rate of CdSe QDs adsorbed on a $\mathrm{TiO}_{2}$ electrode with a pre-adsorbed CdS layer is faster than that of CdSe QDs adsorbed on the $\mathrm{TiO}_{2}$ electrodes without a pre-adsorbed CdS layer. There are several possibilities for the faster crystal growth rate of CdSe QDs adsorbed on the nanostructured $\mathrm{TiO}_{2}$ electrode with a pre-adsorbed CdS layer. First, it is possible that the active CdSe QDs form from the excess Cd remaining after CdS adsorption directly on the nanostructured $\mathrm{TiO}_{2}$ electrode [16]. This suggests that CdS QDs act as a seed layer for subsequent CdSe growth [54]. The second possibility is that the passivation effect of CdS QDs on the nanostructured $\mathrm{TiO}_{2}$ surface reduces defects or dislocations. Thirdly, CdSe QDs are grown on an assembly of CdS QDs, indicating that the growth on a similar crystal structure (or close lattice constant) is different from the growth on $\mathrm{TiO}_{2}$ [40].

Figure 14.16a shows the IPCE spectra of the nanostructured $\mathrm{TiO}_{2}$ electrodes adsorbed with combined CdS/CdSe QDs for different adsorption times, together with that adsorbed with CdS QDs only. The pre-adsorption time for CdS QDs was fixed at 40 min . Photoelectrochemical current in the visible light region due to the adsorbed CdSe QDs can be observed, indicating photosensitization by the combined CdS/CdSe QDs. With increasing adsorption time, a redshift in the photoelectrochemical current can be clearly observed, implying the growth of


Fig. 14.16 a IPCE spectra of nanostructured $\mathrm{TiO}_{2}$ electrodes adsorbed with combined $\mathrm{CdS} / \mathrm{CdSe}$ QDs for different adsorption times together with that adsorbed with CdS QDs only. b IPCE spectra of the nanostructured $\mathrm{TiO}_{2}$ electrodes adsorbed with CdSe QDs without a pre-adsorbed CdS layer for different adsorption times [40]

CdSe QDs. The IPCE peak value increases with increasing adsorption time up to $8 \mathrm{~h}(\sim 75 \%)$, then decreases until 24 h adsorption owing to the increase in recombination centers or interface states, together with a decrease in the energy difference between the LUMO in CdSe QDs and the bottom of the conduction band of $\mathrm{TiO}_{2}$. Also, a comparison between the adsorption of CdSe QDs on the $\mathrm{TiO}_{2}$ electrodes with and without the pre-adsorbed CdS layer was carried out to evaluate the difference in IPCE spectra. For that, Fig. 14.16b shows the IPCE spectra of the nanostructured $\mathrm{TiO}_{2}$ electrodes adsorbed with CdSe QDs without a pre-adsorbed CdS layer for different adsorption times. Photoelectrochemical current in the visible light region due to the adsorbed CdSe QDs can be observed in Fig. 14.16b, also indicating photosensitization by the CdSe QDs. With increasing adsorption time, a redshift in the photoelectrochemical current can be clearly observed, implying the growth of CdSe QDs. However, the appearance of the spectrum in Fig. 14.16b is different from that of the combined CdS/CdSe QDs, namely in the reduction of the maximum IPCE value ( $\sim 60 \%$ ) and the adsorption time dependence of the spectrum shape. These results demonstrate that the spectral response of the IPCE is enhanced with combined CdS/CdSe sensitization rather than single CdSe QD sensitization, indicating the possibility of a reduction in recombination centers and interface states owing to possible active CdSe QDs being formed by the excess Cd remaining after CdS adsorption and the passivation effect of CdS QDs on the nanostructured $\mathrm{TiO}_{2}$ surface.

Figure 14.17 illustrates the photovoltaic parameters [(a) $J_{\mathrm{sc}}$; (b) $V_{\mathrm{oc}}$; (c) FF; (d) $\eta$ ] of combined CdS/CdSe QD-sensitized (black dot) and CdSe QD-sensitized (circle) solar cells as a function of CdSe QD adsorption time [40]. $\mathrm{A} \mathrm{Cu}_{2} \mathrm{~S}$ counter electrode was used in each case. It can be seen that the parameter $J_{\mathrm{sc}}$ in combined CdS/CdSe QDSCs increases with increasing CdSe QD adsorption time up to 8 h . On the other hand, $V_{\text {oc }}$ and FF are independent of adsorption time. The performance of solar cells improves with increasing adsorption time up to 8 h mainly


Fig. 14.17 Dependence of the photovoltaic parameters on the adsorption time, both of combined $\mathrm{CdS} / \mathrm{CdSe}$ (black dot) and CdSe without a pre-adsorbed CdS layer ( $\operatorname{circle}$ ) ( $\left.\mathbf{a} \mathrm{J}_{\mathrm{sc}} ; \mathbf{b} V_{\text {oc }} ; \mathbf{c} \mathrm{FF} ; \mathbf{d}\right)$ [40]
due to the increase in the amount of CdSe QDs, but also to the improvement in crystal quality and decrease in interface states. However, the increase in adsorption time after more than 8 h leads to deteriorations in $J_{\mathrm{sc}}$ and $V_{\text {oc }}$. High adsorption times for the CdSe QDs might cause an increase in recombination centers, poor penetration of the CdSe QDs, and a decrease in the energy difference between the LUMO in the CdSe QDs, and the bottom of the conduction band in $\mathrm{TiO}_{2}$. Therefore, $\eta$ of the combined CdS/CdSe QD-sensitized solar cell shows a maximum of $3.5 \%$ at 8 h adsorption time. On the other hand, $J_{\mathrm{sc}}$ and $\eta$ below the CdSe QD adsorption time of 8 h without a pre-adsorbed CdS layer show very small values close to zero, indicating a very small amount of CdSe QD adsorption similar to the results of the PA and IPCE characterizations. We can observe that $J_{\mathrm{sc}}, V_{\text {oc }}, \mathrm{FF}$, and $\eta$ in CdSe QDSCs without a pre-adsorbed CdS layer increase with increasing adsorption time up to 24 h , indicating differences in the crystal growth and the formation of recombination centers in the combined $\mathrm{CdS} / \mathrm{CdSe}$ and CdSe QDs. It is worth noting that, by using the $\mathrm{Cu}_{2} \mathrm{~S}$ counter electrode, FF is as high as 0.55 , which is much better than those obtained with a Pt counter electrode shown earlier (Fig. 14.13c). Recently, by employing a scattering layer in the $\mathrm{TiO}_{2}$ nanostructured electrode, the photovoltaic properties of combined $\mathrm{CdS} / \mathrm{CdSe}$ QDSCs have been improved and a maximum efficiency as high as $4.9 \%$ was achieved [32]. As far as we know, this value of the power conversion efficiency is the best result for CdSe and combined CdS/CdSe QDSCs reported up to now.

## CdSe QDSCs Employing TiO $2_{2}$ Nanotube Photoanodes

To date, only a few studies concerned with the photosensitization of $\mathrm{TiO}_{2}$ nanotubes prepared on Ti foils by CdS, CdSe and CdTe QDs have been reported [36, 55-57]. Almost all were carried out in a three-electrode configuration and the maximum observed photocurrent values, $J_{\text {max }}$, under $100 \mathrm{~mW} / \mathrm{cm}^{2}$ white light illumination and 0 V bias versus a reference electrode were reported. Grimes and co-workers attained a $J_{\max }$ of $2.5 \mathrm{~mA} / \mathrm{cm}^{2}$ when using CdS QDs as sensitizers [55] and $0.44 \mathrm{~mA} / \mathrm{cm}^{2}$ when using CdTe QDs as sensitizers [56]. Kamat and co-workers achieved a $J_{\max }$ of $6.1 \mathrm{~mA} / \mathrm{cm}^{2}$ using CdS QDs as sensitizers [36]. Very recently, Lee and co-workers reported that they attained an IPCE peak value of $36 \%$ for a sandwich-structured solar cell consisting of CdSe QD-sensitized $\mathrm{TiO}_{2}$ nanotubes [57]. However, the photovoltaic properties of QD-sensitized $\mathrm{TiO}_{2}$ nanotube electrodes on Ti substrates in a sandwich structure have not yet been reported. Recently, we proposed a novel CdSe QDSC employing $\mathrm{TiO}_{2}$ nanotubes, without the use of FTO and Pt [21]. A highly ordered $\mathrm{TiO}_{2}$ nanotube film was prepared on a Ti foil using an electrochemical anodizing method as mentioned in [21]. The 1D tubular structure of $\mathrm{TiO}_{2}$ nanotubes is useful for separating and transporting electrons to the Ti substrate. In addition, Ti has higher electronic conductivity and is much cheaper than FTO substrates, which will be advantageous for the production of low-cost large-area solar cells. One key factor in our novel QDSC is that a $\mathrm{Cu}_{2} \mathrm{~S}$ film with a ring shape, prepared on a brass sheet, was used as the counter electrode. The preparation method for the $\mathrm{Cu}_{2} \mathrm{~S}$ counter electrode was very easy and the production cost was very low. The ring-shaped $\mathrm{Cu}_{2} \mathrm{~S}$ counter electrode was prepared as follows: A brass plate with a hole (diameter: 5.5 mm ) was etched in an HCl solution for 5 min . Then, Scotch tape with a hole (diameter: 7 mm ) was used as a frame on the above brass plate, and only the ring region (with inner and outer diameters of 5.5 and 7 mm , respectively) on the brass plate was reacted with a polysulfide solution ( $1 \mathrm{M} \mathrm{Na}_{2} \mathrm{~S}$ and 1 MS ) for 5 min to produce the $\mathrm{Cu}_{2} \mathrm{~S}$ film. Finally, a glass sheet was glued on the brass plate to function as a window in the counter electrode, through which the light was incident. For the photovoltaic properties and IPCE measurements, sandwichstructured solar cells as shown in Fig. 14.18 were used.

Figure 14.19 shows SEM images of the surface and a cross section of the $\mathrm{TiO}_{2}$ nanotube electrode after CdSe QD adsorption for 24 h . The $\mathrm{TiO}_{2}$ nanotubes are fully covered with CdSe QDs both on the surface and in the depth direction. Figure 14.20 shows the PA spectra of the $\mathrm{TiO}_{2}$ nanotube electrode before and after CdSe adsorption for 12 and 48 h , respectively [21]. Compared with the PA spectrum of a bare $\mathrm{TiO}_{2}$ nanotube electrode, optical absorption in the visible light region due to the adsorbed CdSe QDs can be clearly observed. Optical shoulders (indicated by the arrows) can be observed in the PA spectra of the CdSe-adsorbed samples, which are considered to correspond to the first excitation energy, $\mathrm{E}_{1}$, of the CdSe QDs. Relative to the bandgap energy of 1.73 eV for bulk $\mathrm{CdSe}, \mathrm{E}_{1}$ exhibits a blueshift, which is indicative of the quantum confinement effect.


Fig. 14.18 Schematic illustration of the sandwichstructured QD-sensitized $\mathrm{TiO}_{2}$ nanotube solar cells with a ring shaped $\mathrm{Cu}_{2} \mathrm{~S}$ counter electrode


Fig. 14.19 SEM images of the surface $\mathbf{a}$ and a cross section, $\mathbf{b}$ of the $\mathrm{TiO}_{2}$ nanotube electrode after CdSe QD adsorption for 24 h [21]

The average sizes of the CdSe QDs were calculated using an effective mass approximation [20, 49, 50], and were found to increase from 4.8 to 6 nm as the CdSe deposition time increased from 12 to 48 h .

Figure 14.21a shows the IPCE spectra of the samples for different CdSe adsorption times. There is a redshift in the IPCE spectra with increasing adsorption time, which is consistent with the redshift in the optical absorption spectra with increasing adsorption time shown in Fig. 14.20. The IPCE peak value increases with increasing adsorption time and a maximum of $65 \%$ is achieved for 24 h adsorption, and then decreases for longer adsorption times. As the adsorption time increases, the amount of CdSe adsorbed onto the electrodes increases; thus, initially, IPCE increases with increasing adsorption time. However, there is also an increase in the $\mathrm{CdSe}-\mathrm{CdSe}$ boundaries present in the $\mathrm{TiO}_{2}$ electrodes with longer CdSe adsorption times. The increased $\mathrm{CdSe}-\mathrm{CdSe}$ boundaries cause an increasing loss of electrons and holes during their transport from the CdSe QDs to the $\mathrm{TiO}_{2}$ nanotubes and the electrolyte, due to increased exciton recombination in the QDs before the electrons and holes can completely separate, and also due to increased trapping at the


Fig. 14.20 Photoacoustic (PA) spectra of $\mathrm{TiO}_{2}$ nanotube electrodes before and after CdSe QD adsorption for 12 and 48 h , respectively [21]


Fig. 14.21 a The incident photon to current conversion efficiency (IPCE) spectra of CdSe quantum dot-sensitized $\mathrm{TiO}_{2}$ nanotube solar cells. b Photocurrent density-photovoltage characteristics of CdSe quantum dot-sensitized $\mathrm{TiO}_{2}$ nanotube solar cells [21]
interfaces. Thus, IPCE decreases for longer CdSe adsorption times and there is an optimum adsorption time at which the maximum value of IPCE occurs.

Figure 14.21 b shows the photovoltaic characteristics of sandwich-type solar cells with different adsorption times. The values of $J_{\mathrm{sc}}, V_{\mathrm{oc}}, \mathrm{FF}$, and $\eta$, are given in Table 14.1. As the adsorption time increases, $J_{\mathrm{sc}}, V_{\text {oc, }}$ and FF increase and show maximum values of $6.2 \mathrm{~mA} / \mathrm{cm}^{2}, 0.54 \mathrm{~V}$, and 0.53 at 24 h , respectively. Then $J_{\mathrm{sc}}$, $V_{\text {oc, }}$, and FF decrease for longer adsorption times. As a result, with increasing CdSe adsorption time, the photovoltaic conversion efficiency $\eta$ first increases, and then decreases after reaching a maximum value of $1.8 \%$ for 24 h CdSe adsorption. It should be noted that the FFs of the QDSCs have been improved greatly to be as high as 0.53 by using the $\mathrm{Cu}_{2} \mathrm{~S}$ counter electrode compared to those (about 0.4) using the Pt counter electrodes, although the area of the $\mathrm{Cu}_{2} \mathrm{~S}$ counter electrode is

Table 14.1 Photovoltaic properties of CdSe QD-sensitized $\mathrm{TiO}_{2}$ nanotube solar cells with different adsorption times. $J_{\mathrm{sc}}, V_{\text {oc }}, \mathrm{FF}$ and are the short-circuit current density, open-circuit voltage, fill factor, and photovoltaic conversion efficiency, respectively

| Adsorption time $(\mathrm{h})$ | $J_{\text {sc }}\left(\mathrm{mA} / \mathrm{cm}^{2}\right)$ | $V_{\text {oc }}(\mathrm{V})$ | FF | $(\%)$ |
| :--- | :--- | :--- | :--- | :--- |
| 12 | 4.5 | 0.46 | 0.48 | 0.98 |
| 24 | 6.2 | 0.54 | 0.53 | 1.8 |
| 36 | 6.2 | 0.53 | 0.53 | 1.7 |
| 48 | 4.0 | 0.51 | 0.47 | 0.94 |

quite small (about $0.15 \mathrm{~cm}^{2}$ ). We also confirmed that the electrocatalytic activity of the $\mathrm{Cu}_{2} \mathrm{~S}$ electrodes was much better than that of the Pt electrodes used in our experiments by means of current-potential measurements. Thus, the great improvement in the FFs achieved by using $\mathrm{Cu}_{2} \mathrm{~S}$ as a counter electrode is due to its good electrocatalytic activity for the reduction reaction occurring in the polysulfide electrolyte. However, the FF is still poor compared with that obtained in the DSCs (about 0.7). This result implies that the FF of the CdSe QDSCs prepared by our method also depends greatly on the resistance at each interface in the CdSe adsorbed $\mathrm{TiO}_{2}$ photoanode and the resistance in the electrolyte, and that the FF can be improved further by reducing these. Further optimization of the structure of the $\mathrm{TiO}_{2}$ nanotubes, the conditions of CdSe adsorption, the electrolyte concentration, together with the structure of the $\mathrm{Cu}_{2} \mathrm{~S}$ counter electrodes is in progress and it is expected that better solar cell performance will be achieved in the near future.

In summary, we have demonstrated a unique sandwich style CdSe QD-sensitized $\mathrm{TiO}_{2}$ nanotube solar cell. A photovoltaic conversion efficiency as high as $1.8 \%$ under solar illumination of $100 \mathrm{~mW} / \mathrm{cm}^{2}$ has been achieved by using a small area $\mathrm{Cu}_{2} \mathrm{~S}$ counter electrode and irradiating the light from the counter electrode side. To our knowledge, this is the first time that the photovoltaic properties of QD-sensitized $\mathrm{TiO}_{2}$ nanotube electrodes on Ti substrates have been studied with a two-electrode configuration measurement method. In addition, the production costs of the $\mathrm{Cu}_{2} \mathrm{~S}$ counter electrode and the Ti substrate used in our QDSCs are much lower than those of the Pt counter electrode and FTO substrate used in normal QDSCs. This is very important for the practical application of QDSCs in the future.

## CdSe QDSCs Employing TiO $2_{2}$ Inverse Opal Photoanodes

The relatively low efficiency compared to the theoretical value obtained in DSCs is ascribed to the poor penetration of materials into thick $\mathrm{TiO}_{2}$ films, and the detachment of hole transport layers from $\mathrm{TiO}_{2}$ electrodes [58]. To address the penetration of both sensitizers and redox couples, a novel approach has been proposed using mesoporous inverse opal titania originating from self-organizing systems, such as polystyrene, as templates [43]. A method of enhancing the lightharvesting efficiency has been proposed by Nishimura et al. [59], by confining photons to the high refractive index layer of dye-sensitized $\mathrm{TiO}_{2}$. The absorbance


Fig. 14.22 SEM images of the surfaces of $\mathrm{TiO}_{2}$ inverse opal electrodes (latex sphere diameter: 431 nm ) adsorbed with CdSe QDs for different times of $4 \mathrm{~h}(\mathbf{a}), 8 \mathrm{~h}(\mathbf{b}), 12 \mathrm{~h}(\mathbf{c})$, and $24 \mathrm{~h}(\mathbf{d})$, (e) and (f) are high resolution SEM images of the surfaces of $\mathrm{TiO}_{2}$ inverse opal electrodes (latex sphere diameter: 308 nm ) adsorbed with CdSe QDs for 12 and 24 h , respectively
was enhanced significantly, at energies toward the red edge of the photonic bandgap, for dye adsorbed on $\mathrm{TiO}_{2}$ inverse opal, and coupling of an inverse opal layer to a conventional film of $\mathrm{TiO}_{2}$ nanoparticles produced an increase in photocurrent due to multiple scattering, but, unfortunately, the photovoltaic


Fig. 14.23 SEM cross sectional images of $\mathrm{TiO}_{2}$ inverse opal electrodes before (a), and after CdSe adsorption for 8 h (b)
properties were not characterized. Huiman et al. [60] reported a $0.6 \%$ photovoltaic conversion efficiency of dye-sensitized $\mathrm{TiO}_{2}$ inverse opal, which is much lower than that found for common DSCs, possibly because of a difference in film thickness. However, in the case of solid state DSCs, Somani et al. [61] demonstrated that a higher efficiency could be obtained by using $\mathrm{TiO}_{2}$ inverse opal, due to the fact that its ordered interconnected pores led to better infiltration of both the sensitizers and the hole transporting material, throughout the whole depth of the $\mathrm{TiO}_{2}$ film.

Recently, we proposed the use of $\mathrm{TiO}_{2}$ inverse opal solar cells in QDSCs sensitized with CdSe QDs prepared by CBD, and gave a suggestion for improving solar cells, in addition to surface passivation with ZnS , namely, the insertion of fluoride ( $\mathrm{F}^{-}$) ions into the $\mathrm{TiO}_{2} / \mathrm{CdSe}$ and $\mathrm{CdSe} / \mathrm{ZnS}$ interfaces [19].

Figure 14.22 shows SEM images of $\mathrm{TiO}_{2}$ inverse opal electrodes originated from latex spheres with diameters of 431 nm , with and without CdSe QD adsorption. For 4 h adsorption time, CdSe QDs were formed on the $\mathrm{TiO}_{2}$ surface. During adsorption, CdSe QDs grow increasingly on the $\mathrm{TiO}_{2}$ inverse opal surface, indicated by the thicker wall in the inverse opal structure. The adsorbed CdSe surrounding the $\mathrm{TiO}_{2}$ inverse opal wall might become thicker than the $\mathrm{TiO}_{2}$ inverse opal wall itself. Furthermore, increasing the CdSe adsorption time consequently gives smaller porous size, especially for 24 h adsorption. From the cross sections shown in Fig. 14.23, CdSe adsorption was confirmed not only on the portion near the surface of the inverse opal structure but also within the entire inverse opal structure.

The optical absorption properties of $\mathrm{TiO}_{2}$ inverse opal with CdSe adsorption were characterized using the PA technique. The normalized PA spectra of $\mathrm{TiO}_{2}$ inverse opal with various CdSe QD adsorption times at $10^{\circ} \mathrm{C}$ are shown in Fig. 14.24. The shift of the spectra to the lower energy region and increasing intensity can be clearly observed with increasing CdSe deposition time. This may demonstrate a change in CdSe optical absorption with deposition time, because the optical absorption in the visible region is caused by CdSe QDs. The first excitation energy of the CdSe QDs for each deposition time is estimated from the position of


Fig. 14.24 Normalized PA spectra of $\mathrm{TiO}_{2}$ inverse opal with various CdSe QD adsorption times at $10^{\circ} \mathrm{C}$
the edge in the lower energy region of the shoulder. Figure 14.25 shows the dependence of CdSe QD size on adsorption time.

Figure 14.26 shows the IPCE spectra of inverse opal $\mathrm{TiO}_{2}$ (latex sphere diameter: 431 nm ) with CdSe deposition for different deposition times at $10^{\circ} \mathrm{C}$ with a $\mathrm{TiO}_{2}$ thickness of $3 \mu \mathrm{~m}$. The photosensitization of CdSe QDs on inverse opal $\mathrm{TiO}_{2}$ in the visible region can be clearly seen. IPCE increases with increasing deposition time, and decreases for deposition times longer than 8 h due to the over-adsorption of CdSe inside the electrode. As shown in the SEM images (Fig. 14.22), CdSe adsorption for more than 8 h makes the pores in the inverse opal structure much smaller, thus disturbing the penetration of the redox couple used to scavenge the photoexcited holes in CdSe QDs. On the other hand, the large CdSe clustering indicated by the thick wall in the inverse opal structure may cause the photoexcited electrons (mostly generated in CdSe located on the wall surface, far away from the $\mathrm{TiO}_{2}$ ) to experience longer pathways to transport across before being transferred to the $\mathrm{TiO}_{2}$ conduction band. Therefore, it increases the possibility of hole and electron recombination, which results in a decrease in IPCE.

The photocurrent density $(J)$ versus photovoltage $(V)$ curves of $\mathrm{TiO}_{2}$ inverse opal (latex sphere diameter: 431 nm ) with various CdSe QDs adsorption times were taken with polysulfide electrolyte as the redox couple and $\mathrm{Cu}_{2} \mathrm{~S}$-coated FTO as the counter electrode (shown in Fig. 14.27). The detailed photovoltaic properties are described in Table 14.2. The short circuit current density $\left(J_{\text {sc }}\right)$ increases with adsorption time and has a maximum value of $8.3 \mathrm{~mA} / \mathrm{cm}^{2}$ at an adsorption time of 8 h . Then, $J_{\text {sc }}$ decreases for longer adsorption times, and reaches a value of $3.1 \mathrm{~mA} / \mathrm{cm}^{2}$ at 24 h . The photovoltage $\left(V_{\text {oc }}\right)$ has a maximum value of 0.69 V at 8 h and decreases as the deposition time gets longer. The FF is around 0.54-0.57. Consequently, the energy conversion efficiency first increases with increasing CdSe adsorption time and reaches a maximum value of $3.1 \%$ at 8 h , and then

Fig. 14.25 Dependence of CdSe QD diameter on adsorption time


Fig. 14.26 The IPCE spectra of CdSe quantum dotsensitized $\mathrm{TiO}_{2}$ inverse opal solar cells for different CdSe deposition times of $4,8,12$, and 24 h

decreases to $1.0 \%$ for 24 h adsorption time. With increasing adsorption time, the amount of CdSe adsorbed onto the $\mathrm{TiO}_{2}$ inverse opal electrode increases, thus larger amounts of light will be adsorbed resulting in higher $J_{\text {sc }}$. However, as shown in the SEM image (Fig. 14.22) greater growth of CdSe on the $\mathrm{TiO}_{2}$ inverse opal results in a thicker wall on the inverse opal structure. Finally for deposition times longer than 12 h the pore size in the inverse opal structure becomes so small that the redox couple cannot easily penetrate through the structure, resulting in poor charge transfer at the CdSe QDs/electrolyte interfaces. From the electron point of view, the thicker layer of CdSe adsorbed on the $\mathrm{TiO}_{2}$ surface also causes longer electron transport through the CdSe clusters before finally reaching the $\mathrm{TiO}_{2}$ surface and being transferred. So there is an optimum adsorption time at which the maximum efficiency occurs. Furthermore, the lower FF compared to those of DSSCs may be attributed to resistance losses in the cell, such as those in the

Fig. 14.27 Photocurrent density-photovoltage characteristics of CdSe quantum dot-sensitized $\mathrm{TiO}_{2}$ inverse opal solar cells for different CdSe deposition times of $4,8,12$, and 24 h

$\mathrm{TiO}_{2} / \mathrm{CdSe}, \mathrm{CdSe} / \mathrm{CdSe}, \mathrm{CdSe} /$ polysulfide electrolyte interfaces. Higher energy conversion efficiency should be achieved by overcoming those problems.

In order to appreciate the unique properties of inverse opal structures in sensitized solar cell applications, the typical photovoltaic performances of CdSe QD-sensitized $\mathrm{TiO}_{2}$ inverse opal and nanoparticulate $\mathrm{TiO}_{2}$ solar cells were compared as shown in Fig. 14.28. The thicknesses of both the nanoparticulate and inverse opal $\mathrm{TiO}_{2}$ electrodes are $9 \mu \mathrm{~m}$. The measurements were taken under the same conditions with the polysulfide as the redox couple and $\mathrm{Cu}_{2} \mathrm{~S}$ as the counter electrode, while both CdSe QD-sensitized $\mathrm{TiO}_{2}$ electrodes were coated twice with ZnS . The short-circuit photocurrent density ( $J_{\mathrm{sc}}$ ), open-circuit photovoltage ( $V_{\mathrm{oc}}$ ), FF , and efficiency () were found to be $9.3 \mathrm{~mA} / \mathrm{cm}^{2}, 0.51 \mathrm{~V}, 0.52$ and $2.4 \%$ for the QD-sensitized nanoparticulate solar cell, while for the QD-sensitized inverse opal solar cell they were $9.0 \mathrm{~mA} / \mathrm{cm}^{2}, 0.71 \mathrm{~V}, 0.51$ and $3.5 \%$, respectively (Table 14.3). Although having lower $J_{\text {sc }}$, the QD-adsorbed inverse opal solar cell seems to give higher efficiency due to the higher $V_{\text {oc }}$ compared with that of the nanoparticulate $\mathrm{TiO}_{2}$. The higher $V_{\text {oc }}$ in the inverse opal structure is due to the orderly adsorption of the QDs along the ordered inverse opal structure, which results in a higher quasi Fermi level. This is because that the orderly adsorption of the QDs along the ordered $\mathrm{TiO}_{2}$ inverse opal walls allows a sufficient physical blockage of the inverse opal $\mathrm{TiO}_{2}$ surface preventing its contact with the electrolyte. The higher $V_{\text {oc }}$ observed in the $\mathrm{TiO}_{2}$ inverse opal structure is a superior characteristic compared to the nanoparticulate $\mathrm{TiO}_{2}$ in sensitized solar cell applications, while its photocurrent property may be increased by fabricating thicker inverse opal films, using a QD sensitizer with a narrower energy level and/or combining two or more QD sensitizers.

Thus, we have demonstrated a new approach to sensitized solar cells, based on $\mathrm{TiO}_{2}$ inverse opal and the use of QDs as sensitizers. Relative to a QD-sensitized nanoparticulate $\mathrm{TiO}_{2}$ solar cell, the QD-sensitized $\mathrm{TiO}_{2}$ inverse opal solar cell typically has higher open-circuit voltage due to orderly adsorption of the QDs along the ordered $\mathrm{TiO}_{2}$ inverse opal walls allowing a sufficient physical blockage

Table 14.2 Photovoltaic properties of CdSe QD-sensitized $\mathrm{TiO}_{2}$ inverse opal solar cells with different adsorption times. $J_{\mathrm{sc}}, V_{\mathrm{oc}}, \mathrm{FF}$ and are the short-circuit current density, open-circuit voltage, fill factor, and photovoltaic conversion efficiency, respectively

| Adsorption time $(\mathrm{h})$ | $J_{\mathrm{sc}}\left(\mathrm{mA} / \mathrm{cm}^{2}\right)$ | $V_{\text {oc }}(\mathrm{V})$ | FF | $(\%)$ |
| :--- | :--- | :--- | :--- | :--- |
| 4 | 8.2 | 0.68 | 0.54 | 2.8 |
| 8 | 8.3 | 0.69 | 0.57 | 3.1 |
| 12 | 5.8 | 0.68 | 0.57 | 2.2 |
| 24 | 3.1 | 0.61 | 0.55 | 1.0 |

Fig. 14.28 Photocurrent density-photovoltage characteristics of typical CdSe QD-sensitized $\mathrm{TiO}_{2}$ inverse opal and nanocrystalline $\mathrm{TiO}_{2}$ solar cells with the same $\mathrm{TiO}_{2}$ thickness ( $9 \mu \mathrm{~m}$ )


Table 14.3 Photovoltaic properties of typical CdSe QD-sensitized $\mathrm{TiO}_{2}$ nanoparticulate and inverse opal solar cells with different adsorption times. $J_{\mathrm{sc}}, V_{\mathrm{oc}}$, FF and are the short-circuit current density, open-circuit voltage, fill factor, and photovoltaic conversion efficiency, respectively. The thicknesses of both the $\mathrm{TiO}_{2}$ nanoparticulate and TiO 2 inverse opal electrodes are $9 \mu \mathrm{~m}$

| Electrode | $J_{\text {sc }}\left(\mathrm{mA} / \mathrm{cm}^{2}\right)$ | $V_{\text {oc }}(\mathrm{V})$ | FF | $(\%)$ |
| :--- | :--- | :--- | :--- | :---: |
| $\mathrm{TiO}_{2}(\mathrm{NP}) / \mathrm{CdSe} / \mathrm{ZnS}$ | 9.3 | 0.51 | 0.52 | 2.4 |
| $\mathrm{TiO}_{2}(\mathrm{IO}) / \mathrm{CdSe} / \mathrm{ZnS}$ | 9.0 | 0.71 | 0.51 | 3.5 |

of the $\mathrm{TiO}_{2}$ surface, which is superior in solar cell applications. A power conversion efficiency of about $3.5 \%$ has been attained for $\mathrm{TiO}_{2}$ inverse opal based QDSCs, under solar illumination of $100 \mathrm{~mW} / \mathrm{cm}^{2}$.

## Summary

In summary, we have prepared CdSe and combined $\mathrm{CdS} / \mathrm{CdSe}$ QDSCs on $\mathrm{TiO}_{2}$ electrodes with different morphologies, i.e., nanoparticles, nanotubes, and inverse opals. We characterized the optical absorption, photoelectrochemical, and photovoltaic properties of the QDSCs. To improve the photovoltaic performance,
we introduced surface passivation with ZnS and employed a $\mathrm{Cu}_{2} \mathrm{~S}$ counter electrode to replace the platinum electrode. In addition, we discussed the dependences of the photovoltaic properties of the QDSCs on the QD preparation conditions such as the deposition time and the $\mathrm{TiO}_{2}$ nanostructure. Each aspect of the photovoltaic performance, including the short-circuit photocurrent density, opencircuit voltage, FF, and efficiency, was significantly improved by surface modification with ZnS . For the counter electrode, the $\mathrm{Cu}_{2} \mathrm{~S}$ electrode was demonstrated to be more efficient than platinum against the polysulfide electrolytes usually used for the redox couples in CdSe and combined CdS/CdSe QDSCs. Thus applying the $\mathrm{Cu}_{2} \mathrm{~S}$ as the counter electrode has significantly increased the photovoltaic performance. Moreover, CdS adsorption on $\mathrm{TiO}_{2}$ electrodes prior to CdSe adsorption also resulted in better solar cell performance. In addition, we found that the morphology of the $\mathrm{TiO}_{2}$ electrodes had a great influence on the photovoltaic properties of the QDSCs. Finally, a power conversion efficiency as high as $4.9 \%$ was achieved for a combined CdS/CdSe QDSC by employing a scattering layer on the $\mathrm{TiO}_{2}$ nanoparticulate electrode, under solar illumination of $100 \mathrm{~mW} / \mathrm{cm}^{2}$.
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#### Abstract

This chapter highlights recent optoelectronic applications of colloidal quantum dots (QDs). In recent years, many colloidal QD-based optoelectronic devices, and device concepts have been proposed and studied. Many of these device concepts build on traditional optoelectronic device concepts. Increasingly, many new optoelectronic device concepts have been based on the use of biomolecule QD complexes. In this chapter, both types of structures are discussed. Special emphasis is placed on new optoelectronic device concepts that incorporate DNA-based aptamers in biomolecule QD complexes. Not only are the extensions of traditional devices and concepts realizable, such as QD-based photo detectors, displays, photoluminescent and photovoltaic devices, light-emitting diodes (LEDs), photovoltaic devices, and solar cells, but new devices concepts such a biomolecule-based molecular sensors possible. This chapter highlights a number of such novel QD-based devices and device concepts.
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## Introduction

In this chapter optoelectronic applications of colloidal quantum dots (QDs) are highlighted. The study of colloidal QDs has a long history going back at least to the early studies of Michael Faraday. However, the traditional optoelectronic device community did not study the use of QDs until a little over 20 years ago and those devices were based not on colloidal QDs but on self-assembled QDs. Representative studies of this type include those of Linder et al. [1], Stiff-Roberts et al. [2], Su et al. [3], Chakrabarti et al. [4], Bockelmann and Bastard [5], Inoshita and Sakaki [6], and Leburton et al. [7]. These early contributions to optoelectronics based on self-assembled QDs have been the subject of excellent reviews including those of Bhattacharya et al. [8], and Skolnick and Mowbray [9]. The work of Bhattacharya and Ghosh [10] illustrates the application of such selfassembled QD structures in novel tunnel injection $\mathrm{In}_{0.4} \mathrm{Ga}_{0.6} \mathrm{As} / \mathrm{GaAs}$ QD lasers with 15 GHz modulation bandwidth at room temperature. Moreover, Blakesley et al. [11] have demonstrated efficient single photon detection by QD resonant tunneling diodes. In related work, Shields et al. [12] have used a field-effect transistor gated by a layer of QDs for the detection of single photons. The technological advances based on self-assembled QD structures have indeed been impressive and future developments in this promising discipline are expected.

Optoelectronic applications of colloidal QDs, as opposed to self-assembled QDs, have flourished during the last decade. This chapter highlights a variety of applications of colloidal QDs in optoelectronic devices and optical sensors. Colloidal QD-based structures have found a large number of applications in optoelectronic devices and in related device concepts as well as in novel nanoscale detectors as highlighted in this chapter. Among such applications and concepts, the following are discussed in this chapter: photodetectors; multicolor photodetectors, novel nanoscale devices for converting optical radiation into electrical currents; and optical signal-based detectors of nanoscale structures including biomolecules and even ions. In addition, this chapter will discuss selected observations of the electrical properties of these optoelectronic and optics-based devices and structures. While some of these applications are extensions of conventional optoelectronic devices, some have unique properties that are directly related to the use of colloidal QDs. Indeed, the use of colloidal QDs facilitates designing devices with multicolor capability as a result of the availability of colloidal QDs having different bandgaps as well as designing flexible optoelectronic structures by embedding colloidal QDs in a matrix of flexibility polymer matrix materials. The variety of available bandgaps stems directly from the ability to synthesis colloidal QDs from a wide variety of semiconductors having different conduction band edges, $E_{\mathrm{c}}$, and different valence band edges, $E_{\mathrm{v}}$. Among such colloidal QD materials are $\mathrm{CdSe}, \mathrm{CdTe}, \mathrm{CdSe}-\mathrm{CdTe}, \mathrm{CdSe}-\mathrm{ZnS}, \mathrm{CdS}, \mathrm{Fe}_{2} \mathrm{O}_{3}, \mathrm{GaN}, \mathrm{PbS}, \mathrm{PbSe}$, $\mathrm{Si}, \mathrm{SnO}_{2}$, and $\mathrm{WO}_{3}$. Moreover, there are many available conductive polymers with different highest occupied molecular orbitals (HOMO) and lowest unoccupied molecular orbital (LUMO) levels. Poly-[2-methoxy-5-(2'-ethylhexoxy)-1,4-
phenylenevinylene] (MEH-PPV), poly-(3,4-dicyanothiophene) (PDCTh), poly-(phenylenevinylene) (PPV), peroxydisulfate (PDS), poly-3-hexylthiophene (P3HT), and polyvinylpyrrolidone (PVP) have been selected for inclusion in this summary as a result of the suitability of their LUMOs and the HOMOs having energies suitable for device applications.

## Synthesis and Properties of QD-Based Structures Incorporating Colloidal QDs

Colloidal QDs (QDs) are generally synthesized as suspensions in liquids. These suspensions of QDs are due to the like charges on the QDs that cause them to remain in suspensions. In many cases, the QD surfaces are functionalized with a surfactant molecule to facilitate subsequent binding of the QD to the desired entity. The presence of a solution as well as the QD surfactants raises the possibility that the optical and electrical properties of the QDs may be altered as a result of the solutions or surfactants. Alexson et al. [13], Ramadurai et al. [14], and Stroscio and Dutta [15] are among the authors discussing such effects. In many cases, the energies of the luminescent peaks associated with the QDs are not affected greatly by the surfactants; however, there are exceptions and the photoluminescent intensity may be altered by such surfactants. In applications, it is essential to study the photoluminescence (PL) for each case of interest in device applications. As an early example of the use of CdSe-ZnS QDs, Zhao et al. [16] have investigated the electro- and PL spectra of $\mathrm{CdSe} / \mathrm{ZnS}$ core-shell QDs functionalized with organic ligands. Moreover, they have incorporated these QDs into multilayered lightemitting diodes (LEDs). These authors found that the peak energies of the electroand PL are shifted only several nanometers for diluted QDs. Finally, these authors found no appreciable energy shifts due to the surface ligands, QD orientation, surface ligands, or the presence of conductive polymers in the vicinity of these QDs. In other studies, new latent chemically cross-linked gel electrolyte precursors for quasi-solid dye-sensitized solar cells (QDSC) where identified by Kato et al. [17]; in particular, the gel electrolyte precursors consisted of nanoparticles and dicarboxylic acids as the latent gelators. These authors report that the viscosity of the precursor is low initi87uq ally, but that when baked at $80^{\circ} \mathrm{C}$, it was observed to solidify. Importantly, these authors found that the photovoltaic characteristics of these QDSC structures were maintained after solidification. In addition, Bakkers et al. [18] have described a class of assemblies in which photoexcitable QDs-as an example-are linked covalently to a metal by spacer molecules of variable length; in these studies, a series of bisulfide spacer molecules-with lengths of $0.34,0.77$, and 1.18 nm -are used to assemble QD ensembles. In other studies, the robust mechanical properties of the metal/spacer/QD (CdSe) structures have been interpreted as evidence for a covalent linking of the nanocrystals to the spacer molecule by S-Cd bonds [18]. Size-dependent effects for QDs of disparate size
have been investigated by Crooker et al. [19]. These authors considered the dynamics of resonant energy transfer in mixed-size, monodisperse, and energy gradient (layered) assemblies of CdSe nanocrystal QDs. In addition, these authors used time-resolved and spectrally resolved PL techniques to investigate the energy-dependent transfer rate of excitons for a range of dot' sizes and show that energy transfer occurs on timescales of $0.7-1.9 \mathrm{~ns}$. Moreover, these authors present evidence that interdot energy transfer rates can be of the magnitude of picoseconds in structurally optimized systems. In research on fluorescent resonant energy transfer between QDs and photosystem I (PSI), Jung et al. [20] showed that the time associated with fluorescence resonance energy transfer (FRET) is to occur in 0.12 ps .

Many of the promising techniques for embedding QDs in conductive polymers involve assembling multiple layers of QDs with intervening layers of conductive polymers. Of particular interest in this connection, Constantine et al. [21] examined layer-by-layer (LBL) assembly techniques and they have shown that these techniques may be used to fabricate an ultrathin film of polyelectrolytes. The particular LBL structures considered by Constantine et al. [21] were composed of chitosan and organophosphorus hydrolase polycations as well as thioglycolic acidcapped CdSe QDs as the polyanion. These authors examined the topography of the films using epifluorescence microscopy imaging. Of particular interest, the PL property of the functionalized QDs was found to be enhanced when sandwiched between the polycation layers. The presence of organophosphorus compounds was confirmed through UV-vis and emission spectroscopies. Jaffer et al. [22] also demonstrated LBL deposition in structures incorporating ZnS-capped CdSe QD surfaces modified with polyelectrolyte coatings. In complementary techniques, Tang et al. [23] and Pacifico et al. [24] have demonstrated the use of selfassembled monolayer (SAM) methods for the synthesis of QD films. Of particular interest, Tang et al. [23] demonstrated the production of a high coverage photoactive surface for use in a surface sensitized Schottky barrier photovoltaic structure was possible by controlling the pH during deposition. In the related work of Pacifico et al. [24], two-dimensional ordered arrays of QDs were fabricated using bifunctional alkanes to form SAMs. In related studies, Ouyang and Awschalon [25] used bifunctional chemical linkers as a means of providing control over the spacings between adjacent QDs. In yet another approach to self-assembly, Stroscio et al. [26] have used biomolecular peptides to chemically assemble alternating layers of $\mathrm{CdSe}-\mathrm{ZnS}$ and CdS on an Au substrate.

For applications of QD structures as photodetectors, the absorption coefficient and the related extinction coefficient are of special importance. The extinction coefficients of $\mathrm{CdTe}, \mathrm{CdSe}$, and CdS nanocrystal have been determined by Yu et al. [27]. As expected, these results confirmed that (for high-quality $\mathrm{CdTe}, \mathrm{CdSe}$, and CdS nanocrystals) that the extinction coefficient per mole of nanocrystals at the first exitonic absorption peak was strongly dependent on the size of the nanocrystals. There is a growing body of literature indicating relatively large extinction coefficients for colloidal QDs at the first exciton peak [27-29]. The extinction coefficient, $\varepsilon$, is related to the absorbance, $A$, through, $A=\varepsilon C L$, where
$C$ is molar concentration, the QD concentration in mol/liter and $L$ is the optical path length in cm . Experimentally determined extinction coefficients of CdTe , CdSe, and CdSe nanocrystals for colloidal QDs indicate significant absorption levels near the first exciton peaks; indeed, these experimental measurements yield values of extinction coefficients corresponding to $A / L$ (absorbance per length) values of: $29.6 \times 3 \times 10^{5} \mathrm{~cm}^{-1} \mathrm{CdSe}, 24.4 \times 6 \times 10^{5} \mathrm{~cm}^{-1}$ for CdTe and $33.7 \times 5 \times 10^{5} \mathrm{~cm}^{-1}$ for CdS [27]. In part, these relatively large values are due to quantum confinement effects. Moreover, Albanesi et al. [28] predict absorption coefficients in $\mathrm{PbS}, \mathrm{PbTe}$, and PdSe with peak values in excess of $10^{6} \mathrm{~cm}^{-1}$, and Tsuchiya et al. [29] predict absorption coefficients in excess of $10^{6} \mathrm{~cm}^{-1}$.

In designing devices and structures incorporating colloidal QDs it is essential that the energy level structure of each component material will be understood. In this regard, Al Kuhaimi [30] has investigated the conduction and valence band offsets of CdS/CdTe solar cell structures; in this study, the conduction band offsets was determined to be between 0.23 and 0.3 eV , and that of the valence band offsets was determined to be between 0.67 and 0.74 eV . Of special importance for designs with period structures of QDs, Lazarenkova and Balandin [31] have analyzed the carrier energy band structure in three-dimensional arrays of uniformly spaced semiconductor QDs; in this work, the anticipated splitting of carrier energy levels that results in three-dimensional miniband formation was investigated. As expected, changing the sizes of QDs as well as the spacings between QDs and the associated barrier heights made it possible to control the electronic band structure of these artificial QD crystals. These authors also demonstrated that the effective-mass tensor and density of states for these QD crystals are different from those of bulk semiconductors. Moreover, they found that the electronic properties of these artificial crystals are more sensitive to interdot spacings than dot geometries. In subsequent studies, Balandin and Lazarenkova [32] found a thermoelectric figure-of-merit enhancement in regimented QD superlattices that can be an order of magnitude or more greater than that in bulk semiconductors. Accordingly, these authors have demonstrated that the thermal and electrical of three-dimensional QD arrays may be engineered to alter device properties as suggested by Lyanda-Geller and Leburton [33] and Dmitriev and Suris [34]. Furthermore, Yamanaka et al. [35] and Vasudev et al. [36] analyzed the transmission coefficients of carriers of $\mathrm{GaN}, \mathrm{TiO}_{2}$, and CdSe QDs arranged threedimensional arrays for a variety of conductive polymer matrices. These threedimensional structures had both regular and irregular interdot spacings. These analyses indicated that carrier transmission coefficients may be large ( $>50 \%$ ) at selected band energies for suitably designed arrays.

Biswas et al. [37] reported that in nanocomposite heterostructures made of semiconducting QDs and conductive polymers, the peak to valley ratio of the current is 91 at room temperature while 2,965 at 77 k . The current voltage characteristics were simulated for a double-barrier resonant tunneling device and the location of the NDR peaks agreed with the experimental results. The negative differential resistance phenomenon is of potential interest in memory cells, electronic switches, and oscillators.

## Phenomena Dealing with PL and LED Applications Using QD-Based Structures

This section deals with PL and LED applications using QD-based structures. In early work underlying LED applications, Coe-Sullivan et al. [38] studied techniques underlying the fabrication of large-area ordered QD monolayers via phase separation during spin-casting. Moreover, Coe-Sullivan et al. [39] have demonstrated that a phase segregation process can be applied to the fabrication of Quantum-dot LED (QD-LEDs) containing a wide range of CdSe QD sizes. QD core diameters from 3.2 to 5.8 nm , the peak electroluminescence was tuned from 540 to 635 nm . Coe-Sullivan et al. [39] have demonstrated that for both all-organic LEDs and QD-LEDs with thin emissive layers, there is an increase in the exciton recombination region width as the drive current density is increased. Coe-Sullivan et al. [40] have fabricated a QD-LED that has a monolayer of QDs, sandwiched between two organic thin films; these authors used a fabrication method that employed material phase segregation between the QD aliphatic capping groups and the aromatic organic materials. In these studies, a 25 -fold improvement in luminescence efficiency ( $1.6 \mathrm{~cd} \mathrm{~A}^{-1}$ at $2,000 \mathrm{~cd} \mathrm{~m}^{-2}$ ) was found relative to best previous QD-LED results at that time.

As a preliminary to developing displays, Lee et al. [41] have demonstrated nearly full color emission using semiconductor nanocrystals, QDs, and polymer composites. Lee et al. [41] fabricated composites by stabilizing chemically synthesized II-VI semiconductor QDs into polylaurylmethacrylate (PLMA) matrices in the presence of tri- $n$-octylphosphine (TOP). With the resulting structures, Lee et al. [41] observed that the fluorescence of the resulting composites covered the entire visible range with narrow emission profiles and high PL quantum yields when the excitation was accomplished with ultraviolet or blue light; these authors also observed that controlling the mixing ratio of different-sized QDs resulted in mixed colors. In related studies, Anikeeva et al. [42] performed a study of the enhancement of PL of $\mathrm{CdSe} / \mathrm{ZnS}$ core/shell QDs by energy transfer from a phosphorescent donor. For the system considered by Anikeeva et al. [42] the photoluminescent dynamics was dominated by exciton diffusion within a fac tris(2-phenylpyridine) iridium $(\operatorname{Ir}(\mathrm{ppy}) 3)$ film to the QD layer. Photonic bandgap effects have been considered by Lin et al. [43] who self-organized CdS-coated PMMA (poly(methyl methacrylate)) microspheres to form a photonic crystal that provides spectrally and angularly dependent electromagnetic structural resonances; these studies identified photonic stop band with PL from the nanocrystals. Yang et al. [44] studied the optical characterization of the ZnO . They measured the PL as a function of temperature and Raman scattering data at room temperature. ZnO has a large exciton binding energy of 60 meV which is very important for light emitting applications. They also studied the electron and hole transmission mini bands of colloidal ZnO QDs and conductive polymers which is a potential material in the field of optoelectronic device.

## Photodetector Concepts Based on QD Arrays

Photodetectors based on treated CdSe QD films have been investigated by Oertel et al. [45]. PEDOT-PSS (poly-3,4-ethylenedioxythiophene doped with polystyrene sulfonate) was used as the conductive polymer in these studies. (PEDOT:PSS). An effective bandgap energy shift to lower energy via strong Förster energy transfer was observed by Kang et al. [46] in studies of the PL characteristics of the self-assembled silica nanospheres containing coupled $\mathrm{CdSe} / \mathrm{ZnS}$ core-shell QDs on the surface of the sphere. In the infrared region, Konstantatos et al. [47] analyzed infrared photodetectors fabricated using solution-based process; these infrared photodetectors were superior in their normalized detectivity, $D^{*}$, to the best epitaxially grown devices operating at room temperature. In related work, McDonald et al. [48] used a nanocomposite approach in which PbS nanocrystals tuned by the quantum size effect sensitize the conjugated polymer poly2-methoxy-5-(2'-ethylhexyloxy-pphenylenevinylene) (MEH-PPV) into the infrared. These were able to realize photocurrent spectra with peaks tailored to $980 \mathrm{~nm}, 1.200 \mu \mathrm{~m}$, and $1.355 \mu \mathrm{~m}$ by varying the size of the nanocrystals during processing.

Boberl et al. [49] formed columns by filling colloidal QDs into nanoporous alumina membranes with aspect ratios of $300: 1$. They fabricated the QD column photodetectors with two different QDs HgTe and PbS and different QD sizes. Electrical transport and photocurrent up to long wavelengths of $3 \mu \mathrm{~m}$ are demonstrated. The potential application of colloidal QDs is that they provide a good way to low-cost large-area devices and high flexibility.

Liao et al. [50] proposed a novel design for a photodetector that is based on QD coupled resonant-tunneling diodes (QDRTDs) with the QDs embedded in with conductive polymers adjacent to the RTD. In the studies of Liao et al. [50], an AlGaN -based double-barrier quantum well (DBQW) and PbS colloidal QDs form the QDRTD. By using PPV, PVK, and SiHMFPV with embedded PbS QDs as the photon absorption regions, the device is capable of detecting photons with three different wavelengths simultaneously. In the specific design discussed herein, the resonant-tunneling diode (RTD) is made of an $\mathrm{Al}_{0.46} \mathrm{Ga}_{0.54} \mathrm{~N} / \mathrm{Al}_{0.6} \mathrm{Ga}_{0.4} \mathrm{~N} /$ $\mathrm{Al}_{0.46} \mathrm{Ga}_{0.54} \mathrm{~N}$ quantum heterostructure, and a layer of lead sulfide ( PbS ) QDs is embedded in the conductive polymer on top of the RTD structure. The polymers Poly(phenylene vinylene) (PPV), Poly(N-vinylcarbazole) (PVK), and Poly(hex-ylmethyl-silylene- $p$ - phenylene vinylene-9,9-dihexylfluorene vinylene- $p$-phenylene) (SiHMFPV) were selected for the three absorption regions because with an Al composition fraction, $x$, in the $\mathrm{Al}_{x} \mathrm{Ga}_{1-x} \mathrm{~N}$ compound of 0.46 the conduction band $E_{\mathrm{c}}$ of the DBQW emitter is aligned with the LUMO of the PPV and PVK polymers, and the LUMO of the SiHMFPV polymer is slightly lower than the $E_{\mathrm{c}}$ of the emitter.

Figure 15.1 depicts the energy diagram of AlGaN-based DBQW coupled with conductive polymer as the collector-photon absorption region-with PbS QDs embedded in the conductive polymer. The widths of both the well and barrier of the double-barrier are 3 ML . Figure 15.2 presents the calculated current-voltage (IV) characteristics of the device with different polymers at 300 K .

Fig. 15.1 Energy diagram of AlGaN-based DBQW coupled with conductive polymer as the collector with PbS QDs embedded in the polymer


Fig. 15.2 Current-voltage characteristics of the device with different polymers at 300 K


Liao et al. [50] applied a modified Hooge's empirical model to analyze the low frequency noise of the QDRTD and polymer-based photodetector. Based on this analysis was estimated the minimum light sensitivity of the order of $0.01 \mathrm{nW} / \mathrm{cm}^{2}$. The photodetector designs considered by Liao et al. [50] may be used to extend to different three-color detectors as a result of the great variety of available conductive polymers, QDs, and DBQWs.

## Solar Cell Structures Incorporating QDs

There has been considerable effort aimed at using QD arrays as the basis for solar cells. Nozik et al. [51] have assessed QD-based solar cells and have specifically considered using hot photogenerated carriers to produce higher photovoltages
or higher photocurrents. This analysis lead to the result that QD-based structures have the potential to increase the maximum attainable thermodynamic conversion efficiency of solar photon conversion up to $66 \%$. The works of Boudreaux et al. [52] and Benistry [53] underlie the conclusion that relaxation dynamics of photogenerated carriers may be markedly affected by quantization effects in dimensionally confined semiconductors. Indeed, Boudreaux et al. [52] performed an analysis of the energy of injected electronic minority carriers from an illuminated semiconductor into an electrolyte. In another potentially critical observation, phonon-bottleneck effects in QDs were introduced by Benistry [53]. More recently Stroscio and Dutta [54] have considered phonon-related effects in semiconductor nanostructures.

Hagen et al. [55] have presented an innovative three-layer concept for efficient solid-state solar cells based on nanoparticle-based solar cells. The devices considered by Hagen et al. [55] consisted of a $\mathrm{TiO}_{2}$ nanocrystalline layer for electron conduction, an organic triphenyldiamine layer for the transport of holes, and a surface-absorbed ruthenium dye complex for light absorption. Importantly, high charge storage capability of porous titanium dioxide layers was demonstrated.

Arango et al. [56] have investigated charge transfer in photovoltaics; the structures consisted of interpenetrating networks of $\mathrm{TiO}_{2}$ nanoparticles and conjugated polymer-poly2-methoxy-5(2'-ethylhexoxy-phenylene-vinylene) (MEHPPV). These layered structures exhibited a two order of magnitude increase in photoconductivity and sharp saturation relative to blended structures.

Photoelectrochemical cells based, in part, on novel photovoltaic cells fabricated from nanocrystalline materials and conducting polymers films have been assessed and reviewed by Gratzel [57]; high conversion efficiencies, flexibility, and inexpensive fabrication were highlighted for selected device designs. Dye-sensitized solid heterojunctions, extremely thin absorber (ETA) solar cells and organic solar cells incorporating interpenetrating polymer networks were among the structures considered by Gratzel [57]. Of special significance, Gratzel [57] reviewed photovoltaic devices based on interpenetrating mesoscopic networks characterized by ultrafast initial charge separation and much slower back-reaction that facilitates the collection of charge carriers as an electric current before recombination can occur. Low-cost high-efficiency solar cells based on dye-sensitized colloidal $\mathrm{TiO}_{2}$ films have been considered by O'Regan and Gratzel [58]; these material structures have large internal surface area and are attractive as a result of the need for dyesensitized solar cells to absorb more incident light. In addition, O'Regan and Gratzel [58] considered interconnected mesoporous materials to facilitate electronic conduction.

Solid-state dye-sensitized solar cells employing a solid organic hole-transport material (HTM) have been considered by Kroeze et al. [59] who have pointed out that they offer a number of practical advantages over liquid electrolyte junction devices. These authors have emphasized the practical importance of the control of interfacial charge transfer in the design of these devices.

InAs self-assembled QDs incorporated in an $\mathrm{AlGaAs} / \mathrm{GaAs}$ heterostructure for solar cell applications have been studied by Suraprapapich et al. [60] who have reported potentially high device efficiencies based on these structures.

Concepts for nanostructured solar cells enhance the potential for applications of such devices. However, potential difficulties associated with realizing efficient nanostructured solar cells have been pointed out. In the case of quantum wellbased solar cells, these considerations include: (a) the polarization-sensitive nature of the absorption reduces absorption efficiency and necessitates the use of elaborate incident optics; (b) the localization of carriers increases the difficulty of carrier collection and has motivated carrier collection through complex means such as hot-carrier transport or miniband transport; and (c) the voltage drop across complex structures leads to reduced power output. In the case of QD-based solar cells, the same difficulties arise except for point (a) made previously. Notwithstanding these difficulties, there are numerous efforts aimed at realizing QD-based solar cells. Ruangdet et al. [61] have studied the performance of structures based on multi-stacked high-density InAs QDs. This study provides an example of the difficulty of achieving high efficiencies; however, it should be pointed out that it was based on self-assembled QDs instead of colloidal QD-based devices. In this work, Ruangdet et al. [61] use a thin-capping-and-regrowth molecular beam epitaxy (MBE) process to fabricate multiple layers of InAs-based QDs with areal densities of $10^{10}-10^{12} \mathrm{~cm}^{-2}$. Importantly, by electrical characterization of homojunction p-n solar cells with one layer of QDs and five layers of QDs these authors show that a short-circuit of $9.6 \mathrm{~mA} / \mathrm{cm}^{2}$ for the one-layer case as opposed to $14.4 \mathrm{~mA} / \mathrm{cm}^{2}$ results for the five-layer case. Significantly, the efficiency for the five-layer case is only $5.1 \%$. In other investigation underlying QD-based solar cells, Marti et al. [62], Luque and Marti [63, 64], have investigated the considered role of intermediate bands in QD-based solar cells. Indeed, an analysis of a solar cell with an impurity level in the semiconductor bandgap under ideal conditions has been presented by Luque and Marti [63]. It was argued that under these ideal conditions that an efficiency of $63.1 \%$ was possible instead of the $40.7 \%$ predicted in the Shockley and Queisser model limit; this is discussed further by Werner et al. [65]. Thus, this analysis predicts high efficiencies for an idealized system with an impurity having energy in the semiconductor bandgap. However, the implementation of this approach through the use of QDs to provide the intermediate level (or band) has resulted [64] in the observation and conclusion that the absorption of light in a ten-layer system is low and that increasing the number of layers might lead to material defects.

Jung et al. [20] have demonstrated energy transfer between colloidal CdSe QDs and PSI. The work of Jung et al. [20] was motivated by the fact that in the natural photosynthesis process, light harvesting complexes (LHCs) absorb light and pass excitation energy to PSI and photosystem II (PSII). They used nanocrystalline QDs as an artificial LHC by integrating them with PSI to extend their spectral range. Based on PL and ultrafast time-resolved absorption measurements, these investigators have demonstrated that when the nanocrystalline QDs and PSI are within the Forster radius that the emission from the nanocrystalline QDs is quenched and the fluorescence from PSI is enhanced. Moreover, using absorption and bleaching results, Jung et al. [20] demonstrate FRET from the nanocrystalline QDs to the PSI; the non-radiative energy transfer was determined to occur in 0.12 ps .

Fig. 15.3 PL of CdSe QDs (595 nm, circle), PSI
(682 nm, triangle), and QDPSI composite (square) using excitation at 442 nm . The intensity of the peaks of QDs are decreased while that of PSI are increased in the composite, showing the energy transfer

Figure 15.3 demonstrates the FRET effect for the composite QD-PSI system. Since green plants including PSI have very few green pigments, as a result of refection green light by plants, it may be possible to increase/engineer/expending light absorption by adding nanocrystalline QDs in green range.

Rao et al. [66] studied organic photovoltaic devices using transient optical absorption spectroscopy. They focused on pentacene/C $\mathrm{C}_{60}$ bilayers which exhibited high quantum efficiencies which is a drawback of organic phtotovoltaic devices. They demonstrated that the reason for the high quantum efficiencies of their structure is that spin-singlet excitons in pentancene thin film undergo fission to two spin-triplet excitions on a sub-200 fs timescale who diffuse to a heterojunction then and dissociated there leading to charge formation on a $2-10 \mathrm{~ns}$ timescale and get high quantum efficiencies. Inspired by this structure and mechanism, the photocurrent of OPVs can be enhanced and in the future anticipate the developmental organic photovoltaic devices having suitability for flexible and large-area applications while at the same time with high efficiencies.

## Biomolecule-Based Molecular Sensors Based on Colloidal QDs

There have been studies using colloidal QDs to construct detectors of ions. Wu et al. [67] designed the QD-based aptamer beacon for potassium ion detection in the potassium concentration range from 0 to 300 mM . Wu et al. [67] used the thrombin-binding aptamer (TBA) as the probe, $\mathrm{CdSe} / \mathrm{ZnS}$ QDs as the donor and gold nanoparticles as the acceptor in this design. The TBA has the following sequence $5^{\prime}$ GGG TGG TGT GGT TGG $3^{\prime}$. In the presence of potassium ions that stabilize the tetraplex structure (structure with four GG pairs) formed by the TBA, the donor and acceptor are brought together within several nanometers, and therefore FRET occurs. As a result, the intensity of the fluorescence from the


Fig. 15.4 The fluorescence response of the QD-based potassium detector solution to the potassium level range from 0 to 304 mM ; the concentrations going from the upper curves to the lowest curve are $0,20,39,58,77,96,115,134,153,190,208,235,262$, and 289 mM , respectively. The $\mathrm{CdSe} / \mathrm{ZnS}$ QDs have a narrow, symmetric emission spectrum with peak centered at 605 nm


Fig. 15.5 This picture shows that the fluorescence intensity change is large enough to be seen by the naked eye, which makes this design promising in applications as a simple diagnostic device. In this picture, each of the four vials, (a)-(d), contain 1 L of 9076 -base-spacer beacons. $0,1 \mathrm{~L}$, $10 \mathrm{~L}, 100 \mathrm{~L}$ of 5.69 M saturated potassium chloride are added into the vials from left to right while all of the volumes are designed to be equal to $1,112 \mathrm{~L}$. This photograph was taken in a dark room with a Panasonic LX3 one minute after potassium ions were added into the beacon solution. The overall potassium ion concentrations are $0 \mathrm{mM}(\mathbf{a}), 5.11 \mathrm{mM}(\mathbf{b}), 51.1 \mathrm{mM}(\mathbf{c})$, and 511 mM (d). The overall beacon concentrations of these four vials are the same, $907 \mu \mathrm{M}$
solution depends on the percentage of probes that stay in the quenching stage, and, therefore, gives information of the potassium ion concentration. It was found that the fluorescence intensity of the potassium probe decreases with increasing potassium level when they are excited by a laser with a wavelength of 305 nm ; see Fig. 15.4. These results indicate that it may be possible to design a potassium sensor based on the observation of the fluorescence of a sample solution added by


Fig. 15.6 Schematic of $\mathrm{Hg}^{2+}$ ion probe. The interaction between $\mathrm{Hg}^{2+}$ and thymine bases leads to the folding of the aptamer which allows NSET between QD and Au nanoparticle

Fig. 15.7 PL of aptamer probe assay at 10 nM probe concentration. Dashed line is a control containing the probe only with maximum emission at 650 nm and the solid line is the probe plus $500 \mathrm{nM} \mathrm{Hg}{ }^{2+}$ present. Light emission is reduced

the probe. Furthermore, the fluorescence response is so significant that it can be sensed with the naked eye as shown in Fig. 15.5; this design shows promising potential in the development of take-home diagnostic devices.

Brenneman et al. [68] used semiconductor QDs and the same DNA aptamer as Wu et al. [67] for the detection of $\mathrm{Hg}^{2+}$ ions. Oligonucleotides can be used for $\mathrm{Hg}^{2+}$ ion detection because they interact with thymine (T) bases to create $\mathrm{T}-\mathrm{Hg}^{2+}$ T structures [69]. Since the TBA ( $5^{\prime}$-GGT TGG TGT GGT TGG- $3^{\prime}$ ) used for $\mathrm{K}^{+}$ detection contains 6 thymine bases, it can also be employed in Hg ion detection. The symmetry of the thymine bases in the TBA will cause the DNA to fold into a hairpin structure when $\mathrm{Hg}^{2+}$ binds to it (Fig. 15.6). When this occurs the Au nanoparticle, which acts as a quencher through the phenomenon of nanometal surface energy transfer (NSET), is brought closer to the QD. Therefore, this conformational change causes a reduction in the emission of the excited QD.

The process of NSET is similar to that of FRET, except the energy transfer is between dipole-surface rather than dipole-dipole [70].

This reduction in fluorescence is related to the presence of mercury(II) ions. The emission spectra in Fig. 15.7 was measured using a spectrometer. Both assays contained 10 nM of the probe, but the solid line shows a quenching efficiency of $62 \%$ with the addition of $500 \mathrm{nM} \mathrm{Hg}{ }^{2+}$.

## Summary

In this chapter we highlight recent optoelectronic applications of colloidal QDs. We have showed the great potential of application of such structure in the fields of photoluminescent devices, LEDs, displays, photodetectors solar cells, and other novel devices. It is expected that the research on this structure will continue so that more possibility of application will be opened.
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